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B - Interview with Quality department personnel

1. Could you explain a bit about your role?

○ Works in quality
○ Checking the cross contamination between products
○ Swab test - checking microgrowth
○ Very important for microsensitive materials

2. I saw that the operators were taking random sample from nozzles before the next
product run. How is that done?

○ Rinse the line, take the sample, check if it is foaming
○ The test is done very quickly
○ Checks the pH. It happens parallel while the production line is being set for next

run
○ That is the initial testing. There is also another test after the production. One

sample of bottle is taken out from the line and tested for reflection index.
3. What are the various activities performed by operators at various stations and do they

have a checklist of activities?

○ They should have, but not sure if they do it properly
○ They need to decide with previous shifts what they need to do

4. How often do you observe the activities? Once in a shift, once a week or so?

○ I don't think anyone is observing. But they do have a list of things to do before
running the next product. The checklist is on the PC and they do the activities
before running it - clean the line, quality, batch no. etc.

○ 4 eyes (another person from a different line) check to be done while running the
first product of the shift.

5. Some examples of activities which needed expert operator knowledge?

○ As seen today with the sleeve machine
○ Lot based on experience
○ They do not interrogate, but just adjust

Data -

I read that the performance improvement is done through SMED analysis.

1. Are there any other ways you try to improve the performance apart from SMED?

○ Process lead knows. They have a project on improvement
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○ I tried to implement the six sigma on the line but was unsuccessful as the data
collection was challenging - like how often error occurs? Root cause of the error/
Why?

Representations -

1. What data analysis or representations do you currently use?

○ Data required for root cause analysis. This time this was the issue; next time it
can be different issue

○ Camera can identify same issue on same place, then root cause analysis to be
triggered

○ Invest by quality and performance
○ If the line stops more than 3minutes, record. Record only symptoms
○ Root cause should be based on data

2. How is the root cause analysis done now?

○ Sitting in a room and doing the root cause analysis
○ If camera is implemented, focus on issue zones
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C- Interview with Process Improvement lead

S: What is a normal day as a performance lead? Could you explain a bit about your role?

P: Normal day starts at 8 o’clock, when I arrive at the company. What i will do is calculate and
gather the production numbers;numbers from each line; performance for the last 24 hours. 3
shifts from last 24 hours;review for last 24 hours. So these numbers go on a sheet and go on
the wall in the smart room.I don't know if you have seen the smart room before. It's actually a
lean room, called more like a ror room, for more lean transfer to us is called a smart room.
Meaning there are white boards starting with safety, quality, performance for the last 24 hours,
issue board, planning board, technical dept. board and one white board for special projects.
Actually what we discuss is for the last 24 hours how the production went. If it is okay, actually
there are no issues, if not okay there is a sticker on the board. And the sticker is more or less
kind of addressing the issue and the issue will be spoken about and will be assigned to who is
gonna pick up this problem and would do that. And that goes for production, safety and...the
onus of the whiteboard will be available this morning and will be appointed. If it is a small issue,
it can be solved within the day and if it is complex it will be done in a kind of project.

S: These issues that occur at site, is that being referred to you when you come back the next
day?

P: No, not to me. It is reported to the group. I am a facilitator in all the departments but I am a
chairman and I will do the talking. I will guide the group and more and less.. Like in
conversational wise and asking critical questions and asking for solutions and when the
solutions are done when it is ready and I would like to have feedback and all kinds of..

S: When these operators are doing various activities at the stations, do you keep track of the
activities that they are doing?

P: So, what I will do is to make the numbers visible by printing the numbers and I will go by each
and every operator and ask if this has happened in the last 24 hours. What did you see out of
perspective, out of the operatorview and ask ok, its... it's… high over for a scope and I will ask
them across this was the problem for the last 24 hours in your line, in the morning for instance
and what is the issue with machines. I will go more in depth, trying to define the core problem in
more detail.

S: It's more like manually approaching the operators and asking them what happened?

P: It's more like an interview. I will say Good morning how are you and chit chat about normal life
and after 5 minutes, i will go into detail about.. I will show him the numbers and if he is getting
the target, yes and no . If he is getting the target, no action no issue and then we talk about our
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daily life. What is an issue that occurs in the row room..then if he has more than a stop for half
an hour or an hour or something, i will ask him in a short interview, so what happened, what did
you do, what was the problem was maintenance involved and things like that. I actually try to
analyse what happened with the machine the day before.

S: So.. I know that you are implementing the methods to understand the activity performance.
So how often do you implement this? Like once in a week, once in a day, shift, etc.?

P: The implementation is if it's like, normally these issues are small issues or 15 mins or half an
hour and the problems about the sensor, the adjustments of the machine while there is a
changeover, then you adjust which went well , so there is no action taken for the performance.
The sensor that is out is like good aligned then there is no action taken. The action taken when it
has gone fast behind and if it is not the technical issue, the technical issue is not solved by the
maintenance and then it gets complex and then you get a project like Kaizen or 5 why,... all kinds
of lean tools to get to the root cause for analysing.

S: something to do about the operators, do they have a list of activities; something they should
look into when they do this. Do they have a sequence or so?

P: In the right protocol, they have a sequence called SWI. It is a standard work construction but
they're so ...most operators are that skilled that they do it by heart. They have done so many
times and so yeah.. Small mistakes.. Normally it doesn't matter. That skilled normally wise it is
not a problem.

What you can see is there are less skilled operators, they are well trained with work construction
at hand and they are taught by doing. It is not a proper way to do it. What they need to do is…
actually especially, when there are new, fresh operators that have not all the skills that needed
like fully matured seniority operators .. actually what they need to do is they need to check these
boxes they need to check. This is the thing from number 1 to number 50, this will run properly.
What you see is what operators that have skills and the ones new at the operators say within a
year, they think I know it by heart but still make mistakes. For things that need to be done left to
right, they put it in right to left or its front back.. Such kind of things. You will see that once in a
while.

S; when you look at the performance improvement, is there any station that came to your
notice?

P: My full attention for .. i would say 80-90% is the 5L line, the one where you put the Zed 2
camera.

S: In that line, is there a specific station which has problems?

P: I would say the depalletizer and the cans come from outside… come from a truck and then
they get on a conveyor, its a rolling conveyor, like bars and the pallet will be stacked for total for
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9 pieces and the mount from the line, one pallet comes inside, one robot, more or less from the
line, depalletizes the cans onto the table that feeds the machine.

S: So, that is where you have encountered most errors?

P: That and the filler itself. Sometimes it's the depalletizer, sometimes it's the sleeve machine,
sleeves coming from the vendor are too tight. Then sometimes you have an issue. Depalletizer
cans falling over, that's an issue. Sometimes spilling actually the fluid…. That will sometimes be
an issue. More for the filler. Quality… when the can is dent, it cannot be filled by the filler, then
you get a crushed can, the spill...you need to remove the can and clean the spill… sometimes the
check weigher does not give feedback to the machine to stop.So.. Sometimes there you got a
jam...uhh… if you have a spill on the conveyor belts will be contaminated and eventually will be
slippery. Coz in the end towards the stacking tech and onto the pallet, there is a spiral, the
conveyor belt will be slippery and cans will be slipping down the spiral. That is the issue.
So...yeah.. Here and there and most of them are recurring.

S: How important is the labeller area? Is that an error prone area?

P: Labeller was done last week. The label checker and that checks if there is a label on the can.
That has been fixed last week.

S: So as of now the errors are less in the labeller area?

P: Yes. Yes. What the maintenance dept. do is to give some construction on papers like, also like
again work construction and once this is done, the action is complete.

S: When a fault is reported, what are the actions you have to take?

P: What will happen is a kind of an escalation model. This escalation model is written and stated
that you can fix the problem by yourself and if it's been done within mins. If not, you have to call
your PO, the technical assistant who has more knowledge than yourself and he will try to fix it
together with the two of you for the next half an hour. If he can't fix it, the POer will call the
technical dept.and the maintenance guy will come and try to solve it. He makes a report and he
makes a written comment in the system formaintenncce dept and is called Maximo. He writes
the registration of time and text what he has done all along he took to solve the problem. This
one the maintenance guy will make a report, also the production makes a report. This will be
summarized as a report for today and will be spoken at the 9 o’clock meeting next day.

So from all three angles, there is a notification and will be discussed at 9 o’ clock and further
action to be taken will be addressed whoever is responsible.

S: I read that the performance improvement is done through SMED analysis. Are there any other
ways you try to improve the performance apart from SMED?

P: Oh yes. SMED. But also run rate how fast the machine goes. What i will try to do is… It is like a
simple product that looks like water and alcohol, it can be fast filled not foaming. If it is still low,
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I will ask him to go to maximum and once you reach the maximum without any aviation or flows
or mechanical issues, then that will be your new standard. When they are trying to…. last period
is that the run, say at 55, I will challenge them to go as fast as possible and once you reach
100% backup a little bit and that your technical wise getting into problems run at 90%. So I will
try to, I would say, dare them to enhance boundaries.

S: Are there any factory-specific limitations with SMED data collection? (large area, difficult to
integrate data, etc?)

P: Limitations are specific per product. If for instance, let's call it hypochlorite, that's a product
which needs to be filled slowly. If the product has very thick filling, filling takes longer than usual
alcohol products. So here and there if you can divide it into 4-5 product families, thick thin
foaming, unfoaming, hypochlorite, feeding 10L cans by manual, if it's done automatically after
this week, this will be done automatically, the time goes up like 100%. Coz now we are
depending on the manual labour that takes can from the pallet and puts manually on the
conveyor belt.

S: During SMED, where there some specific parameters which were difficult to collect manually?
Will automatic collection of data help you in specific parameters. Could you give some
examples.

P: What would be nice is have .. like… standard protocol stand or recipe that says if you are
running this product, setup is fixed at 35 or 45 or 55 its needed from there on. If so speed from
80% tweak them here and there. Use some small adjustments that make the machine run at
90%. So start a little below lower and as a standard gives you no problem at all and start to bit
by bit tweaking so that you gain 90%.

S: Is that the type of fine tuning the operators do?

P: That's what they should normally do. They are usually running in convenient mode. They are
not lazy but say in their comfort zone. The prediction is that small or no downtime. If you are
going to try to reach the 100% max to machine and backup a bit, then you need to be very skilled
and if there is a problem, it needs to be solved and not everybody is trained for that problem.

S: So with COALA, they may not need that training and directly start in a most optimal way. Is
that what you are thinking?

P: Yes. Correct. And give them this perspective from this COALA, a hunch two or three options -
have you done this - have you done this? No? Then do this and see the result so that you can
funnel your problem more or less. Continuity with max tech that you want.

S:  How do you usually compare the data from different analyses?

P: Not yet. You can compare operators among each other. So, for instance, rinsing the whole
process from mixing to filling each and every operator has a different kind of rinsing the
machine . So there must be a best practice for all the operators.
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S: Currently, are there any manual methods you use to get the best practices?

P: Oh yes. There is. But sometimes it's not followed by the whole group. That's more or less the
issue.

S: How do you do the manual best practices? How do you identify?

P: Identify by how they do it by looking at it. Do a time measurement, collect them, write them
down and compare with each other. And then put information added to it like… how did the tech
time, how they run it, what will be the fastest and how many SKUs they do in this time.
Eventually, that gives you a tech on for each product family I make an approximation that gives
you the prep the mean and the average value and I will compare it with each operator that runs
this line for say 80% of the time. I will get an overview for changeover along each operator and
how long it takes for each operator. I collected manually at the line physically by myself.

S: Does it not take other colleagues to do it together?

P: Yeah but, time wise.. Actually I am the only one… They are too busy running the process. I
would say they don't have much spare time to collect this kind of data. I will ask him about this
and it's not standard.

S: how often do you do it?

P: Few months, I will do it by myself. I would say, once every 4 weeks.

S: During the meetings Barnabas used to mention about safety being an issue on the site. How
often do safety issues occur on site?

P: I wouldn't say that much

S: Is that something that is interesting for COALA to explore if the frequency is very less?

P: What would be good to check … safety first at the plant or would say there is not too much of
the occurrence that it happens at the line.

S: Do you have any numbers or frequency how often it happens?

P: I need to ask the safety officer. On top of my mind, I do not know.

S: How do these safety issues occur? Some examples.

P: safety issues would be like a spill… or contamination with acid and other stuff that can't be
mixed. Sometimes if you need a product and one of the hazards could be … mixing two products
that can't be together. So that forms like a hazardous contamination and risk of explosion.

S: At the site, can it cause an explosion?

P: Yes
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S: are there any safety issues that arise from the side of operators?like something that can be
seen with the camera? Like running or lying down on the floor can be considered a safety issue.

P: Sometimes it is… Sometimes at a fast pace or running you will see that sometimes. That
would be fine to detect. Lying on the floor like more than 2 mins.. This could be some reason
that someone is not well. But that's an incident that never appears here. Maybe wearing the
safety mask can be recognisable. Dunno if it is feasible. Like if you have a problem with the
filling machine, you open the machine and there is an acid spill. There everyone wears safety
goggles. Maybe it can detect a full face mask. If it is required. Maybe it can detect wearing
gloves when it is needed on some special products. Ya.. I would say there are not too many
occurrences that I know of due to high risk of safety negligence.

S: If anything occurs, how is it usually identified and rectified?

P: You mean like an accident?

S: Ya

P: A while ago someone had his fingers between two boxes. That was kind of an accident but he
got only a swollen finger. Got some cold water and got some band aid on his fingers. We
reported this into a special system called ALIS. There are some docs to be filled, What was the
cause of the accident? If he is at home? If he is hospitalised? This kind of information. Actually
it is an excellent report.

S: Something to come back to in data analysis and representations. What is the type of data
analysis or representations you are using to visualize? Do you use any data viz. to compare the
data?

P: Actually in the whiteboard, you can see the time efficiency, the time SKUs has been done, per
shift for the last 24 hours. What we can see is the demand in the market. You can see the target
for the last 24 hrs and if the target has been reached. If not reached, the report on downtime and
this downtime is analysed. Ths is made once a week and we have a review data meeting where
we go back in time to the last days. So and explain how the downtime occurred. What was the
reason for that and what was the action taken to resolve this for the future

S: Currently it is like a tabular form. Do you have any viz. like a graph or chart?

P: Actually it's not ready yet, we are actually looking into getting the data from the database. I
have made a template where you can see the target and actual. You can see downtime. You can
see the pareto. All kinds of information in one template and is like in an A3. That will be made in
the near future. I would say this week or maybe next week we are able to retrieve all data from
the database and ICT company is helping in retrieving the data and put the data into the right
spot. That can make it every morning to recall the last 24 hours having this filled in template.

That was if it was a future idea and now it is getting realistic. In a matter of a few days it is
completely done.
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S: Do you viz. anything like an operator walking path, activity they do. Is there anything that has
been done manually?

P: Like a spaghetti diagram?

S: Yeah

P: not being recorded at all.

S: Are you interested in having that also?

P: Yes. If you are installing the Zed 2 camera, it can get the positional data. It can find if it is a
changeover or a problem or module on a certain machine. If that is recorded, any indication of
where the operator has spent most of his time.

S: In the data you collect for the 9 o’ clock do you use any ML techniques in patterns?

P: No. It's done manually. If something is recurring we need to pinpoint yourselves by looking
into a list.

S: would you be interested in applying suc tech to find unforeseeable patterns?

P: Yes. Like looking forward into the future. If you can predict the future that would be nice.

S: I will see to that. Right now you said you are observing the activities. So instead of having a
person observe the activities, we are planning to set up a position sensor which could detect the
skeleton data, something like this. We take the skeleton you see here and export it into an excel
sheet and do the analysis. What are your thoughts about such a method? What value does this
give you?

P: Well… You need what would be important to me is like.. For instance time along, is he working
at a station.. To define it as a downtime issue or changeover, this would be very interesting to
know. The time what would be the average. Spreading deviation would be nice to have . What
would be avg for changeover for an operator or what would be the downtime for a specific
module that can be found the same problem as the week before and the one before. So.. how to
deal with this problem. Actually what you could see is a skill matrix for the average operator how
long does it take to solve a problem.

S: When you viz. The data would you prefer certain parameters, the way you wanna visualize it
like per SKU, per shift , etc.?

P: What you can viz, is whether it is 5L or 10L can or if it is using a sticker or sleeve, that would
be nice to recognise. It can assist to recognize the cap?

S: It would be difficult. As of now, the camera is made to sense only the operators. It can not
sense whether it is 5L or 10L. Is it possible this data can be taken from the PLC? THs system
where they input all the data. Is it possible to sync the data between PLC and camera?
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P: I don't know. This question you need to ask the electronics guy in the maintenance dept.

S; Could you send me his details?

P: Yes. His name is Geert and Michael Winkelman. I will send you their details.

S; That would be nice. Since they do not know me, they would not be answering them.

P: What i can do is,,, if you need to interview them as well. At first, you can get in contact with
Herman, he is the maintenance manager. He can help you get in touch with these two guys and
explain what is possible. It can be like 10 mins or if you need anything more you need to
schedule it. If you get approval of Herman, that's great.

S: You mentioned about downtime vs changeover. Since the camera is based on visuals. Is there
anything that visually is recognisable for this?

P: Probably you need to track the changeover and I would say analyse what would be the
average. If the average above 10-15-20%, then you can recognize it as a downtime.

S: My question, I was asking about when the machine is not running, how can I identify that
there is a changeover happening or its a stoppage happening?

P: I would say, during changeover there is always some rinsing. With changeover, there is a rinse
process, that would eb a trigger to say, that would be time of changeover….

S: For the camera to recognize it is difficult to classify?

P: What you could track is a station where rinsing is being done. There is a module called HMI.
THis HMI is specific for rinsing. So, if he spends a lot of time over there, it is a changeover and
he is rinsing. So this is a trigger. The module if you are standing in front of the filling station.
There Is a box which is the HMI to start rinsing.

If you see a busy occurrence over there, then it is a changeover.

S: Ya, that's all the questions I had of now. That was great. Was nice talking to you. I got a lot of
ideas.

P: Thank you

S: Thank you. Bye
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D - Brainstorm session with Diversey
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E- Stakeholder analysis
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F - Value Sensitive Design
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G - Site observation results

Observation plan
1. What are the operators doing? How many are working at the same time?

❖ The operators are always on the run for one thing or the other. Start of the production
run, one operator handles the cleaning process and the other with the input of the next
run into the system. Most of the time errors were occuring and operators were
constantly looking after some issue. There were small gaps in between the stoppages.
The person who worked on the stoppage will take care of inputting the error report into
the system.

❖ In case the line changes from 5L to 10L, few of the activities to do are:

➢ Capper change
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➢ Sleever roll change

❖ Canister loading (10L canisters are manually loaded while 5L are machine
automated loading.
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❖ Flushing the nozzles of filler stations. Once flushed take a sample to check pH.

❖ Faulty canisters were removed manually by operator
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❖ The stoppages beyond 3mins were documented on PC

❖ Two were found working at the same time on the line.

2. How big is the area?

Each step is around 30cm
So approximately 7.5m from point B to canister loading (rightmost station in diagram) and
10 m from point A to labeller (bottom most point in the diagram).
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3. Is the area illuminated well for detection?

Yes. except the canister loading area is separated by a film partition.

4. How do they react to the events?

They are quick to go check the errors. Did not see them struggle to find where the issue is.
Eg: (1) The sleever machine had a problem on the day. When the line stops and alarm beeps,
they directly go towards the machine and start to rectify it.

(2) The cleaning water discharge was collected in a big box as shown here in the picture
below. Once during the cleaning, the box was full and started foaming outside. There are two
boxes and have to manually open the valves to direct the liquid to the boxes. Once full, they
move it using a pallet jack (seen in the picture).
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5. What are the suitable positions for the camera?

Option 1: The suitable positions are from the camera points marked A and B in question 2.

Option 2: Atop the spiral conveyor (facing towards as shown in picture). Mixing station and
the box loading area can be tracked from the at position. Labeler will be missed in this view.
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6. What are the tools used?

N/A. Saw them use only bare hands for all activities.

7. How frequent are the activities?

Issues found today:
1. There was leak/dripping during filling that the canisters started slipping back

downwards on spiral conveyor (after labeller)

2. Sleever was always causing errors. Operators were quick to decide that it's because
the sleever label was too tight

Usually some fine tuning done after such events; reduced speed of running, etc.

Refer to the next page for the frequency table of activities.
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8. Interview for further information. New questions?

● Why were the canisters weighed randomly during the run?
○ At every 30mins, one random sample will be weighed on a separate weighing

scale. The value has to be noted down in the worksheet.
● How did you rectify the sleever issue?

○ The issue seemed to them as the sleeve was too tight for the canister and that
caused it to crush it.

○ The sleever roll was fine adjusted - like tapping on the roll from the top. Tearing
off and removing three or 4 sleeves from the roll

○ Reducing the PPM of the line.
● What were the main technical issues encountered in the line?

○ Filler encounters problems sometimes
○ Ink printer that prints batch code. Sometimes the printing is not proper, the ink

nozzle may need to be checked and corrected before continuing the run.
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H - Pilot test results
Goal:

● To identify best height position of camera setting
● To check the XYZ axes direction of a camera pointed downwards at an angle.
● To identify the limits of the camera (range, obstruction)
● To identify the consistency in captured operator skeleton data during performing the

same task in a large area similar to the production floor.
● Identify the hand movements and interactions at different angles to camera (facing

forward, back facing, sideways)
● Detect the position of person with respect to a station
● Identify the difference in walking pace to detect the emergency of the event.

Equipment:

⬜ Zed 2 stereo camera (own)
⬜ Nvidia Jetson Xavier (own)
⬜ USB connector
⬜ Keyboard (own)
⬜ Mouse (own)
⬜ Masking tape (PMB)
⬜ Extension cord (own)
⬜ Markers (own)
⬜ Facemask(own)
⬜ Overalls (PMB)
⬜ PC screen (Servicepoint)
⬜ Measuring tape (Applied Labs)
⬜ Standards to inform about experiment (Servicepoint)
⬜ Sanitizing spray and paper tissue (Servicepoint)
⬜ Camera stands (Applied Labs and Servicepoint)

Test setup:

Zed 2 camera powered by Nvidia Jetson, containing the code for data collection, which would
be connected to the power socket available in the setup areas. Peripherals such as mouse and
keyboard for operation and running the code. A PC screen from the faculty will be used for
visualizing and real-time validating the captured data. Masking tape and markers will be used
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for designating the points on the floor. Stands will be used to set up the Zed camera at a height.

Figure 1: Coordinate system of Zed 2 camera

Figure 2: Test setup

Test plan:

The participant would be wearing the workshop coat from PMB and a face mask. The test will
capture the XYZ position data and XYZ skeleton data of the participant. The location of capture
would be downstairs the main hall and the camera would be set up at different heights. The Zed
camera would be set at an elevated height using camera stands. The whole experiment would
be recorded only for the purpose of double-checking the collected data.

Before start:

⬜ Sanitize the working desk
⬜ Code ready to run
⬜ Camera test run
⬜ Overalls from PMB
⬜ Information stands
⬜ Face mask

First test: Identify the best positions for camera height
“This experiment is to find the best height to set the camera. The object detection ability of the
camera from different heights will be measured. First I will set the camera and the necessary
setup. What you have to do here is to walk in the vision of the camera in the direction I specify
at a normal pace. When I lose the object detection, I would ask you to stand still at that point,
maybe walk backwards a step or two to confirm the range. First stand 5 metres away from the
camera and walk towards it to measure the nearest point. We will do this thrice. Next you would
walk away straight from the camera to measure the farthest point. This also will be done thrice”

1. Mark point of camera with masking tape. Note down the height of the camera set up
from the floor.

2. The participant will be asked to move towards the camera starting from a 5 metre
distance in the vision of the camera..

3. Note down the nearest point where the object detection starts to flicker.
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4. Check for object detection and skeleton detection if proper or not on the screen. Note
down the distance from the camera if it goes missing.

5. Repeat above steps thrice at different heights of the tripod.
6. Determine the best camera height for better range of detection.
7. Note down any other points that affect the tracking.

Position 1 Position 2

Height from floor: 2.35m

✔Object detection
✔No obstruction in view
✔Skeleton detection

Nearest point from camera
1. 2.15m
2. 2.14m
3. 2.14m

Max distance from camera:
1. 11.5m
2. 11.3m (Figure 3)
3. 12.3m

Height from floor: 2.0m

✔Object detection
✔No obstruction in view
✔Skeleton detection

Nearest point from camera
1. 1.42m
2. 1.44m
3. 1.44m

Max distance from camera:
1. 13.4m
2. 13.39m
3. 13.6m

Figure 3: Maximum distance of object detection with camera height 2.35m from floor

Conclusion
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Position 2 had a better range of view. This was chosen as the best camera position for the rest
of the tests. The nearest point of detection is 1.44m and the farthest was at 13.4m

Problems detected:
● Occasional flickering on video - no data issues found in the recorded data (See figure 4)

Figure 4: Flickering in the video

● Sometimes an imaginary object with ID 4294967295 found on screen. Can be rectified in
code. (See Figure 5)

Figure 5: Wrong objects detected

● When such an object is detected, the distance from the camera of the main object gets
reduced by a value same as that shown on the imaginary object. Need to identify the
issue. (See Figure 5)
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Second test: Checking the XYZ direction of the camera kept facing at an angle.
(Determining quaternion transformation requirement)
“This test is done to understand if the camera coordinate system is good enough for tracking or
requires coordinate transformation. First we mark two points on the floor X and Y in the vision of
the camera. You will stand at point X first, I will note down the values and then you will stand at
point Y. We repeat this thrice.”

1. Keep the camera tilted 45degrees to the horizontal in the best height chosen.
2. Mark two points anywhere in the vision of the camera with a distance of 2 metres

measured perpendicular to camera.
3. Ask the participant to stand at the point X and then at point Y.
4. Note down the XYZ coordinates when the participant stands at both points.
5. Repeat 3 and 4 thrice.
6. Find the difference in the coordinates here.
7. Note down any other points that affect the tracking.

Point X Point Y

1. X=0.67
Y=1.03
Z=-3.17

2. X=0.55
Y=0.96
Z=-3.12

3. X=0.64
Y=0.99
Z=-3.07

Average
X=0.62
Y=0.99
Z=-3.12

1. X=0.82
Y=2.41
Z=-5.21

2. X=0.76
Y=2.26
Z=-4.98

3. X=0.80
Y=2.29
Z=-5.03

Average
X=0.79
Y=2.32
Z=-5.03

The intended value from point A to B should have been only in the Z axis. Since considerable
difference is found in the Y axis also, a coordinate transformation may need to be applied for
getting the correct position.

Conclusion:

Y and Z coordinate was seen to change significantly which shows that necessary transformation

of coordinate system is required.
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Third test: Consistency in skeleton tracking
“ This test is to determine the consistency of skeleton tracking when you do certain actions. First
we remove the earlier points and mark new points A and B, one each on the left and the right
side of the left camera lens. Walk towards point A from another random point outside of camera
view and stand still at point A. Do three times starting from different starting points. Repeat this
for point B also. After this test, we will test out the skeleton data of an interaction at different
angles. So, I will keep a bag at point A. You would stand next to the point at angle 0,45,90….
And do the same lifting the bag action. It will be done in one go but I will instruct you when you
should switch to the next angle. Till I say keep lifting bag and keeping it down repeatedly at a
normal speed of motion”

1. Keep the camera in the normal angle facing the widest area at the best position chosen
in the first test.

2. Mark two points in the vision of camera A and B which are at the opposite sides of the
camera view.

3. The participant will be asked to walk towards from a random point outside the camera
view and stand still at Point A.

4. Three recordings will be noted as well as saved in excel sheets.
5. XYZ values of the point will be noted. The consistency of the XYZ values will be tested

by comparing the values from excel sheets. (Name the sheets like T3.A1, A2, A3, B1,
B2, B3 →  Point A, recording 1)

6. Repeat for point B.
7. The participant will be asked to perform a “lifting bag” interaction at every 45 deg angle

on point A. The accuracy of skeleton data and the object XYZ data will be evaluated in
real-time on the screen.

8. Note down any other points that affect the tracking.

Figure 6: Object detection at point A
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Point A (random point on left side of
camera)

Point B (random point on right side of
camera)

1. X = -3.05
Y = 0.26
Z = -8.57

2. X = -3.21
Y = 0.29
Z = -8.69

3. X = -3.07
Y = 0.26
Z = -8.26

Max. deviation in above observation:
X = 0.16
Y = 0.03
Z = 0.43

From the collected excel sheet, Consistency
of:
X✔
Y✔
Z✔
Skeleton data✔

Lifting bag

✔0 ✔ 45 ❌ 90 ✔135
❌ 180 ❌ -135 ❌ -90 ✔-45

1. X = 4.95
Y = -0.36
Z = -7.95

2. X = 5.01
Y = -0.33
Z = -7.96

3. X = 4.85
Y = -0.31
Z = -7.72

Max. deviation in above observation:
X = 0.16
Y = 0.05
Z = 0.23

From the collected excel sheet, Consistency
of:
X❌
Y✔
Z❌
Skeleton data❌

Check the “calculations.xlsx” sheet in the Test 3 folder for the consistency calculation. The
consistency requirement was standard deviation less than 0.3.

Point A was found consistent while point B was inconsistent for both object and skeleton
detection. The first and third recording at point B was found to vary a lot while the second
recording showed considerably stable values. This must have been due to some slight error in
the recording.
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Figure 7: Skeleton detection at point A

Conclusion:

The object detection at a certain point can be concluded as consistent if the point B recording
errors are ignored. The skeleton detection was not successful as the actions could not be
interpreted correctly at most angles which are not facing the camera. The angles between -45
and 45 was best for skeleton detection.
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Fourth test: Finding the limits at best camera position
“Here we test out the area of coverage of the camera. It is similar to the first test we did but here
we will mark out the area and measure it. First you stand at the nearest point detected in the
first test and walk to both sides of the camera. When the object is not detected, I would ask you
to stop and mark the point with masking tape. Do this for both sides. Repeat the step thrice.
Now walk towards the earlier marked longest point. Walk towards the side as earlier and mark
the corners with masking tape. Do for both sides. Repeat thrice. Innermost points of the corners
would be taken for final area calculation.

After this test, we will test out the skeleton data of an interaction at different angles with an
obstruction. Similar to the third test, I will keep a bag at point A. You would stand next to the
point at angle 0, 45, 90…. Degree angles and do the same lifting the bag action. It will be done
in one go but I will instruct you when you should switch to the next angle. Till I say keep lifting
bag and keeping it down repeatedly at a normal speed of motion”

1. Stand at the nearest point marked in the first test.
2. Walk to the left of the camera.
3. Find the spot where the object detection is lost. Mark with masking tape.
4. Do the same for the right side of the camera.
5. Repeat steps 1 to 4 thrice.
6. Choose the innermost points for final area marking.
7. Stand at the farthest point marked in the first test.
8. Walk to the left of the camera.
9. Find the spot where the object detection is lost. Mark with masking tape.
10. Do the same for the right side of the camera.
11. Repeat steps 7 to 10 thrice.
12. Choose the innermost points for final area marking.
13. Measure the boundary lengths with measuring tape.
14. Place an obstructing object in front of point A and ask the participant to stand directly

behind it. Note down if the detection is proper.
15. Perform the lifting bag operation behind the object at every 45deg angle to see if the

detection is proper.
16. The accuracy of skeleton data and the object XYZ data will be evaluated in real-time on

the screen. Note down in the checklist.

Measure of area =
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Figure 8: Measure of area of detection

Point A

Unobstructed skeleton detection (Figure 9)

✔0 ✔45 ❌ 90 ✔135
❌ 180 ❌ -135 ❌ -90 ✔-45

Figure 9: Skeleton detection with an obstruction

Conclusion:

The skeleton detection with obstruction showed the similar results as in the previous test without
obstruction.
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Fifth test: Detection of proximity to station
“Here we try to evaluate if the camera detects accurately if the person is working on a specific
machine based on the proximity of coordinates. We take the same points A and B and make a
rectangle over there on the floor. I will draw a rectangle of an arbitrary size suitable for a
machine area on the floor. Stand on each of the corners of the rectangle facing forward while I
note down the coordinate values. After this, you have to walk from outside the camera frame
and stop next to the station to pick up the bag and place it down.

1. Mark with tape on floor, two station areas in the scene at point A and B.
2. Calibrate the coordinates with the participant and put it in the code.
3. Place a bag in the station area A
4. Rerun the code to switch off and on the camera.
5. Ask the participant to walk towards the station A from another random point away from

the station and stop next to it.
6. Ask the participant to lift the bag and place it down.
7. See if the participant activity is detected as “Station A” (or B). Mark in the checklist.
8. Check if the skeleton data is detected correctly.
9. Repeat steps 4 to 8 thrice starting from different starting points. Repeat for station B.

Station A

Station XZ value calibration using person

1 X= -4.0

Z= -9.6

X= -3.95

Z= -9.3

X= -3.79

Z= -8.9

2 X= -2.12

Z= -9.01

X= -2.2

Z= -9.48

X= -2.16

Z= -8.8

3 X= -2.01

Z= -7.4

X= -2.07

Z= -7.5

X= -2.05

Z= -7.79

4 X= -3.6

Z= -7.87

X= -3.74

Z= -7.86

X= -3.63

Z= -7.67

The station coordinates are
X = -4.0 to -2.0

Z = -7.67  to -9.5.

43



1. ✔ Station detected
✔ Skeleton detected

2. ✔ Station detected
✔ Skeleton detected

3. ✔ Station detected
✔ Skeleton detected

Figure 10: Station detected at proximity

Conclusion:
The station detection was as planned and worked correctly. A designated area was always
detected as a particular station and the person in the proximity was identified as working on the
station.
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Sixth test: Brisk walking
“Here the point A is your idle point and point B is where you have a work assigned. In the
production floor running is not permitted. Here I am trying to determine the range of walking
speeds depending on the urgency of the event. I willmark a new point C in this test. From A, you
will start walking normally towards point B but midway I ask you to go towards a very urgent
event at point C and you have to walk at a faster pace. Stop next to point C, lift the bag up and
walk back to point A at a slower pace”

1. Mark another point C which will form a shape as shown in figure 11.
2. Point A will be designated idle point, B as a machine point and point C as emergency

issue point.
3. Ask the participant to walk from point A to B. Before the person reaches the point B, ask

the person to go for an emergency event at point C.
4. Ask the participant to walk back leisurely to point A(idle point) after lifting bag operation

at point C.
5. Store the excel sheets as 6T.1, 6T.2, 6T.3.
6. Note down the velocity of each pace of walking.
7. Repeat for three observations.
8. Calculate the range for each of the pace of walking.

Figure 11 : Points marked in the view of camera

Figure 12 : Velocity determination experiment
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Refer Excel sheet “Calculations” under Test 6 folder.

Slow Normal Fast

Range = 0.38 to 0.79 m/s Range = 0.58 to 0.88m/s Range = 0.49 to 1.52 m/s

Adjusting the values,
Slow is considered between 0 and 0.5 m/s
Normal is between 0.5 and 0.85 m/s
Fast is above 0.85 m/s
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J - Evaluation test results

Aim
This experiment aims to test the following:

- Desirability of the visualizations
- Feasibility of using this interface for process improvement
- Interactivity

Test setup:
The dashboard for data visualization with data buffered from 16th June 15.00 to 18.00 on the
same day. The dashboard is loaded with capability to view Spaghetti chart, Spaghetti chart
animated, heat map of operators’ location and Pareto chart of time spent at each station. The
dashboard is interactive with provision for choosing the date of data, time range sliders,
selection of what activity to see. Also, a side by side graph was provided by data comparison of
two different times.

Participants
Barnabas Kiss
Peter Slot

Points to note:

- How do they use this?

- What are the questions they have?

- Are the interactions intuitive?

- Are the graphs desirable for process improvement?

- How do they interact to different scenarios

- Does the graphs help in visualizing the required information?

Instructions
1. Provide the participants with a research consent form and get it signed before the start of

the experiment.
2. Explain the experiment and what their roles are.
3. Participants will be connected through Microsoft Teams.
4. Provide remote access control.
5. Provide the scenarios

a. Scenario 1: Stoppage at 15:30 - 15:35
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b. Scenario 2: Changeover at 15:50 - 16:00
c. Scenario 3: Normal operation from 15:00 - 16:00
d. Scenario 4: Compare changeover at 15:20-15.30 and 15:50-16.00
e. Participant defined scenario

6. After all scenarios provide 10 minutes for rating and providing feedback in Google forms.
7. After all the scenarios, ask the following questions

a. What other questions do you have about the scenario?
b. How was the overall experience of the dashboard?
c. Do you foresee the feasibility of using the dashboard for process improvement?
d. Name three positives
e. Name three negatives
f. Do you have any suggestions for improvement?

Results:

Scenario 1: Stoppage at 15:30 -15.35
- What information would they want to see at this time?

- How do they interact with the dashboard?

Scenario 2: Changeover at 15:50- 16.00
- What information would they want to see at this time?

- How do they interact with the dashboard?

Scenario 3: Normal operation from 15:00-16:00
- What information would they want to see at this time?

- How do they interact with the dashboard?

Scenario 4: Compare changeover at 15:18 and 15:40
- What information would they want to see at this time?

- How do they interact with the dashboard?

Scenario 5: Custom scenario
- What information would they want to see at this time?

- How do they interact with the dashboard?
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Other opinions or questions:

1. How was the overall experience of the dashboard?
- Nice, looking good
- Increase font size

-
2. Do you foresee the feasibility of using the dashboard for process improvement?

- Yes, beneficial
- Timewise, no need to go to operator
- Instant access, intuitive picture of what is happening

- Yes, beneficial for changeover and for lean activity like SMED and i could help us
save improve the operating hours and throughput

- Probably about business as usual, issue tracking, issue handling and changeover
- Also could be when we try to find out what happened why something happened,

eg: quality or technical issues
- This gives an indication of what happened
- It could give an information of more than 2 people at site

3. Name three positives
- Instant access
- Instant problem
- Solving tool
- Good quick view of analysing

- Automatic data collection with timeframe
- Comparing with each other
- Number of frequency and duration
- Previously when we need SMED event, we needed 5 or 6 people, so spaghetti

needed to be drawn, another person is time, another movie and another about
process and another is expert

- Now it can be done without any person
4. Name three negatives

- Too many stations, heat map will confuse, too much probably
- If you ask operator to use, he won't use it - it's more for technical dept and

management

- We couldn't see the animated spaghetti
- Problem on selection of stations
-

5. Do you have any suggestions for improvement?
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K- COALA Objectives
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