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1
Introduction

The human auditory system is capable of hearing sound within a frequency range of 20 Hz to about
20kHz. Not only does this ability allow us to interact and survive in nature, but these sound waves also
have beneficial effects on our health [1]. Exploiting this physical phenomenon to improve our quality
of life has become a goal for many researchers. Especially the use of higher frequencies of sound,
or ultrasound, has revolutionised the medical field. From real-time imaging to non-invasive ablation of
cancerous tissue, ultrasound is a promising tool for many applications. More recently, the discovery
of reversible effects that focused (and unfocused) ultrasound on the nervous system has sparked in-
terest in many, leading to the concept of Low Intensity Focused Ultrasound (or LIFU) stimulation. This
modulation of the neural activity in living beings generates direct effects throughout the body (e.g., sup-
pressing tremors or inducing tingling in the fingers) and is envisioned to drive physiological changes
that could potentially treat diseases.

According to Steinmetz et al. [2], in 2021 3.40 billion people were suffering from a condition which af-
fects the nervous system, leading to 11.1 million deaths and 443 million disability-adjusted life-years (or
DALYs). Some conditions responsible for the highest DALYs in that year were migraine, Parkinson’s
Disease, Alzheimer’s Disease and other dementia and epilepsy [2]. This high number of neurological
related conditions requires adequate diagnosis and treatment. Treatment for these conditions can be
issued mainly in two ways: using pharmaceuticals or by means of medical devices. When considering
medical devices that target regions in the central nervous system (CNS), several brain stimulations
techniques are currently being used, such as deep brain stimulation (DBS), transcranial magnetic stim-
ulation (TMS), transcranial direct current stimulation (tDCS) and focused ultrasound stimulation (FUS)
[3]. Four emerging neuromodulation techniques are compared in Figure 1.3 [4]. There are several ben-
efits of FUS compared to other techniques, the most notable ones are the greater penetration depth
and the higher resolution. Although techniques involving optogenetics and invasive electrical stimula-
tion allow for very high resolution (unrivalled resolution in the case of optogenetics), they are prone to
foreign body response following implantation and do not offer the spatial coverage achieved by LIFU.
Another advantage of FUS is the positive perception it holds among the general public, as reported in
Atkinson-Clement, Junor, and Kaiser [5]. In this study, a survey was shared with a group of 784 peo-
ple asking questions on preferences for common treatment methods such as pharmaceutical drugs,
brain implants, ultrasound, magnetic, and electrical stimulations. Ultrasound stimulation emerged as
the preferred technique, surpassing pharmaceuticals.

Since the first discovery of LIFU induced neuromodulation effects by Hameroff et al. [7], researchers
have reached many milestones in the application of this technology in both healthy humans and clin-
ical trials [6, 8]. The clinical trials have mainly focused on a handful of diseases which are chronic
pain, disorder of consciousness (DOC), Alzheimer’s disease (AD), Parkinson’s disease, depression,
schizophrenia, anxiety disorder, substance use disorder (SUD), epilepsy, and stroke (see Figure 1.2).
Despite limited data from the technology’s early stage, the results seem promising. A study by Shin,
Son, and Kim [9] showed sustained reduced pain levels in chronic neuropathic pain patients after tran-
scranial focused ultrasound (tFUS) administration to the dorsal anterior cingulate cortex (ACC). Another

1
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Figure 1.1: Sunburst chart illustrating the studies for CNS disease conditions (inner rim) and the sonication locations (outer
rim). Inner rim: AD, Alzheimer’s disease; PD, Parkinson’s disease; DOC, disorder of consciousness; MCS, minimally conscious
state; GAD, generalized anxiety disorder; SUD, substance use disorder. 2nd rim: FC, frontal cortex; M1, primary motor cortex;
ACC, anterior cingulate cortex; SCC, subcallosal cingulate cortex; SOZs, seizure onset zones [Adapted from Lee et al. [6]]

Figure 1.2: Overview of emerging neuromodulation techniques (TI: Temporal interference, NIR: Near infrared) [4]

study from Shimokawa et al. [10] investigated the effect of long term TUS delivery through the bilateral
temporal bones on early stage AD patients. Results showed that the progression of cognitive impair-
ments remained unchanged for at least 1.5 years compared to the placebo group, where the conditions
worsened over the same time interval. The effects that FUS stimulation has on the nervous system
have been classified in two categories: online and offline effects. The first refer to differences in subject
(patient) physiological state during sonication or immediately after. The divergence in neural activity
(suprathreshold stimulation or subthreshold modulation [11]) can be measured directly. The second
category of effects occur minutes to hours (or even days) after sonication. These reflect structural and
neuroplastic changes resulting from FUS exposure. Another distinction in LIFU neuromodulation is that
it can either stimulate (enhance) or inhibit (suppress) neuronal activity in targeted CNS regions. These
effects depend on the brain region being targeted and the sonication parameters being used. The state
of consciousness of the individual should also be taken into account as that greatly affects the outcome
of US sonication as was shown in many animal studies [12].

Though showing promising results, this technology has only been applied transcranially in human tri-
als, which requires a bulky setup and the presence of medical professionals. Currently, tFUS therapy
requires patients to stay in the vicinity of a specialised facility for repeated interventions. This limits
accessibility and convenience for patients. Furthermore, having US beams crossing the skull leads to
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great acoustic energy losses. This limits the incoming wave to having sub-MHz frequencies, leading
to reduced target resolution and unintended stimulation of other brain regions. LIFUS micro-systems
have been designed to mitigate these challenges. This technology involves implanting the source in
order to bypass the skull. However, this comes to the cost of a limited power supply, as the electric
power unit will most probably be implanted as well.

Exploring the edge between these two setups allows for a better understanding on how they should
be implemented to maximise the required effect. Furthermore, the ability to induce on demand FUS
therapy by means of an implantable device allows for immediate and on demand stimulation in any
situation, without the intervention of a healthcare professional. This is particularly important for patients
with epilepsy, where seizures occur unpredictably, or for Parkinson’s disease patients, where tremors
are continuous. An implantable device will also allow for precise targeting as it bypasses the skull
aberrations which permits the use of high frequency transducers. An important aspect of an implantable
device is the availability of energy to power the system. To reduce the risk of infections and the burden
on patients, the device should required a single surgical procedure. This leads to the entire system
(including the power unit) to be implanted. Another important aspect to consider is the size of the device.
Invasiveness of an implantable device scales with size, but so does the available power. By introducing
a tFUS source, he power delivered to the target is shared amongst two sources. Since FUS treatments
are currently delivered periodically during hospital visits, they can be paired with implantable device
stimulation for more power-efficient and precise sonication. Such setup would also allow for treatments
combining online and offline effects of FUS neuromodulation to be investigated.

Figure 1.3: Envisioned dual-frequency ultrasound neurostimulation setup

Up to this day, there are no studies discussing the effect of combining two ultrasound sources (ie. an
implantable source and a transcranial source) on the resulting pressure field. Therefore the goal of this
project is to propose a first approach to analysing such setup. The research question thus becomes:
How can an intersecting transcranial focused ultrasound beam and an implantable focused ultrasound
(µFUS) beam induce neuromodulation while optimising for high resolution and low power consumption
for the implanted device? Following this question, two sub-questions arise:
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• What is the optimal placement of tFUS sources and µFUS sources?
• Which variables should be optimised for in order to achieve neuromodulation at minimal µFUS
power input?

In order to answer these questions, first a literature research was performed to gather the necessary
knowledge regarding the technologies used in the FUS field and data needed for the project. In Chap-
ter 2 a recap of the main findings is presented by first discussing the fundamental principles of medi-
cal ultrasound in Section 2.1. The underlying mechanisms of neuromodulation induced by ultrasound
waves as well as the sonication parameters and the existing FUS setups being used are then discussed
in Section 2.4. Subsequently, the project outline and the research methodologies used are presented
in Chapter 3. The results gathered from the simulations and the optimisation process are presented
in Chapter 4 and these are further discussed Chapter 5 alongside recommendations for future work.
Finally, Chapter 6 offers concluding remarks on the study.



2
Motivation and Literature Research

Before diving into neuromodulatory application of focused ultrasound, it is important to understand the
fundamental principles of ultrasound waves. In this chapter the basic physical principles of ultrasound
wave propagation, generation and focusing are presented in Section 2.1 and Section 2.2 respectively.
The current theories describing the working principles of neuromodulation induced by ultrasound waves,
along with the sonication parameters used in to define a FUS protocol, are discussed in Section 2.4.
Finally the research gap and motivation are given in Section 2.5.

2.1. Physics of Ultrasound
Ultrasound waves are a type of acoustic (mechanical) waves that propagate throughmatter as pressure
disturbances with frequencies higher than 20 kHz. Mechanical waves can be classified into three
types, distinguished by the particlemotion they induce (see Figure 2.1a): longitudinal waves, transverse
waves and surface waves. Longitudinal waves carry the most amount of (stable) energy and they
travel in the direction of wave propagation. This research mainly focuses on these types of waves.
Transverse waves (or shear waves) travel perpendicularly to the direction of wave propagation and
carry less energy compared to the previous one. In fact, they may be a result of longitudinal wave
interactions [13] and are considered as a non-linear phenomenon. Finally, surface waves travel at the
interface of two media and cause the particles to oscillate in a circular motion.

(a) 3 Types of mechanical waves [14] (b) Schematic diagram of an ultrasonic wave [15]

Figure 2.1: Fundamental schematics of acoustic wave propagation

Longitudinal waves travel through matter at a speed dictated by the materials’ elastic and inertial prop-
erties. More specifically, the resistance to compression and the medium density give a reasonable
approximation of the speed of sound as shown in Equation (2.2).

5



2.1. Physics of Ultrasound 6

λ =
c

f
= c · T (2.1) c =

√
Ka

ρ
=

√
1

κρ
(2.2)

where λ is the wavelength, c is the speed of sound in the medium, T is the period, Ka is the bulk
modulus of the material, κ is the compressibility coefficient and ρ the density of the material.

As the wave propagates, pressure gradients emerge which oscillate in time (see Figure 2.1). The
propagation of the pressure disturbance in a homogeneous and lossless medium is dictated by a set
of coupled first-order partial differential equations as shown in Equation (2.3).

∂u

∂t
= − 1

ρ0
∇p, (momentum conservation) (2.3)

∂ρ

∂t
= −ρ0∇ · u, (mass conservation) (2.4)

p = c20ρ. (pressure-density relation) (2.5)

where u is the velocity vector, ρ0 is the density of the medium (assuming a homogeneous medium), c0
is the speed of sound in the medium and p the pressure field.

These equations are merged to form the well known wave equation described by the following equation:

∇2p− 1

c20

∂2p

∂t2
= 0. (2.6)

As the wave propagates through a medium, it will interfere with matter in different ways. Depending
on the material, the path and the waveform, the incoming wave can undergo reflection, refraction,
scattering, etc. An important phenomenon is related to the absorption of the wave by the medium.
This phenomenon occurs as the mechanical energy of the wave is transferred to the medium in the
form of heat as a result of viscous effects. Absorption is a phenomenon where its effect and intensity
depend on the incoming wave frequency, the viscosity of the medium and the relaxation time of the
medium. This phenomenon accounts for 80-90% of all energy lost by the wave.

This energy loss is quantified by looking at the amplitude attenuation of the incoming wave. When
considering the attenuation of a plane wave propagating through an absorbing medium, its’ amplitude
becomes an exponentially decaying term given by the phenomenological model:

A(x) = A0e
−µax (2.7) α = af b = (20 log10 e)µa (2.8)

where x is the propagation direction and A0 the initial amplitude. As stated in the previous section,
the attenuation is mainly caused by absorption. The extent to which an acoustic wave is attenuated
depends both on the medium properties and the frequency of the wave. The attenuation coefficient
α is then defined as Equation (2.8)), where a and b are empirical values dependent on the material
properties, and f is the wave frequency. Table 2.1 shows loss factor as well as other material properties
for different types of tissue.

There exist different tissue models able to simulate the effects of absorption of acoustic waves, such
as the classic relaxation model, the time causal model, and the Kramers-Kronig relation [16]. The
effects of attenuation can be introduced using propagation operators that account for absorption and
dispersion, while satisfying causality. Adding the absorption terms to the coupled first-order differential
equations shown in Equation (2.3) leads to the two last equations becoming:

∂ρ

∂t
= −ρ0∇ · u− u · ∇ρ0, (mass conservation)

p = c20 (ρ+ d · ∇ρ0 − Loρ) , (pressure-density relation)
(2.9)

where d is the acoustic particle displacement and Lo is a linear integro-differential operator. This term
accounts for acoustic dispersion and absorption, ensuring causality is maintained.
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Table 2.1: Acoustic properties of various media.

Medium Sound Speed, c Density, ρ Acoustic Impedance, Z Loss Factor
(m/s) (g/cm3) (MRay) (dB/cm @ 1 MHz)

Air 330 0.00125 0.0004 ∼1
Water 1480 1 1.48 0.002
Blood 1575 1.055 1.66 0.15
CSF* 1480 1 1.48 0.002
Brain 1550 1.03 1.60 0.8
Skin 1730 1.15 1.99 2.63
Fat 1450 0.95 1.38 0.6
Liver 1590 1.06 1.69 0.9
Kidney 1570 1.05 1.65 1
Heart 1570 1.045 1.64 2
Skull 2300 1.912 4.4 10–52 (0.2–1 MHz)

*CSF = Cerebrospinal fluid

Finally, as the intensity of the incoming wave increases, the effects of non-linear phenomena become
more apparent. These occur as tissue properties (ie. density) and forces (ie. pressure) do not change
in a linear fashion. Instead of having a perfectly sinusoidal signal propagating through a medium, the
head-crest compresses (or the head-trough rarefacts) the medium, such that the material density is
altered, leading to differential velocities compressing the wave on itself. One way to account for some
of these non linear effects into the coupled-first order equation is by introducing the ratio B/A [17],
which originates from the Taylor series expansion that describes pressure variations in a medium as a
function of density variations. This leads the coupled-first order equations to be rewritten as:

∂u

∂t
= − 1

ρ0
∇p, (momentum conservation)

∂ρ

∂t
= −(2ρ+ ρ0)∇ · u− u · ∇ρ0, (mass conservation)

p = c20

(
ρ+ d · ∇ρ0 +

B

2A

ρ2

ρ0
− Loρ

)
(pressure-density relation)

(2.10)

Two important non-linear phenomena that are of particular interest when considering ultrasound neu-
romodulation are acoustic radiation forces and cavitation.

Acoustic Radiation Force
A non-linear phenomenon which is investigated in the realm of ultrasound neuromodulation is related
to the dissipation of the acoustic wave energy through shear waves (transverse waves). This gener-
ates forces called Acoustic Radiation Forces (ARFs). According to Sarvazyan, Rudenko, and Nyborg
[18], ARFs are generated by changes in the energy and momentum density of propagating waves
due to absorption, scattering, or reflection from inclusions, or variations in propagation velocity across
space. These forces generate an energy flow within the medium referred to as acoustic streaming.
The expression of ARF is usually defined as [19]:

ARF = ⟨−u∇ · (ρu)− ρ(u · ∇)u⟩ (2.11)

Several assumptions can be made in order to simplify the expression. For a purely planar wave, the
intensity of the radiation force at a given location can be estimated using:

ARF =
P

c
=

2αIta
c

(2.12)

where P is the power absorbed by the tissue, α is the absorption coefficient, Ita is the temporal average
intensity at that point and c the speed of sound of the medium.
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Cavitation
As a high intensity acoustic wave propagates through a medium, the negative pressure can reach
below the saturation pressure of this medium. This can lead to microbubble formation which expand
and contract in phase with the incoming wave. The bubbles expand during the rarefaction phase
and contract during the compression phase. Cavitation can both be stable or unstable (or transient),
meaning that the bubble either maintain their shape and oscillate in a stable fashion or they collapse
violently within a small number of cycles, reaching inner temperatures of thousands of Kelvins and very
high pressures. The probability for cavitation to occur is related to the frequency of the signal, as the
expanding/contracting cycle should match the oscillation frequency for optimal energy transfer.

The amount of energy carried and delivered by such waves can be described by its’ acoustic intensity.
This term is defined as the amount of power flowing through a given area, and is computed as:

I = p · u (2.13)

where u is the particle velocity vector and p is the pressure value. The intensity at a certain location is
usually given in [W/cm2].

When considering plane waves, this term can be rewritten as :

I =
p2

ρc
=

p2

Z0
(2.14)

where Z0 is the characteristic specific acoustic impedance.

2.2. Acoustic Wave Generation
Transducers are the main elements used to generate US waves. The fundamental mechanism relies
on the controlled vibration of an elastic membrane at sufficiently high frequencies so as to enter the
ultrasonic realm (f0 ≥ 20 kHz). In the medical field, US transducers can be separated into thick-film
transducers and microelectromechanical systems (MEMS).

Thick film/ Piezoceramic transducers: The typical configuration of a piezoceramic (single element)
transducer is shown in Figure 2.2. The main element is the piezoelectric film, which deforms when a
voltage is applied across the front and back electrodes. The type of piezoelectric material used and its
dimensions greatly influence the efficiency of the system. A backing layer is added such that the beam
is focused in one direction and a broader bandwidth as well as a higher sensitivity can be achieved.
In order to minimise wave reflection at the interface, matching layers are added to the other side of
the piezoelectric element. These are designed in such way that the impedance gradually changes
to the impedance of the tissue. This allows for an optimal transmission of the acoustic wave (see
Equation (2.15)) from the source to the medium. The impedance value of the matching layer can be
calculated by computing the geometric mean of the two adjacent layers using Equation (2.16).

TI =
4Z1Z2

(Z1 + Z2)
2 (2.15) Zm =

√
ZpZl (2.16)

Z1 and Z2 are the impedances of the incoming and receiving media respectively, Zl and Zp are the
acoustic impedance of the loading material and piezoelectric material, respectively. Furthermore, the
thickness of the layers are chosen such that the reflected wave is trapped and then re-transmitted
without destructive interference (Lp = λ

2 and Lm = λ
4 , where Lp is the thickness of the piezoelectric

element and Lm the thickness of the matching layer). These parameters are fine-tuned in such way
that the coupling coefficient is maximised [20]. An inconvenience of such transducer is its low coupling
coefficient value. However, it can be improved by combining the piezoelectric material with polymers,
leading to piezocomposite ultrasonic transducers. Another drawback is that it relies on thickness-mode
vibration, which inherently has a high impedance.
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Figure 2.2: Ultrasound transducer technologies [21]

MEMS: When focusing on themedical applications of ultrasound transducers, growing interest is shown
in the miniaturisation of the technology. The main reasons being the growing demand for in body us-
imaging and the trend towards 3D handheld probes [21]. There are two main US MEMS transducers,
or micromachined ultrasound transducers (MUTs) (see Figure 2.2).

1. CMUTs (Capacitive Micromachined Ultrasonic Transducers) This configuration makes use
of the electrostatic force that is generated when a voltage is applied over two electrodes. The
top one is coated with a passivation layer and deposited on a flexible membrane (ie. silicon),
and the bottom one is adhered to the substrate. The two electrodes are separated by a vacuum
gap allowing for the membrane to vibrate freely. Applying an alternating voltage makes the mem-
brane vibrate, generating acoustic waves in the medium. A DC voltage bias is applied in order to
increase effectiveness, and manipulating its value allows for different use modes (conventional,
collapse and collapse-snapback) [20]. When used for sensing, the capacitance variation caused
by the incoming acoustic wave is measured. It is therefore important to generate and maintain
high electric fields in the gap [21]. This setup has some advantages such as greater bandwidth
typically greater than 100%) and high electromechanical coupling coefficient. However, it also
comes with drawbacks such as large power consumption (in part due to the DC bias applied), low
ultrasonic intensity and the pulling effect.

2. PMUTs (Piezoelectric Micromachined Ultrasonic Transducers) These work using the same
fundamental principle as traditional thick film US transducers. However, the system is made such
that the curvature of the membrane changes when a voltage is applied across the electrodes.
The elastic membrane will relax once the voltage is removed, creating acoustic waves in the
surrounding medium. The materials commonly used for this setup are aluminium nitride (AlN)
and lead zirconate titanate (PZT). It can already be noted that this design is not limited by a gap
between the electrodes, which is an advantage compared to CMUTs. Furthermore, PMUTs do
not require external circuit to measure the change in capacitance under external stresses which
makes it more power efficient, or a voltage bias.

Transducer arrays can be created by distributing small scale single elements next to each-other. By
applying differential phase on these element, electronic beam steering can be performed instead of
mechanically changing the position of the single elements. An advantage of MUT membranes is that
they vibrate in flexural mode, resulting in a much lower mechanical impedance. As a result, MUTs
are intrinsically better acoustically matched to biological tissue and do not require the use of matching
layers typically employed in traditional transducers to achieve broadband operation. Miniaturisation and
low power consumption in comparison to conventional ultrasonic devices are also two key advantages
of MEMS. These are key criteria when looking at implantable bioelectronic systems, as invasiveness
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becomes a driving requirement.

2.3. Beamforming
As a sound wave is emitted, an interference pattern is created in the medium where the acoustic energy
changes over time and space. This phenomenon is caused by diffraction [16][22]. The wave coming
from a transducer can be seen as a collection of many different wavelets that will interact with each-
other, creating these interference patterns. When deriving the wave equations it was assumed that
the wave was coming from a single source, however when considering a transducer, it is necessary
to investigate the field pattern. Different simplified models are used to analyse the different regions
emerging from the interferences. In simple terms, these regions are shown in Figure 2.3 given diameter
D of the transducer.

Figure 2.3: Simple field pattern geometry of a transducer (D: source diameter, z: propagation direction, λ : wavelength )[22]

• Geometric region: {
0 → D2

4λ = f0D
2

4c , circular transducer
0 → D2

2λ = f0D
2

2c , rectangular transducer
(2.17)

• Fresnel region: 0 → D2

λ

• Fraunhofer region: from Fresnel region onwards. In this region, the beamwidth can be approxi-
mated by λz/D.

When considering an array of transducers, the diameter is replaced by the aperture (L) such that:

L = d · (
√
N − 1) (2.18)

whereN is the number of piezoelectric elements and d is the pitch between the elements. An unwanted
phenomenon occurring when using transducer arrays is the creation of side lobes. This is caused by
the discrete nature of these systems and the interference between the individual source waves. To
avoid these effects, a pitch value smaller than λ

2 must be chosen [23]. The beamwidth of the main lobe
is described by Equation (2.19). This approximation does not take into account the narrowing of the
beam in the Fresnel region.

w(z) =

{
D, z ≤ D2

λ
λz
D , z > D2

λ

(2.19)

where z is the propagation direction. Though there are more detailed definitions, this simplification is
still very useful for first order quantification. The lateral lateral resolution at the focal spot is defined as
the full width at half maximum (FWHM) as shown in Equation (2.21). It represents the width confined
between two points where the intensity is equal to Imax

2 (or -6dB). The end of the geometric field is the
focal spot, here the beamwidth is the smallest and of great interest as the resolution at this location is
the highest. This distance is also referred to as the focal length (F ). Another metric for focusing is the
Depth of Field (DOF) and describes the quality of focusing. It is a measure of axial spatial resolution.
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One way to define DOF for both rectangular and circular shapes is by looking at the axial distance
between the locations where the width of the beam increases twofold from its narrowest point by 6 dB.
The DOF is defined by Equation (2.20).

DOF ∝ λ · (F
L
)2 (2.20) FWHM ∝ λ · F

L
(2.21)

When considering a 3D beam, the beamshape of the central lobe can be approximated to the shape
of an ellipsoid (or spheroid). The volume of such shape is defined by Equation (2.22). The difference
in pressure with respect to the face of the aperture of the transducer is defined as the gain [16]. It is
approximated using the equation shown in Equation (2.23).

Volres =
1

6
· π ·DOF · FWHM2 (2.22) G =

L

λF
(2.23)

Note that the focal length does not coincide with the location of highest pressure! The highest pressure
point is found just before that point, a detailed formula is given in [24]. The diffraction formulation is
used to compute a more detailed field pattern. As the source plate (transducer), vibrates in the plane
of propagation it can be considered that all individual elements on this source act as dipoles.

The waveform of the acoustic wave can be manipulated in many way. This is an important aspect of
medical US as it directly affects the resolution (ie. specificity), the gain and the focal depth. In order
to shape this beam so as to narrow its beamwidth, allowing for better target resolution, the generated
waves are focusedmeans of different methods. Themain distinction can bemade onwhether it involves
the use of a lens or not [25].

Figure 2.4: Traditional focusing methods ( (a)-(b): Gradient-cross-sectional lens, (b) : Fresnel lens, (c) : Phased array)
[Adapted from [25]]

Lens focusing
Traditional methods:

• Gradient-cross-sectional lens Just like in optics, this technique exploits the refractive properties
of sound waves travelling through different media to focus the incoming waves at one particular
spot. In addition to the material properties of the lens, a gradient (curvature) is present in order
to refract the incoming waves at a single focus spot. Different lens designs have been proposed
and concave/convex structures have been shown to focus ultrasound waves (similar to spheres).
One such lens is the grooved acoustic reflection focusing lens proposed by Wang et al. [26]. The
most difficult trade-off in ultrasound focusing is accuracy (or resolution) and penetration depth. In
a study performed by Chen et al. [27], a double-parabolic-reflector design allowing for a pressure
increase of 17 fold at the tip of the waveguide and a power increase of 213 fold was achieved.
This shows the great benefit of using a lens. (See Figure 2.4 - (a) and (b))

• Fresnel lens Makes use of the physics of waveform diffraction. Such lens consists of a flat
plate (Fresnel zone plate) with slits of different sizes where the incoming wave travels through.
This leads to a set of secondary sources which will see their waves interfere in such way that
constructive interference occurs at the focus point. Therefore the focal size and resolution is
determined by diffraction theory (ie. Rayleigh criterion). These lenses are the most widely used
of all focusing lenses and they are essential to biomedical applications [25]. (See Figure 2.4 - (c))
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Novel technologies: Artificial structures
In the last decades, novel materials able to manipulate source sound beams have been developed in
order to achieve high resolution imaging (by achieving negative reflective indexes in order to bypass the
diffraction limit) or to filter certain wave bands. Such materials are phononic crystals and metamaterials.

• Phononic crystals These are a type of artificial structure conceived such that they can filter out
a certain band of elastic waves frequencies. These artificial periodic structure are modulated on
scales close to the wavelength of the incoming wave. The elastic and density properties of the
material allow for important effects to occur such as bad-gap, band edge states, and the ability
to slow the velocity of sound [28]. These structures are also able to focus US waves through
two working principles. First, the structure can be made such that it simulates traditional gradient
cross sectional lenses with. This is achieved by introducing periodic structures with gradually
changing parameters. The second working principle relies on achieving a negative refractive
index. This allows for greater resolution at the focal spot, bypassing the diffraction limit [25, 29].

• Metamaterials Unlike phononic crystals, metamaterials do not show particular periodicity in their
structure. They can focus US waves based on three types of lenses: superlens, hyperlens and
metalens.

• MetasurfacesAcoustic metasurfaces are thin 2Dmaterials, thinner than the wavelength of sound,
with the remarkable ability to manipulate local phase shifts, modulate amplitudes or present im-
pressive sound absorption capabilities [30]. These are based on the same principle of metama-
terials, with the difference residing in the spatial dimension (2D instead of 3D). Metasurfaces are
therefore planar structures, the concept is based on arrays of subwavelength units, which makes
them less bulky. They can also be more easily fabricated compared to 3D metamaterials using
emerging additive manufacturing techniques [31] and they are a more promising solution for small
scale US focusing. Sub-wavelength resolution can be achieved through this technique [32], as
well as highly tunable intensity contrast, width, and position of the beam [33]. Another advantage
of this focusing technique is its ability to greatly reduce grating side-lobes found in phased-array
setups [34]. This allows for more efficient energy transmission and avoid unwanted heating of
surrounding tissue. Wave fields can be manipulated in many other ways by means of metasur-
faces. Anomalous refraction/reflection by steering wavefront into the desired direction is the most
fundamental functionality of a metasurface. Wave focusing (ie. beam focusing or point focusing)
and self-bending beam are three interesting benefits of these structures. The latter (also known
as self-accelerating beam) is a curved non-diffracting beam able to maintain its original path even
after passing obstacles which are along the way [35]. Acoustic holography is also being explored
as a technique to accurately record and reconstruct a wave field information by means of acous-
tic lenses [36]. Acoustic holography involves the spatial recording of the phase and amplitude
characteristics of a wavefront in a way that allows it to be reconstructed through interference
when exposed to a suitable acoustic source [25]. Using metasurfaces for beam manipulation
also allows for multifocal applications [35].

Lens-Free focusing
Traditional methods:

• Curved transducer By adding curvature to the face of the active element, the US beam will
become more focused. The focal spot shifts closer to the surface of the transducer. Many com-
mercially available transducers have this specification.

• Phased-array This setup makes use of an array arrangement of sources (ie. transducers) each
operating with a phase delay with respect to each-other. In such way the generated wavefronts
interfere constructively at a location of interest. A great advantage of arrays compared to single
element transducers is their electronic beam steering and focusing capability. By changing the
phase delays assigned to each transducer, the focal region can be manipulated and the beam
can be steered. When considering linear arrays, the excitation time delay tn for each element n
can be calculated using:

∆tn = (F/c)(1−
√

1 + (nd/F )2 − 2nd sin θs/F ) (2.24)
where θs is the steering angle, c the speed of sound and d the inter-element spacing. (See
Figure 2.4 - (d))
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• Time reversal (TR) This is a technique that involves the detection of a source through the record-
ing of US waves using several transducers, time-reversal of the recorded signal and a playback of
this recording using the same transducers [25]. Traditional TR requires a considerable number of
receiving sensors and emission transducers. However, recent techniques involving multipath and
multiple reflection characteristics in a reverberant space allow for accurate focusing using fewer
sensors [25]. This technique can also be extended to complex media systems and non-linear
chaotic wave systems.

Multi-source focusing

• Multifrequency / Frequency Modulation A less explored method resides in the modulation of
a source signal (frequency modulation) or the combination of different frequency sources (multi-
frequency). When considering therapeutic focused ultrasound, it is shown that a multi-frequency
approach is not only an efficient way of delivering energy non-invasively (eg. when performing
US ablation) [37] but it also allows for increased resolution [38]. A study from Mehić et al. [39]
showed that anatomical specificity of neuromodulation could be increased by using modulated
ultrasound waves. Another approach proposed by Riis and Kubanek [40] allows for a 7.4 fold
reduction in the focal volume when 650 Hz (central frequency) transducer arrays are used. This
technique focuses on the non-uniform excitation of the transducers of a 2D array, such that they
operate at different frequencies within their bandwidth. Two phased arrays facing each-other gen-
erate a continuous standing wave with increased intensity and resolution at the focal spot. It is
shown that even at small bandwidth an increase in resolution is achieved.

• Cross-beam: Another technique explored involves the interference of ultrasound sources such
that the resolution at the focal spot is increased. One method involves generating standing waves.
These are created by either having two transducers facing each-other and generating their own
waves which eventually will interfere, or by using one transducer and one reflective surface al-
lowing for the reflected signal to interfere with the incident one. By creating such pattern, higher
pressures can be concentrated at the (displacement) nodes. This phenomenon is widely ex-
ploited in the field of acoustic levitation. A great advantage of such setup is the possibility to
generate several focal spots simultaneously, in an efficient way [41]. Another, more recent study
from the same researchers has investigated the combination of standing waves and real time fre-
quency modulation to increase the spatial resolution of the focused ultrasound beams [19] (see
Figure 2.5a). The active frequency modulation allows for the focal spot to be shifted. Apart from
using standing waves, another cross-beam method involves crossing several ultrasound beams
onto the same location. The beams foci cross each other and allow for sub-millimetre scale resolu-
tion. In a conference paper published by Kim et al. [42] (see Figure 2.5b), a focal volume of 0.161
mm3 was achieved by 90◦ crossing of two 5MHz US beams generated by curved transducers. A
study from Kim et al. [43] also achieved sub-millimetre scale targeting using a novel dual-crossed
transducer system with two single curved transducers. The results show that the smallest focus
area was generated at a 90◦ crossing angle. The same concept was again used by in a study
by Ilham and Kiani [44], with the use of phased arrays (32-element, 555 kHz) instead of single
element transducers. It was reported that using two transducers led to a 28.4-fold reduction of
the main focal zone area (Abeam).

2.4. Ultrasound for Neuromodulation
Neuromodulation induced by a medical device involves generating neurological responses through the
transfer of energy to living cells. The effect of ultrasound application on the nervous system has gained
much attention in recent years. Many successful animal trials have been conducted and the first effects
of LIFU on a human brain were recorded in 2011 by Hameroff et al. [7]. Neuromodulation experiments
have been performed around the same time both on the central nervous system (CNS) and on the
peripheral nervous system (PNS) [12].

Being a relatively new field of research, the foundations for optimal wave parameters, stimulation loca-
tions and structured therapeutic guidelines are still being defined. In this section the working mecha-
nisms of LIFU neuromodulation will be addressed by first understanding the underlying mechanisms in
Section 2.4.1 and then by looking at the sonication parameters along with the ranges that are currently
used. Finally, in Section 2.4.3 and Section 2.4.4 the existing setups used for LIFU neuromodulation
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(a) Frequency modulated patterned interference radiation force
(FM-PIRF) setup [19] (b) Crossed beam setup from Kim et al. [42]

Figure 2.5: Two novel beam interference methods for FUS stimulation

will be presented as well as the emerging technologies.

2.4.1. Underlying mechanisms
In order to effectively perform neuromodulation using FUS, it is important to understand how sound
waves interact with neurons, eventually leading to a modulatory activity. It is equally important to know
what the waveform parameters are that allow for optimal and safe stimulation. Although the downstream
effects of LIFU can be quantified and analysed, the causes for these (ie. the direct effect) are still a
topic of discussion. The current most common theories are subdivided into thermal and non-thermal
related, as such:

Thermal effects
As stated in Section 2.1, a fraction of the energy of an acoustic wave is absorbed by the medium as
thermal energy. Though this effect is very limited at lower intensities, some studies suggest thermal
effects as being the cause for LIFU neuromodulation [45]. Tissue heating at low intensities could lead
to perturbation of neuronal activity levels, and temporary suppression of neural signalling [46]. It has
also been noted that the effects depend on the rate of temperature change. At slow and prolonged
rates, sodium channel inactivation and potassium channel activation lead to inhibition of action potential
generation. However, when the temperature suddenly rises, plasma membrane capacitance changes
occur leading to cell depolarisation. Additionally, variation in temperature affects ion channels and
enzymatic and potential activities [47]. This theory is not popular as the temperature rise is very limited
(< 0.1◦C) [12, 46, 48].

Non-Thermal effects
It has been shown that nerve excitation can be related to conformational changes of the cells’ mem-
brane. The well defined nerve impulse propagation from Hodgkin and Huxley [49] models the mem-
brane as a capacitor, and subsequent studies have shown that the capacitative properties of mem-
branes are influenced by the thickness, curvature and conformational state of the lipids [12]. Cells also
present mechanosensitive ion channels on their membranes, which can have their activity be modu-
lated as a consequence of conformation state change of the gate proteins.

• Radiation Forces These shear forces act on themembrane in twomain ways [50]. First, mechanosen-
sitive channels present on the cell membrane are thought to react to the direct application of ARFs
(Acoustic Radiation Forces). The activation of those channels would immediately generate an ac-
tion potential in the neuron. Another mechanisms would be through the conformational change
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of the cell wall. It is known that neurons have different shapes based on their activity (ie. axons
swell during action potential generation and propagation). A phenomenon known as electrowet-
ting causes the membrane to change shape in order to maintain balance. FUS would work in the
inverse way, changing the neural activity by affecting the local curvature. Two other phenomena
being discussed focus on the effect of direct flexoelectricity (DF) and thermodynamic wave [50].

• Stable Cavitation Another non-linear effect thought to influence cell activity is intramembrane
cavitation. Several researchers have proposed a model (NICE - intramembrane cavitation exci-
tation) to predict action potential generation [51], which is based on the bilayer sonophore model
(BLS) [52]. This model focuses on the change in membrane capacitance due to cavitation within
the lipid bilayer. Though spontaneous (unstable) cavitation is not likely to happen during low in-
tensity ultrasound (ie. diagnostic ultrasound), stable cavitation may still be present and play a role
[47, 52]. Oscillation of these microbubbles might lead to pores being formed in the membrane,
which would enhance the permeability and allow for gradient driven ion displacements to occur
[12]. Even if sonoporation does not occur, cavitation can affect the local curvature of the cells’
membrane which in turn has an effect on the excitability of that neuron [46, 12]. Furthermore, it
has been discovered that the introduction of microbubbles can stimulate stable cavitation at lower
power levels, leading to biological effect (such as BBBO) without inducing irreversible damage to
the cell [53].

Confounding pathways
A third theory focuses on the indirect neuromodulatory effect of ultrasound through confounding path-
ways, particularly through the auditory pathway. During animal studies, neuronal activity were reported
following tFUS of the auditory nerve, cochlear nucleus, and auditory cortex. As stated in the extensive
review paper by Darmani et al. [11], studies show that that stimulation closer to the cochlea could in-
duce more robust motor responses compared to direct stimulation of the motor cortex. Other studies
have suggested that cochlear fluid plays an indirect important role in this phenomenon This raised con-
cerns regarding the direct effect of FUS on neuromodulation. However, other research performed in
different setups contradict this theory. Cultured neurons [54] as well as deafened mice [55] have been
eliciting neuromodulatory effects, showing that a direct effect of FUS is indeed present. A study by
Mohammadjavadi et al. [55] suggests that evoked motor responses are not a result of auditory path-
way stimulation, arguing that it is the pulse envelope which indirectly affects this confounding pathway
and that motor responses in deafened mice are the same as in normal hearing mice. Finally, better
modelling techniques allow for the dissipation of sound waves to better be simulated. In this context,
shear waves have been studied and are shown to be able to reach off target locations (ie. cochlea) and
induce audible sound. Although this mechanism is not dominant, the necessary measures (ie. masking
and envelope modulation) should be taken into account during experimental trials.

Although these mechanisms can be separated from each-other, there is a great possibility that FUS
stimulation is a result of combined effects [12]. Furthermore, as there is an important discrepancy
between the sonication parameters used for PNS and CNS FUS stimulation, the role of glial cells might
play an important role in cerebral neuromodulation. These cells have shown to be sensitive to the
application of FUS and their role in the brain for neuronal function and synaptic moderation is critical
[56].

2.4.2. Sonication parameters
The precision, efficiency and the induced biological effects of LIFU are influenced by a set of sonication
parameters. These parameters describe the sonication protocol, they are shown in Figure 2.6. When
considering which waveform to use, a first distinction should be made between continuous and pulsed
sonication. In fact, the ultrasound signal can be sent in a continuous fashion, without breaks, or a
certain pulse repetition frequency can be applied, which interrupts the signal at every given time step.
When considering LIFU, pulsed therapy is themost used one as it minimises tissue heating and requires
lower thresholds for neural activation [46].

Fundamental frequency - f0
Also referred to as the carrier wave, this parameter is fundamental when tuning for high spatial resolu-
tion. As the frequency is the inverse of the period of the wave (f0 = 1

T ), the higher the frequency is, the
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Figure 2.6: Temporal characteristics of and continuous pulsed ultrasound [Adapted from [50]]

shorter the period (wavelength). This allows for increased targeting precision which is a crucial aspect
of brain stimulation in general, as increasing specificity and precise targeting is a major concern (espe-
cially when focusing on specific neurons (soma diameter: ≃100µm)). On the other hand, ultrasound
waves travelling through matter (human tissue such as skull, skin, brain, etc.) experience scattering
and attenuation. As the latter is linearly related to the frequency (see Equation (2.8)), a compromise is
continuously made between precision and attenuation (or focal depth). The energy lost due to attenua-
tion is transferred to the tissues and may result in unwanted overheating effects. According to Darmani
et al. [11] and Fomenko et al. [46], the optimal frequency for transcranial applications is smaller than
700 kHz, and most studies perform ultrasound stimulation with fundamental frequencies ranging from
200-650 kHz allowing for a targeting precision of 2-4 mm. It should be noted that this frequency range
is limited by the attenuation and scattering effect caused by the skull and other protective layers of the
brain. When it comes to implantable microsystems, these frequencies can be in the range of 2-10
MHz [57] as the skull aberration effects are avoided. This allows for significant increase in resolution.

Tone Burst Duration - TBD
Also called pulsed duration, this parameter represents the duration of fundamental frequency signal
being delivered in one cycle.

Pulse repetition frequency - PRF
Avoiding irreversible heating effects on the surrounding tissues while stimulating the selected neurons
is what researchers thrive for. Subdividing the sonication duration into pulses allows for a better control
of these thermal effects while reaching the desired stimulating/inhibitory goals. The PRF is defined as
the frequency at which the pulses (pulse duration + break) are delivered. The pulse repetition period
(PRP) is the inverse hereof.

Sonication duration - SD
Sonication duration represents the sum of the PRPs delivered to the tissue during sonication. It is the
interval between the start of the initial burst (pulse) to the end of the last one. The time between the
start of each SD is called the interstimulus interval (ISI). The SD is determined by the TBD and the time
between tone bursts (PRP) [50].

Duty cycle - DC
The duty cycle is given as a ratio, as it represents the proportion of pulse duration (at the fundamental
frequency) over the pulse repetition period.

DC =
TBD

PRP
(2.25)
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If a continuous wave pulse is generated, the DC would be 100%. However, the pulsed paradigm is
preferred as the risk of tissue (overheating) is lower as well as the stimulation threshold [46]. During
pulsed stimulation, this ratio is ±50%.

Intensity
As stated in Section 2.1, the intensity of an acoustic wave is defined as the amount of power of the
wave flowing through a given area. The intensity of an US wave in a therapeutic LIFU setting is defined
in two different ways:

• Spatial-peak pulse average - ISPPA

Is defined as the average intensity of an individual pulse and is given by Equation Equation (2.26).
It is a good indication of the short-term mechanical bioeffects [46].

ISPPA =
1

TBD

∫ TBD

0

ISP (t)dt (2.26)

• Spatial-peak temporal average - ISPTA

This parameter describes the average intensity (or amount of energy) delivered over the entire
duration of the sonication period, as given by Equation (2.27). As the smaller scale transfer of
heat takes more time than the greater scale transfer of mechanical force, the ISPTA is a good
indication of the heating of the tissue, as this is proportional to the SD.

ISPTA =
1

PRP

∫ PRP

0

ISP (t)dt (2.27)

When it comes to regulation and standards, these two intensity values are used as limiting values (in
the case of diagnostic ultrasound). Two other commonly used parameters, derived from the previous
stated sonication parameters, are:

• Mechanical Index - MI
Cavitation can occur when ultrasound travels through a tissue and is an unwanted effect (if un-
stable) when applying. Regulatory agencies have defined a metric to estimate the probability of
cavitation [58]:

MI =
max{pnegative}√

f0
(2.28)

• Thermal Index - TI
This metric quantifies heating within the tissue. It is defined by the total power delivered (Wp)
over the power necessary to heat the tissue by 1◦C (Wdeg) [12].

TI =
Wp

Wdeg
(2.29)

Numerous review papers have gathered the sonication parameters used so far in both animal studies
and human trials [6, 12, 46, 59, 60] and others. Typical values are in these ranges: f0s = 183–5000
kHz, BD = 0.16–2 ms, PRF = 0.1–3 kHz, DC = 5–50%, SD = 13–2000 ms, and ISI = 1–90 s [61].
Regarding the required pressure levels for neuromodulation, these can vary from hundreds kPa to a
few MPa. This depends on the target and sonication pattern [12, 61]. LIFU studies on humans have
used intensity values in the ranging between 1.5-17.5W/cm2. Limits to some of these parameters are
dictated by different regulatory bodies [62], however this is limited to diagnostic US applications.

Now that the definition of sonication parameters and their typical values have been defined, the existing
tFUS and µFUS setups will be discussed.

2.4.3. Transcranial setup: tFUS
So far, the effects of LIFU neuromodulation have been studied using a transcranial setup. The US
waves are generated outside of the patients’ body and focused on the inside. The advantage of this
setup is that it is completely non-invasive. There is no surgical procedure that needs to be performed.
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Devices and Setup
The main components found in a tUS neuromodulation setup are shown in Figure 2.7. A function gener-
ator creates a sinusoidal function which oscillates at the wanted fundamental frequency f0. This signal
is partitioned (or pulsed) by means of a second function generator, passing an amount of oscillations
equal to the TBD at a frequency dictated by the PRF. A power amplifier is then used to amplify the
sinusoidal pulsed signal before applying it to the transducer. The ultrasound parameters are chosen
such that the intensity, depth and resolution match the intended ones.

Figure 2.7: The conventional experimental setup for single element transducer tFUS [61]

Figure 2.8: Scale of the ultrasound focus. Focal spot sizes (solid) and steering ranges (dotted line) of commonly used acoustic
apertures. (A) In humans, (B) in rodents [11]

During experimental trials, different transducer setups have been used. As the goal is to generate a
small focus area/volume, and as aperture is proportional to the resolution, substantial setups such as
hemispherical arrays have been used for tFUS (see Figure 2.8). These setups are bulky, require whole
head shaving and the use of a frame to suspend the head in a water bath [11]. If an array setup is used,
the adequate phase delay is computed for each transducer to focus the beam. A detailed table stating
the different tFUS devices used in human trials is presented in Sarica et al. [8].

Real-time tracking of the true focus point is crucial. In order to track the beam focus, different targeting
techniques have been used including image-guided neuronavigation, MR-guided navigation, ARF MRI,
the use of custom-built headsets/helmets and others. A detailed list of all tracking methods used during
human and clinical trial is presented in Lee et al. [6]. The most preferred techniques (which do not
require a live MR-setup) are the image-guided neuronavigation systems. Often, optical tracking is
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used as a navigation technique. It consists in placing markers on both the subject head and the active
device, and then imaging them. These reflective markers on the transducer device are used to track
its position in physical space using an infrared camera. The same is performed for the subjects head.
As the markers can be seen in CT/MRI images, neuroimages are acquired and a rigid transform is
computed, mapping the reflective markers to the image space. In this way the position of the transducer
(and the previously computed focus) can be overlaid on top of the anatomical image [63]. The error
between the computed focus and the real focus is called the target registration error (TRE) and has
been shown to be as small as 2 mm or less [64].

Sonication Protocols
Different sonication protocols have been used so far, ranging from random (even unfocused) stimulation
to patterns matching the natural brain rhythms. As tFUS is an emerging technology, inspiration is taken
from other non invasive brain stimulation (NIBS) techniques. These protocols dictate parameter values
that should be used and/or locations that should be targeted.

• Theta burst TUS (tbTUS): this protocol takes its name from the hippocampal theta rhythm related
to learning and memory processes [63]. It corresponds to an 80 second train of 20 millisecond
bursts of ultrasound (0.5 MHz) repeated at 5Hz (PRF).

• Repetitive TUS (rTUS): rTUS involves the delivery of ultrasound pulses in a repetitive, continuous
pattern. The frequency of these pulses can vary depending on the protocol but does not follow a
specific rhythmic pattern. This is the most commonly used protocol.

• Transcranial pulsed stimulation (TPS): In contrast to rTUS, TPS uses single ultrashort pulses
(∼3 μs) repeated at very low frequencies (1-5 Hz) with a similar sonication time of several minutes
[65].

These protocols can have a great impact on the efficiency of sonication. In fact, when comparing the
targeting of primary motor cortex (M1) using both tbTUS and rTUS with comparable parameter values,
the SD was 80s for the first and 15 minutes for the second, for the same long-lasting offline MEP (motor
evoked potentials) amplitude increment [8].

Limitations
• Skull effects: One important limitation of this setup is the attenuation caused by the skull. As
the skull has a heterogeneous structure (spongy, non-isotropic properties, etc.), the impedance
mismatch is important and the aberration effects are significant. High frequencies cannot be used
in this setup and researchers have concluded that the optimal value for the fundamental frequency
is below 700 kHz [8, 46]. This sets a limit to the resolution that can be achieved. An extensive
experimental research performed by Chen et al. [66] showed that the transmission efficiency
decreases exponentially, while the -6 Db beamwidth decreases logarithmically with the increase
of ultrasound frequency. Furthermore, the scattering induced by the skull leads to offsets which
stimulate unintended regions, making it more difficult to clearly link the stimulation protocol to the
measured effect. This also ads complexity when comparing the outcome of different studies as
these effects are case specific. The scattering is also thought to play a major role in undesired
auditory cortex activation due to the mechanical conduction through the skull (see Section 2.4.1).
The internal heterogeneity and shape of the skull has led researchers to investigate the ideal
placement of the transducers given the skull shape such that the transmission is optimised. In
a study by Park, Pahk, and Kim [67], a computationally inexpensive method of placement of the
tFUS transducers was created based on the average reflection coefficient (ARC). The coefficient
is calculated for different transducer locations. An interesting placement location would be around
the temporal area and the bregma, as these have the smallest thickness [68].

• Bulky setup: Current tFUS setups require substantial setups which are costly and difficult to
handle. Most studies so far have made use of single-element transducers which need precise
placement. The individual is asked to remain as static as possible in order to ensure proper
alignment after the calibration process. This is a major source of uncertainty and may lead to
increased TRE. This limitation is also of great importance during animal studies. As the subject
needs to be immobilised, anaesthesia is usually administered. However, it has been reported that
the use of narcotics has a great impact on the effectiveness of tFUS administration [46]. This limits
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the use of tFUS as a therapeutic application. Furthermore, this setup cannot be used for patients
needing direct, unpredictable intervention (ie. seizure detection and mitigation). Finally, the need
for a dedicated professional, medical devices and space limits the use of such interventions to
high income settings.

2.4.4. Implantable setup: µFUS
In order to overcome the limitations faced by conventional tFUS, wearable machines are being devel-
oped. As a final goal is to reach specific neuron populations (or even single neuron) size resolution,
US waves at MHz frequencies need to be generated. Having an implantable device beyond the skull
barrier allows this. Single-element transducers have been redesigned to be used in vivo (as wearable
devices) and these have been successfully tested in living mice. But there are limitations to their use
such as the inability to change the stimulation target, their large form factor and the need for cutting
edge power amplifiers [23]. In order to overcome this issue, phased arrays can be used. These mi-
crosystems consist of two main components: the transmit beamformer and high-voltage (HV) drivers.
The low voltage level signal from the beamformer is supplied to the HV drivers which in turn drive each
transducer from the array with the necessary voltage pulses. These components can be implemented
using different approaches as described in Javid, Ilham, and Kiani [61]. When using discrete com-
ponents, the costs tend to be lower and more readily available, however the device becomes more
bulky, which is a drawback when it comes to miniaturisation. Implementing the components on an
application-specific integrated circuit (ASIC) allows for a more compact transmitter design, this also
leads to reduced interconnect complexity and reduced parasitic effects (see Figure 2.9b).

In a paper published by Ilham and Kiani [44], a comprehensive study is performed on characteristics
of millimetre-sized transducers. Particular attention is given to the spatial resolution and the power
efficiency of the device, as these parameters are limiting for the type of setup and application. It is shown
that even for µFUS, it is desirable to have acoustically matched focused transducers with high quality
factor which leads to higher resolution and better power efficiency. Several designs were recently
developed and they are shown in [44]. Two miniaturized phased arrays setups were designed by Seok
et al. [69] and Rivandi and Costa [23].

A fully implantable system was developed by Seok et al. [70] (see Figure 2.9a).

(a) Conceptual diagram of a wearable brain stimulator [70]
(b) Envisioned CMOS chip integrated with a 2D array of piezoelectric

transducers [23]

Figure 2.9: Implantable µFUS systems

Limitations
• Miniaturisation Reducing the invasiveness of the device can be achieved by reducing the size of
it. Implementing the components on an ASIC allows for compact designs to be made having an
area of a few squared centimetres. Furthermore, using emerging MUT technology also allows for
a more compact design. This technology is also MRI compatible, which is important for diagnostic
guidance [71]. However, minimizing the size can also limit the functionalities of the device, such
as the use of broadband transducers or complex sonication patterns to be implemented.

• Limited power Having a fully implanted neurostimulation device requires the entire system, and
therefore the power system to be implanted as well. The energy necessary to power the device
and fulfil the required stimulation therapy should be readily available. The energy available is
thus limited, which requires the device to be as power efficient as possible.
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• BiocompatibilityAs the device would be implanted, a driving requirement is related to biocompat-
ibility. When looking at the transducers, PMUT/PZT transducers require hermetic encapsulation
as they contain lead, which in turn greatly affects their power-efficiency. Using a CMUT allows to
overcome this issue, but the high voltage bias would increase the power consumption [71].

2.5. Research Gap
When considering LIFU for neuromodulation, there are still ongoing discussions on the actual underly-
ing mechanisms. Mechanical forces (ARFs) induced (indirectly) by the US wave is thought to activate
the mechanosensitive channels of the cells and to generate action potentials due to the conformational
change of the membrane. Cavitation is also though to be a cause, although the frequencies and in-
tensities used are relatively low. Thermal effects and confounding pathways (ie. auditory tract) are
causes that may play a role, but their effects are considered to be minimal. The reason neuromodula-
tion occur can probably be explained through a combination of these causes. The incident waveform
can be adapted by changing the sonication parameters, in order to achieve the intended intensities,
at the intended location. Typical values currently used are in these ranges: f0 = 183–5000 kHz, BD
= 0.16–2 ms, PRF = 0.1–3 kHz, DC = 5–50%, SD = 13–2000 ms, and ISI = 1–90 s. FUS neuromod-
ulation has mainly been administered in a transcranial fashion. This setup has its benefits such as
being fully non-invasive, however being restricted to a complex system (ie. machines, professional
clinicians, isolated environment, etc.) does not allow for flexible and on-the-spot treatment. The aber-
rations induced by the skull are significant and cannot be avoided in such setup. The development of
implantable microsystems (µFUS) overcomes the limitations set by tFUS. These cm-sized concepts
could revolutionised LIFU neuromodulation by being implanted on the surface of the brain. There are
some drawback to this setup as well, such as limited available power, the need for a biocompatible
system and the reduction in features linked to the miniaturisation of the device.
The two setups which have been presented, tFUS and µFUS both have their advantage and drawbacks
(see table below).

Table 2.2: Comparison between µFUS and tFUS systems

f0 Resolution Power Sized constrain On demand Bio-
availability stimulation compatible

µ FUS MHz High Limited cm-scale Yes Yes
tFUS Sub-MHz Low Unlimited None No No

Being able to combine these two technologies would allow for the drawbacks of one to be compensated
by the benefits of the other. Investigating on the effects of crossing high frequency beams generated
by implantable (MHz) transducers with low frequency beams generated by transducers outside of the
body could lead to increased resolution and greater power efficiency. Cross-beam studies were per-
formed using two identical US sources and these have shown great results for both sub-MHz (555
Hz) and 5MHz sources, reaching focal volumes up to 0.14 mm3 [44]. As multiple sources are used,
standing waves as well as frequency modulation could be introduced to narrow the focus volume even
further [19, 40]. This would also allow for the power consumption to be distributed over the sources, as
well as increased ARFs intensities, which are thought to be major players for neuromodulation. The in-
creased resolution from such a combined setup would mainly be a result of bypassing the skull with the
implantable micro-system, while its power consumption can be reduced by having an external source
focused on the same target area.

The studies performed by Kim et al. [42], Kim et al. [43] and Ilham and Kiani [44] do investigate the ef-
fects of interfering beams from two different transducers. However, the transducers being investigated
have identical characteristics. Although an important change in focal area and intensity is seen at the
focal spot, information is lacking regarding the effects of changing the fundamental parameters of the
sources such as the aperture and the fundamental frequency on these metrics. The interference has
either solely focused identical single element transducers (Figure 2.10a) or use two identical phased
arrays (Figure 2.10b).
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(a) Crossed beam of two single element transducers proposed by Kim
et al. [72]

(b) Crossed beam of two single element and phased array transducers
proposed by Ilham and Kiani [44]

Figure 2.10: Research on dual US source setups for neuromodulation

Figure 2.11: Dual multi-frequency US source interference approach proposed by Riis and Kubanek [40]

The effects caused by changes in US wave frequency have somewhat been investigated in the papers
by Riis and Kubanek [40] and Kim et al. [19]. The concept of frequency modulation and pattern inter-
ference radiation force (PIRF), have shown to substantially decrease size of the focal volume. In these
setups, standing waves are generated by the transducers facing each-other. In order to focus these
standing wave on a specific region and avoid this phenomenon from happening elsewhere, a frequency
modulated wave pattern is delivered, instead of a continuous wave. This setup however focuses on the
creation of standing waves and sets the angle at which the two beams cross to 180°. Another important
aspect is that the setups focus on transcranial applications, where the available power and the size
of the transducer are not limiting. Therefore the power efficiency of (at least one of) the transducers
is not taken into account. Methods for analysing the effects of changing the driving parameters in a
dual transducer setup need to be defined. In the following chapter, the methodologies used during this
project to answer the research question are presented.

Figure 2.12: Pattern interference radiation force setup by Kim et al. [19] using two front facing transducers
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Methodology and project outline

In order to answer the research question posed, a methodology for the project is proposed. A timeline
of the research process is depicted in Figure 3.1. The first step consists in defining the parameters
that will be investigated, as well as the simulation protocol. From this, a dataset of pressure fields
is generated. The steps taken to generate a dataset of pressure fields are described in Section 3.1.
Following this, the geometric transformations performed to merge the data sets will be are shown in
Section 3.1.4. An optimisation process is then implemented in Section 3.2 to determine the optimal
placement and the optimal individual characteristics for a set of transducers.

Figure 3.1: Research project outline

3.1. Simulation and selection
A set of independent variables needs to be defined and the metrics for analysis need to be chosen
to investigate the cause and effect relationship in a dual source setup. For simplicity purposes, the
transducers are modelled as single element curved transducers in this project. The results following
this assumption are valid for an ultrasound phased-array setup as the focus will be on the interfering
pattern of the generated pressure field.

These parameters can be divided into two categories: transducer independent variables and combined
parameters. A schematic representation of the setup with the independent variables is shown in Fig-
ure 3.2.

3.1.1. Transducer independent variables
The first category relates to the fundamental parameters of the individual transducers which directly
affect the US waveform they generate. As the goal of this project is to better understand the interaction
between a tFUS source and a µFUS source, the current technological boundaries and limitations should
be taken into account, while creating an interesting search domain while keeping in mind the assigned

23



3.1. Simulation and selection 24

Figure 3.2: Schematic representation of the dual transducer setup ( FL : Focal Length, f0 : fundamental frequency, L :
aperture, r : radial margin, θ : crossing angle, pfrac : contribution factor)

role of both transducers. These parameters chosen for both sources, the defined ranges and the
motivation behind them are shown below.

The parameters for the µFUS source are:

• Fundamental frequency: 1 - 6 MHz
Increasing the resolution of the focal area is a key aspect of neuromodulation. This is the main
motivation for bypassing the skull and studying the effect of using implantable devices. In this
case, higher fundamental frequencies can be used compared to tFUS setups. In order to max-
imise the spatial resolution (Equation (2.20), Equation (2.21)), while keeping a reasonable range
to reduce computational cost, an upper limit of 6MHz is chosen. Increasing this value would allow
for higher resolutions to be achieved, however the tissue absorption would become more signif-
icant and the focal depth would decrease. The lower limit has been set to 1 MHz, allowing for a
reasonably small focal area to be generated, while aiming for a greater focal depth.

• Aperture: 10 - 40 mm
When considering an implantable device, power efficiency and invasiveness are two key aspects
that have to be optimized for. The size of the implanted device should be minimal such as to
minimise the foreign body response (FOR), and the power efficiency should be maximised as the
device should have the longest possible operating life, and therefore minimum power consump-
tion. Minimising the aperture allows for this. However, FWHM is inversely proportional to the
aperture and the DOF is inversely proportional to the square of the aperture. Therefore, a greater
aperture will increase the resolution.

The parameters for the tFUS source are:

• Fundamental frequency: 350 - 750 kHz
The tFUS source is confronted with the skull, which greatly interferes with and absorbs the in-
coming US waves. As this effect is directly related to the frequency of the incoming wave, an
upper limit is set to 750 kHz. In a study published by Chen et al. [66], the tFUS transmission
efficiency through a human skull has shown to be minimal at frequencies < 750 kHz. To ensure
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higher transmission efficiency and avoid unnecessary (and dangerous) tissue heating, this value
has been chosen as an upper limit. The lower limit is dictated by the increase in beam width as
the frequency is decreased. Although the main purpose of this transducer is to deliver a pressure
baseline where the µFUS will focus upon, the focal area should be kept at a minimum, which is
why a lower bound of 350 kHz is chosen.

• Aperture : 15 - 65 mm
The tFUS source is not strongly limited by size nor power consumption as it external to the body.
Therefore the range of aperture is mainly based on existing technologies [44, 61]. This trans-
ducer will be located further away from the focal spot than the implanted source. As aperture
is proportional to focal depth, a greater aperture allows for greater penetration depth, which is
crucial in this case. Though the size of the device is not limiting, the patient using this device
should experience a minimum level of discomfort. Therefore the maximum aperture has been
limited to 65 mm.

Another important parameter when it comes to simulating single element transducers is related to the
focusing of the beams. As stated in Section 2.2, US beams can be focused in different ways. When
simulating, the easiest approach is to add a radius of curvature (ROC) to the surface of the transducer.
The ROC has been parametrised by using a approximate formula derived by Huang and Ding [73] to
be a function of focal distance, medium absorption and transducer aperture (see Equation (3.1)). As
the f-number is given by these two terms, the degree of focusing is dictated by this factor. For both
transducers the f-number ranges from 2 to 4.

γp =
β
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[
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2
)

)
αT β
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where γp is the fractional focal length, β = A/z0 is the normalized geometric focal length (or focal
strength),A is the geometric focal point (or the ROC), z0 is the natural focus of the transducer, αT = α·z0
where α is the attenuation coefficient as defined by Equation (2.8). Applying this formula allows for the
parametric and precise positioning of the transducers during the simulations.

3.1.2. Combined parameters
The combined parameters are an additional set of variable that are expected to affect the pressure field
when two ultrasound sources are used. These are related to the relative position and contribution of
each transducer, and these are listed below:

• Crossing Angle - θ : 0 - 2π rad
The crossing angle spans the entire range of angles. This allows for the exploration of all possible
orientations relative to the two transducers. Although a symmetric pattern is expected between
the two hemispheres (0 → π and π → 2π), θ is chosen to span the entire circle so as to verify the
subsequent geometric transformations.

• Radial Margin - r: 0 - ±5 cm
This term has been introduced to allow for fine tuning of the superposition of the fields at the
focal spot. As the tFUS source is external, this term adds a margin to the radial distance of this
transducer with respect to the expected focal spot given by Equation (3.1). This term therefore
allows for a wider search space during the optimisation process, and for better understanding of
what the effects could be of a misaligned transducer in this setup.

• Contribution factor - pfrac : 0 - 1
The amplitude of the initial US wave generated by the transducers should be taken into account
when superposing the two fields. The pressure distribution is dictated by the initial pressure
(which is proportional to the amplitude of the signal) and in turn affects the resolution of the focal
spot (as dictated by Equations (2.20) to (2.22)). In order to reduced the number of variables, this
contribution factor is a measure of the amplitude of the µFUS transducer signal with respect to
the external one. Therefore, when considering an initial wave amplitude of A, the contribution
factor will multiply the µFUS transducer amplitude by pfrac and the tFUS by (1− pfrac).
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The values for both the individual and the combined parameters are summarised in Table 3.1 and
Table 3.2 below.

Table 3.1: Ranges of transducer independent variables

Transducers Aperture ( mm ) Frequency (MHz) f-number ( - )

µ FUS 10 : 40 (7 steps) 1 : 6 (6 steps) 2 : 4 (5 steps)

tFUS 15 : 65 (6 steps) 0.35 : 0.75 (5 steps) 2 : 4 (5 steps)

Table 3.2: Ranges of combined parameters

Parameters Range Units

Crossing angle 0 : 2π (rad)

Contribution factor 0 : 1 ( - )

Radial Margin -5 : 5 ( cm )

The total number of combinations given the individual transducer parameters is therefore: 7× 6× 5×
6× 5× 5 = 31500. This is not taking into account the combined parameters which will greatly increase
this number. It can already be noted that a full analysis, where the entire setup is simulated, will be
computationally expensive, memory intensive and time consuming. This issue will be addressed in the
next subsection.

3.1.3. Simulation domain
There are different approaches available when simulating ultrasound wave propagation. These ap-
proaches are reflected in the different types of simulation software that are available. The existing
models can be classified in three categories:

1. Semi analytical models: Ray tracing and Transfer function methods are usually used as such
methods to solve the wave equation.

2. Numerical models: Finite differences and k-space models are the most used ones to numerically
solve the wave equation in a (t)FUS setup. A widely used MATLAB toolbox is called k-Wave [74].
The forward simulations are based on a k-space pseudo-spectral time domain solution to coupled
first-order acoustic equations.

3. Hybrid models: In the case of tFUS, the greatest limitation to use analytical methods is the hetero-
geneity of the skull. The problem could be divided into using numerical solvers for the wave-skull
interactions, and analytical solvers before and after that stage, considering those media to be
homogeneous [75].

For this application, k-Wave was chosen as a simulation software. The choice was made based on
several reasons. First of all, as the intention is to simulate US propagation through heterogeneous
medium (skull, brain), a software where different media could be simulated was needed. The k-Wave
toolbox allows for medium properties (speed of sound and density) to be defined at each grid point in
the computation domain. This toolbox also allows absorption and (some) non-linear phenomena to be
taken into account. The medium absorption and dispersion properties are taken into account by means
of the Kramers-Kronig (K-K) relations. The non-linear effects are simulated by introducing a new term
in the pressure-density relation, which represent the second order terms of the Taylor expansion of the
equation of state. Furthermore, the ability to model both 2D and 3D is of interest as the first setup allows
for faster computation of the main characteristics of a pressure field and the second allows for the focal
volume to be computed more accurately. Finally, as k-Wave is widely used in research, especially in
the literature which is of interest to this project, it allows for direct comparison to be performed with
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previous studies and therefore, easily troubleshoot any possible errors.

The goal of this step is to generate a dataset of interfering pressure fields produced by two transducers,
such that the influence of the different design parameters on the resulting pressure distribution can be
studied. This problem can be addressed in two main ways. The two transducers can be simulated
simultaneously, such that k-Wave outputs the resulting pressure and velocity fields directly. This would
be the most accurate simulation method as the influence of one source directly affects the pressure
field of the other. Furthermore, this allows for the non linear terms to be computed. However, this would
come to the expense of great computational costs (memory intensive and computationally expensive)
as stated earlier. For instance, when looking at Figure 3.3, the computation time would on average
take 7 minutes for one set of parameters, using a spatial a resolution (or grid size) of λµFUS

3 . Given
the 31500 parameter combinations that have been defined, this would take around 3675 hours to run,
which is cumbersome for a statistical study. In order to overcome this cost, the two transducers are
simulated individually and in a second term, their pressure fields are linearly superposed.

Figure 3.3: k-Wave simulation domain

When doing so the average computation time for a µFUS transducer field is 4 minutes, while for a tFUS
setup it represents a few seconds. Also, the combined parameters don’t have to be taken into account
at this stage, as the individual pressure fields will be superposed through geometric transformations
in a second stage. Therefore, this method greatly reduces computation time and allows for easy data
manipulation. In fact, using this method allows for any combined pressure field to be generated without
having to rely on simulations or a memory intensive dataset of all possible fields superpositions. How-
ever, this entails that the computed pressure field is purely linear (there is no-non linear effects taken
into account).

In order to generate the data sets for both transducers, a Matlab [76] function was implemented where
the inputs are the individual parameters (as stated earlier) and the outputs are the maximum pressure
field, the pressure field at each time step and the non-staggered velocity field. For each simulation, the
computational grid is defined as Nx × Ny where Nx = 2 ∗ FL and Ny = 1.5 ∗ L. This allows for the
expected focal spot to coincide with the centre of the grid. The spatial resolution is defined as λ

3 . This
ensure the Nyquist criterion of 2 grid points per wavelength is satisfied, while keeping the computational
burden and memory usage to a minimum.

As the intention of this project is to validate simulated results with experimental data, the medium
properties have been set to those of water as given in Kinsler et al. [77] where medium.alphacoeff =
0.00217 and medium.alphapower = 2. The density and speed of sound in the medium are 1000 kg/m3

and 1500 m/s respectively. As non-linearities are not taken into account during the simulations, the
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non-linear coefficient BonA is omitted. A simple sinusoidal signal is defined at each source point on
the transducer mask as shown in Equation (3.2):

x(t) = A sin(2πf0t) (3.2)

where A is the amplitude and f0 the oscillation frequency. An effect of omitting non linearities is that the
magnitude of the pressure field is directly proportional to the initial amplitude, therefore an amplitude of
1 is used in the simulation. The sensor has been defined as the entire simulation domain for the tFUS
simulations; as the total required memory for all the simulations would only be 672 Mb. However, as
the spatial resolution of the µFUS is higher (and therefore also the memory usage as well), a smaller
sensor mask was defined of dimensions 0.4 ·Nx × 0.4 ·Ny. The time step used during the simulations
is defined by Equation (3.3).

∆t =
CFL∆x

cmax
(3.3)

where CFL is the Courant-Friedrichs Lewy number, which is defined as the ratio of the distance a wave
traverses in a single time step to the spacing of the grid (CFL ≡ c0∆t/∆x), ∆x is the grid spacing and
cmax is the maximum speed of sound in the domain. The CFL is a useful non dimensional parameter
that is related to temporal stability. This parameter is kept at a default value of 0.3, which gives a good
compromise between accuracy and computational efficiency [78]. This time step was adapted in such
way that the period of the pressure field at the focal spot is an integer multiple of the time step of the
simulation. This allows for a single period of the pressure field data to be stored and repeated.

These inputs are the fed into the kspaceFirstOrder2D function of kWave. The simulations were run
and stored on the supercomputer of TU Delft, DelftBlue [79].

3.1.4. Geometric Transformations
Once the dataset has been generated, the individual fields need to be superposed such that a combined
field can be generated and analysed. A function has been defined in MATLAB, which takes the data of
the µFUS and tFUS source as well as the combined parameters θ, pfrac and r.

To increase the computation speed and reduce thememory usage, an area of 2 by 2 cm2 centred around
the focal point is selected from both fields. For the tFUS source, the selected square is shifted by r
from the centre. This reflects the change in radial distance of the tFUS source. The spatial resolution
of both fields is matched by interpolating the tFUS data using the Image Processing Toolbox function
imresize3 using nearest-neighbour interpolation. This interpolation is the most accurate for spatial
interpolation as it retains the integrity of the original pressure field while changing the resolution. In order
to introduce the crossing angle θ to the field, the tFUS matrix is rotated using the imrotate3 function
using nearest-neighbour interpolation as well. After rescaling the matrices, the temporal resolution
needs to be matched nad the fields need to be synchronised. When looking at the oscillating pressure
value at a single point in the pressure field, the superposition of the two original signals is seen. If the
root mean square value of the combined field needs to be computed, the common period needs to be
determined as well. As the two original signals are simple sinusoids and thus, periodic, the common
period is computed by finding the least common multiple. The two individual fields are repeated until
the common period is reached. Finally, the temporal resolution of the two fields is matched by again
applying imresize3 using cubic interpolation. The two signals are combined after scaling, with the
µFUS field multiplied by pfrac and the tFUS field by 1− pfrac.

After the combined pressure field is generated, the metrics of interest are computed. The root mean
square pressure field is computed using the built in rms function in the time dimension over one period.
The focal area is computed by taking all the grid points having a pressure value such that p > 0.71·pmax

[44].

3.2. Optimisation
After generating and analysing the fields, it is of interest to find the optimal parameter combination to
maximise a defined figure of merit. To do so, an optimisation process is setup. In this project, two
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optimisation procedures are defined and used. This enables a comparison of results between different
optimisation methods. Thus, if the outcome of both methods leads to the same results, these can be
considered as more robust. The two optimisation methods will be referred to as global optimisation
and individual optimisation.

3.2.1. Global optimisation
Global optimisation consists in finding the maximum of a function on a given domain. In contrast to local
optimisation, global optimisation seeks to find the set of parameters that lead to the greatest value over
the entire domain and not remain stuck in a localised optimum. An optimisation process is often stated
as a minimisation problem, for the sake of clarity the objective function is defined for maximisation. This
does not affect the outcome, as maximising this function is equal to minimising its inverse.

First of all, the function for which the maximum needs to be found, or the objective function, has to be
defined. To do so, a figure of merit is chosen and given in Equation (3.4):

FoM =
(1− pfrac) · pmaxtot

· pmaxµFUS
· FLµFUS

LµFUS ·
√

Ap

(3.4)

where pmaxtot
is the maximum pressure value of the combined field, FLµFUS is the focal length of the

µFUS transducer, pmaxµFUS
is the maximum pressure value of the field generated by the µFUS source

only, LµFUS is the aperture of the µFUSsource and Ap is the focal area of the combined field.

Looking back at the goal of the project, there are two main objectives to work towards:

1. Maximising the resolution of the focal area
2. Maximising the power efficiency of the µFUS source

Maximising the resolution of the focal area results in minimising focal area itself. Therefore the term√
Ap is included in the denominator. A term related to the power efficiency of the µFUS transducer

based on the available dependent variables is given by pmaxµFUS

LµFUS
. This has been adapted from the FoM

derived by Ilham, Kashani, and Kiani [80] for US phased arrays. As k-Wave models the transducer
as single pressure sources based on the grid size, the aperture and the initial pressure, increasing
the aperture would lead to an increase in input power. Furthermore, as the square of the maximum
pressure generated by a US source is proportional to the input power, this term ensures that the total
input power remains constant for different sets of parameters.

Another term that has to bemaximised is themaximumpressure delivered by the combined transducers,
and is therefore included in the nominator as pmaxtot

. The ability to reach target deep within the brain is
another challenge that needs to be designed for. As the minimum distance between the source and the
focal spot is dictated by the µFUS source, its focal length is also added to the numerator as FLµFUS .
Finally, the contribution factor is added to the nominator as (1 − pfrac) such that the function does not
go towards infinity in the case where pfrac = 0.

This function takes as input all the individual and combined parameters as defined earlier; and has the
form:

f(f0µFUS
, f0tFUS

, LµFUS , LtFUS , r, pfrac, θ) = FoM (3.5)

Looking at the input variables, the problem at stake is a mixed-integer optimisation problem. There are
a number of mixed-integer optimisation algorithms that have been developed based different funda-
mental working mechanisms (deterministic, heuristic). In this case, Genetic Algorithm Optimisation, an
evolutionary population based algorithm, has been chosen. This type of algorithm can handle integers
naturally, it explores many solutions simultaneously which helps to avoid local optima and it doesn’t rely
on derivatives of the objective function. The latter is an important factor as the function used includes
several cumbersome geometric transformations. A schematic representation of the working principles
of such algorithm is shown in Figure 3.4.
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Figure 3.4: Working principle of a Genetic Algorithm

This stochastic optimisation algorithm can easily be implemented in MATLAB. Genetic algorithms (GA)
work by generating a random initial population (where a ”population” represents a group of individuals,
each having a set of input variables) and computes the fitness values of each member of this population.
Based on these scores, the algorithm selects a subset of individuals, called ”parents”, that will carry their
genome to the subsequent generation. A smaller section of this subset will remain unchanged in the
subsequent generation, this group is called ”elite”. The rest of the ”parents” undergo either ”mutation”
or ”crossover” based on the GA input parameters. The first implies that random changes are made to
the members of the parent population, while the other combines the parameters values amongst the
selected parents to form a child. This process is repeated until the tolerance defined by the user is
met or the maximum number of iterations has been reached. The algorithm then stops and outputs the
solution it has converged to.

The GA is tuned by modifying the the values of these parameters. In order to ensure convergence of
the algorithm and to optimise the computation time and memory usage, a sensitivity analysis must be
performed on these parameters. A range is chosen for the maximum population size, the maximum
number of generations and the tolerance as shown in Table 3.3.

Table 3.3: Genetic Algorithm parameters

Parameters Values

Population size 50, 100, 200

Maximum Generations 50, 100, 200

Tolerance 1e-4, 1e-2

Elite count 0.05 × Population size

A greater population size allows for a greater search space to be explored. This minimises the risk of re-
maining stuck in a local minimum which the subsequent generations can hardly escape. However, this
requires considerably more computational power and memory usage as the number of candidates at
each generation is substantial. On the other hand, having a small population size limits the exploration
capabilities of the algorithm, but the efficiency is greatly improved.

The stopping conditions for the algorithm are dictated by the maximum number of generations and/or
the tolerance. The first parameter relates to the maximum number of iterations the algorithm will per-
form. The greater this term is, the more opportunities the algorithm has to generate new individuals
and explore in detail the domain it has converged to. But again, this comes to the cost of computa-
tional power and longer times. The tolerance defines the maximum allowable relative change in fitness
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function over a set number of generations. This allows to define a limit to the precision the algorithm
has to reach, avoiding unnecessary computations which do not bring significant improvement to the
output. The greater this value, the earlier an optimisation run will stall. Finally, the elite count relates
to the number of individuals that will automatically survive to the next generation, without undergoing
mutation or crossover. These individuals have the best fitness value.

The functions and options used for the selection, mutation and crossover of the individuals are kept to
the default.

3.2.2. Individual optimisation
A second optimisation procedure has been defined to find the best combination of transducers and
combined parameters to maximise the objective of this project, which is achieve high resolution and
low µFUS input power. Instead of relying on a global optimisation method that generates solutions
using the entire set of available parameters, this method individually select the best transducers based
on a FoM specific to its purpose.

• µFUS Source Selection
As this source will generate higher frequency signals, it will inherently have a higher resolution
at the focal spot. Furthermore, it has to be optimised for power efficiency as well. A selection is
performed on the µFUS data set using the following FoM:

FoMµFUS =
FLµFUS · pmaxµFUS

LµFUS ·
√
ApµFUS

(3.6)

• tFUS Source Selection
As stated earlier, the external source is not limited to the power usage, there for the term pmaxtFUS

LtFUS

is not crucial in this case. This source is expected to deliver power on a greater area such that the
µFUS source can focus on this area to add the necessary change in pressure to generate a high
resolution focal spot with higher pressure values (by exploiting this pressure ”baseline” provided
by the tFUS source). In this case the pressure term p2maxtFUS

is squared. In such way a greater
weight is given to this parameter as the objective is to provide greater pressure gain with this
transducer. The FoM for this transducer is defined as:

FoMtFUS =
FLtFUS · p2maxtFUS√

AptFUS

(3.7)



4
Results

In Chapter 3 the methods used to investigate the effect of combining a set of transducers with indepen-
dent characteristics were defined. In the following chapter the results of the simulations, the geometric
transformations and the optimisation processes are shown. First, the superposition of two pressure
fields generated by two transducers, one from the µFUS data set and the other form the tFUS data set,
is analysed in Section 4.1. Then the superposition of the fields that resulted from the GA optimisation
will be shown in Section 4.2.

4.1. Field superposition
The first results to analyse are the differences between direct simulations in a two-transducers setup,
and the geometric transformations (i.e. superposition of individual fields) defined in the previous section.
A comparison between themaximumpressure values and the size of the focal spots for the twomethods
is shown in Figure 4.1. The frequencies of the transducers used in the simulation are 750 kHz and 2
MHz for the tFUS and the µFUS source respectively. The difference in pressure values remain close to
0 in the area in close proximity of the focal area. The highest value reaches 7% and is located further
from the focal spot (i.e. the centre grid).

Figure 4.1: Comparison of maximum pressure values and focal spot size

In order to better understand the interaction between the fields and the effect of changing the combined
parameters on the figure of merit derived in Section 3.2, two transducers (from the two different sets)
having comparable focal areas have been selected for analysis. This choice was made in order to avoid
dominance on the results from one of the transducers in such way to have a better visualisation of wave
interference. The parameters of each transducer is shown in Table 4.1 and a plot of the pressure field
they generate is shown in Figure 4.2.

32
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Table 4.1: Parameters of the selected transducers

Transducer Frequency (kHz) Aperture (m) Focal Length (m)

µFUS 1e3 2.5e-2 5e-2

tFUS 750 6.5e-2 13e-2

Figure 4.2: Maximum pressure field of the tFUS (left) and µFUS (right) transducer fields in k-Wave

The fields are then superposed and the figure of merit as well as the focal area are plotted as a 3D
figure with the crossing angle θ on the x-axis and the contribution factor pfrac on the y-axis as shown
in Figure 4.3. The radial margin is fixed to r = 0 (m). In Figure 4.3a, there are two regions of maximum
FoM centred around θ = (2n + 1) · π

2 (rad) and pfrac ≃ 0.57. The FoM parabolically reaches 0 as the
pfrac reaches 1 or 0. In Figure 4.3b, as the contribution takes the maximum/minimum value, the focal
area remains constant for varying θ. The minimum focal area is reached at values of pfrac = 0.57.
For both plots in Figure 4.3, there is an abrupt change in value at θ = π. The other parameter to be
taken into account is the radial margin. This factor was introduced to fine tune the location of the tFUS
transducer such that the FoM is maximised. When looking at Figure 4.4, the optimal value for r is close
to zero. The focal area reaches a maximum for θ = π and minimum r values (r = 0.05 (m)). This metric
is minimised for θ = (2n + 1) · π

2 (rad). The maximum pressure gain experienced in the superposed
pressure field is shown in Figure 4.5. This metric changes parabolically with r, reaching a maximum
value around r = 0 (m). Changing the crossing angle has little influence on the gain.

An interesting aspect to analyse is the pressure and intensity fluctuations at the focal spot (ie. the centre
grid) of the combined field and compare these results to the fields generated by the individual trans-
ducers. The differences between the individual setups are presented in Figure 4.6a and Figure 4.6b.
In Figure 4.6a, the continuous tendencies of the original sine-waves interfere to create a periodic but
pulsed pressure field. The maximum pressure gain value reaches 1.5 for the tFUS signal, 1.3 for the
µFUS signal and 2.7 for the combined field. This represents a 2 fold increase in pressure gain at the
focal spot with respect to the µFUS source. The pulsating tendency is even more apparent when look-
ing at the intensity gain values in Figure 4.6b. As I ∝ p2 (Equation (2.14)), the difference in intensity
values is more significant between the setups. The maximum intensity gain value for the tFUS field
reaches 2.2, for the µFUS field 1.7, and for the combined field there is a 2.3 fold increase compared to
the maximum value of the individual fields, reaching a value of 7.3 .
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(a) FoM of the combined field (b) Focal Area of the combined field

Figure 4.3: FoM and Focal Area as a function of pfrac and θ

(a) FoM of the combined field (b) Focal Area of the combined field

Figure 4.4: FoM and Focal Area as a function of r and θ

Figure 4.5: Maximum pressure gain of the combined field

In order to understand the influence of the transducer independent variables, 3D column charts are
created with f0 (frequency) and L (aperture) on the x- and y- axis respectively. In both plots Figure 4.7
and Figure 4.9, the one of the two transducers is fixed, while the independent variables of the other are
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(a) Time signal of pressure gain (b) Time signal of the intensity gain

Figure 4.6: Pressure and intensity gain over time at the focal spot for the combined and the individual transducers

changed. For both cases, increasing the frequency and the aperture leads to an overall decrease of the
focal area (Figures 4.7b and 4.9b). When varying the µFUS parameters, the differences in focal area are
more significant at the lowest frequency (1 MHz). In this case decreasing the aperture size increases
the focal area. The changes in focal area are still noticeable as the µFUS source frequency increases,
but the effect of changing aperture becomes less apparent at high frequencies. The minimum focal
area (A = 2.3 mm2) is reached at a µFUS aperture of 35 mm and a frequency of 750 kHz. The inverse
trend is seen in the normalised FoM plots. The FoM for both cases (Figures 4.7a and 4.8a) shows an
increase in FoM with increasing aperture and frequency. In Figure 4.7a the maximum value is reached
when LtFUS = 55 mm and ftFUS = 0.75 MHz, while in Figure 4.8a, the maximum is reached at the
highest frequency and aperture values. The term related to the power efficiency of the µFUS transducer
given by pmax

L (see Section 3.2) is plotted in Figure 4.9a. It shows that decreasing the aperture and
increasing the frequency decreases this power term of the transducer. The optimal value is found at
highest frequency (fµFUS = 6 MHz) and the smallest aperture (LµFUS = 10 mm).

(a) FoM of the combined field (b) Focal Area of the combined field

Figure 4.7: FoM and Focal Area as a function of frequency and aperture for varying tFUS parameters

4.2. Optimisation
After running the genetic algorithm, the individual parameters and the combined parameters that give
the optimal FoM values are gathered. The transducer independent variables coincided with the values
gathered from the second optimisation method. Therefore only one set of transducers is shown in this
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(a) FoM of the combined field (b) Focal Area of the combined field

Figure 4.8: FoM and Focal Area as a function of frequency and aperture for varying µFUS parameters

(a) Normalised power term as a function of the aperture and
frequency

(b) Maximum pressure value as a function of the aperture and
frequency

Figure 4.9: Power term and maximum pressure gain for varying µFUS parameters

section. The parameters values are shown in Table 4.2 and Table 4.3. A sensibility analysis on those
values has been performed by generating results for the different parameters shown in Table 3.3. The
results and plots in Appendix B show that the same results are found for different sets of GA parameters.
A plot of the individual pressure fields generated by the two transducers is shown in Figure 4.10, using
the maximum pressure field (ie. the field showing the maximum pressure value registered at each grid
point).

Table 4.2: Parameters of the optimised transducers

Transducer Frequency (kHz) Aperture (m) Focal Length (m)

µFUS 6e3 4e-2 8e-2

tFUS 750 6.5e-2 13e-2

After superposing these two fields, the FoM and the size of the resulting focal area are computed. The
results are shown in Figure 4.11 and Figure 4.13. Figure 4.11a shows the FoM as a function of pfrac
and θ in Figure 4.11a. There is symmetry about the x, z plane at θ ≃ π (rad) and the maximum value
lays around pfrac ≃ 0.6. When considering the focal area of the combined fields, two distinct regions
emerge. For values of 0.4 ≤ pfrac ≤ 1, the focal area remains constant at 2.5mm2. For values of
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Table 4.3: Combined parameters of the optimised transducers

Parameters pfrac (-) θ (deg) r (m)

Values 6.12e-01 106.8 4.96e-03

Figure 4.10: Maximum pressure field of the optimal tFUS (left) and µFUS (right) transducer fields in k-Wave

this contribution factor in the range 0 ≤ pfrac ≤ 0.13, the focal area remains relatively constant at
71.11mm2. In the region between these two, an sudden transition emerges. The influence of changing
the crossing angle is visible in this transition zone where 0.13 ≤ pfrac ≤ 0.4. Plotting the normalised
values of 1/

√
A in Figure 4.12 shows that there is a minimum at pfrac = 0.51 and θ ≃ 1.4 (rad) where

the focal area reaches 2.24mm2. The minimum values of the focal area are found at θ = (2n + 1) · π
2

and the maximum values at θ = n · π. The effect of varying the radial margin on the FoM and the focal
area is shown in Figure 4.13. The value of pfrac for these plots is kept at 6.12e-01. The minimum focal
area and maximum FoM values are found at θ = (2n + 1) · π

2 . The focal area and FoM remain within
the 95% of the optimal value when θ = (2n+ 1) · π

2 ± 0.35 (rad) and r ≤ 0.01 (m).

(a) Normalised FoM of the combined field (b) Focal Area of the combined field

Figure 4.11: FoM and Focal Area of the combined optimal field as a function of θ and pfrac
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Figure 4.12: 3D plot of 1√
A
as a function of pfrac and θ

, where A is the prms focal area,

(a) Normalised FoM of the combined field (b) Focal Area of the combined field

Figure 4.13: FoM and Focal Area as a function of r and θ for the optimised transducers

The pressure and intensity gain values over time at the focal spot are shown in Figure 4.14a and
Figure 4.14b respectively. The same temporal tendencies as for the previous setup (Figure 4.6a and
Figure 4.6b) can be seen. The pressure gain values for the µFUS transducer oscillate between ±4.2,
for the tFUS transducer this value is ±1.2. When combining the transducers, the maximum pressure
gain reaches 5.4 which is a 28.5% increase compared to the single µFUS setup. The intensity gain of
the individual µFUS field oscillates and reaches a maximum of 18.2, while the tFUS intensity reaches
a maximum gain of 1.4. The combined field intensity value oscillates and reaches a maximum at 29.6.
This is more than 60% increase compared to the individual (µFUS) maximum intensity gain value.

The effect of varying the frequency and the aperture of the two transducers individually is plotted in
the following box-plots. When varying the tFUS parameters, the focal area decreases as the aperture
and the frequency increase as is shown in Figure 4.15b. The maximum pressure gain reaches is
maximised as the aperture and the frequency of the tFUS source are maximised as well, as is shown
in Figure 4.15a. There is a 20% increase in maximum pressure between the lowest and the optimal
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(a) Time signal of the pressure gain (b) Time signal of the intensity gain

Figure 4.14: Comparison of the pressure and intensity gain at the focal spot for the combined and the individual optimal setup

value. The FoM follows these same tendencies as shown in Figure 4.16. The same results are plotted
for varying µFUS parameters. The maximum RMS pressure gain reaches a maximum as the aperture
and the frequency of the µFUS source are maximised (Figure 4.17a). The power term, defined by
pmaxµFUS

/LµFUS , is plotted in Figure 4.17b. This value tends to increase with increasing frequency
and is inversely proportional to the aperture. The maximum value is found at the smallest aperture
(LµFUS = 10 mm) and the highest frequency (fµFUS = 6 MHz). As shown in Figure 4.18b, at low
frequencies (fµFUS = 1-3 MHz) the focal area increases as the frequency and the aperture decrease,
reaching amaximum at fµFUS = 1MHz andLµFUS = 10mm. At higher frequencies, the changes in focal
area become less apparent as the aperture changes, but still decreases as the frequency increases
Figure 4.18b. The FoM increases with increasing µFUS source frequency and aperture as shown in
Figure 4.18a. A zoomed version of the plots is given in Appendix A.

(a) Normalised maximum pressure gain of the combined field (b) Focal Area of the combined field

Figure 4.15: FoM and Focal Area as a function of frequency and aperture for varying tFUS parameters
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Figure 4.16: FoM of the combined field

(a) Maximum pressure gain (b) Power term

Figure 4.17: Max. Pressure gain and Normalised Power term as a function of frequency and aperture for varying µFUS
parameters

(a) FoM of the combined field (b) Focal Area of the combined field

Figure 4.18: FoM and Focal Area as a function of frequency and aperture for varying µFUS parameters



5
Discussion and Future

Recommendations

The objective of this study was to investigate to which extent combining two ultrasound sources with
different fundamental parameters affects the metrics of interest when considering focused ultrasound
neuromodulation. In order to compare the results and allow for an optimisation method to be imple-
mented, a figure of merit was created by merging the focal area, power consumption of the implanted
transducer, the maximum pressure delivered at the focal spot and the focal length. During this research
project, a dataset of pressure fields was generated using a linear ultrasound simulation model for two
single element curved transducers having different apertures, fundamental frequencies and f-numbers.
After performing geometric transformations on the 2D time varying pressure field matrices, different
dual transducer setups involving different contribution factors and relative positions were evaluated for
the metrics of interest and the figure of merit. Two optimisation methods where proposed to find the
transducers combination which would maximise the figure of merit.

5.1. Field superposition
The field superposition method implemented in this project has allowed for significant reduction in com-
putation time. The amount of simulations performed was 360 (210 for the µFUS and 150 for the tFUS),
compared to the 31500 needed for a single set of combined parameters. The results of the superposi-
tion and geometric transformations have been verified and showed negligible differences in results (Fig-
ure 4.1). The linear simulation domain, the relatively low frequencies and the homogeneous medium
allow is a benefit for using this method.

In Section 4.1, the superposition of two transducers having comparable individual focal spots shows
that the figure of merit is maximised at values of θ ≃ (2n + 1) · π

2 rad and pfrac ≃ 0.5. When consid-
ering the size of the focal area for these values of θ and pfrac, as shown in Figure 4.3b, this metric
is minimised. These results are consistent with other studies investigating crossed beam interactions
[61, 81, 82]. A value of pfrac close to 50% means that the two sources need to evenly contribute to
the final pressure field in order to minimise the focal area and optimise the figure of merit. If these
crossing conditions are met, the size of the focal area decreases by more than 50%. In this study, the
term relating to the power consumption of the implantable transducer is given by pmaxµFUS

LµFUS
. Therefore

the nominator (the maximum pressure value) is the only factor affecting the power consumption of the
µFUS transducer, which is proportional to pfrac. A lower value of pfrac relates to a lower power de-
livered by the µFUS source. A lower value of pfrac is therefore favourable. Given the FoM used, the
power delivered by this source can be reduced by 50% when θ ≃ (2n+ 1) · π/2 rad and pfrac ≃ 0.5.

As the radial margin changes, the optimum r value is found to be close to 0. This shows that the
predicted focal spot does coincide with the centre grid, and that this condition is preferred for a dual
transducer setup. This allows for the areas of maximum pressure to superpose efficiently, leading to
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a decreased focal area (Figure 4.4b) and hence a higher FoM (Figure 4.5). This condition is also pre-
ferred when considering the maximum pressure gain, as shown in Figure 4.3a. Since the frequencies
of the two transducers are relatively similar (750 kHZ and 1 MHz), their time signal interference creates
pulsing patterns that can enhance pressure levels at the focal point. This naturally occurring interfer-
ence pulse can be leveraged for neuromodulation, where pulsating sonication patterns are commonly
used to ensure both safety and efficacy in therapeutic applications (see Section 2.4.2). When the fields
interfere constructively, there is a 2 fold increase in pressure gain, and 2.3 fold increase in the max-
imum intensity gain value at the focal spot. A substantial intensity increase can be generated when
combining these two sources which is beneficial for ultrasound neuromodulation as a greater amount
of energy can be delivered to the target.

Finally, changing the frequency and the aperture of the individual transducers has an important effect
on the metrics of interest as shown by the box-plots in Figure 4.7, Figure 4.9 and Figure 4.9a. Overall,
increasing the aperture of the tFUS transducer leads to a smaller focal area. This is a result of relative
contribution of the transducers to the pressure field (see Appendix C). As the magnitude of the pressure
field delivered by the tFUS transducer increases, the pressure gain delivered by the two fields reach
similar levels which in turn affects the focal area. The pressure delivered by the two sources has to be
in the same range of values to see a beneficial effect (a reduction) on the focal area of the combined
field. Increasing the frequency of the tFUS transducer leads to a smaller focal area of the individual
field. This reduces the focal area of the combined field as well.

Changing the µFUS parameters has a greater impact on the focal area, compared to changing the
tFUS parameters. This is reflected by the greater change in normalised FoM (Figure 4.8a) and focal
area values (Figure 4.9b). The overall effect of changing the µFUS parameters is similar to those of
changing the tFUS parameters. When plotting the term pmaxµFUS

LµFUS
for varying aperture and frequency,

the optimal value is reached at the highest frequency (6 MHz) and the smallest aperture (10 mm). As
the aperture is increased, more input power is needed to drive the active element. As the frequency is
increased, the gain increases (as shown by Equation (2.23)) and therefore pmaxµFUS

increases as-well.

5.2. Optimisation
When running the genetic algorithm using the FoM defined in Section 3.2 as objective function, the
same output is generated for different tuning parameters (see Appendix B). The output of the GA is
stable for the types of transducers needed to maximise the FoM. The combined parameters θ and r vary
slightly, however. The small discrepancies in θ can be related to the symmetry about θ = (2n+1)· π2 (rad)
(see Figure 4.3b). As the interference pattern is complex and greatly depends on the coordinates and
orientation of the sources, there are different combinations of θ and r that can give competing results.
These results show that even GA tuning parameters that minimise the computation cost give similar
results compared to the more expensive parameters, while considerably reducing the computation time
(2.6 fold decrease in computation time).

The second optimisation method involved the selection of individual transducers based on a FoM spe-
cific to each source. The optimal transducers emerging from this selection are identical to those that
resulted from the genetic algorithm. This first selection required considerably less resources than the
previous approach (a few seconds compared to 10 minutes for the GA). The optimal combined param-
eters are then found by finding the maximum of the global FoM (which is the one used directly in the
GA) against these parameters.

Obtaining identical results from both optimisation methods validates that, for the FoMs defined in this
project, selecting two sources based on their individual performance results in a optimal dual source
setup.

The focal area of the optimal combined fields (Figure 4.11b) shows two distinct flat regions, each dom-
inated by the individual transducers. For values of 0.4 ≤ pfrac ≤ 1, the focal area is purely dictated by
the focal area of the µFUS transducer. While for values of 0 ≤ pfrac ≤ 0.13, the focal area is purely
dictated by the focal area of the tFUS transducer. There is no clear overlap zone where the minimum
focal area is found as it was the case in Figure 4.3b, and the influence of the crossing angle is only
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visible in the transition zone. By plotting 1/
√
A, there a small decrease in the focal area at pfrac ≃ 0.6

(Figure 4.12). The effect of the crossing angle follows the same tendencies as for the non-optimal setup
(ie. max θ ≃ (2n + 1) · π/2). These results show that, even if the transducers have very distinct focal
area sizes and fundamental frequencies, the combined focal area will still decrease if the contribution
factor and the crossing angle are properly selected. Given the FoM used, the acoustic pressure deliv-
ered can be reduced by ≃ 40% when θ ≃ (2n+ 1) · π/2 rad and , as p ∝ P 2

in, the power input reduces
by 76 %.

Changing the radial margin of the tFUS source (Figure 4.13) shows that the optimal r value is close
to zero, meaning that the predicted focal spots coincides with the centre grid. The stretch of higher
FoM (and lower focal area) values along the negative r values show that the focal length of the tFUS
transducer can be increased without significantly affecting the focal area or the FoM. Another interesting
aspect of these plots is their oscillatory behaviour (especially the FoM). As the parameters in the FoM
calculation are found based on the prms values, the changes in r and θ reflect these oscillatory patterns.

The temporal changes at the focal spot show other benefits of using a dual frequency setup (Fig-
ures 4.14a and 4.14b). The higher frequency pressure signal acts as a carrier for the lower frequency
one. The maximum pressure gain and intensity gain are increased by ≃ 30% and ≃ 60% respectively.
As the frequencies of the two sources are more distinct than in the previous setting, the pattern is less
pulsed. This also leads to the pulsing pattern of the combined signal to be mainly dictated by the tFUS
transducer frequency.

Changing the frequency and aperture of the tFUS source while keeping the optimal combined param-
eters (r, θ and pfrac) does not greatly affect the size of the focal area, although higher frequencies and
greater apertures reduce the size. The size of the focal area is mainly dictated by the µFUS transducer,
therefore changing the parameters of the other transducer has a small effect. The maximum pressure
of the combined field however, experiences a maximum increases of 20%. As the aperture of the tFUS
transducer is less limiting than the implanted source, increasing this parameter is beneficial for this
application.

As the fundamental parameters of the µFUS source are changed, their effect on the relevant metrics are
more significant. Increasing the aperture and the frequency reduces the focal area and increases the
maximum pressure gain. The difference in pressure gain becomes more significant as the maximum
increase reaches 60%.

5.3. Future Recommendations
The current project can be interpreted as an initial approach to analysing the effects of changing the
value of fundamental parameters when combining two ultrasound sources. However, it is recom-
mended to invest in further research to better understand the interference patterns created by the
two sources as well, the effects that different media have on wave propagation and how to overcome
directivity issues caused by the dual source setup.

First of all, it is recommended to investigate different sets of FoMs. These are highly tunable metrics
that depend on the parameters of interest as well as the user defining them. Investigating the effects
of different FoMs and/or different weights assigned to them allows for a better understanding of their
effects on the outcome.

Secondly, it is recommended to perform the simulations in a 3D domain in order to analyse the focal vol-
ume, not only the focal area. The software used in this project (k-Wave) allows for this. Secondly, the
results of these simulations should be validate by means of an experiment. One option is by fabricating
single element transducers (or phased arrays that have the same beam-forming properties) and mea-
suring the resulting pressure fields in a water tank using a hydrophone [19]. Since the setup involves
two transducers, the hydrophone will not be directly facing the sources, which can influence the mea-
sured pressure fluctuations due to directionality. To assess this directionality effect, it is recommended
to conduct multiple measurement sets with the hydrophone oriented in different directions.

Furthermore, the simulations should be performed using biological medium properties. As biological
tissue has different material properties (ie. acoustic impedance) and is heterogeneous, it will greatly
affect the sound propagation. The presence of the skull is an important limiting factor to the US wave
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propagation coming from the tFUS source [66]. The simulation package used in this project (k-Wave)
allows for heterogeneous medium properties to be added to the simulation domain. These can be
imported as Hounsfield units, from which the speed of sound is computed during the simulations. There
are numerous human CT scan databases online, one of which is the Human Visible Project Human
[83] where male and female CT scan data can be retrieved. The data can be processed using Slicer
[84] before importing it to k-Wave.

Finally, it is recommended to perform the simulations (and the validation using experiments) using
phased arrays instead of single element sources. As the final setup will most probably involve phased
arrays, this should be included in the simulation model. Introducing active steering from phased arrays
also allows for the focal length of the transducers to be added as a metric to the analysis. The effect of
steering can then be quantified and the interference pattern created by two phased array sources can
be compared to the single elements setup.



6
Conclusion

As neurological diseases continue to be a major global concern [2], the need for innovative therapeutic
approaches and technologies to treat them remains a top priority. Neuromodulation using ultrasound
is an innovative modality that shows promising results in both human and clinical trials [11]. The proto-
cols involved in such therapy require bulky apparatus, specialised clinicians and repeated (sometimes
lengthy) hospital visits. Researchers are currently investigating on the miniaturisation of this technol-
ogy to create implantable devices capable of autonomously targetting very precise locations in the CNS.
This would allow unpredictable events (ie. epileptic seizures) to be suppressed in real time. However,
as the device is expected to be fully implanted, the available power for sonication is limited. Combin-
ing these two modalities (transcranial and microscopic FUS) would allow a patient to be monitored
by a medical specialist during hospital visits where offline effects can be induced using two sources
allowing for high pressure, and precise targetting. At the same time, low pressure online effects (ie.
seizure/tremor suppression) can be administered without requiring clinician intervention. It is therefore
essential to understand the effect of combining two such sources on the final pressure field, as well as
the power efficiency of the implanted transducer.

For this research project, a literature review of current ultrasound neuromodulation technologies was
performed. This allowed for a deeper understanding of the physics of ultrasound, the generation and
focusing of ultrasound beams aswell as the technologies and sonication parameters used in FUS neuro-
modulation therapy. Simulations using a specialised US software (MATLAB k-Wave) were conducted
to create a dataset of pressure fields for different single element transducer parameters (frequency,
aperture, f-number). Geometric transformations were performed on these matrices to superpose the
pressure fields, allowing for a time efficient and extensive analysis of the effects of changing fundamen-
tal parameters on the metrics of interest (focal area, pressure gain, FoM). Two optimisation methods
were then proposed to determine the optimal parameters for the transducers, as well as their relative
position, based on a figure of merit which accounts for the metrics of interest (small focal area, efficient
implantable US source, etc).

Linear analysis through geometric transformations and superposition of pressure field data allows for
a computationally efficient analysis of dual-frequency ultrasound transducer setups. The results have
also shown that combining two sources can have an important impact on the resulting pressure field,
and that both individual transducer parameters and combined parameters greatly influence the results.
When combining two sources with comparable focal areas due to their fundamental parameters being
relatively similar, the change in focal area (between the individual and the combined setup) becomes
significant. The size can decrease up to 50 % when the contribution of the two sources is similar
(pfrac ≃ 50%) and the crossing angle is such that θ ≃ (2n + 1) · π/2. When the fundamental frequen-
cies are close to each-other, a pulsating pattern is generated at the focal spot along with a significant
increase in maximum pressure and intensity (2 and 3.4 fold increase, respectively). As the transduc-
ers differ in fundamental parameters, the pulsating pattern becomes more continuous and the lower
frequency signal acts as a carrier wave for the higher frequency wave. The same values for pfrac
and θ as stated earlier yield the smallest focal area and highest FoM. Furthermore, it was shown that
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two distinct optimisation methods led to the same results. The result from these methods were two
transducers having the highest possible frequency and aperture. This leads to the smallest focal area
(2.5 (mm2) )and highest maximum pressure at the focal spot. While still allowing for a 40% increase in
power efficiency compared to the lowest values, this metric is not fully optimised, as the aperture (and
thus the power required) is the largest.

This research shows that there are significant benefits to using dual-frequency transducer setups for
focused ultrasound neuromodulation purposes. The focal area, as well as the power consumption of an
implantable transducer can greatly be decreased if the right parameters are chosen. Further research
into this domain is required to quantify the effect of biological tissue absorption, non-linearities and the
impact of using phased arrays instead of single element transducers. Furthermore, these results need
to be validated with an experimental setup.
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A
Appendix - Optimised Transducers

Plots

Here are zoomed in versions of the box plots for the optimised transducers setup.

A.1. Varying tFUS source

Figure A.1: Focal area of the combined field for varying tFUS parameters
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Figure A.2: Normalised maximum pressure gain of the combined field for varying tFUS parameters

Figure A.3: Normalised FoM of the combined field for varying tFUS parameters
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A.2. Varying µFUS source

Figure A.4: Focal area of the combined field for varying µFUS parameters



B
Appendix - GA convergence

Table B.1: GA Optimization Performance and Results

Population Size Max Generations Tolerance Best Solution Elapsed Time (s)

[f01, f02,L1,L2, θ, r,pfrac]

50 50 1.00e-02 [6,5,7,6,1.44,5.00e-03,0.611] 949

50 50 1.00e-04 [6,5,7,6,1.33,2.38e-02,0.612] 917

50 100 1.00e-02 [6,5,7,6,1.97,1.71e-02,0.611] 982

50 100 1.00e-04 [6,5,7,6,1.77,5.60e-03,0.610] 829

50 200 1.00e-02 [6,5,7,6,1.29,2.40e-03,0.611] 710

50 200 1.00e-04 [6,5,7,6,1.68,1.90e-03,0.610] 643

100 50 1.00e-02 [6,5,7,6,1.68,2.10e-03,0.610] 1.24e+03

100 50 1.00e-04 [6,5,7,6,1.92,9.03e-03,0.610] 1.23e+03

100 100 1.00e-02 [6,5,7,6,1.60,1.80e-03,0.610] 1.18e+03

100 100 1.00e-04 [6,5,7,6,1.60,1.80e-03,0.610] 1.17e+03

100 200 1.00e-02 [6,5,7,6,1.75,7.10e-03,0.610] 1.35e+03

100 200 1.00e-04 [6,5,7,6,1.58,1.80e-03,0.610] 2.25e+03

200 50 1.00e-02 [6,5,7,6,1.29,2.00e-03,0.610] 2.31e+03

200 50 1.00e-04 [6,5,7,6,1.29,2.00e-03,0.610] 2.24e+03

200 100 1.00e-02 [6,5,7,6,1.77,1.90e-03,0.626] 2.22e+03

200 100 1.00e-04 [6,5,7,6,1.75,2.30e-03,0.610] 2.21e+03

200 200 1.00e-02 [6,5,7,6,1.46,2.00e-03,0.610] 2.47e+03
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C
Appendix - Effect of Varying tFUS

parameters

Figure C.1: Fixed transducer frequency: 750 kHz, varying transducer aperture
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Figure C.2: Fixed Transducer Aperture: 45 mm, variable frequency
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