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Combining Knowledge and Historical Data for System-Level

Fault Diagnosis of HVAC systems

K. Verberta,∗, R. Babuškaa, B. De Schuttera

aDelft Center for Systems and Control, Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands

Abstract

Interdependencies among system components and the existence of multiple operating modes present a challenge for
fault diagnosis of Heating, Ventilation, and Air Conditioning (HVAC) systems. Reliable and timely diagnosis can only
be ensured when it is performed in all operating modes, and at the system level, rather than at the level of the individual
components. Nevertheless, almost no HVAC fault diagnosis methods that satisfy these requirements are described
in literature. In this paper, we propose a multiple-model approach to system-level HVAC fault diagnosis that takes
component interdependencies and multiple operating modes into account. For each operating mode, a distinct Bayesian
network (diagnostic model) is defined at the system level. The models are constructed based on knowledge regarding
component interdependencies and conservation laws, and based on historical data through the use of virtual sensors.
We show that component interdependencies provide useful features for fault diagnosis. Incorporating these features
results in better diagnosis results, especially when only a few monitoring signals are available. Simulations demonstrate
the performance of the proposed method: faults are timely and correctly diagnosed, provided that the faults result in
observable behavior.

Keywords: fault diagnosis, HVAC systems, virtual sensors, Bayesian networks

1. Introduction

Heating, Ventilation, and Air Conditioning (HVAC)
systems, widely used in residential and commercial build-
ings, are responsible for a large part (20 − 40%) of the
worldwide energy consumption [1]. Malfunction or degra-
dation of HVAC system components causes reduced com-
fort on the one hand, and approximately 15− 30% waste
of energy on the other hand [2, 3]. Therefore, the devel-
opment of effective preventive maintenance strategies for
HVAC systems is of major importance.

A promising preventive maintenance strategy is condi-
tion-based maintenance, which plans the maintenance ac-
cording to the need indicated by the system condition [4,
5]. An important step within the condition-based mainte-
nance process is the determination of the system condition
from the available monitoring signals, hereafter referred to
as fault diagnosis [6]. Fault diagnosis of HVAC systems is
a challenging task for the following reasons:

1. The HVAC system behavior is difficult to model, as
it varies from building to building and it is influenced
by uncertain factors, like weather and building use.

2. In general, relatively few variables are measured, es-
pecially at the component level. For example, air
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and water flow rates are rarely available for all com-
ponents, such as radiators and air handling units.

3. The available measurements are often only crude es-
timates of the underlying variables, e.g. they are col-
lected by single-point air temperature sensors.

4. (Hierarchical) relationships exist among the differ-
ent system components [7]. For example, a non-
functioning boiler will also affect the working of all
radiators and air handling units connected to this
boiler. Similarly, the degree to which a radiator fault
affects the room temperature depends, among other
factors, on the availability and capacity of other ra-
diators in the room.

5. Environmental variations and users settings (e.g. day
and night schedules) require that HVAC systems op-
erate in different modes. For example, during the
day, both the refresh rate and the supply air tem-
perature are controlled, while during the night only
the refresh rate is controlled. Each of the operating
modes may require a different diagnostic model.

Although research has been devoted to fault diagnosis
for HVAC systems [7–15], almost no attention has been
paid to component interdependencies and to the conse-
quences of multiple operating modes. Most papers fo-
cus on specific methods (e.g. principal component analysis
[10, 11], Bayesian network approaches [16, 17] clustering
techniques [15], neural networks [12], fuzzy systems [9, 13],
or support vector machines [8, 11, 14]) for the fault di-
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agnosis of one specific HVAC component. For example,
the authors of [15] propose a model-based diagnosis ap-
proach for commercial heat pumps; in [8, 9, 12–14, 17]
different diagnosis strategies for the fault diagnosis of an
air handling unit have been proposed; [11, 16] specifically
focus on the fault diagnosis of the chiller plant; and the
authors of [10] present a strategy based on the principal
component analysis to detect and diagnose sensor faults in
typical air-handling units. In [7] fault diagnosis is consid-
ered at the system level taking component interdependence
into account. However, the proposed diagnostic model is
captured by a rule-based system, which cannot easily be
modified to changing situations and other building config-
urations and which does not take uncertainty into account.

Fault diagnosis methods that do not take both compo-
nent interdependencies and changing operating modes into
account, will not result in adequate fault diagnosis in prac-
tice. To ensure correct and timely diagnosis the problem
characteristics should explicitly be taken into account in
the formulation of the diagnostic model, and that is what
we do. More specifically, we propose a multiple-model ap-
proach to system-level fault diagnosis in HVAC systems
that1:

1. takes the interdependencies among the different HVAC
components into account; and

2. can easily adapt to changing operation conditions
and different building configurations.

Each model is captured by a Bayesian network, which
is an intuitive and transparent model for reasoning un-
der uncertainty that can easily adapt to varying opera-
tion conditions and different building configurations [18–
21]. Bayesian networks have already shown to be an ef-
fective reasoning tool for a variety of diagnostic applica-
tion (see e.g. [16, 22–24]). We construct the Bayesian
networks based on both knowledge regarding component

interdependencies and conservation laws, and based on
historical data through the use of virtual sensors. This
way, advantage is taken of the available knowledge and
data, while keeping the reasoning transparent. Moreover,
we prefer a combined knowledge and data-based approach
over a learning-based approach because: 1. the amount of
historical data required by learning approaches is not yet
available for most buildings; 2. practice calls for an under-
standable and intuitive decision support system; and 3.
the knowledge proposed can support future learning ap-
proaches.

The remainder of this paper consists of three parts: In
the first part (Sections 2 till Section 4) we propose our
multiple-model approach to fault diagnosis in HVAC sys-
tems. Next in Sections 5 and 6, we present two case studies

1Challenges 1−3 as outlined before are implicitly accounted for by
assuming the availability of only a realistic set of monitored variables,
by including noise and measurement error in the simulation model,
and by using Bayesian networks to handle the associated uncertainty.
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Figure 1: Overview model-based fault diagnosis.

involving a simple HVAC-controlled building to demon-
strate and evaluate the proposed method. Afterwards, in
Section 7 we discuss the generalization to other building
configurations.

2. Overview of the proposed diagnosis approach

Figure 1 gives a schematic overview of model-based
fault diagnosis. First, characteristic features are extracted
from the monitoring variables. Next, the continuous-valued
features are mapped to discrete-valued symptoms. Finally,
based on the symptoms the presence and type of faults is
inferred by using the diagnostic model2.

In our approach, component interdependencies are taken
into account by performing diagnosis at the system level
(instead of the component level) and by exploiting knowl-
edge regarding component interdependencies in defining
the mappings from monitoring data to features, from fea-
tures to symptoms, and from symptoms to faults (see Fig-
ure 1). Because the relations between faults and symptoms
are uncertain and may differ for different operating modes,
an appropriate diagnostic model is defined for each oper-
ating mode and captured by a Bayesian network. Finally,
it is ensured that the method is applicable to a wide range
of building configurations by exploiting system knowledge
that is applicable to all kinds of building configurations
(e.g. conservation laws) in defining the different mappings.

3. Elaboration of the diagnosis approach

This section elaborates in more detail on the construc-
tion of the Bayesian network, i.e. the diagnostic model. A
Bayesian network for a set of variables X = {X1, ..., Xn}
consists of two components [26]:

2A diagnostic model is a set of static or dynamic relations that
link specific input variables – the symptoms – to specific output
variables – the faults [25].
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1. Network structure N encoding a set of conditional
independence assertions about the variables in X;

2. A set P of local probability distributions associated
with each variable.

The network structure N is a directed acyclic graph, with
the nodes in one-to-one correspondence to the variables
in X and the edges representing direct dependencies. For
more background information on Bayesian networks, see
e.g. [26–28]

The construction of a Bayesian network for fault diag-
nosis consists of the determination of:

1. The network nodes, which can be divided into:
(a) observable nodes, representing the symptoms;
(b) unobservable nodes, representing the faults;

2. The probabilistic relations between the nodes.

Because the exact set of symptoms and the relations be-
tween symptoms and faults will differ from building to
building, we do not propose symptoms here, but we intro-
duce important information sources, namely component
interdependencies and conservation laws, and discuss how
they can be used for feature extraction and symptom gen-
eration. Later, in the case studies in Section 6, symptoms
are derived based on these information sources.

3.1. Component interdependencies

In general, an HVAC system can be represented in a
hierarchical way as shown in Figure 2. At the top there are
the boilers, which provide the air handling units (AHUs)
and radiators with hot water. These devices in turn trans-
fer the energy of the hot water to the conditioned zones
(radiators) and regulate and circulate the zone air (AHUs).
The different components interact in various ways with
each other. For the purpose of fault diagnosis, we made a
distinction between:

1. Hierarchical dependencies: The functioning of a com-
ponent depends on the proper functioning of higher-
level components. For example, when a boiler is not
able to heat the water to the desired temperature
also the connected radiators and AHUs cannot fulfill
their function. When the AHU is not able to ade-
quately condition the air, the connected AHU outlets
fail to supply the zone with the desired air.

2. Compensation by same-level components: The effect
of a non-functioning component can be compensated
for by another component fulfilling a similar func-
tion. For example, a non-functioning radiator can
be compensated for by another radiator in the same
zone provided that its capacity is sufficient.

Although the presence of these interdependencies com-
plicates the diagnosis in the sense that the diagnosis can-
not be carried out for all components individually, the in-
terdependencies are valuable in the sense that they can
serve as characteristic features. Because the interdepen-
dencies vary for different faults, their values provide in-
formation regarding the fault present. For instance, a

boiler fault is probably observed in multiple components
or zones, whereas a radiator fault is only locally observed.
In this context, an exemplary symptom of a fault in boiler
A is “all activate components connected to boiler A are
malfunctioning”.

3.2. Conservation laws

Both mass and energy balances apply to the HVAC
system. Mass balances can be defined for the water flow
in the hot water circuit. Energy balances can be defined
for each HVAC component where energy is exchanged, e.g.
boilers, radiators, and AHUs, and for each conditioned
zone. An overview of applicable energy and mass balances
can be found in Appendix A.

Energy and mass balances are a useful information
source for the formulation of diagnostic features. In the
case of a fault, the internal relations between variables
or between variables and measurements change. These
changes can be detected by verifying internal system rela-
tions, including conservation laws. For example, when the
measurements do not satisfy the applicable mass balance
for the hot water circuit, this could indicate e.g. a leak in
the duct work or a sensor fault. In case study 2 in Sec-
tion 6.3, two features are defined based on, among other
things, knowledge regarding mass and energy balances.

3.3. Virtual sensors

Sometimes, the available knowledge is not sufficiently
detailed to define the precise relations between features
and faults. Consider e.g. that it is known that, in the
absence of a particular system fault fj (i.e. Fj = 0), the
variable y can be modeled as an unknown function g1 of
variables x1 and x2; However, when fault fj is present,
the variable y no longer depends on both x1 and x2, but
depends only on x2, i.e.:

y =

{

g1(x1, x2) if Fj = 0
g2(x2) if Fj = 1

(1)

From this knowledge, it follows that the symptom “y does
not depend on x1” is characteristic for fault fj . However,
the value of this symptom cannot be assessed based on just
this knowledge and instantaneous values of x1, x2, and y.

When the available system knowledge is not sufficient
to design the diagnostic model, historical data and virtual
sensors can be used to complement the available system
knowledge, e.g. to find the mapping g1 in (1). Virtual sen-
sors [29, 30] estimate system quantities by using mathe-
matical models, which in turn make use of other physical
sensor readings to calculate the estimate. Virtual sensors
can be used in the following situations:

1. Absence of a physical sensor, e.g. because the desired
quantity cannot be measured or a physical sensor is
too slow or costly.

2. As a backup of a physical sensor, i.e. to introduce an-
alytic redundancy. A significant difference between
the real sensor and the virtual sensor indicates that
one of the two is faulty.
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Figure 2: An illustration of the (hierarchical) dependencies among the HVAC components in a building.

3. To estimate the behavior of a system variable corre-
sponding to a specific type of system behavior, e.g.
healthy behavior. In this case, the virtual sensor is
trained using data corresponding to the considered
system behavior and a significant difference between
the actual sensor reading and the virtual sensor out-
put indicates that the system does not behave ac-
cording to the considered behavior.

In the case studies in Section 6, a virtual sensor covering
situation 3 is constructed and in Section 7, examples are
provided where situation 1 applies.

The design of a virtual sensor essentially consists of
three steps:

Step 1: The choice for the quantity to be estimated, i.e.
which variables are valuable features for diagnosis.

Step 2: The selection of available sensor measurements that
are relevant to estimate these quantities

Step 3: The choice for the method to capture the relation
between the quantity of interest and the relevant
sensor measurements, e.g. first principles or data-
based approaches.

In this work, the main focus is on the first two steps. For
the third step, a standard data-based approach from liter-
ature, nearest neighbor regression [31], can be used.

4. Fault diagnosis strategy

4.1. Construction of the diagnostic model

Procedure 1 describes the construction of the diagnos-
tic model, in the form of a set of Bayesian networks. In line
1, the system faults f1 till fn are determined, e.g. based
on expert knowledge. Next, in lines 2 − 4, a binary node
Fi is assigned to each system fault fi. Note that a binary
node is used for each of the faults to easily handle multiple
fault scenarios. Next, in line 5, an appropriate symptom
set is determined based on knowledge and data regard-
ing component interdependencies and conservation laws.

Subsequently, a node Sj is assigned to each of the symp-
toms (lines 6−8). Next, the different operating modes are
determined (line 9). For each of them, the relationships
between the system faults and the symptoms are defined
(i.e. the corresponding network is built) (lines 11− 13).

4.2. Diagnostic inference

For online fault diagnosis, we use the recursive Baye-
sian estimation scheme as shown in Figure 3, where k de-
notes a discrete time step and q is the shift operator. In
the filtering step, the posterior probability P (F (k)) of a
fault is determined based on the evidence S(k) and the
prior probability P (F̂ (k)). Based on the outcome of the
filtering step, a one-step-ahead prediction P (F̂ (k + 1)) of
the fault probability at the next time step is made, which
serves as prior for the next filtering step.

In this work, we assume faults to be binary variables,
i.e. a fault is either absent or present. In this case, the
fault probability at the next time step can only be es-
timated based on statistical information regarding fault
occurrence rates. Since we do not have an accurate pre-
dictive model, we assume we assume F to be static, i.e.
P (F̂ (k + 1)) = P (F (k)). Now the problem reduces to re-
cursively applying Bayes rule with as prior the previous
posterior and as evidence the observations S(k), i.e. we
omit the prediction step (see Figure 3(b)).

Please note that in the case that gradually developing
faults are considered, the prediction step becomes of inter-
est. In this case, prior knowledge of fault evolution can be
combined with observed data.

The recursive diagnosis approach is summarized in Pro-
cedure 2. As input it uses the set of Bayesian networks de-
fined in Procedure 1. At each diagnosis instant, first, the
actual operating mode is determined (from schedules or
measured quantities) (line 3) and next, the corresponding
Bayesian network is selected (line 4). Then, based on new
evidence e, i.e. observations of the symptoms, the Bayesian
network is updated to obtain the posterior fault probabil-
ities (lines 5− 7), which serve as prior probabilities at the
next diagnosis instant.

4
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Figure 3: Bayesian fault diagnosis scheme, with evidence S(k) the observations at time k, F (k) the fault variable at time k, and q the shift
operator: (a) the full scheme; (b) the simplified scheme adopted in this paper.

Procedure 1 Model construction

Input: Expert knowledge, historical data
1: Determine possible system faults f1 till fn
2: for i = 1, ..., n do

3: Define binary node Fi

4: end for

5: Determine symptoms S1 till Sm based on expert knowledge
and data

6: for j = 1, ..., m do

7: Define discrete-valued node Sj

8: end for

9: Determine the system’s operating modes 1 till ℓ
10: for h = 1, ..., ℓ do

11: Determine Nh, which is the network structure defining
the relations between the symptoms S1 till Sm and the
fault variables F1 till Fn, in operating mode h

12: Determine Ph, which is the set of local probability func-
tions associated with each node in Nh

13: end for

Output: Bayesian network (Nh,Ph) for each operating
mode h

Procedure 2 Fault diagnosis

Input: Bayesian network (Nh,Ph) for each operating mode h,
diagnosis instants τ1 till τk

1: E = {}
2: for κ = 1, ..., k do

3: Determine actual operating mode a at τκ
4: Select corresponding network (Na,Pa)
5: Store new evidences regarding the symptoms in variable e
6: E ← E ∪ {e}
7: Update probabilities regarding the faults F1 till Fn

(

Pr(F1|E), ...,Pr(Fn|E)
)

= inference(Na,Pa, e)
(

Pr(F1), ...,Pr(Fn)
)

← Pr(F1|E), ...,Pr(Fn|E)

with inference(·) the Bayesian inference algorithm
8: end for

Output: Conditional probability distributions of F1 till Fn

given E

5. HVAC system description

Figure 4 gives an overview of the HVAC configuration
considered in this work. The main components are:

1. The zone to be conditioned.

2. HVAC plants, i.e. the equipment installed to control
the zone climate.

(a) Boiler;
(b) Pump;
(c) Radiator;
(d) Air handling unit (AHU).

For the proper understanding of the case studies, some
basic knowledge of the AHU and the available monitoring
variables is needed.

5.1. Air handling unit

Figure 5 gives an overview of the considered AHU. In
the mixing chambers, outdoor air is mixed with air that
returned from the zone. The composition of the mixed
air is controlled by the positions of three dampers regu-
lating the amount of outdoor air entering the system, the
amount of air exhausted from the system, and the amount
of return air from the zone to be recirculated. After the
mixing, the mixed air passes through the heating coils to
condition the air to the desired temperature. The heating
in the coils is regulated by the amount and temperature
of the water flowing through the coils. The hot water is
delivered by the boiler. The temperature of the hot water
through the coils is controlled to approximately 40◦C us-
ing a three-way mixing valve. The amount of water flowing
through the coils is determined by the position of a valve,
which is controlled by a thermostat based on the differ-
ences between the AHU supply air temperature T a

sa
3 and

its setpoint T a
sa,set. Finally, a supply fan is present to main-

tain a pressure in the supply duct to guarantee that the
mixed air is pushed through the coil and finally distributed
through the duct work to the zone.

5.2. Monitoring signals

The following monitoring variables are assumed to be
available for diagnosis of the considered building:

• Zone air temperature (T z
a )

3We use the superscript to indicate the location the variable refers
to (e.g. boiler, AHU, zone) and the subscript to indicate the partic-
ular mass or air flow (e.g. return water, mixed air).
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• Supply air temperature (T a
sa)

• Mixed air temperature (T a
ma)

• Outside air temperature (T o
a )

• Supply water temperature (T b
sw)

• Return water temperature (T b
rw)

• Mass flow through the boiler (wb
sw)

• Control signal to AHU valve (Ua)

• Control signal to the radiator valve (U r)

Furthermore, the zone air temperature setpoint (T z
a,set),

supply air temperature setpoint (T a
sa,set), and supply water

temperature setpoint (T b
sw,set) are assumed to be known.

6. Fault diagnosis case studies

In this section, the proposed method is illustrated based
on two case studies. Case study 1 comprises the fault de-
tection of a stuck AHU heating coil valve and mainly serves
to illustrate the problems that occur when neglecting the
different operating modes and interdependencies between
HVAC components. Case study 2 extends case study 1 in
the sense that the possibility of a non-functioning boiler is
included. Although this case study is still relatively sim-
ple, it clearly illustrates the implications of multiple op-
eration modes and component interdependendies on the
fault diagnosis, and how they are handled in the proposed
diagnosis approach.

6.1. Simulation model

6.1.1. System modeling

For the purpose of analysis and validation, experts at
Honeywell have developed a simulation model of the con-
sidered building [32]. The model has been verified using
data obtained from real buildings. The model makes a dis-
tinction between two sets of variables: temperatures and
mass flows. As the pressure dynamics are much faster than
the temperature dynamics, the transient behavior of the
mass flow rates is neglected, i.e.:

wa
sw(t) = fa (X

a(t), Xr(t)) (2)

wr
sw(t) = fr (X

a(t), Xr(t)) (3)

with wa
sw and wr

sw the mass flows through the AHU and
radiator respectively, and Xa and Xr the positions of the
AHU valve and the radiator valve. For more details on the
simulation model, see [32].

6.1.2. Fault modeling

Stuck heating coil valve. A stuck valve stays in the posi-
tion it was before it got stuck, regardless of the control
signal Ua sent to the valve by the thermostat. This means
that the mass flow through the heating coil remains the
same. In the simulation model, a stuck valve is modeled
by constraining the mass flow to be constant, i.e.:

wa
sw(t) = wa

sw(t
a) ∀t ≥ ta (4)

with ta the time that the valve stopped functioning.

Non-functioning boiler. When the boiler breaks down, the
water returning from the hot water circuit is no longer
heated to the supply water temperature setpoint T b

sw,set,

i.e. the supply water temperature T b
sw becomes equal to

the return water temperature T b
rw. Therefore, a non-func-

tioning boiler is modeled as follows4:

T b
sw(t) = T b

rw(t
b) ∀t ≥ tb (5)

with tb the time that the boiler stopped functioning.

6.1.3. Simulation specifications

1. The daily schedule is defined as:

• day operation between 04.00 and 18.00 hours;

• night operation between 18.00 and 04.00 hours.

2. The setpoints of the boiler supply water temperature
T b
sw, the AHU supply air temperature T a

sa, and the
zone air temperature T z

a are:

T b
sw,set =

{

75 day operation
65 night operation

T a
sa,set =

{

20 day operation
- night operation

T z
a,set =

{

21 day operation
18 night operation

3. Damper positions are fixed, i.e. the ratio between
zone air and outside air is constant (1:4 during the
day and 3:7 during the night).

4. Fan speed is fixed, i.e. wa
sa is constant (0.1kg/s during

the day and 0.001kg/s during the night).

5. Detailed weather reports of the winter season are
available as input for the simulation.

6.2. Case study 1

Consider the building configuration depicted in Fig-
ure 4 and assume that the system is healthy except for
a possibly stuck AHU heating coil valve. Our aim is to
determine whether or not the valve is stuck. This is a
challenging problem because:

4Note that in practice there is some delay between the time the
boiler stops functioning and the time the supply water temperature
becomes equal to the temperature of the return water. We assume
this delay to be small and neglect it in the remainder.
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Figure 6: Bayesian network representations of case study 1. During
day symptom S1 is influenced by both an AHU fault and by the
mixed air temperature. During night, the AHU is switched off and
the relations between F a, T a

ma, and S1 no longer hold.

1. The extent to which the fault expresses itself in the
measured variables highly depends on the position in
which the valve got stuck and on weather conditions;

2. The mass flow through the valve is not measured.

6.2.1. Diagnostic model

Network structure. Given the measurements specified in
Section 5.2, an obvious way to detect a stuck heating coil
valve is to compare the supply air temperature T a

sa with
its setpoint T a

sa,set. In the case of a broken valve, a dif-
ference between the two temperatures is expected. This
knowledge gives rise to define symptom S1 as:

S1 =

{

1 if |T a
sa − T a

sa,set| > ǫ1
0 otherwise

(6)

with ǫ1 > 0 a user-defined threshold. The system health
is related to symptom S1 as follows:

If the system is healthy, i.e. F a = 0 then likely S1 = 0

If the valve is broken, i.e. F a = 1 then likely S1 = 1

with F a a binary variable indicating whether the AHU
valve is healthy (F a = 0) or stuck (F a = 1). Here,
“likely” indicates that due to uncertain influences, we are
not completely sure about the relations. The degree of un-
certainty is expressed in the conditional probability table
of S1, which will be defined later. The relations hold under
the assumptions that the system operates in day mode and
T a
ma ≤ T a

sa,set. Because the supply air temperature T a
sa is

not controlled during the night, a stuck heating coil valve
is only expressed in symptom S1 during the day. Further-
more, as only heating is present in the considered system,
in the summer period when T a

ma > T a
sa,set, too high a value

of the supply air temperature can be both due to a stuck
valve or due to high outside temperatures.

The proposed diagnostic model is graphically repre-
sented by the Bayesian networks in Figure 6. Due to the
imposed day and night schedule, the system must oper-
ate in two modes, which are also reflected in the diagnos-
tic model. As the available simulation data concern the
winter season, in which case T a

ma < T a
sa,set, node T a

ma is
neglected in the remainder.
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Figure 7: Daily behavior of the supply air temperature. Note that
during the night, the AHU supply air temperature is not controlled.

Local probability distributions. To complete the construc-
tion of the Bayesian network, the following items need to
be determined:

1. the value of ǫ1;

2. the conditional probability table of S1;

3. the initial prior probability distribution of F a.

Determination of ǫ1 To determine ǫ1, the nomi-
nal variations in T a

sa are considered. Figure 7 shows the
behavior of T a

sa on three consecutive days. It can be ob-
served that in the morning, when the system switches to
day mode, it takes some time (about half an hour) before
the supply air temperature has converged to its desired
value T a

sa,set = 20◦C. After this time, the temperature
fluctuates around its desired value. To gain some insight
into the degree of fluctuation, in Figure 8 the histogram of
|T a

sa − T a
sa,set| containing data of two consecutive months

is shown. We tune the value of ǫ1 such that 99% of the
T a
sa values between 04.30 and 18.00 hours are within the

interval [T a
sa,set − ǫ1, T

a
sa,set + ǫ1], resulting in

ǫ1 = 2.5

Conditional probability table of S1 As ǫ1 is tuned
such that in 99% of the healthy cases it holds that S1 = 0,
the probability that S1 = 1 given the system is healthy
is 1%. To determine the probability that S1 = 1 given a
stuck heating coil valve, simulation data from faulty be-
havior are considered5. Actually, the data set used for this
must contain measurements corresponding to faults in all
different valve positions and for all relevant weather con-
ditions. Figure 9 shows two completely different behaviors

5Instead of using (simulation) data, these probabilities can also
be directly derived from expert knowledge.
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Figure 9: Possible behaviors of T a
sa corresponding to a stuck heating coil valve. Left: the valve got stuck during the night in a cold period.

Right: the valve got stuck during the day while the outside temperature is increasing.
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sa,set|.

of T a
sa corresponding to a stuck AHU valve. In the first sit-

uation, the valve got stuck during night in a cold period,
whereas in the second situation, the valve got stuck during
day while the outside temperature is increasing. Here, the
probability of S1 = 1 given an AHU valve fault (F a = 1) is
approximated based on a finite number of randomly cho-
sen fault scenarios. The results are included in Table 1.

Initial prior probability distribution of F a In
the first diagnosis step, a user-defined prior Pr0(F a = 1) =
0.01 is used. The initial prior probability Pr0(F a = 1)
indicates how likely we consider the occurrence of an AHU
valve fault before observing the monitoring data. Note

Table 1: Conditional probability table of S1, the values correspond-
ing to P (S1|F a)

S1

F a 0 1

0 0.99 0.01
1 0.24 0.76

that from Bayes’ rule, which state that:

Pr(F a|S1) =
Pr(S1|F

a) Pr(F a)
∑

y∈ΘFa
Pr(S1|y) Pr(y)

(7)

with ΘF a = {0, 1} the domain of F a

it follows that the influence of the initial prior probability
distribution on the fault diagnosis is small as the proba-
bilities are recursively updated every minute and the like-
lihood functions have clearly different values for F a = 0
and F a = 1 (see Table 1).

6.2.2. Fault diagnosis

The proposed approach is demonstrated by means of
two simulations. In the first example (see Figure 10), the
valve got stuck in a cold period during the night (around
time t = 220 hours). As a consequence, the air in the AHU
is not sufficiently heated during the subsequent day, symp-
tom S1 becomes equal to one, and shortly afterwards, an
AHU fault is detected, i.e. F̂ a = Pr(F a = 1|E) ≈ 1, where,
because of the recursive nature of the Bayesian approach,
E contains all observations of symptom S1. Besides the
correct fault detection around t = 220 hours, an AHU
fault is incorrectly detected around t = 160 hours. This
incorrect detection is of a very short duration and a conse-
quence of the way ǫ1 is tuned. Recall that ǫ1 is tuned such
that in 1% of the healthy cases symptom S1 is activated. If
this happens at several consecutive time instants, this will
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Figure 10: AHU fault diagnosis example 1.
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Figure 11: AHU fault diagnosis example 2.

lead to a false positive detection6. In the second example
(see Figure 11), the valve got stuck during the day. As the
position in which the valve got stuck was quite favorable
with respect to the supply air temperature setpoint in the
subsequent days, the fault is only detected after four days,
i.e. as soon as the effects become observable.

6.2.3. Concluding remarks

Although the diagnostic model defined in Section 6.2.1
turned out to be effective in the sense that in the sim-
ulations faults are detected as soon as their effects are
observable, diagnosis is not carried out continuously in all
operating modes. Specific shortcomings are:

1. Faults cannot be detected during the night;

6Remember that we consider a recursive filter in which the poster
probabilities serve as prior at the next time step.

2. The model is not useful for high mixed-air tempera-
tures;

3. The underlying assumptions are too simplistic, e.g.
as only an AHU valve fault is allowed, hierarchical
relationships are assumed to be absent.

Therefore, the next section deals with a case study includ-
ing multiple fault scenarios where the goal is to determine
a diagnostic model that it is less sensitive to high values
of the mixed air temperature and that allows for fault di-
agnosis in all operating modes.

6.3. Case study 2

This case study extends the problem discussed in Sec-
tion 6.2 by including the possibility of a non-functioning
boiler. In this case, there are four possible fault scenarios:

1. Healthy system;

2. Stuck heating coil valve:

3. Non-functioning boiler;

4. Both the valve and the boiler are non-functioning.

6.3.1. Diagnostic model

Network structure. Besides that the diagnostic model for
case study 1 does not support fault diagnosis during the
night and is sensitive to high values of the mixed air tem-
perature, the model cannot distinguish between all fault
scenarios. If S1 = 1 all scenarios except for scenario 1 are
plausible. To make a further distinction between the differ-
ent fault scenarios possible, symptom S1 is extended from
a binary valued symptom to a three-valued symptom S′

1:

S′

1 =







−1 if (T a
sa − T a

sa,set) ∈ (−∞,−ǫ1)
0 if (T a

sa − T a
sa,set) ∈ [−ǫ1, ǫ1]

1 otherwise
(8)

Symptom S′

1 relates to the system health as follows:

If F a = F b = 0 then likely S′

1 = 0

If F a = 1 and F b = 0 then likely S′

1 = −1 or S′

1 = 1

If F b = 1 then likely S′

1 = −1

So, S′

1 = 0 characterizes a healthy system and S′

1 = 1
characterizes an AHU valve that got stuck in a too opened
position. When S′

1 = −1, scenarios 2, 3, and 4 are all pos-
sible. To improve the diagnostic power and to allow for
diagnosis during both the day and the night, two addi-
tional symptoms are proposed: S2 to the verify the proper
functioning of the AHU valve and S3 to verify the proper
functioning of the boiler.

To verify whether or not the valve is stuck, the rela-
tionships between the mass flow through the boiler wb

sw

and the control signals Ua and U r to the AHU valve and
the radiator valve respectively are used:

• When F a = 0, the mass flow through the boiler wb
sw

depends both on the control signal to the AHU valve
Ua and the control signal to the radiator valve U r.

10



• When F a = 1, the mass flow through the boiler wb
sw

no longer depends on Ua, but depends only on U r.

This follows from the applicable mass balance (A.1) and
equations (2) and (3). Since the relationships among wb

sw, U
a,

and U r are not exactly known, we construct a virtual sen-
sor that predicts the mass flow through the boiler wb

sw

based on the AHU and radiator valve control signals Ua

and U r. The virtual sensor is trained based on healthy
data. So, the virtual sensor estimate ŵb

sw(U
a, U r) will be

close to its actual value wb
sw when the AHU valve functions

properly. When the AHU valve is broken, the virtual sen-
sor estimate ŵb

sw(U
a, U r) likely differs from the measured

value wb
sw. This gives symptom S2 as:

S2 =

{

1 if |wb
sw − ŵb

sw(U
a, U r)| > ǫ2

0 otherwise
(9)

Symptom S2 is linked to the system health as follows:

If F a = 0 then likely S2 = 0

If F a = 1 then likely S2 = 1

To verify whether the boiler is functioning, a straight-
forward approach is to compare the boiler supply water
temperature T b

sw with its setpoint T b
sw,set. In case of boiler

non-functioning these two values will differ significantly.
To this end, symptom S3 is defined as:

S3 =

{

0 if (T b
sw − T b

sw,set) ∈ [−ǫ3,∞)
1 otherwise

(10)

with ǫ3 > 0, which links to the system health as follows:

If F b = 0 then likely S3 = 0

If F b = 1 then likely S3 = 1

Considering the symptoms S′

1, S2, and S3, the diagnostic
model for this case is represented by the Bayesian network
in Figure 12. A distinction is made between two operating
modes: a day mode (AHU on) and a night mode (AHU
off). Fault diagnosis can be carried out in both modes.

Similarly as for case study 1, we restrict ourselves to
diagnosis in the cold season, i.e. node T a

ma is disregarded.

Local probability distributions. Before the network can be
used for diagnostic inference, the following items need to
be determined:

1. the values of ǫ1, ǫ2, and ǫ3

2. the conditional probability tables of S′

1, S2, and S3

3. the initial prior probability distributions of F a and
F b

F a F b

S′

1 S2 S3

T a
ma

(a) AHU on

F a F b

S′

1 S2 S3

T a
ma

(b) AHU off

Figure 12: Bayesian network representations of case study 2. During
day, symptom S′

1
is influenced by both F a, F b, and T a

ma, symptom
S2 is influenced by F a, and symptom S3 is influenced by F b. During
night, when the AHU is switched off, only the relations between F a

and S2 and between F b and S3 still hold.
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Figure 13: Time behavior of ŵb
sw − wb

sw.

Determination of ǫ1, ǫ2, and ǫ3 The value of ǫ1 is
chosen similar as in case study 1 (as the variation of wa

sa

is symmetrical around 20◦C, there is no need to make a
distinction between positive and negative deviations), i.e.

ǫ1 = 2.5

To determine ǫ2, the variation in ŵb
sw −wb

sw is considered.
In Figure 13, time behaviors of ŵb

sw−wb
sw are given for both

a healthy and a stuck AHU valve. The value of ǫ2 is chosen
such that given F a = 0, it holds that Pr(S2 = 0) = 0.99.
This is the case for

ǫ2 = 0.003

Finally, ǫ3 is tuned. As the boiler supply water tempera-
ture setpoint T b

sw,set changes at 04.00 hours in the morning
and at 18.00 hours in the evening, there is some natu-
ral difference between T b

sw and T b
sw,set shortly after these

times (see Figure 14). Therefore, for fault diagnosis and
the determination of ǫ3, only the time intervals 04.30 till
18.00 hours and 18.30 till 04.00 hours are considered. The
value of ǫ3 is chosen such that given F b = 0, it holds that
Pr(S3 = 0) = 0.99, i.e.:

ǫ3 = 0.8

Conditional probability tables of S′

1, S2, and S3

The conditional probability tables are defined similarly as
in case study 1. The results are given in Tables 2 till 4.
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Table 2: Conditional probability table of S′

1

S1

F a F b -1 0 1

0 0 0.05 0.99 0.05
1 0 0.47 0.24 0.28
0 1 17 0 0
1 1 1 0 0

Table 3: Conditional probability table of S2

S2

F a 0 1

0 0.99 0.01
1 0.11 0.89

Table 4: Conditional probability table of S3

S3

F b 0 1

0 0.99 0.01
1 0 1

Prior probability distributions of F a and F b The
initial prior probability distributions are defined similarly
as for case study 1:

Pr0(F a = 1) = Pr0(F b = 1) = 0.01

Again the effect of the initial priors on the fault diagnosis
is small as the likelihood functions have clearly different
values for the different fault situations (see Tables 2, 3,
and 4).

6.3.2. Fault diagnosis

Consider an example in which the boiler breaks down
immediately in the beginning of the simulation and later,
at t = 120, also the AHU valve gets stuck (see Figure 15).
From the simulation results, it follows that the boiler break-
down is clearly expressed in symptoms S′

1 and S3, and that
system health is correctly diagnosed till t ≈ 120 hours, i.e.,
F̂ a = Pr(F a = 1|E) ≈ 0, F̂ b = Pr(F b = 1|E) ≈ 1, where
E contains all observations of S′

1, S2, and S3. When the
AHU gets stuck around t = 120 hours also symptom S2

is activated. Because the position in which the valve got
stuck is close to the desired position, symptom S2 is not
continuously activated and the stuck valve is not continu-
ously detected. Even though the fault is not continuously
detected, the observed behavior clearly indicates the pres-
ence of an AHU valve fault.

6.3.3. Concluding remarks

The proposed diagnostic model overcomes the limita-
tions of the model proposed in case study 1, so that di-
agnosis is possible in all operating modes, multiple fault
situations can be handled, and the model is less sensitive
to high values of the mixed air temperature. Furthermore,
the diagnostic model has shown to be effective in the con-
sidered simulation.

7If the boiler is broken the temperature significantly decreases
and if the fault holds for some time this probability converges to
one.
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Figure 15: Boiler and AHU fault diagnosis example.

6.4. Alternative symptoms for case study 2

Although the diagnostic model for case study 2 results
in good performance, there may exist situations in which
other or additional symptoms are required (e.g. in case
of an absent or broken supply water temperature sensor).
Therefore, we conclude this section with the proposal of
two alternative symptoms for case study 2:

1. Find and use the relationship between the supply air
temperature T a

sa, the mixed air temperature T a
ma, the

supply water temperature T b
sw, and the control sig-

nal to the AHU valve Ua. Depending on the actual
system health, the AHU supply air temperature T a

sa

can be described as a function of:

T a
ma, U

a if F a = F b = 0
T a
ma if F a = 1, F b = 0

T a
ma, U

a, T b
sw if F a = 0, F b = 1

T a
ma, T

b
sw if F a = 1, F b = 1

(11)

These relations follow from the energy balance (A.4),
the knowledge that the thermal energy of air/water
depends on its temperature and volume, and the fact
that, for a healthy valve, the mass flow wa

sw is directly
related to the control signal Ua. Since the exact re-
lationships are unknown, we use this knowledge to
construct two virtual sensors. Multiple virtual sen-
sors are needed since in this case, a distinction be-
tween multiple scenarios has to be made8. For ex-
ample, one virtual sensor T̂ a

sa(T
a
ma, U

a) is designed to
estimate the AHU supply air temperature T a

sa corre-
sponding to healthy system behavior (F a = F b = 0)
and another one T̃ a

sa(T
a
ma, U

a, T b
sw) to estimate the

behavior of T a
sa corresponding to a non-functioning

8For sake of clarity, we restrict ourselves to two virtual sensors
here.

boiler (F a = 0, F b = 1). Accordingly, symptom Sa1

is defined as (12) and linked to the system health as
follows:

• If F a = F b = 0 then likely Sa1 = 0

• If F a = 0 and F b = 1 then likely Sa1 = −1

• If F a = 1 then likely Sa1 = 1

A possible drawback of this symptom is that it relies
on the availability of historical data of fault situa-
tions for designing the virtual sensor (in this case
historical data of a non-functioning boiler). How-
ever, when a good physical simulator is available,
simulated data can also be used to train the virtual
sensor.

2. Verify whether other AHUs or radiators connected
to the same boiler function properly. This strategy
can be used provided that multiple systems (e.g. ra-
diators and AHUs) are connected to the same boiler.
In case of a boiler fault, also the connected systems
will exhibit aberrant behavior (hierarchical depen-
dencies, see Section 3.1). In the considered building
configuration, one radiator is connected to the same
boiler as the considered AHU. If this radiator func-
tions properly this indicates that the boiler cannot be
broken (provided that radiator heating is required).
This knowledge gives rise to defining symptom Sa2

as:

Sa2 =

{

1 if T z
a − T z

a,set < ǫa2
0 otherwise

(13)

which is linked to the system health as follows:

If F b = 0 then likely Sa2 = 0

If F b = 1 then likely Sa2 = 1

Note that it is assumed that the radiator functions
properly and that this symptom is only useful when
radiator heating is required.

Taking the additional symptoms Sa1 and Sa2 into account
the diagnostic model is represented by the Bayesian net-
work in Figure 16. Now, a distinction between four oper-
ating modes has to be made. An advantage of this model
compared to the original model (see Figure 12) is that, due
to its redundancy, fault diagnosis is also possible when one
of the symptoms is missing. In addition, the redundancy
can be used to detect possible sensor faults.

7. Discussion on generalization

So far, the focus was on one particular HVAC configu-
ration. In practice, each building is different, e.g. it may
have another number of zones, different types of separa-
tion between the zones, and different HVAC equipment
installed to condition the building. Therefore, it is impor-
tant to consider how the diagnostic model can be extended
to other cases.
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Sa1 =







−1 if
∣

∣T a
sa − T̃ a

sa(T
a
ma, U

a, T b
sw)

∣

∣ < ǫa1 and
∣

∣T a
sa − T̃ a

sa(T
a
ma, U

a, T b
sw)

∣

∣ ≤
∣

∣T a
sa − T̂ a

sa(T
a
ma, U

a)
∣

∣

0 if
∣

∣T a
sa − T̂ a

sa(T
a
ma, U

a)
∣

∣ < ǫa1 and
∣

∣T a
sa − T̃ a

sa(T
a
ma, U

a, T b
sw)

∣

∣ >
∣

∣T a
sa − T̂ a
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a
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a)
∣

∣
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Figure 16: Bayesian network of case study 2 with alternative symp-
toms taken into account.

7.1. Different HVAC equipment

In general, a building (including HVAC system) can be
represented as shown in Figure 2. The number of compo-
nents in each layer and the way the components are con-
nected varies from building to building. These differences
influence the diagnostic model. Here, it is shown that even
for two slightly different HVAC configurations the diag-
nostic model may vary. For this purpose, an additional
radiator is installed in the building setup considered be-
fore (Figure 2). In the original building, a non-functioning
radiator, F r = 1, will manifest itself in a too low zone
temperature (provided that radiator heating is required).
This gives rise to use symptom Sg1 , which is defined as:

Sg1 =

{

1 if T z
a − T z

a,set < −ǫg1
0 otherwise

(14)

and linked to the system health as:

If F r = 0 then likely Sg1 = 0

If F r = 1 then likely Sg1 = 1

In the new building, this relation does not necessarily hold.
A non-functioning radiator may be compensated for by the
other radiator, provided that its capacity is sufficient. In
this case, a non-functioning radiator needs to be identified
in an alternative way, e.g. by verifying whether the radi-
ator control signal U r is close to control signal expected

Table 5: Variables required by each of the proposed symptoms.

Symptom Required variables
S′

1 T a
sa, T

a
sa,set

S2 wb
sw, U

a, U r

S3 T b
sw, T

b
sw,set

Sa1 T a
sa, T

a
ma, U

a, T b
sw

Sa2 U r, T z
a , T

z
a,set

based on the outside temperature Û r(T o
a ). This means

that the Bayesian network should be extended with an
extra symptom node Sg2 connected to F r, with:

Sg2 =

{

1 if |U r − Û r(T o
a )| > ǫg2

0 otherwise
(15)

with Û r(T o
a ) a prediction of U r based on weather informa-

tion. Symptom Sg2 relates to the system health as:

If F r = 0 then likely Sg2 = 0

If F r = 1 then likely Sg2 = 1

7.2. Different monitoring variables

The symptoms proposed in this work rely on the avail-
ability of monitoring data (see Table 5 for an overview of
the variables required by each of the proposed symptoms).
The set of available monitoring signals however varies from
building to building. This means that there may exist sit-
uations in which part of the monitoring data required to
compute the underlying features is missing. In this case,
one of the following strategies can be followed:

1. definition of alternative symptoms;

2. use of virtual sensors to estimate missing variables.

The first strategy searches for alternative symptoms that
can be determined from the available monitoring data and
that can replace the missing original symptoms. Consider
for example that the control signal to the radiator valve U r

is not measured, meaning that symptom S2 cannot be de-
fined. In this case, another symptom is needed to identify
a stuck AHU heating coil valve. When both the control
signal to the AHU valve Ua, i.e. the desired position of the
valve, and the actual position of the valveXa are available,
a straightforward alternative symptom Sg3 is:

Sg3 =

{

1 if |Ua −Xa| > ǫg3
0 otherwise

(16)

which relates to the system health as:
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If F a = 0 then likely Sg3 = 0

If F a = 1 then likely Sg3 = 1

In practice, the definition of adequate alternative symp-
toms is often not so obvious. In this case, strategy 2 be-
comes of interest, which aims to estimate the missing vari-
able based on the available variables using a virtual sensor.
Considering again that U r is not measured, then symptom
S2 can still be used if U r can be accurately estimated based
on the available data, e.g. by estimating U r based on the
zone air temperature T z

a and its setpoint T z
a,set.

7.3. Different control strategies

The way in which the different temperatures and mass
flows in the HVAC systems are controlled influences the
diagnostic model. For example, in the case studies con-
sidered in Section 6, the fan speed and so the air flow wa

sa

through the AHU are fixed. This justifies that for symp-
tom Sa1 , only Ua, T a

ma, and T b
sw are used as inputs for

the virtual sensor. However, when the fan speed is con-
trolled, a correct implementation of symptom Sa1 requires
the mass flow rate wa

sa to be included as input of the vir-
tual sensor. Indeed, when wa

sa varies over time, there is no
fixed relation between T a

sa and Ua and T a
ma for a healthy

system, and no fixed relation between T a
sa and Ua, T a

ma,
and T b

sw in case of a non-functioning boiler. Similarly, in
systems where the supply water temperature T a

sw to the
AHU is not controlled to a fixed value, this variable should
be included as an input of the virtual sensor.

8. Conclusions

In this work, a model-based Bayesian network approach
to fault diagnosis in HVAC systems has been proposed.
The diagnostic model was defined using expert knowledge
regarding component interdependencies and conservation
laws and historical data by the use of virtual sensors. Im-
portant properties of the proposed method are: 1. it ad-
equately handles interdependencies between the different
components, 2. diagnosis is carried out continuously in all
operating modes, and 3. the method is applicable to all
kinds of building setups. The importance of these prop-
erties and the applicability of the proposed method have
been demonstrated based on various case studies. It is
concluded that faults are timely and properly diagnosed,
even in the case of multiple faults, provided that the fault
results in any undesired behavior.

Because a different diagnostic model is required for
each building and each operation mode, a lot of time and
effort is saved when the diagnostic model can be auto-
matically generated for a class of common buildings and
operating modes. In future work, we will therefore work
on methods to automate the construction of the diagnostic
model. Another direction for future research includes the
extension of the method to other diagnostic applications.
Indeed, most of the method ingredients, e.g. exploiting

component interdependencies, and combining knowledge
and data, are applicable to other applications as well. Po-
tential applications include e.g. fault diagnosis of road and
railway networks.
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Appendix A. Energy and mass balances

For each hot water circuit in the HVAC, the following
mass balance applies:

wb
sw(t) = wa1

sw(t) + . . .+ w
ana
sw (t) + wr1

sw(t) + . . .+ w
rnr
sw (t)
(A.1)

with wb
sw(t) the mass flow through the boiler at time t,

and wa1
sw(t) + . . .+w

ana
sw (t) and wr1

sw(t) + . . .+w
rnr
sw (t), the

mass flows through the connected AHUs and radiators re-
spectively at time t.

Energy balances can be defined for each component
in the HVAC system where energy is exchanged, e.g. the
boiler, the radiator, and the AHU. In the boiler, chemical
or electrical energy is transformed into thermal energy.
The heat generated is used to warm up the water in the
hot water circuit. So, the following energy balance holds:

Eb
chem(t−∆)− Eb

chem(t) =
∫ t

t−∆

(

Eb
sw,thermal(τ) − Eb

rw,thermal(τ) + Eb
loss(τ)

)

dτ

(A.2)

with Eb
chem the energy in the available fuel, Eb

rw,thermal

the thermal energy of the water returning from the hot
water circuit, Eb

sw,thermal the energy in the water after it is

heated by the boiler, Eb
loss all energy originating from the

fuel that is not converted to thermal energy of the water,
and ∆ a time shift.

In the radiator, part of the thermal energy of the hot
water is transferred to the neighboring air of relatively low
temperature. The degree of energy exchange depends on
the difference between the temperature of the hot water
flowing through the radiator and the temperature of the
zone air. The following energy balance applies:

Er
sw,thermal(t)− Er

rw,thermal(t) = Qr(t) + Er
loss(t) (A.3)

with Er
sw,thermal and Er

rw,thermal the thermal energy of the
radiator supply and return water respectively, Qr the heat
transferred to the zone, and Er

loss the energy extracted
from the water that is not transferred to the zone.

The energy exchange in the AHU is similar to that
in the radiator, i.e. thermal energy of the water flowing
through the coils is used to increase the thermal energy of
the passing air:

Ea
sw,thermal(t)− Ea

rw,thermal(t) =

Ea
sa,thermal(t)− Ea

ma,thermal(t) + Ea
loss(t) (A.4)

with Ea
sw,thermal and Ea

rw,thermal the thermal energy of the
AHU return and supply water respectively, Ea

sa,thermal and
Ea

ma,thermal the thermal energy of the supply air and the
mixed-air respectively, and Ea

loss energy losses. In addition
to the energy balances for the HVAC system components,
energy balances apply to the zone(s):

mzczṪ
z
a (t) = −Qz(t) +Qr(t) +Qa(t) +Qη(t) + σ(t)

(A.5)
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with T z
a the zone air temperature, mzcz the thermal ca-

pacity of the zone, Qz heat losses to the outside/other
zones, Qr the heat produced by the radiators, Qa the heat
produced by the AHUs, Qη the heat produced by people
inside the room, and σ modeling and process noise.
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