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Summary

The role of flight simulators in replacing traditional helicopter flight testing has been well documented
and can not be understated. Since they offer a cheaper and safer alternative to real life flight testing,
the focus is always being put on making them of a high enough fidelity to ensure that they can be
used to train helicopter pilots. One aspect that affects this fidelity is the visual cueing system used.
With standard projection systems exhibiting issues such as a restricted Field of View (FoV) , there is
demand to find alternatives that can mitigate these issues without completely breaking the bank. This
is of great importance since having a restricted FoV means that the pilot is receiving less information
in their peripheral vision which can lead to a worsening performance. An alternative to using standard
projection systems is to use Virtual Reality (VR) headsets since the 360 [◦ ] Field of Regard they offer,
may mitigate the problems associated with a restricted FoV. While some research has been done
into how pilot performance is affected when using VR headsets for this purpose, there is a significant
research gap when it comes to explaining exactly why these effects occur.
To this end, the goal of this thesis is to create a visual model which can be used to explain why a pilot’s
perception is affected when aspects of the visual cues are changed in a VR headset, and use this to
try and rationalise why the change in performance happens. The research objective for this thesis is
How does using VR headsets to perform visual cueing affect the performance of Pilots flying a
Helicopter Simulation. The relevant research questions are:

1. What manoeuvre is most impacted by changing Field of View (FoV)?
2. What is the predicted pilot behaviour for the critical manoeuvre with changing FoV?
3. What is the actual pilot behaviour for the critical manoeuvre with changing FoV?
4. What is the overall effect of changing FoV on pilot performance?
5. What strategies do pilots employ to overcome adverse effects of changing FoV?

The literature study showed that restricting FoV removes feedback that the pilots get from their periph-
eral vision, and this affects their perception of velocity and motion. This information was used to create
a visual model which sought to calculate how the azimuth and elevation angles of visible points in space
changed as the helicopter moved through the world. This was done in an effort to find the most salient
point, i.e. the point that would give the most amount of feedback to the pilot. It was found that, for a
helicopter with only pitch and surge as its degrees-of-freedom, the most salient point for pitch feedback
would be found right in front of the pilot, i.e. at a horizontal viewing angle of 0 [◦ ]. For velocity, this
would be found at a horizontal viewing angle of ±45 [◦ ].
To validate these findings, a human-in-the-loop experiment was conducted where participants had to
control a two degree-of-freedom helicopter system and do two disturbance rejection tasks; one for pitch
and one for velocity. These would be done for various FoVs to test if there was a trend emerging be-
tween the performance and the FoV. The hypothesis was that there should not be a significant change
in performance for the pitch disturbance rejection task across the different FoVs. For the velocity dis-
turbance rejection task, the performance should improve significantly as the FoV was increased from
20 [◦ ] to 90 [◦ ] and, beyond an FoV of 90 [◦ ], there should not be a significant change in performance.
Thirteen participants in total did the experiments and the results showed that there was no significant
trend in performance across the different FoVs for either of the disturbance rejection tasks.
Based on the subjective comments of the participants, an analysis of the azimuth and elevation angles
of an example run, and an analysis of the visual flow seen by the participants throughout their run, it
was concluded that the participant got more pitch feedback than velocity feedback. This meant that
the participants were looking at the centre of the screen, as to get the most amount of pitch feedback,
regardless of the FoV. All they needed was any small piece of the terrain to be visible to get enough
velocity feedback to adequately complete the task.
While these results were not as expected, they provided an opportunity to gain insights into the problem
and come up with recommendations for future research. Chief among them is the recommendation to
analyse and test a system with more than two degrees-of-freedom as this would require pilots to use
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their peripheral vision to decouple the different types of motion during a flight. Additionally, the use of
full head-tracking of the VR set-up was omitted for the experiments for this thesis, but is recommended
to be used by future researchers. This is because allowing for head tracking can lead to a more com-
fortable experience for the participants and would offer interesting insight into pilot behaviour. Lastly,
the visual model created here focused on analysing the points that gave the most amount of visual
feedback, but did not account for any additional effects that the less salient points might have on the
observer. Since a larger FoV means that the pilot is getting non-zero feedback from a larger number
of points, future visual models should try and analyse if the number of visible points has any impact on
pilot performance.
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1
Introduction

Flight simulators play a crucial role in providing a cheaper and safer alternative to real-world flight test-
ing. Helicopter flight tests often involve pilots having to perform manoeuvres in extreme conditions and
often requiring the pilot to test the limits of the helicopter flight envelope [1]. This necessitates the use
of very well trained pilots and top-of-the line equipment, and carries severe risks to pilot and equipment
safety. Pilot-in-the-loop flight simulations offer a viable alternative to real-world flight testing by taking
out the risk of pilot and equipment damage, while also being cheaper and being able to encompass a
larger flight envelope [2]. They also reduce the environmental and noise impact of such testing, and
can circumvent the logistics of setting up flight testing in a given airspace [1]. With a high enough
fidelity, flight simulators can be used to certify helicopters and train pilots in such a way that the pilots
can successfully transfer their training of flying a simulator into flying a real helicopter [3].

To achieve such goals however, requires the use of systems of a very high fidelity [1]. One example
of such systems that hold incredible importance in a simulator, is the visual cueing system. Pilots rely
extensively on the visual cues provided by the simulators to perform any basic manoeuvre, and the
importance of providing high quality visual cues is imperative if any extreme manoeuvres need to be
done in the simulator [4]. Traditionally, the visual cueing system of a flight simulator consists of a series
of projectors projecting the out-of-window scene on a large screen. These methods, while effective,
can often have limitations on aspects such as their Field of View (FoV), Resolution, Depth perception
etc which can significantly lower the visual fidelity. A restricted FoV in particular can be detrimental as
it hinders any activity occurring in an observer’s peripheral vision, leading to degraded performance [5].
These problems can be solved using higher quality equipment, but that adds extra costs and complexity
to the whole mix [5]. A viable alternative to this, is the use of Virtual Reality (VR) headsets to replace
the traditional projection systems. VR headsets allows a pilot to feel more immersed in the virtual world,
and offers cheaper fixes to some of the aforementioned problems [1]. The biggest advantage of VR
over the traditional systems is the 360 [◦ ] Field of Regard that is offered by the VR headsets. The Field
of View determines the instantaneous view that a pilot can see at any time, while the Field of Regard
determines the total view a pilot can see if they were able to move their head and the view moved along
with them. In traditional systems, the Field of Regard is equal to the Field of View but in VR headsets,
the pilots can easily move their head around and the view would move with them giving them a full 360
[◦ ] Field of Regard. This can help to raise the visual fidelity greatly for simulators. While VR technology
has improved significantly in recent years, there is still very little research being done into using VR
headsets as an alternative to current-gen projection systems [1].

The current research surrounding the use of VR headsets in the context of flight simulators has been
squarely focused on understanding what effects it has on a pilot’s ability to fly. This involves document-
ing the adverse effects of using VR headsets, such as motion sickness, and how to mitigate them, as
well seeing how pilot performance changes overall [1][6]. While this does provide useful insights into
positive and negative aspects of using VR headsets in this context, there is a clear gap in knowledge
about why such performance changes can occur. As such, this study aims to understand and analyse
how using VR headsets for visual cueing would affect pilot performance and why these changes are
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specifically happening. The goal is to create a visual model which can be used to explain why a pilot’s
perception is affected when aspects of the visual cues are changed in a VR headset, and use this to
try and rationalise why the change in performance happens. To this end, the research objective for
the thesis is: How does using VR headsets to perform visual cueing affect the performance of
Pilots flying a Helicopter Simulation. To facilitate this objective, the focus was put on seeing what
impact the Field of View has on pilot performance, when using VR headsets. The following research
questions have been created to help achieve the research objective:

1. What manoeuvre is most impacted by changing Field of View (FoV)?
2. What is the predicted pilot behaviour for the critical manoeuvre with changing FoV?
3. What is the actual pilot behaviour for the critical manoeuvre with changing FoV?
4. What is the overall effect of changing FoV on pilot performance?
5. What strategies do pilots employ to overcome adverse effects of changing FoV?



2
Background

This chapter details the literature study done to try and make a start on completing the research ob-
jective. Information about the impact of FoV on pilot behaviour, based on previous literature is shown
in section 2.1. Information about the experimental methods used by other researchers is detailed in
section 2.2, while information about the pilot models that can be created from said experimentation
methods is outlined in section 2.3. Information about creating a dynamic helicopter model is given in
section 2.4 and finally, the main conclusions of this chapter are presented in section 2.5.

2.1. Impact of Field of View (FoV)
In any system where the goal is to create a simulation of a real-world vehicle, the importance of visual
cues can not be understated. These cues can determine how realistic the simulation looks to the pilot
and can determine how well they perform any given manoeuvres in the simulator. This is because
the visual cues provide the pilots with feedback on various aspects of flight, such as their position and
velocity, and having high quality visual cues means that the pilot gets more accurate feedback on these
aspects. This means that visual cues play a big part in determining the fidelity of a simulator and this
fidelity dictates how useful a simulator is for a given purpose [7]. Examples of important visual cues
include:

• Field of View (FoV): This dictates how much of the scene the pilot can see at any given time [6]
[8]

• Resolution: This dictates how clearly any object can be seen in the scene [6] [7]
• Update rate: This dictates the rate of change of the scene for any given movement within it [7].
• Scene content: This determines what there is to see in the scene and what forms of visual
feedback the pilot can receive [7]

While all of these cues are important, the focus of this thesis is on the impact of the FoV only. The
reason for this is because, in simulators that rely on projectors to project the view onto a fixed screen,
the FoV is linked and restricted to the size of the screen and the settings used. This means that, if a
pilot wishes to change the view envelope, they can only do so by translating or rotating the vehicle they
are controlling. This essentially can lock pilots into the view envelope afforded to them by the limitations
of the projection system and the FoV it can provide, i.e. they have a limited Field of Regard (FoR). The
FoR is the total area that the pilot can see if the display system was able to move. In traditional flight
simulators, this can only be done if high-resolution, expensive moving projectors are used and so, for
most traditional simulators, their FoV = FoR [6]. In VR headsets however, this is not the case. Using
VR headsets, a pilot can simply move their head around and the projected scenery will match. This
means that VR headsets can allow pilots to mitigate issues with having a restricted FoV. The question
then becomes whether or not having a restricted FoV would impact pilot performance in any way. If
so, then VR headsets offer a better alternative to traditional projection systems in this regard. That is
why the focus of this thesis is on evaluating how changes in FoV can impact pilot performance when
using VR headsets, as this allows one to determine if the aforementioned benefit VR headsets have
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2.1. Impact of Field of View (FoV) 4

over traditional systems has any impact on how well a pilot does.

Previous research, done by Podzus et al, has already sought to investigate this to a certain extent.
In this research, the focus was on trying to determine if the current technology for visual cueing used
in flight simulators is good enough to replace traditional compliance demonstration methods used to
certify rotorcraft [6]. Traditional compliance demonstration procedures require large amounts of flight
testing which can be dangerous and costly, especially for high risk manoeuvres. Thus, Podzus et al
set about to find out if current-gen flight simulators are of a high enough fidelity to replace this flight
testing, specifically for a category-A rejected take-off (CAT-A RTO). This manoeuvre involved the pilot
taking-off as normal and then maintaining a pre-determined glideslope as they ascend backwards to a
pre-determined Take-off Decision Point (TDP) height. Once this is achieved, the pilot must decide if they
wish to reject take-off or continue take-off, based on whether or not an engine failure was triggered in the
simulation. After the pilot has made a decision, they must then perform the required flight manoeuvre
for that decision, as dictated by their training.
To test the cueing fidelity of modern simulators, this manoeuvre was carried out by trained pilots in
two separate testing campaigns. The first campaign involved making use of the Air Vehicle Simulator
(AVES) at the German Aerospace Center (DLR). For this campaign, the setup of AVES was altered
to perform the test with four FoV conditions. The second campaign was carried out at the Helicopter
Pilot Station (HPS) at the Royal Netherlands Aerospace Center (NLR) and involved the use of two VR
headsets, instead of the standard projection methods. The two headsets were the Varjo XR-3 and the
Pimax 8K-X. The FoVs tested for each campaign are outlined in Table 2.1

Table 2.1: Table showing the simulator settings used throughout the two campaigns [6]

Setting Horizontal FoV [◦ ] Vertical FoV [◦ ] (up/down)
AVES [DLR Campaign] 240 93 (+35 [◦] / -58 [◦])
Rotorcraft Certification
by Simulation (RoCS) Sim [DLR Campaign] 220 78 (+20 [◦] / -58 [◦])

Full Flight Simulator Level
D (FFS-D) [DLR Campaign] 180 60 (+24 [◦] / -36 [◦])

Full Flight Simulator Level
C (FFS-C) [DLR Campaign] 150 40 (+13 [◦] / -27 [◦])

Varjo XR-3 [NLR Campaign] 88 65
Pimax 8K-X [NLR Campaign] 140 90

TheRoCSSim setting is the FoV used by the engineering simulator made by the RoCS project, while
the FFS settings represent the minimum FoV needed to achieve the level D and level C certification for
a flight simulator.
To analyse how pilots performed with the different testing conditions, the researchers made us of both
objective and subjective rating techniques to measure performance. The subjective methods involved
the pilots giving comments on how they feel like they did with the different FoVs, andwhat specific issues
they encountered with the each of the tested setups. The objective analysis was done by looking at the
simulator data and evaluating it against certain criteria imposed on different parts of the flight. These
are shown in Table 2.2:

Desired Adequate
Take-Off Rate Of Climb (ROC) 350±50 ft/min 350±100 ft/min
Take-Off Glide-slope (GS) 4-5 knots 3-6 knots

Touchdown Rate Of Descent (ROD) <400 ft/min <500 ft/min
Touchdown GS <5 knots <10 knots
Touchdown Point On X (32x32 ft) On concrete (43x43 ft)

Table 2.2: Table showing the performance tolerances used for the objective analysis [6]

The DLR test campaign provided some interesting results with regards to the FoV needed to ade-
quately perform the tasks. The subjective results showed that significantly lowering the FoV did indeed
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hinder the participants. The pilots did find FoVs lower than 220 [◦] to be objectionable as, according to
their comments, the lower FoVs did not allow pilots to accurately estimate their flight path. The pilots
claim that, for the FFS Level D and Level C settings, they were not able to maintain sight of the helipad
for their entire flight and thus, had to use their instruments to complete the manoeuvre. This made the
pilots feel uncomfortable and insecure while flying backwards. This is also somewhat echoed in the
objective results where there were minor performance differences between the AVES, FFS Level D
and RoCS Sim settings. However, for the FFS Level C setting, none of the pilots were able to meet the
GS and ROC ’adequate’ targets, as outlined in Table 2.2. The researchers compiled the objective and
subjective results from the DLR test campaign and concluded that a minimum horizontal FoV of 190 [◦]
must be provided for the pilots to accurately perform the CAT-A RTO manoeuvre. This is because this
FoV ensures that the pilots’ peripheral vision is not obstructed and thus, the pilots are not distracted.
For the NLR test campaign, the pilots preferred the VR projection systems over the standard ones.
The pilots claimed that the larger view provided by the VR headsets allowed them to always maintain
sight of the helipad. Additionally, the pilots preferred the Pimax headset over the Varjo since the Pimax
offered a larger FoV in general. This is despite the fact that the boundaries of the FoV were blurry
in the Pimax but regardless, having a larger FoV made the pilots feel more comfortable. In terms of
objective results of the campaign, the performance data for the pilots across the different projection
system could not really be compared against one another. This is due to the fact that the different pro-
jection systems were used with different parameter settings, tolerances and procedures, which were
all iterated and refined for different pilots. This is why the researchers used the objective results of one
pilot’s performance to draw their conclusions. They claim that the performance across the projection
systems was relatively similar for this pilot, with the exception of the pilot’s GS during descent. The
researchers observed that the pilot had a much shallower approach when they were using the Varjo
headset, which they claim is due to the fact that the pilot struggled to see the forward movement and
height ground cues. The researchers theorise that this could be a result of the limited FoV offered
by the Varjo since the pilots’ GS using all other projection systems was in the adequate region of the
tolerances. Regardless, the researchers’ main conclusion is the fact that the VR headsets are indeed
a superior projection method compared to the standard one, and that, despite the Varjo having a
higher resolution, the Pimax was the superior headset due to its higher FoV.

Another research project that wanted to see how changing FoV affects the fidelity of flight simulators,
is that done by Atencio Jr. In this research, Atencio Jr sought to evaluate how NASA’s Ames Vertical
Simulator compared to the real world case of a UH-60 A helicopter in flight [9]. The research revolved
around asking pilots to perform certain tasks in both an actual UH-60A helicopter and in the simulator
and see how their performance compared for both. Due to logistical reasons, two different types of
simulators were used for this project, which are referred here and in the original paper as the F-Cab
and the N-Cab. The main difference, of relevance to this project, between the F-Cab and the N-Cab is
the fact that the N-Cab has a higher horizontal FoV than the F-Cab. The Horizontal FoV of the N-Cab is
140 [◦ ] as compared to the 120 [◦ ] in the F-Cab. The Hammer plots, which show how the out-of-window
view is distributed for each configuration, are shown in Figure 2.1 and Figure 2.2, respectively:
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Figure 2.1: Figure showing the FoV provided by the N-Cab simulator [9]

Figure 2.2: Figure showing the FoV provided by the F-Cab simulator [9]

If one compares this to the Hammer plot of the actual helicopter, pictured in Figure 2.3, it is clear
that the simulators have a lower overall FoV than the actual helicopter.
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Figure 2.3: Figure showing the FoV of the actual UH-60A helicopter [9]

Some of the main differences between the simulators and the actual helicopter are:

1. The actual helicopter has an approximately 10 [◦ ] larger up-view and about 15-20 [◦ ] larger
down-view as compared to the F-Cab

2. The F-cab does not have the chin window, right-side window and left-side window that the actual
helicopter does

3. There is a gap of approximately 15 [◦ ] between the centre and right-windows of the N-Cab, which
does not exist in the actual helicopter

4. The actual helicopter has an approximately 10 [◦ ] larger up-view and about 15 [◦ ] larger down-
view as compared to the N-Cab

5. The N-Cab lacks the chin window, right-side window and the overhead window that the actual
helicopter has.

Because of these deficiencies, one can analyse the pilot comments regarding their performance in both
the actual helicopter and the simulators to see what effect a degraded FoV has. The pilots were asked
to perform three different tasks in the simulators and the helicopter, which are detailed below:

1. Bob-up manoeuvre: The pilot has to start from a hover and quickly ”bob-up” 40 [ft] to the target,
and then stabilise. After a 5 [s] delay, the pilot has to descend back down to the original position
and stabilise.

2. Side-Step manoeuvre: The pilot has to start from a hover and quickly translate 40 [ft] to the right
and stabilise. This is followed by translating back to the original position and stabilising.

3. Dash/Quick-Stop manoeuvre: The pilot starts from a hover and quickly accelerates to 60 [kts].
This is followed by a rapid deceleration back to a hover.

The restricted FoVs of the simulators meant that the pilots encountered much difficulty during their runs.
For the first task, the pilots had trouble seeing or anticipating the lower hover targets when they were
at the top target. This meant that they often overshot the targets and/or had to make more abrupt
movements to try and stop. This often affected their ability to stabilise at the end of the manoeuvre.
This problem was also encountered for the side-step manoeuvre where pilots could not effectively see
their stopping points. For the third task, the pilots could not see the references for spatial position when
they pitched up or down due to the restrictive FoVs. This meant that they had to use the radar altimeter
to find out what their height was, instead of using out-of-window visual cues, and only used the visual
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cues to confirm if the manoeuvre had been completed successfully. This converted the task from a
visual-reference task, as it would be in real-life, to an instrument-monitoring task. This is similar to the
conclusions reached by Podzus et al whereby it was apparent that pilots had to rely heavily on their
instruments. In both cases, the pilots had to go against their instincts to use out-of-window visual cues
which raised their overall workload and lowered performance.
Similar work was done by Chung et al, whereby their goal was to evaluate the effect of three visual
parameters of simulators, namely the FoV, Colimnation and Resolution [7]. The experiment setup
made use of the R-Cab and N-Cab simulator setups mentioned previously. To see the effect of FoV,
the researchers used a wide and a narrow FoV to test the participants. To create equivalent FoVs in
each Cab, and to change the FoV from a wide to a narrow one, they made use of masks to block off
certain windows in the Cabs. The experiment involved participants controlling a four degree-of-freedom
simulation of a UH-60A helicopter and trying to keep their longitudinal and lateral position constant, in
the face of a disturbance. Data was then collected on their position error. The results showed that
the wider FoV resulted in better velocity control and thus, smaller position errors. The researchers link
this to the idea that the improved velocity control performance provided by the wider FoV increases
damping in the closed loop system. They theorise, that this is a result of the improved peripheral vision
one gets from a wider FoV. Additionally, when the pilots were asked which FoV they preferred, the
pilots chose the wider FoV as their perception of roll attitude control and longitudinal velocity control
was much better.
The idea that roll control may be affected by the FoV was also tested in the research done by Kenyon et
al [10]. They did a variety of experiments but the most relevant experiment to this project is the critical
tracking experiment, where the objective was to keep the visual scene at a roll angle of 0 [◦ ]. This
had to be done for FoVs of 10 [◦ ], 20 [◦ ], 40 [◦ ], 80 [◦ ] and 120 [◦ ]. The researchers measured the
effective time delay of all the participants and used that as a metric to draw up their conclusions. The
researchers found that the decrease in effective time delay was exponential as FoV was increased,
with most participants reaching their minimum value with an FoV of 20 [◦ ], and the rest reaching it with
an FoV of 40 [◦ ]. They theorise that an FoV of 40 [◦ ] already contains enough of a ”peripheral view” to
do the experiment effectively. For a roll tracking task, they theorise that most of the work is done by the
participants’ central view and the peripheral view only enhances the performance slightly. Regardless,
they also suggest that an FoV of something as small as 10 [◦ ] is wholly insufficient to do such a task,
as some peripheral vision is still needed. These results can be useful in coming up with FoVs that can
be tested in the experiment phase of this project.

The last two research projects are a departure from the analysis of FoV for the use of simulators, but
nonetheless they provide key insights into what happens when FoV changes. These concern research
projects done by Pretto et al and Duh et al [11] [12]. The goal of the research by Pretto et al is to see
how changing FoV affects (i) perceived amplitude of rotations about the body vertical axis, and (ii) the
perceived speed of forward translations. To test the first condition, the experiment conducted by the
researcher was as follows. Participants were seated in front of a large panoramic screen and were
shown a cross right in the front of the screen. They were instructed to keep their eye on the cross
at all times. They were then shown a pattern of white dots scattered around the screen and a target
circle, located 5 [◦ ] left of the cross. When the experiment starts, the red dot disappears and the white
dots rotate with a given amplitude, depending on the testing condition, and the participants job is to
determine how far they think the red dot has moved, depending on the flow presented by the white dots.
This is repeated for a multitude of different rotation speeds and three different FoVs; namely 30 [◦ ], 60
[◦ ] and 230 [◦ ]. The second experiment involved a random scattering of white dots on the same screen
setup. These dots provided two stimuli; the first one was the standard stimulus which moved the dots
towards the participants at a speed of 5 [m/s], and the second stimulus moved the dots towards the
participants at a speed that varied with the experimental condition tested. The participants had to tell
the researchers which stimulus was the faster one. A visual representation of the two experiments is
presented in Figure 2.4
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(a) Figure showing the procedure for the first FoV experiment done by
Pretto et al [11]

(b) Figure showing the procedure for the second FoV experiment done
by Pretto et al [11]

Figure 2.4: Figure showing the procedure for the two FoV experiments done by Pretto et al [11]

This experiment was done with two types of FoV conditions. The first one was a central FoV con-
dition whereby the peripheral parts of the screen were occluded and no dots were shown there. The
second was the peripheral FoV condition whereby the central part of the screen is occluded and dots
were only shown in the peripheries. The difference between the conditions can be seen in Figure 2.5

Figure 2.5: Figure showing the (a) Full FoV Condition, (b) the Central FoV condition, with FoV changing from 10 [◦ ] (top) to 60
[◦ ] (bottom) and (c) the Peripheral FoV condition, with FoV changing from 10 [◦ ] (top) to 60 [◦ ] (bottom) [11]

The results of the first experiment led the researchers to the conclusion that increasing the FoV be-
yond 30 [◦ ] does not impact the average performance of the participants. However, it does decrease
the variance of the results slightly. The results of the second experiment seem to show that, for central
FoVs smaller than 60 [◦ ], the participants underestimate the visual speed. If the participants were only
using their peripheral vision, the participants tended to overestimate the visual speed.
The goal of the research, by Duh et al, was to investigate the relationship between FoV and scene
content on the postural stability of participants [12]. The study revolves around the fact that the more
immersed a participant is in the scene, the easier it is to induce vection. Vection is when a person
believes that they are moving, even though they are not. Duh et al sought to investigate if changing
the FoV and the scene content of a simulation where the participant is shown to be rotating, can affect
a participant’s postural stability. To this end, the participants were shown two separate scenes, one a
city scene and one a simple radial pattern, and the scenes were changed such that the participant felt
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like they were rotating around in the scene. The participant’s job was to try and maintain their stance
throughout the simulation and data was collected on how long it took for the participants’ stance to
break and how hard the participants found it maintain their stance. The working theory here is that the
more immersed a participant is in the scene, the more likely they are to experience vection, which would
cause them to lose their balance. The scenes were presented at six different FoVs and it was found
that the participants showed more dispersion and found it harder to keep balance as FoV increased.
The researchers concluded that by receiving more information in their peripheral vision, the participants
had greater self-motion perception.

Based on all this research, some key conclusions can be reached about the impact of FoV on pilot
control. Due to a lack of motion cues received in the peripheral region of the retina (caused by a narrow
FoV), the pilot feels less immersed and tends to underestimate their own speed [11] [12] . It is also
worth noting that if motion is solely perceived using one’s peripheral vision, i.e they only have their
peripheral vision and nothing else, then they generally tend to significantly overestimate their speed
[11]. Conversely, if the FoV is smaller than 60 [◦ ], the pilot will underestimate their speed [11]. If pilots
incorrectly estimate their velocities in such tasks, their damping in the closed loop system is lowered
and their positional control becomes worse [7]. Additionally, while the crossover frequency of the pilot
does not change due to a reduced FoV, their effective time delay increases and their phase margin
decreases [10]. Degraded out-of-window visual cues can cause a lot of problems in a scenario where
a pilot needs to accurately and precisely judge their position and velocity. The manoeuvre that would
be most impacted by degradation of out-of-window cues would be a near-ground hover since pilots
use their surroundings to provide them with cues pertaining to their velocity and position. Therefore, it
is wise to assess the impact of FoV on pilot behaviour in the case of a pilot performing some sort of
manoeuvre close to the ground, while hovering.
While the research done does a good job in pointing out what happens when FoV degrades, there is
a significant gap in knowledge about why this ends up happening. The general consensus is that a
lack of activity in the peripheral region of a pilot’s vision leads to worse performance, but nothing has
as-of-yet sought to explain why that is. The key piece missing, which this thesis aims to provide, is
what information is being lost in the peripheral vision of a pilot as their FoV degrades, and how that
can be modelled and used to predict pilot performance. Having reached a good understanding of the
theory to test and develop, three key things are still missing. These are, namely, knowledge on how to
set up and carry out an experiment to test any hypotheses developed, knowledge on how to create a
working simulation of a helicopter to do the experiments in and, knowledge on how the outputs of the
experiments can be analysed and linked to a pilot model. These aspects are discussed in full, in the
proceeding sections

2.2. Experimental Methods
As one would expect, the methods used in the experimentation stage of the research depended heavily
on what the goal of the research was. For research that was focused on evaluating impacts of visual
cues in a realistic setting, the emphasis was on having an experiment setup of the highest possible
fidelity. This means that the experiment would be done in either an actual helicopter, as was the case
in research done by Baron et al [8] and Hoh et al [13], or by having a highly detailed simulation, as was
the case in research done by Podzus et al [6], [2], Baker [14], Iseler [15] and Erazo et al [16]. For the
simulations, the fidelity of the different aspects of the simulation varied depending on what the overall
goal of the research is. For research projects which revolve around testing the fidelity of the simulators,
as compared to the real-world case, particular attention is paid to ensure that the experience of the
simulation is almost identical to a real world scenario. This involves factors such as:

• Using a highly detailed (six or four degrees-of-freedom) helicopter model to simulate the dynamics
[6] [8]

• Ensuring that the layout of the various instruments and Heads-Up Display (HUD) elements re-
semble those of an actual helicopter [14]

• Using highly trained participants such as trained helicopter or aircraft pilots [6][8][14]
• Testing participants in tasks that they would perform in their normal routine in a real-life helicopter
(such as a CAT-A RTO). [6]
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Most experiments relevant to this topic, focus solely on the impact of specific visual cues on the pilot,
instead of comparing the visual cues of simulators with a real-world example. Such research will often
involve either augmenting or degrading visual cues and evaluating how pilot performance changes [10]
[11] [17] [18] [19] . The experiment tasks that the participants have to perform are limited to simple dis-
turbance rejection tasks or velocity (or position) tracking tasks. A disturbance rejection task involves
the pilot trying to negate a perturbing forcing function, such that they keep velocity, or position constant.
The tracking tasks involve the participants trying to match their velocity or position with that of a par-
ticular target signal. The researchers will then make use of the time traces of the participants’ output
signals to see how their performance changes over time. This performance can then be compared
against the different testing conditions, such that the researchers can get a basic understanding of how
the participants were affected by the testing conditions. How this data is analysed, or indeed what type
of data is even collected, depends heavily on the type of pilot model the researchers want to create.
This elaborated upon in section 2.3.

2.3. Pilot Models
One of the most widely used pilot models for such investigations is the Crossover Model created by
McRuer and Krendel [20]. This model suggests that that human pilots follow a set of adjustment rules
for compensatory tracking tasks. Such tracking tasks involve pilots trying to minimise the error between
a controlled element and a reference signal. The feedback loop for such a task is shown in Figure 2.6:

Figure 2.6: Figure showing the feedback loop for a simple compensatory tracking task [18]

The Crossover Model states that a pilot will change their dynamics, Yp, such that the open loop
dynamics, YpYv, resemble Equation 2.1:

YPYV =
ωce

−τs

s
(2.1)

where ωc is the crossover frequency and τ is the pilot delay. The crossover frequency represents the
transition frequency beyond which, the pilot is unable to effectively perform closed loop tracking and
the system acts as open loop. The pilot delay is there to represent delays caused by pilot perception,
interpretation and neuromuscular actuation. To achieve the open loop dynamics of Equation 2.1, the
pilot dynamics, Yp will take the form of:

Yp(s) = Kp
(1 + TLs)

(1 + TIs)
e−τs (2.2)

where Kp is the pilot gain, TL is the lead constant and TI is the lag constant . The lag and lead con-
stants are thus chosen to provide the open loop dynamics depending on the dynamics of the controlled
elements. The goal would then be to calculate these pilot parameters for the different testing conditions
in an experiment to see how pilot behaviour and dynamics change.

While this model is widely used, it does have a very simplistic representation of the pilot’s dynamics
[21]. Thus, one can supplement the Crossover model with more realistic representation of pilots’ sen-
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sory and neuromuscular aspects, as is done in the Cybernetic model [22][23]. A visual representation
of this model is given in Figure 2.7:

Figure 2.7: Figure showing the multi-modal cybernetic pilot model [23]

As can be seen in Figure 2.7, the pilot model is now split into two distinct modes; the visual (top) and
the vestibular/motion (bottom) mode. For both modes, the entire model is split into sensor dynamics,
equalisation terms and pilot limitations. The limitations part now contains the delays associated with
both modes of perception as well as the term for neuromuscular limitations, given byHnm in Figure 2.7.
For the visual model, the sensor dynamics are usually modeled as a Unity gain [23]. Additionally, the
equalisation dynamics of the visual response of the system shown in Figure 2.7 are different from the
dynamics of Equation 2.2 because the equalisation dynamics represent the control strategy that the
pilot uses. This means that the dynamics are dependant on the controlled aircraft dynamics. The dy-
namics shown in Figure 2.7 are typical for a system where the pilot needs to control an aircraft’s pitch
attitude [23]. The sensor dynamics for the vestibular mode, Hsc correspond to the dynamics of the
semicircular canals found in human ears which are used for velocity perception [22] [23]. The main
free parameters for this model are the equalization parameters ( visual gain Kv, visual lead constant
TL, visual lag constant TI and the motion gain Km) and the visual and motion perception delays τv
and τm, respectively. [22]. The free parameters can be calculated using various parameter estimation
techniques, such as Fourier transforms, and the parameters obtained are in the frequency domain.
Frequency domain parameter estimation models have the issue that they are a two-step process; the
first step involves obtaining a non-parametric pilot describing functions in the frequency domain and the
second step involves optimising the parameters. This is an issue because there are biases involved
in both steps and they compound to have a major effect on the final result [24]. To alleviate this, one
may need to use more complex techniques, like a Maximum Likelihood Estimator (MLE), which may
make the final analysis of the result much harder. Another issue stems from the fact that a human con-
trollers’ remnant means that all signals in the loop are stochastic, and have power in all frequencies.
Therefore, the forcing function has to be designed such that it has a signal-to-noise ratio over certain
frequencies that the researcher wants to test. The problem however, is that the Crossover model is only
applicable over a certain range of frequencies, called the crossover region, so the forcing function can
not be made up of frequencies beyond this region. Additionally, if one wishes to use the multi-modal
cybernetic model, multiple forcing functions are needed such that one can quantify the participants’
responses to the visual and motion cue separately [23]. That means that the forcing functions and the
cues have to be significantly different from one another.

One of the biggest challenges with the model however, is ensuring that the cues a participant re-
ceives, match up with the model design. As an example, take a situation where a human has to control
the lateral position of a car on a straight road and one wishes to fit the model shown in Figure 2.8 to
the human:
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Figure 2.8: Figure showing an example model for a human controlling the lateral position of a car [25]

Here, the human gets the lateral position of the car as the only feedback (i.e. the first block) and
then, based on the dynamics of the car (i.e. the third block), applies the proper equalisation (i.e. the
second block). However, if the human is able to see the heading of the car, as they would in a realistic
environment, then the control becomes a closure of two loops. This means that the model of Figure 2.8
is no longer applicable to the situation and instead, one has to use the model shown in Figure 2.9

Figure 2.9: Figure showing the model that would be applicable for a human controlling the lateral position of a car with the
heading angle and lateral position as feedback [25]

This highlights the inherent issue with trying to apply a cybernetic model to a realistic simulation;
the fact that the researcher has to meticulously design the simulation such that the pilot only receives
cues that the researcher wants them to. This can become difficult in highly detailed simulations since
a pilot can just pick any emergent or invariant feature in the view and use that as a basis for their
control inputs. This can result in the applicable cybernetic model, for this particular participant, having
multiple loops and feedback channels that the researcher did not anticipate [25]. This is why, while
this is a widely popular method of creating a pilot model in Human Machine Systems, the experiment
design and analysis techniques required to create it can often be too complicated for what the research
requires.
That is why a simpler technique often involves using the output data of the experiment directly and
doing some kind of statistical test on it to determine how the pilot performance changes with respect to
the experiment design. An example of this can be seen in the performance metrics used by Baron et
al and by Podzus et al, which are shown in Table 2.2 [6] [8] . In these examples, the output data from
the experiments is simply compared against each other rather than being used to build up a complex
pilot model. This can often be supplemented by techniques like the Analysis of Variance (ANOVA)
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test which aims to see if there was any significant trend emerging in the data for the different testing
conditions [24].
One disadvantage of such methods, as compared to the Cybernetic model, is the fact that it does
not give much insight into why the pilot behaviour changes; these methods merely point out how the
performance changes. One method to remedy this is by using subjective methods to see how the pilots
believe the conditions have changed and how they adapted to them. Three of the most widely used
subjective assessment techniques are the Cooper-Harper Handling Qualities Rating Scale (HQR), the
Bedford Rating Scale and the Visual Cue Rating (VCR) scale. The HQR is shown in Figure 2.10:

Figure 2.10: Figure showing the Cooper-Harper Handling Qualities Rating Scale [26]

The main use-case for this scale is when one needs to evaluate the additional effort a pilot needs to
make (above the nominal task workload) to achieve a given level of performance, in the face of some
sort of control augmentation [19] [26] . This scale is widely used in research in which the participants
are trained pilots, since they can easily judge if the workload they are experiencing is something they
would normally experience, or if it is due to the experimental condition being tested [7] [9] . The Bedford
Rating scale, shown in Figure 2.11, has the same working principle as the HQR.
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Figure 2.11: Figure showing the Bedford rating scale [27]

The final subjective assessment method worth discussing is the Visual Cue Rating Scale (VCR).
Using a VCR scale involves the pilot giving a score of 1-5 based on how precise and aggressive they
could be when controlling attitude and translational rates of a vehicle. The scale itself can be seen in
Figure 2.12

Figure 2.12: Figure showing the VCR scale [6]

In the research done by Podzus et al, the participants gave VCR scores for the translational rate
and attitude, and this was then plotted together to give an intuitive visualisation of visual fidelity. The
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combined average VCRs for all the conditions tested in this research (shown in Table 2.1) are shown
in Figure 2.13

(a) Figure showing the combined average VCRs for translational rate
and attitude for the DLR test campaign [6]

(b) Figure showing the combined average VCRs for translational rate
and attitude for the NLR test campaign [6]

Figure 2.13: Figure showing the combined average VCRs for the different testing conditions in research done by Podzus et al
[6]

As can be seen from the figures above, the combined VCR scale provides an intuitive way of com-
paring the different conditions against each other. However, this also highlights the issues with using
such subjective rating scales; the training required to do so. Indeed, the reason why studies that choose
to use such scales use trained pilots as test subjects is because those pilots have been trained in the
nuances of using such subjective methods. As an example, take Pilot Rating 5 and 6 on the HQR in
Figure 2.10. An average person would not be able to figure out the difference between a system that
has ”moderately objectionable differences” and one that has ”very objectionable but tolerable differ-
ences”. This knowledge comes with training and experience that only pilots will likely have. Therefore,
if the researcher expects to not have access to a lot of trained pilots for their experiments, as is the
case for this thesis project, then the use of such scales can make the subjective results unreliable and
inaccurate. In such a case, the researcher is better off asking more general and open-ended questions
to gather subjective results. This means that one should not hope to use these subjective comments
to create objective scores (like the Pilot Ratings).

The main conclusion that can be drawn for this part is the fact that the pilot model one uses depends
heavily on what type of experimentation will be carried out. Detailed and complex models, like the
Cybernetic model, can offer a lot of objective insight into how pilot performance and behaviour change,
but require complex analysis techniques and precise experiment design. Additionally, if the structure
of the model contains multiple control loops, then the analysis becomes more complicated in order to
decouple the results of the multiple loops. This, of course, means that the experiment design and the
experiment outputs must also be designed in such a way that enough information is available to de-
couple the results for the control loops. Simple models which compare variances in the objective pilot
performance can easily quantify and explain what change occurs in pilot performance, but struggle to
explain why the changes in pilot behaviour occur. These can be supplemented with subjective ratings,
like the HQR or the Bedford Scale, but those have their own disadvantages. The biggest disadvantage
is the fact that they require a lot of training for participants to efficiently use as an untrained participant
will not know how to effectively discern the subtleties between the different ratings. Ultimately, what
this research shows, is that one needs to ensure that they have a good understanding of what type of
participants will do the experiment, and what the experiment will look like, before they choose to apply
a pilot model to the results. The time-frame of this thesis means that it is not reasonable to expect that
enough trained pilots will be available to do the experiments. This means that the use of the complex
subjective rating scales is unlikely. Additionally, the results of the visual model developed will dictate
what the experiment will need to look like. This will then influence what type of pilot model can be
created.
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2.4. Helicopter Model
The fidelity of the helicopter dynamics model depends heavily on the research being done. As an
example, for the research done by Bachelder, the goal was to investigate how Night-Vision Devices
(NVD) can be used to give the pilot of a rotor-craft some synthetic cues, and how their perception
is affected [18]. This means that, for the purposes of the research, the helicopter model used in the
experiments did not need to have a very high fidelity since the focus was on more on the cueing of the
NVD and on pilot behaviour. This is why, Bachelder used a simple model, shown in Figure 2.14:

Figure 2.14: Figure showing the helicopter dynamics model for [18]

As can be seen from Figure 2.14, the dynamics consist of a simple integrator with lag to go from the
control input to the attitude angles and a simple integrator to go from the attitude to position. Generally,
however, the dynamics model used is derived from a six degrees-of-freedommodel, whose state space
representation is outlined as such [14] [17] [28]:

ẋ(t) = Ax(t) +Bu(t) (2.3)

where
x = {u,w, q, θ, v, p, ϕ, r, ψ}
u = {θ0, θ1s, θ1c, θ0T }

(2.4)

The components of the state vector, x(t) in Equation 2.4 are [28]:

• u: Horizontal velocity component in the body-fixed x-direction [m/s].
• w: Vertical velocity component in the body-fixed z-direction [m/s].
• q: Angular velocity around the body-fixed y-axis [rad/s].
• θ: Pitch angle [rad].
• v: Horizontal velocity component in the body-fixed y-direction [m/s].
• p: Angular velocity around the body-fixed x-axis [rad/s].
• ϕ: Roll angle [rad].
• r: Angular velocity around the body-fixed z-axis [rad/s].
• ψ: Yaw angle [rad].

and the components of the input vector, u(t) are [28]:

• θ0: Collective pitch angle [rad].
• θ1s: Swashplate servo pitch angle [rad].
• θ1c: Swashplate servo roll angle [rad].
• θ0T : Tail rotor collective pitch angle [rad].

For the system given by Equation 2.3 and Equation 2.4, the A and B matrices for the linearised system
are given by:
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A =

Xu Xw −Qe Xq −We −g cosΘe Xv +Re Xp 0 Xr + Ve
Zu +Qe Zw Zq + Ue −g cosΦe sinΘe Zv − Pe Zp − Ve −g sinΦe cosΘe Zr

Mu Mw Mq 0 Mv
Mp − 2PeIxzIyy
−Re (Ixx − Izz) Iyy

0
Mr + 2ReIxzIyy

−Pe (Ixx − Izz) Iyy
0 0 cosΦe 0 0 0 −Ωa cosΘe sinΦe

Yu −Re Yw + Pe Yq −g sinΦe sinΘe Yv Yp +We −g cosΦe cosΘe Yr + Ue

L′
u L′

w L′
q + k1Pe − k2Re 0 L′

v L′
p + k1Qe 0 L′

r + k2Qe

0 0 sinΦe tanΘe Ωa secΘe 0 1 0 cosΦe tanΘe

N ′
u N ′

w N ′
q − k1Re − k3Pe 0 N ′

v N ′
p + k3Qe 0 N ′

r + k1Qe


(2.5)

B =



Xθ0 Xθ1s Xθ1c Xθ0T

Zθ0 Zθ1s Zθ1c Zθ0T

Mθ0 Mθ1s Mθ1c Mθ0T

0 0 0 0
Yθ0 Yθ1s Yθ1c Yθ0T
L′
θ0

L′
θ1s

L′
θ1c

L′
θ0T

0 0 0 0
N ′

θ0
Nθ1s N ′

θ1c
N ′

θ0T


(2.6)

where terms like Xu and Xθ0 are the various stability derivatives, Ue, Ve and We are the velocity com-
ponents, Pe, Qe and Re are the angular rates and Θe, Φe and Ψe are the attitude angles [28]. Keen
readers will notice that the A matrix in Equation 2.5 is an 8x8 matrix while the state vector, x has a size
of nine. For the A matrix, the yaw angle, ψ has been omitted since the yaw angle has no effect on the
aerodynamic or dynamic forces and moments [28]. Therefore, that would mean the last column was a
column of zeros and that has been omitted such that the rest of the equation was readable on the page
This particular model is also a more simplified version of the actual helicopter dynamics since it ne-
glects the coupling between the rotor and the fuselage, but this is still an excellent representation of the
helicopter dynamics [17] [28]. It is worth noting that the input vector, u(t), can be changed to suit the
experiment being done. As an example, in the research done by Moon et al, the input vector consists
of pilot inputs instead of attitude angles [17]:

u(t) =
[
δc δlon δlat δp

]
(2.7)

where:

• δc: Control input representing collective pitch angle.
• δlon: Control input representing longitudinal control.
• δlat: Control input representing lateral control.
• δp: Control input representing tail rotor pitch angle.

Here the pilot inputs are mapped onto the attitude angles (much like the left block in Figure 2.14) using
the following transfer function:

Gact(s) =
302

s2 + 2(0.75)30s+ 302
(2.8)

This means that the rate commanded dynamics are, again, identical in all axis.

In conclusion, the best way to model the helicopter dynamics for this research would be to start with
the six degrees-of-freedom system given in Equation 2.3 and Equation 2.4. Then, one needs to simplify
it by removing all degrees-of-freedom which will not be used for the experiment and deciding what the
input to the system will be. If the inputs are control inputs, then there needs to be a transformation block
that converts those to attitude angles which can then be used to calculate the associated translations
and rotations.
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2.5. Conclusion
The goal of this literature study was to create research questions that complete the research objective:
”How does using VR headsets, to perform visual cueing, affect the performance of Pilots flying a He-
licopter Simulation”. As such, the literature reviewed focused on finding out the answer to three main
aspects of the research objective, namely:

1. What kinds of visual cues are crucial for pilots in helicopter flight?
2. What goes into creating a pilot and helicopter model that can be used in simulation and experi-

ments?
3. How is pilot performance tested and evaluated?

The reviewed research revealed that the most important visual cues for pilots vary depending on what
task they are performing. The most important task in a normal flight envelope would be a near-ground
hover since it requires very precise velocity and position control. As such, for this manoeuvre, the most
important visual cues are the Field of View (FoV) provided by the visual cueing system. Since the FoV
of the view dictates how well the pilot can see all other visual cues, it can be deemed to be of the high-
est importance. If the FoV degrades significantly, the pilot will start to underestimate or overestimate
how fast they are flying and will be prone to errors in maintaining their position. For a near-ground
manoeuvre, this can be extremely dangerous, thus, maintaining a proper FoV is crucial for such a flight
case. Additionally, the pilots will need to rely more on their instruments instead of the out-of-window
cues which goes against their instincts, and that raises their workload.
Research into the types of pilot and helicopter models, as well as the experimental methods, used in
literature also revealed some interesting results. The highest fidelity pilot model one can create is the
Cybernetic model, which allows one to calculate pilot model parameters like the crossover frequency
and effective time delay of the pilot. However, to build up such a model, the experimental methods
one needs to use are quite extensive. One needs to ensure that the pilot receives proper visual (and
if applicable, vestibular) cues in the actual experiment, the forcing function is designed such that the
required system identification techniques can be applied effectively and, in case of a multi-loop model,
the experiment itself has the correct outputs such that the multiple loops can be disentangled. The sys-
tem identification techniques themselves can get extremely complicated, especially if non-linearities
are present. Often times, this is far beyond the scope of the researchers’ objectives and that is why
they tend to use significantly simpler analysis methods. These involve asking the participants to do
simple control tasks and just running an error analysis on the time traces of their outputs. This can
be supplemented with subjective results which involve asking pilots to rate their performance and/or
workload on a widely used scale, such as the HQR or the Bedford-Rating Scale. The use of such
scales however, needs the participants to be experienced with the control tasks and with using the
scales. The last part of the literature study to discuss is the type of helicopter dynamics model used. In
general, previous researchers use a six degree-of-freedom model, whose states include three velocity
components (u,v,w), three attitude angles (θ,ϕ,ψ) and three attitude rates (p,q,r). This model can then
be simplified based on however degrees-of-freedom the researchers want the participants to have for
the experiment.

Based on this research, the following research questions can be formulated:

1. What manoeuvre is most impacted by changing Field of View (FoV)?
2. What is the predicted pilot behaviour for the critical manoeuvre with changing FoV?
3. What is the actual pilot behaviour for the critical manoeuvre with changing FoV?
4. What is the overall effect of changing FoV on pilot performance?
5. What strategies do pilots employ to overcome adverse effects of changing FoV?

It is worth noting that the first research question has already been answered. The manoeuvre most
impacted by the changing FoV is the near-ground hover with disturbances. The answers to the rest of
the questions will be found using the visual model built, and the practical experiments.
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3
Visual model

The goal of this chapter is to develop a visual model that can explain the nature of the information one
loses when peripheral vision is obstructed. It is assumed that, in the visual field of the pilot, there exists
a point that can offer the maximum amount of feedback for a given manoeuvre. It is assumed that,
if such a point exists and is independent of the FoV, then when the FoV is lowered, this point would
get clipped out of the view. This means that the pilot would no longer see the most salient point of
the environment and would need to shift their gaze to the next-most salient point. Presumably, this
would result in the velocity feedback that the pilot gets being much smaller and could be the reason
for why people tend to underestimate their velocity as FoV shrinks, as per the findings of the literature
study in section 2.1. Additionally, as shown in Chapter 2, the performance of the pilot degrades the
most as FoV changes for forward translational motion. As such, it is worth analysing cases where the
helicopter wouldmove forward and backwards to see if the point of maximum feedback does exist. How-
ever, since helicopters must change their pitch to change their forward velocity, the motion of the pitch
must also be considered. It was thus decided to limit the analysis to only these two degrees-of-freedom.

To do this, one needs to look at what type of flow is generated during motion. This flow can then be
analysed to see how the human eye would see it and how this would affect their perception. Initially, an
analysis was done that, among other things, focused on quantifying how this (3D) flow would look like
when it was projected onto a 2D screen. This analysis did not yield tangible or useful results and thus,
it was decided to ignore the effects of projecting the 3D motion onto a 2D screen. This means that the
screen of the VR headset is just assumed to act as a ”window to the real world” (much like the human
eye) and the only projection effects that will be considered, are those that are related to projecting
objects onto the curved retina of human eyes. The alternate analysis is presented in Appendix A for
the interested reader
To start the analysis, one considers there to be a point, P in space with the coordinates [x,y,z], i.e:

P = [x, y, z] (3.1)

this point will be projected onto the surface of the observer’s retina at point Q as per Figure 3.1

21
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Figure 3.1: Figure showing the projection of point P onto the spherical retina

Here, Az and Ele refer to the azimuth and elevation angles of the point Q. To convert point P to
point Q, Equation 3.2 can be used:

Q = (
r

|P |
)P (3.2)

where r is the radius of the sphere and |P | is the magnitude of the vector P i.e.

|P | =
√
x2 + y2 + z2 (3.3)

Assuming again that the helicopter has only two Degrees-Of-Freedom, pitching and forward trans-
lation, the new position of P, P’, can be calculated using:

P ′ = RY (θ)P − [u ∗ dt, 0, 0] (3.4)

where RY (θ) is the orthogonal rotational matrix and dt is a small time-step. RY (θ) is given by Equa-
tion 3.5:

RY (θ) =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 (3.5)

Once P’ is calculated, it is transformed into a new Q position, Q’, and this is used to analyse how the
motion appears on the observer’s retina. This can be done for a grid of points within the observer’s
field of vision and can be plotted on a 3D graph to show how this changes over time. To get results
representative of the actual scenario of a helicopter in hover, it is worth finding out what a realistic
motion of a helicopter will look like. This involves looking at the dynamics of a helicopter and mapping
out a pilot’s control inputs to a pitching angle and a forward velocity. This is elaborated upon in more
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depth in section 4.2.

The control input simulated for this is sinusoidal and is applied to the system for a total of four
seconds. The exact form of the input is given by Equation 3.6

Input =
−1

100
∗ sin (3

2
πt) (3.6)

This input was chosen after many iterations such that the resulting pitch angle and velocity were high
enough for there to be a visible change in the flow, but not so high that it is no longer representative
of a helicopter in a low-speed hover. The control input can be seen in Figure 3.2a, while the resulting
behaviour of θ and u can be seen in Figure 3.2b and Figure 3.2c respectively:

(a) Figure showing the control input applied
to the helicopter dynamics

(b) Figure showing the pitch angle, θ,
resulting from the control input

(c) Figure showing the forward velocity, u,
resulting from the pitch angle

Figure 3.2: Figure showing the motion used for the analysis

The flow that an observer would see for this particular motion, is visualised for a few of the time-
stamps in Figure 3.3:

(a) Figure showing the flow at t = 0.5 [s], u
= 0.2 [m/s], θ = -5 [◦ ] and θ̇ = -1.25 [◦/s]

(b) Figure showing the flow at t = 1.0 [s], u
= 0.69 [m/s], θ = -2.8 [◦ ] and θ̇ = 1.43 [◦/s]

(c) Figure showing the flow at t = 1.5 [s], u
= 0.77 [m/s], θ = -1.1 [◦ ] and θ̇ = -0.78 [◦/s]

(d) Figure showing the flow at t = 2.5 [s], u
= 1.49 [m/s], θ = -1.1 [◦ ] and θ̇ = 1.25 [◦/s]

(e) Figure showing the flow at t = 3.5 [s], u
= 2.03 [m/s], θ = -5 [◦ ] and θ̇ = 0.77 [◦/s]

(f) Figure showing the flow at t = 4 [s], u =
2.21 [m/s], θ = 0 [◦ ] and θ̇ = 0.34 [◦/s]

Figure 3.3: Figure showing the flow for the example movement

For the sake of clarity, the full sized images of this motion are shown in Appendix B (Figure B.1 -
B.6). As can be seen from Figure 3.3a and Figure 3.3f (or from Figure B.1 and Figure B.6), the flow
vectors for the pitching motion are more pronounced than those for the forward motion. This is in part
due to the fact that the velocity itself is relatively small for this motion and, unless the participants con-
trol the system perfectly, will be higher and more visible for the experiments and in the real world. The
combination of the vectors for both motions can be seen in Figure 3.3e (or Figure B.5) and it can be
seen that the flow due to the pitching motion can be more easily discerned from the images, as com-
pared to the forward motion.

To analytically analyse the effect of these flow vectors, one can look at the change in the Azimuth
and Elevation angles that occurs due to the helicopter’s motion. The Azimuth and Elevation angles can
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be calculated using Equation 3.7 and Equation 3.8, respectively:

Az = arctan y
x

(3.7)

Ele = arccos z

|P |
(3.8)

The two angles can be differentiated with respect to the pitch, θ and the distance moved, u ∗ dt. Cal-
culating the partial derivative with respect to distance instead of velocity ensures that the results are
independent of the time-step chosen. The partial derivative of the azimuth angle with respect to the
distance moved is given by Equation 3.9:

∂Az

∂(udt)
=

y

D2 + y2
(3.9)

where
D = x cos θ + z sin θ − udt (3.10)

The partial derivative with respect to θ is given by Equation 3.11:

∂Az

∂θ
=
yx sin θ − yz cos θ

D2 + y2
(3.11)

For the elevation angle, the partial derivative with respect to the distance moved is given by Equa-
tion 3.12:

∂Ele

∂(udt)
=

−2x cos θ − 2z sin θ + 2udt

2
√
P 2
x + y2 ·

[
C +

P 2
x+y2

C

] (3.12)

where
C = −x sin θ + z cos θ (3.13)

and
P 2
x = x2 cos2 θ + z2 sin2 θ + 2xz cos θ sin θ
− 2uxdt cos θ − 2uzdt sin θ + u2dt2

(3.14)

The partial derivative with respect to θ is given by Equation 3.15:

∂Ele

∂θ
=

B

2
√
P 2
x + y2 ·

[
C +

P 2
x+y2

C

] (3.15)

with
B = −x2 sin(2θ) + z2 sin(2θ) + 2xz cos(2θ) + 24xdt sin θ − 2uzdt cos θ (3.16)

As can be seen from the equations, the partial derivatives are dependant on the position of the
object, the speed and the pitch angle of the observer. To analyse the behaviour of these derivatives thus,
one has to fix a few of these variables and analyse how the behaviour changes due to the remaining
variables. For this analysis, much like the flow vectors, the speed and pitch angle were determined by
the example motion shown in Figure 3.2. The z-coordinate of the position was chosen to be -5 [m] as
it is believed that the points an observer would see on the ground would be the most informative [29].
The remaining variables are thus, the x and y-coordinates of the position. Since the goal is to see the
effect of FoV on these quantities, the x and y-coordinates corresponding to a specific FoV can be used.
However, for any FoV, one can have an infinite number of x and y-coordinates. Thus it was decided
to calculate the value of the partial derivatives for a set of x and y-coordinates (that correspond to one
particular FoV) and take their average value. This value can be thought of as the value of the partial
derivative for this particular FoV over the whole range of x and y-coordinates.
As an example, for a chosen FoV of 140 [◦], a list of x-coordinates ranging from 1 [m] to 10[m] was
created. Then, the corresponding y-coordinate was calculated using Equation 3.17:

y = x tan(70) (3.17)
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These x and y-coordinates, along with the rest of the fixed variables, were input into Equation 3.9,
Equation 3.11, Equation 3.12 and Equation 3.15, and the trend was plotted. This can be seen in
Figure 3.4:

(a) Figure showing the variation of ∂Az
∂(udt)

with x and y-coordinates (b) Figure showing the variation of ∂Az
∂θ with x and y-coordinates

(c) Figure showing the variation of ∂Ele
∂(udt)

with x and y-coordinates (d) Figure showing the variation of ∂Ele
∂θ with x and y-coordinates

Figure 3.4: Figure showing the variation of the partial derivatives of the Azimuth and Elevation angles with x and y-coordinates

As can be seen in Figure 3.4 , the value of the partial derivatives goes to zero as the distance
between the observer and the object increases. As such, if one was to average the values of the
partial derivatives for all the positions, themain contribution to the final value would be from the positions
closest to the observer. Since the contributions of these points are what the observer will actually be
able to notice or perceive, their values can be considered a good representation of what the ”flow” is like
for any particular viewing angle. Therefore, going forward, whenever the value of a partial derivative of
a particular angle is mentioned, the reader can assume that this means that the value is the average
value of all points that lie on that viewing angle, with the points closest to the observer having the most
effect.
The procedure stated above can then be done for a wide range of FoV values to see how the partial
derivatives change for points that are on the edge of the particular FoV. This is visualised in Figure 3.5:
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(a) Figure showing the variation of ∂Az
∂(udt)

with FoV (b) Figure showing the variation of ∂Az
∂θ with FoV

(c) Figure showing the variation of ∂Ele
∂(udt)

with FoV (d) Figure showing the variation of ∂Ele
∂θ with FoV

Figure 3.5: Figure showing the variation of the partial derivatives of the Azimuth and the Elevation angles with FoV

As can be seen from Figure 3.5a and Figure 3.5b, the values of the partial derivatives for the Azimuth
angle on the edge of the pilot’s vision increases as the FoV increases up to 90 [◦]. After this however,
the value of the partial derivative starts to decrease. This is in stark contrast to the value of the partial
derivatives for the Elevation angle, which decrease as the FoV increases. This trend is visualised in
Figure 3.6:
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Figure 3.6: Figure showing the behaviour of the partial derivatives with respect to FoV

Figure 3.6 plots the difference between the values obtained for a particular FoV and the first value
(i.e. the value for FoV = 10[◦]). The results from Figure 3.5a, Figure 3.5b and Figure 3.6 seem to
suggest that the point with the most movement in the azimuth direction, is at a horizontal viewing angle
of around 90 [◦] from the observer. As the FoV decreases, this point would get clipped out and the
next most informative point would then be on the edge of the observer’s FoV. For the most informative
point in terms of the elevation angle, the analysis seems to suggest that this exists right in front of the
observer (i.e. at a horizontal viewing angle of 0 [◦]).

To confirm these observations, one can do a grid search to find where the points with the greatest
value of the derivatives are. The grid search consisted of creating points at an x-distance of between 1
[m] and 10 [m] from the observer, with 0.1 [m] increments between them. The height of the points (i.e.
the z-coordinate) was set to -5 [m] which indicates that the observer is hovering 5 [m] off the ground
and is looking at the ground. The y-coordinates of the points are then simply those that are visible to
the observer for the particular FoV. The number of points for each FoV tested are shown in Table 3.1:
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Angle [◦] Number of Points
10 386
20 749
30 1125
40 1519
50 1935
60 2390
70 2894
80 3461
90 4147
100 4902
110 5866
120 7111
130 8798
140 11267
150 15289

Table 3.1: Table showing the number of points tested for each FoV

For each of these points, the values of the four derivatives were calculated and the point with the
highest value was chosen as the most informative point for that derivative. This point was expressed
as a horizontal viewing angle from the observer’s eye. The results for the best viewing angle to discern
∂Az

∂(udt)) and
∂Az
∂θ are shown in Figure 3.7:

(a) Figure showing the variation of the highest value ∂Az
∂(udt)

for the
different FoVs

(b) Figure showing the variation of the highest value ∂Az
∂θ for the

different FoVs

Figure 3.7: Figure showing the variation of the highest value of partial derivatives of the Azimuth angle for the different FoVs

The viewing angles in Figure 3.7a and Figure 3.7b represent the angle from the centre of the pilot’s
vision, their right hand side. So, an angle of 10 [◦] means the point is at a 10 [◦] angle to the right of
the pilot’s view. It is worth noting that a point at the same angle on the left hand side will also have the
same value of the derivatives so it does not matter which side of the pilot’s view is analysed. As can
be seen from Figure 3.7, the best viewing angle to observe the change in azimuth angles due to the
motion seem to lie on the edge of the pilot’s FoV, for FoVs smaller than 90 [◦]. For FoVs equal to and
larger than 90 [◦], the best point is found at a horizontal viewing angle of around 45-47 [◦] left or right of
the observer. This implies that the most informative point for the change in azimuth angle is located at
around 45 [◦] and thus, as the FoV becomes smaller, this point would get clipped out of view and the
pilot would start losing information about the motion being carried out.

The results for the derivatives of the Elevation angle are given in Figure 3.8:
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(a) Figure showing the variation of the highest value ∂Ele
∂(udt)

for the
different FoVs

(b) Figure showing the variation of the highest value ∂Ele
∂θ for the

different FoVs

Figure 3.8: Figure showing the variation of the highest value of partial derivatives of the Elevation angle for the different FoVs

Figure 3.8a and Figure 3.8b seem to confirm the conclusions of the numerical analysis that the most
informative point for detecting changes in the elevation angle, is indeed found right in front of the pilot.

These results can be used to draw the following conclusions:

1. As the FoV decreases from 90 [◦], the pilot’s perception of how the azimuth angle changes would
worsen. As the FoV increases beyond 90 [◦], the pilot’s perception of how the azimuth angle
changes would remain unaffected.

2. Changing FoV has no impact on how the pilot perceives the change in elevation angles.

As Figure 3.7 show, the change in azimuth angles due to the distance moved is greater than that for
a change in pitch, while the opposite is true for the change in elevation angles. This means that for a
motion where there is both pitch and forward translation, one will perceive a change in both azimuth and
elevation angles and so, they are likely to be affected by any changes in FoV as per the first conclusion
above). Conversely, if there is only pitching motion, then the pilot will perceive mostly elevation angle
changes and they may not be affected by changing FoVs. The biggest question mark with all these
observations however is the level of impact it will have on the pilot perception. While the numbers
conclude that, e.g., the change in azimuth angle with respect to forward motion is 10 times larger for
an FoV of 90 [◦ ] as compared to an FoV of 10 [◦ ], it is still unknown if that will result in a large
change in performance for the pilot. That makes the experiments even more important, as they will
help to contextualise the impact of the values of these partial derivatives on what the pilot can actually
perceive.
Keeping all of this in mind, the following hypotheses have been formulated:

1. H1: If a helicopter has both pitching and forward motion, decreasing the FoV to below 90 [◦]
should lower a pilot’s performance significantly.

2. H2: If a helicopter has both pitching and forward motion, increasing the FoV to above 90 [◦]
should have no significant effects on a pilot’s performance

3. H3: If a helicopter has only pitching motion, changing the FoV should have no significant effect
on a pilot’s performance.
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4
Experiment Methodology

The goal of this chapter is to detail all the important aspects of the experiments that will be done to
test the hypotheses created in Chapter 3. The basic information about the experiment can be found
in section 4.1 while details about the dynamics of the helicopter in the simulation can be found in
section 4.2. Information about the forcing function is presented in section 4.3 and, lastly, information
about the setup of the experimental equipment is found in section 4.4.

4.1. Experiment Basics
Following on from the conclusions of Chapter 3, the three hypotheses need to be proven or dis-proven
based on a series of practical experiments. Since the analysis focuses only on the pitching and forward
velocity of the helicopter, the experiments should be set up, such that these are the only two degrees-
of-freedom allowed. Additionally, since hypothesis H3 concerns only the pitching motion, one set of
experimental conditions should have only one degree-of-freedom i.e. just the pitching.
The first set of experimental conditions (aka the Velocity Disturbance Rejection Task) will involve pilots
having to do a disturbance rejection task with changing FoVs. This means that, for each FoV tested,
the pilot’s job is to keep the velocity of the helicopter zero, in the presence of a forcing function. This
forcing function will only affect the velocity of the helicopter. The second set of experimental conditions
(aka the Pitch Disturbance Rejection Task) will also be a disturbance rejection task, except this time the
forcing function will affect only the pitch of the helicopter. Additionally, the velocity of the helicopter will
be kept zero throughout the whole run for this task. These two sets of experimental conditions should
be sufficient to prove or dis-prove the hypotheses outlined in Chapter 3.

The first thing to decide is which FoVs should be tested in the experiment phase of this project.
The results of Chapter 3 show that a FoV of 90 [◦] needs to be included in the experiment, and that
the experiments should revolve around seeing if performance is gained or lost for FoVs that are not
90 [◦]. However, the analysis did not reveal specific values of FoV larger than or smaller than 90 [◦]
that would be worth looking at. Therefore, it is worth looking at what FoVs were tested in previous
such experiments, as is detailed in Chapter 2, and use those to build up the experiment matrix. This,
of course, has to be done by keeping the limits of the Pimax 8K headset in mind and, as such, the
maximum horizontal and vertical FoV that can be achieved are 140 ◦ and 102 ◦ respectively [30].

Keeping all of these factors in mind, the FoVs chosen to be tested are:

• 20 [◦] : This is to see if performance does degrade drastically per the analysis of Chapter 3 and
the findings of Pretto et al and Kenyon et al [10] [11]

• 30[◦]: This is considered the minimum FoV needed to perceive the rotations efficiently according
to the literature studied [10][11].

• 60 [◦]: This is considered to be the optimal FoV needed to perceive forward velocities efficiently
in literature [11].

• 90 [◦]: This is per the results of Chapter 3.

31
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• 120 [◦]: Literature seems to conclude that the gain in performance is minimal between 60 [◦] and
120 [◦] but the analysis suggests that the performance should improve until 90 [◦]. Thus, it is
worth testing this FoV

• 140[ ◦]: This is the max FoV of the Pimax in normal viewing mode and this high FoV is the unique-
selling-point of the Pimax. Thus, it is worth testing to see if there is indeed any benefit to having
such a large FoV.

These FoVs will be used for the Velocity Disturbance Rejection Task. For the Pitch Disturbance Rejec-
tion Task, while the same FoVs can be used, it would be more efficient to test fewer FoVs. The reason
for this is two-fold; Firstly, the analysis done in Chapter 3 suggests that the performance of the pilot
will remain the same for all of the listed FoVs since the most informative point will always be visible to
them. Secondly, to get useful results and to get rid of errors, one would need to test each FoV at least
twice, per participant. With six FoVs to test for each type of control task, each participant would have
to do 24 runs in total. This can be very time-consuming and very tiring for the potential participants.
Thus, it was decided that the Pitch Disturbance Rejection Task should only have two FoVs to test; 20
[◦] and 140 [◦]. This means that, if the hypothesis is indeed correct, one should see no change in the
pilot performance for the narrowest and the widest FoV and that is enough to prove the hypothesis
correct. This would also then save the participants’ time and energy

4.2. Model structure
The proposed structure for the Velocity Disturbance Rejection Task consists of two loops; an inner loop
and an outer loop. This is a common cascade model for pilot control and is shown in Figure 4.1[29]:

Figure 4.1: Figure showing the proposed structure for the Velocity Disturbance Rejection Task

As can be seen in Figure 4.1, the inner loop consists of the pilot changing the longitudinal cyclic
input, θ1s such that there is a change in the helicopter pitch angle, θ. The outer loop is then the surge
velocity, u being changed due to the change in θ. This velocity is then compounded with the disturbance
function, i which represents wind acting on the helicopter during its near-ground hover maneuver. The
pilot model, shown in the dashed box, consists of a simple gain for the outer loop and a transfer function,
Hp for the inner loop [29]. Additionally, there is also the pilot remnant, n that must be added into the
pilot model. This remnant accounts for the control inputs made that are uncorrelated with any visual
cues received by the pilot throughout the experiment [23].
The blocks Hc1 and Hc2 represent the controlled element dynamics and they can be evaluated using
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the helicopter dynamics model. Starting from the general state-space system:

ẋ(t) = Ax(t) +Bu(t) (4.1)

where
x = {u,w, q, θ, v, p, ϕ, r, ψ}
u = {θ0, θ1s, θ1c, θ0T }

(4.2)

with the following form for the A and B matrices:

A =

Xu Xw −Qe Xq −We −g cosΘe Xv +Re Xp 0 Xr + Ve
Zu +Qe Zw Zq + Ue −g cosΦe sinΘe Zv − Pe Zp − Ve −g sinΦe cosΘe Zr

Mu Mw Mq 0 Mv
Mp − 2PeIxzIyy
−Re (Ixx − Izz) Iyy

0
Mr + 2ReIxzIyy

−Pe (Ixx − Izz) Iyy
0 0 cosΦe 0 0 0 −Ωa cosΘe sinΦe

Yu −Re Yw + Pe Yq −g sinΦe sinΘe Yv Yp +We −g cosΦe cosΘe Yr + Ue

L′
u L′

w L′
q + k1Pe − k2Re 0 L′

v L′
p + k1Qe 0 L′

r + k2Qe

0 0 sinΦe tanΘe Ωa secΘe 0 1 0 cosΦe tan sinΘe

N ′
u N ′

w N ′
q − k1Re − k3Pe 0 N ′

v N ′
p + k3Qe 0 N ′

r + k1Qe


(4.3)

B =



Xθ0 Xθ1s Xθ1c Xθ0T

Zθ0 Zθ1s Zθ1c Zθ0T

Mθ0 Mθ1s Mθ1c Mθ0T

0 0 0 0
Yθ0 Yθ1s Yθ1c Yθ0T
L′
θ0

L′
θ1s

L′
θ1c

L′
θ0T

0 0 0 0
N ′

θ0
Nθ1s N ′

θ1c
N ′

θ0T


(4.4)

One has to reduce them such that they represent the helicopter during hover and are expressed in terms
of the relevant control input (i.e. θ1s). For hover, the translational (Ue, Ve,We) and angular (Pe, Qe, Re)
velocities are equal to 0. Furthermore, since the analysis is only for a system with two degrees of
freedom (pitch and surge), the height is kept fixed. Lastly, the small angle approximation is used for the
attitude angles. All of this results in the following longitudinal state equation for the helicopter response
to a cyclic pitch input from a trimmed hover:

u̇
ẇ
q̇

θ̇

 =


Xu Xw Xq −g
Zu Zw Zq −gΘe

Mu Mw Mq 0
0 0 1 0



u
w
q
θ

+


Xθ1s

Zθ1s

Mθ1s

0

 [θ1s] (4.5)

To derive the relevant equations for the controlled element dynamics, two further assumptions must
be made. Firstly, since the height is fixed throughout the experiment and the fact that the contribution
of the vertical velocity to the longitudinal motion is minimal, the second row of Equation 4.5 can be
assumed to be zero. Secondly, it is assumed that the contribution of Xqq is significantly smaller than
that of Xuu, so Xqq is set to zero. What this means in practical terms is that the forward acceleration
caused by the pitch rate is much smaller than the forward acceleration caused by the surge velocity
and thus, it can be ignored completely [28]. Using these assumptions, one can derive the following
equations of motion:

u̇−Xuu+ gθ = Xθ1sθ1s

q̇ −Muu−Mqq =Mθ1sθ1s

θ̇ = q

(4.6)

The first part of the controlled element dynamics to analyse is the relation between θ1s and θ. This is
done by assuming the surge velocity to be 0 for hover:

u = 0

q̇ −Mqq =Mθ1sθ1s

θ̇ = q

(4.7)
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substituting the third equation into the second gives:

θ̈ −Mq θ̇ =Mθ1sθ1s (4.8)

Taking the Laplace transform of this and rearranging shows the form of Hc1:

Θ(s)

Θ1s(s)
= Hc1 =

Mθ1s

s (s−Mq)
(4.9)

The moment derivatives Mθ1s and Mq represent how the pitching moment changes as a result of the
longitudinal cyclic input and pitch rate respectively. Using data for the DRA (RAE) research Lynx heli-
copter, illustrated in Figure 4.2, the values of the derivatives are found to be 26.4 [1/s2] for Mθ1s and
-1.8955 [1/s] forMq respectively [28].

Figure 4.2: Figure showing the DRA (RAE) research Lynx Helicopter [31]

The reason why this particular helicopter is chosen is due to the fact that it has been used ex-
tensively for flight tests by the British Royal Airforce (RAF) and the National Aeronautics and Space
Administration (NASA), and has been used to calibrate agility standards of its successors [28]. This
means that this helicopter is well suited for this research.
As is evident from Equation 4.9, the pilot will need to control a double integrator system for the inner
loop. As McRuer et al have shown, this is quite a challenge for highly trained pilots and, since it is ex-
pected that the participants for the experiments for this project will not be highly trained pilots, it will be
exceptionally difficult for the potential test subjects of this project [20]. Thus, it was decided to simplify
the model to an integrator to facilitate the participants, i.e.

Θ(s)

Θ1s(s)
= Hc1 =

Mθ1s

s
(4.10)

To derive the relationship between θ and u, i.e. Hc2, one needs to use the first equation of Equation 4.6.
Here, θ1s will be substituted such that it is expressed in terms of θ and this will be done by analysing the
steady state behaviour of Equation 4.9. This serves as a nice balance between the simplified version
of Hc1 used here and the actual behaviour of the system. Using the Final Value Theorem, the steady
state behaviour of Hc1 is found to be:

Θ(s)

Θ1s(s)
ss = Hc1ss =

−Mθ1s

Mq
(4.11)

Substituting this into the first equation in Equation 4.6 and taking the Laplace transform gives:

sU(s)−XuU(s) + gΘ(s) =
−Xθ1sMq

Mθ1s

Θ(s) (4.12)
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Rearranging this gives the form of Hc2:

U(s)

Θ(s)
=

−Xθ1s
Mq

Mθ1s
− g

s−Xu
(4.13)

The values of Xθ1s and Xu are -9.280 [m/s2rad] and -0.02 [1/s] respectively [28]. The helicopter’s
position can then be calculated by integrating the velocity.
The values and units of all the model parameters are summarised in Table 4.1

Table 4.1: Table showing the parameters of the helicopter model

Parameter Value Unit
Mθ1s 26.40 1/s2

Mq -1.896 1/s
Xθ1s -9.280 m/s2rad
Xu -0.020 1/s

For the Pitch Disturbance Rejection Task, since there is only one degree-of-freedom, the structure
will only contain one loop. This is illustrated in Figure 4.3:

Figure 4.3: Figure showing the proposed structure for the Pitch Disturbance Rejection Task

The dynamics of Hc1 are identical to those in Equation 4.10

4.3. Forcing Function
The forcing function is applied to the dynamics of the helicopter model to simulate the disturbance
that the pilot has to correct. It has to appear random to the pilot such that the pilot is not able to
predict the behaviour of the signal. If the pilot were to accurately predict what the signal is doing,
they would change their behaviour to anticipate the signal and thus, they would no longer be doing
a compensatory tracking task [14]. Additionally, the forcing function has to be repeatable such that
identical tasks can be performed repeatedly. In this case, the disturbance acting on the helicopter is
simulating the turbulence that the helicopter would experience due to its low altitude and proximity to
other objects. Such turbulence consists of sharp ”gusts” being dispersed throughout the course of
the flight as a result of the wakes generated by the helicopter interacting with the ground and nearby
objects.
To model such turbulence, the forcing function can be generated according to Equation 4.14:

f(t) =

Nt∑
k=1

At(k) sin (ωt(k)t+ ϕt(k)) (4.14)

As can be seen from Equation 4.14, the forcing function is a sum of Nt sinusoids with At(k), ωt(k)
and ϕt(k) being the amplitude, frequency and phase of the kth sinusoid [32]. The frequencies of the
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sinusoids, ωt, have to be in a certain range such that pilot is constantly exhibiting closed loop control
[14]. If the frequency is too high, the pilot will not have enough time to change the position or attitude
significantly and will thus, ignore the disturbances. If the frequency is too low, then the pilot will not be
sufficiently challenged. One method of choosing ωt is to find the measurement time base frequency
which is given by:

ωm =
2π

Tm
(4.15)

where Tm is the measurement time of one experimental run. For this experiment, the measurement
time was 120 [s]. The frequency of the sinusoids can then be integer multiples of ωm i.e [32] [33]:

ωt(k) = nkωm (4.16)

Lastly, the values of a particular ωt must not be a harmonic frequency of another ωt [34].
The amplitude of the sinusoids, At, should be large enough to displace the helicopter significantly but
it should not be too large that the pilot needs very large control inputs (which would violate the linear
approximation of the helicopter dynamics) [14]. For this, one can simply use a shelf for the amplitudes,
where signals with a frequency higher than the bandwidth frequency have one-tenth the power of those
lower than the bandwidth [34].
The final variable to determine is the phase of the sinusoids, ϕt. This can be done by creating a random
set of phases and choosing those that result in the forcing function signal having a probability closest
to a Gaussian distribution [33]. The phases chosen should be such that the final signal does not have
any excessive peaks of velocity (for the velocity forcing function) and pitch angle (for the pitch forcing
function). For this project, the relevant parameters of Equation 4.14 for the velocity and pitch forcing
functions are given by Table 4.2 and Table 4.3 respectively:

Table 4.2: Table showing the values of the parameters
for the velocity forcing function

nk ωt(k) [rad/s] At(k) [m/s] ϕt(k) [rad]
3 0.15708 1 -1.57658
7 0.36652 1 5.66384
11 0.57596 1 2.91532
17 0.89012 0.1 1.23978
23 1.20428 0.1 -4.32260
37 1.93732 0.1 -4.32290
51 2.67035 0.1 -5.55329
73 3.82227 0.1 4.60151
103 5.39307 0.1 1.27065
139 7.27802 0.1 2.61472

Table 4.3: Table showing the values of the parameters
for the pitch forcing function

nk ωt(k) [rad/s] At(k) [◦] ϕt(k) [rad]
2 0.10472 5 -1.04273
5 0.26179 5 2.768679
11 0.57596 5 -6.281748
23 1.20428 0.5 -2.483962
37 1.93732 0.5 -4.438996
51 2.67035 0.5 -5.122824
71 3.71756 0.5 -3.942570
83 4.34587 0.5 -1.940741
97 5.078908 0.5 -1.297258
137 7.173303 0.5 0.487785

The Velocity and Pitch forcing functions are visualised in Figure 4.4a and Figure 4.4b respectively:
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(a) Figure showing the Velocity forcing function (b) Figure showing the Pitch forcing function

Figure 4.4: Figure showing the Velocity and Pitch Forcing Functions

4.4. Experimental setup
The experimental setup and method detailed in this section were all presented before the TU Delft
Human Research Ethics Committee (HREC) to ensure that the experiments were done in an ethical
manner. The experiment application, under application number 4423, was approved by the HREC on
the 15th of July 2024.
The experiment consists of participants using a joystick to control the pitch of the helicopter simulation
to correct against the disturbance forcing function. The simulation itself was made in Unity and consists
of a first-person view of a large, unending grass field. This field consists of a repeating grass texture that
is used to provide the visual flow which is used by the participants to judge their velocity. A screenshot
from the simulation is shown in Figure 4.5a:

(a) Figure showing a screenshot from the simulation for the full 140 [◦]
FoV (b) Figure showing a screenshot from the simulation for the 20 [◦] FoV

Figure 4.5: Figure showing two screenshots from the simulation; one for and FoV of 140 [◦] and one for an FoV of [◦]

Figure 4.5b shows the view for the 20 [◦] FoV condition. As stated previously, the FoV was changed
by adding black bars to the peripheries of the Camera object in Unity to block off the scenery that would
not be visible from the chosen FoV. For the Pitch Disturbance Rejection Task, the participants were also
shown a reticle and a horizon line that allowed them to judge how their pitch changed. This is shown
in Figure 4.6
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Figure 4.6: Figure showing the pitch indicator reticle and the horizon line used for the pitch disturbance rejection task

Note, the reticle and the horizon line shown in Figure 4.6 look very small in this view, but are actually
bigger when viewed through the VR headset. The simulation is viewed through the Pimax 8KX VR
headset. The tracking for the headset is done using two Valve Index Base Stations which allow all the
VR software to know exactly what the orientation and position of the headset is. Both these components
are pictured in Figure 4.7a and Figure 4.7b:

(a) Figure showing the Pimax 8KX VR headset [35] (b) Figure showing the base station used to track the VR headset [36]

Figure 4.7: Figure showing the Pimax 8KX VR headset and the accompanying base station

It is worth pointing out that the experiment was set up such that, if the participant moved their head,
then the scenery would not move with them. Instead, their view would remain as them looking forward,
with the grass and the horizon of Figure 4.5a. This was done to ensure that there would be no non-
linearities in what each individual participant was seeing, which aims to simplify the analysis done. If
there was head tracking, i.e. the scene moved as their head did, then it would be possible to enter a
situation where some participants are not doing the same experiment as the others.
Before the experiment had begun, participants were allowed to spend some time adjusting the VR
headset such that it sat comfortably on their heads and they had a good, comfortable view of the
simulation visuals. Then, they were allowed to move the helicopter in the simulation with the joystick,
just so they could get a feel of the dynamics. This was done such that the participants could get used to
how sensitive the joystick was and how much they needed to pitch to get a certain velocity. Afterwards,
the participants did a test run to get an idea of what the full experiment would be like. They were allowed
to repeat the test runs multiple times until they were confident enough to begin the actual experiments.
During the experiments, the participants would complete the disturbance rejection task for one of the
FoVs and then, when it ends, they were shown an 11-point MIsery SCale (MISC). This was done
to ensure that the participants were not suffering from any adverse effects which are common for VR
headsets, like motion-sickness or excessive eye strain [37]. The scale that showed up in the simulation
is shown in Figure 4.8
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Figure 4.8: Figure showing the MISC scale as the participants would have seen it in the simulation [37]

The numbers on the right of the scale correspond to the symptoms on the left. If a participant
indicated that the MISC score was anywhere in the ’nausea’ category, the entire experiment would
be immediately terminated and the necessary actions would be taken to get them feeling better. If
this happens, the participant would no longer participate in the experiment. The procedure for this is
explained in more detail in Appendix C
Since there are eight different conditions to test (six FoVs for the Velocity Disturbance Rejection Task
and two for the Pitch Disturbance Rejection) and each condition is tested twice, the experiment was
split up into four blocks. Each block consisted of four runs after which, the participant took the headset
off and took a break for about five minutes. Of course they were free to take the headset off at any point
and take a break if they felt like it. The repeat run of each FoV was carried out immediately after the
first run so each block consisted of testing two FoV conditions twice. This simplified the experimental
procedure but it does mean that there may be some training effects present in the final results. Since
each FoV was only tested twice, it is assumed that the participants would not have had enough runs for
the training effects to kick in but nonetheless, the presence of any training effects was checked for in
the final results in Chapter 5. Additionally, since there are eight conditions to test, a minimum of eight
participants were needed to ensure that order effects were not present within the experiment.
Each run consisted of a 30 [s] lead in time, followed by a 120 [s] measurement time. During each
run, the participants’ control inputs, the helicopter’s velocity, the helicopter’s pitch and the value of
the forcing function at that time was being recorded by Unity. This data was then exported to be
used for the analysis. Additionally, the participants were asked to indicate which part of the screen
their vision was focused on. They were also asked to give general comments about how hard or
easy they found the task to be, compared to the previously tested condition. After the experiment had
concluded, participants were asked to give feedback on general aspects of the experiment, as well as
how challenging they found the task overall.
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5
Results and Discussion

In the end, thirteen people completed the full experiment and their data is used to draw up the conclu-
sions. To accept or reject the hypotheses, one needs to analyse the results of the experiment to see
if there is indeed any performance changes across the different testing conditions. The analysis done
has a subjective and an objective component. The subjective analysis relies on using the comments
gathered during the experiment to get an idea of what FoV the participants thought was the most suit-
able. Additionally, the participants’ comments about where on the screen they were looking to get the
visual cues, were used to try and understand how their behaviour changed for the different FoVs. The
objective analysis was done by using the velocity and pitch data gathered in Unity to get an idea of how
the pilot error changed with time. This was used as a measure of the pilot performance. Data on the
pilot error for all the FoVs was then used to do a one-way Analysis of Variance (ANOVA) test and see
if there was some significant difference in pilot performance for the different FoVs. If any significant
difference was found, a post-hoc analysis would be done to see between which FoVs, the differences
were found.

5.1. Subjective Results
Much like the objective results, the subjective results will be split into those for the velocity disturbance
rejection task and the pitch disturbance rejection task. For the pitch disturbance rejection task, the
participants claimed that they felt very little difference between the 20 [◦ ] and 140 [◦ ] FoV. The par-
ticipants’ attention was focused entirely on the reticle (shown in Figure 4.6) and the horizon line . This
meant that they had no reason to look at the sides of the screen and thus, clipping those out of their
view did not seem to affect the participants’ behaviour. However, the participants did say that the 140
[◦ ] view did feel more comfortable since the view looked normal and complete.

For the velocity disturbance rejection task, the participants stated that they were mostly focused on
the ground texture slightly to the right of the middle of the screen. They claimed that they used this to
get an idea of their velocity and would often look up at the horizon to get an idea of their pitch. This
trend was present for every participant and for every FoV they tested. As the FoV increased, most
participants stated that they found the view more comfortable, yet they found the system harder to
control. The participants claim that they felt like they were moving faster for any given input when the
FoV was larger hence they felt like the velocity was much harder to bring to zero. A few participants did
express the opposite opinion though, where they stated that the higher FoVs were more distracting, due
to extra activity in their peripheral vision, and thus it felt harder to focus on the task. These participants
however were in the minority. Lastly, the participants stated that, when they pitched up, the ground was
harder to see and they often had to pitch down again immediately afterwards. This meant that they
found it harder to track parts of the forcing function that forced them to pitch up

5.2. Objective Results
As stated before, each participant tested every condition twice. The output data for each run, for
the velocity disturbance rejection task, consisted of the time traces of the forcing function velocity, the
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velocity induced due to control inputs and the overall velocity of the helicopter. The forcing function and
control input velocity were used to get a visual indication of how the run had gone for the participant, and
was used merely as a debugging tool to ensure no errors had occurred in the data-logging procedure.
The overall velocity of the helicopter was used to get the Root-Mean Squared Error (RMSE), as shown
in Equation 5.1

RMSE =

√√√√ n∑
i=1

(0− vi)
2

n
(5.1)

where vi is the overall velocity at each time-step and n is the number of data-samples. Note, that the
RMSE values for each run of a particular FoV condition was averaged to get the overall RMSE value for
that FoV, for that participant. For the pitch disturbance rejection task, the output data was the forcing
function pitch, the pitch induced by the control inputs and the total pitch angle. Again, the RMSE was
used as the performance metric for this type of task. The mean RMSE values are then used to do an
ANOVA analysis to see if there were any significant differences between the mean RMSE values for
each FoV. If there are significant differences, then a post-hoc analysis can be done to see between
which FoVs, the difference lies.
The general trend for the participants can be seen in the boxplots for the two tasks, which is shown in
Figure 5.1

(a) Figure showing the boxplot for the pitch disturbance rejection task for
all participants

(b) Figure showing the boxplot for the velocity disturbance rejection task
for all participants

Figure 5.1: Figure showing the boxplots for the Pitch and velocity disturbance rejection tasks

As can be seen from Figure 5.1a, there does not seem to be much of a difference in performance
for the two FoVs across all the participants. For the velocity disturbance rejection task, there does not
seem to be a general trend either in performance across the FoVs for the participants. This can be
backed up by looking at the results of the ANOVA analysis which are shown in Table 5.1

Pitch Disturbance Rejection Velocity Disturbance Rejection
df 5,7 5,7
F-statistic 0.2595 0.7879
p-value 0.6151 0.5617

Table 5.1: Table showing the results of the one-way ANOVA analysis for the two disturbance rejection tasks

5.3. Discussion
Based on the subjective results for the pitch disturbance rejection task, one can clearly see that the
results match the theory outlined in Chapter 3. Because the participants were looking exclusively at
the pitch indicator, they were already getting the maximum amount of feedback they could get for how
the pitch was changing. As shown by the visual model of Chapter 3, the maximum amount of feedback
on how the points in the world move is shown in the middle of the screen. The ANOVA analysis has a
p-value that is greater than 0.05 which means that the results fail to reject the null hypothesis that there
was a statistical difference between the pilot performance for the FoVs. Based on this data, it would
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be unreasonable to conclude that changing FoV is likely to have an impact on pilot performance for
the pitch disturbance rejection task. Despite this, participants did say that the wider FoV view felt more
comfortable, despite the fact that it did not impact performance. This is consistent with the research
done by Podzus et al, where they found that the pilots found the larger FoV of the Pimax headset much
better than the Varjo headset [6]. This was despite the fact that the pilots found the outer areas of the
Pimax’s FoV rather blurry. Therefore, one can conclude that, in this context, the presence of a wider
FoV had no greater impact than simply providing a more ’natural’ and ’comfortable view of the world.
This is especially true considering that the alternate view, the 20 [◦ ] FoV, consisted of mostly a black
screen with a small view in the centre.
Analysing the subjective results for the velocity disturbance rejection task, one can see some minor
correlation between the theory of the visual model and the reality. As said previously in section 5.1, the
participants felt like they were moving faster as they progressed from a smaller FoV to a larger FoV.
This can be linked to the fact that, in general, the change in the azimuth angles with respect to pitch
angle and the distance moved is generally larger for points on the peripheries. Additionally, just the
fact that the observers are getting feedback from more points within in their vision as the FoV increases
can also lead to this perception of faster motion. Additionally, while it would be useful to know between
which FoVs this perception was the strongest, there was no clear consensus when all the subjective
comments of the participants was analysed.
Unfortunately, the general trend for the velocity disturbance rejection task that was expected based
on the hypotheses could not be proven with the objective results. As can be seen from Table 5.1 and
Figure 5.1b, there is no significant trend between the RMSE and the FoV of the participants. This can
be explained with the fact that, for any given input, the participant is seeing more feedback due to the
pitch angle rather than velocity. To show this, the output of one experiment run was analysed. This
was done for one of the participants whose results were deemed to not be outliers. Their run for the
velocity disturbance rejection task for an FoV of 140 [◦ ] is shown in Figure 5.2:

(a) Figure showing the variation of the helicopter pitch for the
participant’s run

(b) Figure showing the variation of the helicopter velocity for the
participant’s run

Figure 5.2: Figure showing the variation of the participant’s pitch angle and velocity for the chosen run

For this motion, the flow vectors were plotted for t = 35[s] to see how the flow looked for the pitch
and the forward motion. This moment in time was chosen for the analysis, because at this moment,
the helicopter had both a sufficiently high pitch and velocity such that the flow vectors for both pitch
and velocity could be seen and compared. The actual flow resulting from both motions is shown in
Figure 5.3a, the flow resulting from only the pitch is shown in Figure 5.3b and the flow resulting from
only the velocity is shown in Figure 5.3c:
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(a) Figure showing the flow for the
participant’s run at t = 35 [s], u = 2.64 [m/s],

θ = -11 [◦ ] and θ̇ = 9.2 [◦/s]

(b) Figure showing the flow for the
participant’s run at t = 35 [s], u = 0.0 [m/s],

θ = -11 [◦ ] and θ̇ = 9.2 [◦/s]

(c) Figure showing the flow for the
participant’s run at t = 35 [s], u = 2.64 [m/s],

θ = 0 [◦ ] and θ̇ = 0 [◦/s]

Figure 5.3: Figure showing the flow for the participant’s run

The full sized images are once again shown in Appendix B (Figure B.7 - B.9). As can be seen from
Figure 5.3a, the flow is dominated mostly by the pitch rather than the forward motion. The forward
motion is indeed easier to perceive towards the peripheries of the view, but it is still eclipsed by the flow
due to pitch. Additionally, when one considers the flow shown in Figure 5.3c, it can be seen that the
difference in the flow in the centre of the screen and the flow towards the edges of the screen, is not
so easily discernible. This would lead to the conclusion that the participant is not getting significantly
more information about their forward motion, and thus velocity, from their peripheries as compared to
the centre of their vision. This is backed up by the comments made by some the participants. They
claimed that the presence of a grass texture was enough of a velocity feedback that they did not feel
like they needed to shift their gaze anywhere else to try and get more information about their velocity.
Based on the pitch and velocity, the values of the partial derivatives of the Azimuth and Elevation angles
can be calculated. The value of these derivatives with respect to θ will give an indication of howmuch of
the motion seen was due to the change in pitch, and the derivatives with respect to (udt) will show that
with respect to the forward motion. These values can be calculated for two separate viewing angles;
where the participant should theoretically have been looking and where they were actually looking.
The first set of derivatives was calculated for where the participant should have been looking i.e. 45 [◦
] to the left or right. Much like Figure 3.5, the values for the partial derivatives were calculated for all
visible points that lie on this viewing angle, and their values were averaged. The results are shown in
Figure 5.4b

(a) Figure showing the value of the partial derivative of the Azimuth
angle w.r.t θ and (udt) at an angle of 45 [◦ ]

(b) Figure showing the value of the partial derivative of the Elevation
angle w.r.t θ and (udt) at an angle of 45 [◦ ]

Figure 5.4: Figure showing the value of the partial derivative of the Azimuth and Elevation angles w.r.t θ and (udt) at an angle
of 45 [◦ ]

As can be seen from Figure 5.4a and Figure 5.4b, the magnitude of the movement caused due to the
pitch angle is always magnitudes greater than that caused by the forward motion. This means that at
every point on this viewing angle, the observer is likely just seeing more pitch movement than they are
forward velocity movement. This is even more clear when one analyses the viewing angle where the
participants were actually looking. This angle can be located from the subjective comments where all
participants stated that, for the majority of the time, their gaze was focused solely on the ground texture
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in front, and slightly to the right of them. Now since the participants’ comments could not be used to
pinpoint the exact viewing angle where their gaze was fixed, one needs to make a few assumptions.
In general, the participants stated that they were always looking at the same general place regardless
of the viewing angle; on the ground and slightly to the right. Since this did not change, even for the
smallest FoVs, one can assume that this was at a viewing angle <= 10 [◦ ] to the right. Therefore, one
can analyse the ground points at a viewing angle of 7.5 [◦ ] to the right which means that the effective
FoV analysed is 15 [◦ ]. For this, the behaviour of the partial derivatives can be seen in Figure 5.5

(a) Figure showing the value of the partial derivative of the Azimuth
angle w.r.t θ and (udt) at an angle of 7.5 [◦ ]

(b) Figure showing the value of the partial derivative of the Elevation
angle w.r.t θ and (udt) at an angle of 7.5 [◦ ]

Figure 5.5: Figure showing the value of the partial derivative of the Azimuth and Elevation angles w.r.t θ and (udt) at an angle
of 7.5 [◦ ]

Once again, as is shown by Figure 5.5, the values of the derivatives with respect to the pitch al-
ways remain higher. This means that even for this view, the observer sees more change due to pitch
than the forward motion. Additionally, the fact that the values of the derivatives with respect to (udt)
are so small means that, as the viewing angle changes from 7.5 [◦ ] to 45 [◦ ], the observer will find it
hard to perceive any change in the value of ∂Az

∂(udt) or
∂Ele
∂(udt) . This is further backed up by the lack of

difference in visual flow, seen in Figure 5.3c, in the centre and the peripheries of the screen. Compare
this to the value of ∂Ele

∂θ for the two views, and it can seen in Figure 5.5b that the change in elevation
angle with respect to pitch is always around 1. This means that the change in elevation angle perfectly
matches the changes in pitch and this gives accurate information to the observer about how their pitch
is indeed changing. It can thus be theorised that the reason why the participants were looking so close
to the centre of the screen, was to get better feedback for how their pitch changed since the perceived
feedback for their forward motion stays relatively the same throughout their vision. This means that the
participant can get enough information about their velocity and motion from the centre of the screen,
instead of looking at the peripheries (or at a viewing angle of 45 [◦ ] right or left). Based on all of this,
one can not accept Hypotheses H1 and H2.

The last factor to consider in the experiments, is the potential training effect that could have crept
in. This is an effect whereby the participants may end up getting better at doing the tasks, the longer
the experiment goes on as they are getting more and more practice. This means that, the participants’
performancemay be better for the final few conditions tested and this may have no relation with what the
condition was. To avoid this, an experiment matrix was created which ensured that each participant did
the experiments in a unique order to the participants before them. This matrix is shown and explained
in Appendix D. However, some participants did mention that they felt like they were getting better the
more runs they did so it is still worth checking if this effect did in fact impact the results. To do this,
the participants’ run data was organised by run order and an ANOVA analysis was done to see if there
was a significant difference between the runs done at the start of the experiment and the runs done at
the end. The run-order performance and the boxplot for this, are shown in Figure 5.6a and Figure 5.6b
respectively:
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(a) Figure showing the RMSE with respect to the run order for all the
participants (b) Figure showing the boxplot for the run-order data for the participants

Figure 5.6: Figure showing the run order data and the boxplot for this run order data for all the participants

The ANOVA results show an F-statistic value of 0.6774 and a p-value of 0.8048. Based on this
and Figure 5.6b, it can be concluded that there is no significant trend between the run order and per-
formance.

5.4. Recommendations
Based on the work done so far, one can outline a few recommendations that can help future researchers
obtain more insight into the subject. The broad set of recommendations revolve around the idea that
future experiments should be done to a higher fidelity than the one carried out in this project. The main
aspect of this would be allowing more degrees-of-freedom in the helicopter, such that the pilot can
control the pitch, yaw and roll of the helicopter. The reason why this might produce better results has to
do with information found by previous researchers, and information given by a few of the participants
of this experiment. Chung et al, during their research, asked pilots why they preferred a wider FoV
when flying and the pilots stated that a wider FoV helped improve their perception of roll attitude control
and longitudinal velocity [7]. This sentiment was backed up by a couple of the experiment participants,
who have had some flight experience in either real helicopters or in helicopter simulators. They stated
that, in a normal helicopter with six degrees-of-freedom, they would have used their peripheral vision
to decouple their pitch rate from their forward velocity. In this experiment, with the simplified dynamics,
that is no longer a factor and so, all they really need to see how fast they are going is any part of
the ground texture. Therefore, it is recommend that any further experiments conducted allow for more
degrees-of-freedom. Of course, this would require the participants to be trained pilots, or those with
some flight experience, but this also opens up the opportunity to use some of the advanced subjective
testing techniques mentioned in Chapter 2.
The second recommendation is to make use of the head-tracking provided by VR headsets such that
the scenery of the simulation moves as the participant moves their head. As stated previously, in
this experiment, the participants could only see the scenery present directly in front of them, no matter
where they were looking. This was done to ensure that there were no non-linearities with the experiment
setup and every participant was essentially doing the same experiment. However, as the subjective
comments of the participants revealed, there were some issues associated with this setup. Firstly,
whenever participants pitched up, they would often lose sight of the ground texture. In a normal setup
with head tracking active, a participant would simply tilt their head downwards and regain sight of the
ground, but this was not possible here. As a result, the participants would often pitch back down
immediately afterwards to try and regain sight of the ground, making their tracking performance worse
whenever they had to correct for a positive velocity disturbance. Additionally, some participants found
it uncomfortable and disorientating whenever they moved their head, with the VR headset on, and the
scenery did not move. Fortunately, this was mitigated if they kept their head very still throughout the
entire run, but that was not always comfortable or natural for them to do. That is why it is recommended
to enable head tracking for any future experiments on a similar topic.
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The next recommendation is about understanding if the conclusions reached for the velocity disturbance
rejection task are going to always be reached, or if they are a product of the experimental conditions
used in this project. As was stated in section 5.3, the changes in velocity were completely drowned
out by the changes in the pitch, which had a significant effect on the pilots’ behaviour. This could have
been a result of the fact that large changes in pitch were needed to obtain a change in velocity, which is
a direct result of the dynamics of the helicopter and the velocity forcing function used. This means that
if, for example, the forcing function or the helicopter dynamics were different, the pitch would no longer
drown out the velocity feedback. Thus, it is worth investigating in the future if changing the experimental
conditions, i.e. the dynamics or the forcing function, would result in pitch feedback not drowning out
the velocity feedback, or if this will always be the case regardless of the experimental conditions. That
would go a long way in further understanding the effect of FoV on a pilot’s behaviour
The final recommendation has to do with the analysis done in Chapter 3. As was mentioned previously,
the analysis focused on finding the most salient point in the view, and analysing what happens when
this gets clipped out. However, one aspect that this analysis does not take into account is the simple
fact that, as the FoV gets wider, the observer is getting information from a greater number of points.
Indeed, this can be seen in Table 3.1, where the number of visible points on the ground increases
drastically as the FoV increases. While the analysis of Chapter 3 shows that all of these points are
not necessarily providing the most amount of feedback, it does not factor in the fact that they are still
providing some feedback. Therefore, it is worth investigating in the future, how the increased number
of points factors into the feedback one gets from the visual scene, and how it can be used to predict
pilot performance.



This page is intentionally left blank.



6
Conclusion

The research objective for this thesis was to investigate how using VR headsets to perform visual cueing
can affect the performance of helicopter pilots flying a helicopter simulation. While previous research
has done a good job of documenting what changes in a pilot’s perception and performance when they
use VR headsets in the simulations, one large research gap still exists. This is, namely, an explanation
of why these changes occur. Since VR headsets have a 360 [◦ ] Field of Regard (FoR) as compared to
standard projection systems, they can mitigate any FoV restrictions that standard projection systems
impose on a simulation. If these restrictions cause a large effect on the pilot performance, then VR
headsets can be considered to be an upgrade from standard projection systems in this regard. That
is why the scope of the research was narrowed to focus on how changing FoV can impact pilot perfor-
mance. Previous research done into this topic revealed that restricting a pilot’s FoV has a generally
negative impact on their performance. As FoV is reduced, pilots see less activity in their peripheral vi-
sion, which can lead to them underestimating their forward velocity. This leads to them having a harder
time in controlling their velocity and position, which can be an extreme detriment in near-ground hover
manoeuvres where position and velocity control is crucial. This restricted FoV can also start clipping
out key features in the out-of-window scene which forces pilots to rely on their instruments more than
the out-of-window cues in such manoeuvres. This makes pilots uncomfortable since they are trained
to rely more on the out-of-window cues for near-ground manoeuvres. All of this results in the pilots’
effective time delay increasing, and performance worsening.
Armed with this knowledge, one can now look into developing a visual model that tries to investigate
what is special about the cues in the peripheral vision. This can attempt to explain why losing peripheral
vision view leads to pilots underestimating their speed and just generally having worse performance.
To this end, four research questions were formulated. These, along with their answers as a result of
this thesis, are outlined below:

1. What manoeuvre is most impacted by changing Field of View (FoV)?: A manoeuvre that
requires precise position and velocity control such as a near-ground hover with disturbances.

2. What is the predicted pilot behaviour for the critical manoeuvre with changing FoV?: The
pilots will look towards the centre of the screen to get feedback about their pitch, and at the edge
of the available FoV to get velocity feedback. For FoVs greater than 90 [◦ ], pilots will look at an
angle of ±45[◦] to get velocity feedback.

3. What is the actual pilot behaviour for the critical manoeuvre with changing FoV?: The pilots
continued to look at the ground, slightly right of the centre of the screen regardless of the FoV.

4. What is the overall effect of changing FoV on pilot performance?: Making the FoV smaller
made the view less comfortable for the pilots but had no significant effect on performance.

5. What strategies do pilots employ to overcome adverse effects of changing FoV?: Since
they did not feel any significant effect on their performance, the pilots did not need to change
their strategy for any of the FoVs.

Based on the literature studied, it was apparent that themotion that would bemost impacted by changes
in FoV would be the forward/backward motion of the helicopter. As this motion is induced by the pilot
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by pitching up or down, the visual model and subsequent experiments were done for a system with
two degrees-of-freedom; Pitch and Surge. To build up the visual model, the two important features of
the visual scene to analyse were the changes in the Azimuth and Elevation Angles of the points in the
scene. By calculating how these angles would change for a given motion, one can predict what type
of feedback the pilot is getting. This would then be used to try and find the most salient viewing angle,
i.e the horizontal angle at which the pilot can look to get the maximum amount of feedback on how the
azimuth and elevation angles change. It was found that, for the elevation angle, this was at a viewing
angle of 0 [◦ ] (i.e. right in front of the observer) and for the azimuth angle, this was at a viewing angle
of 45 [◦ ] left or right of the observer. Based on these observations, the following hypotheses were
formulated and tested in the experiment phase:

1. H1: If a helicopter has both pitching and forward motion, decreasing the FoV below 90 [◦] should
lower a pilot’s performance significantly.

2. H2: If a helicopter has both pitching and forward motion, increasing the FoV above 90 [◦] should
have no significant effects on a pilot’s performance

3. H3: If a helicopter has only pitching motion, changing the FoV should have no significant effect
on a pilot’s performance.

The experiments done consisted of participants doing two types of tasks; A velocity disturbance rejec-
tion task (with six different FoVs) and a pitch disturbance rejection task (with two different FoVs). They
took control of a two degree-of-freedom helicopter model and did the tasks while a Pimax 8K-X VR
headset was used to do the visual cueing. The pilots’ outputs were used to calculate the Root-Mean-
Squared-Errors (RMSE) and a one-way ANOVA analysis was done to see if there was any significant
trend in the performance with respect to FoV.
With thirteen participants in total doing the experiments, the results of the ANOVA analysis were as
follows. For the pitch disturbance rejection task, the F-statistic had a value of 0.2595 and a p-value
of 0.6151, and for the velocity disturbance rejection task, the F-statistic had a value of 0.7879 and a
p-value of 0.5617. Based on this, no significant trend can be proven to exist between FoV and pilot
performance for both types of Disturbance Rejection Tasks. For the pitch disturbance rejection task,
the participants’ subjective comments showed that for both FoVs, their gaze was fixed on the pitch
indicator reticle in the middle of the screen. The wider FoV did feel a bit more comfortable to them,
but they stated that they did not feel like their performance was affected in any way. This is consistent
with the results of the visual model which stated that they should be getting the most feedback from the
centre of the screen, and thus would focus on that area the most.

For the velocity disturbance rejection task, the participants stated that their gaze was always on the
ground texture found towards the centre of the screen. This is a departure from what was predicted
since the predictions said that they would look at the edge of their vision cone, until an FoV of 90 [◦ ],
i.e at a viewing angle of ±45[◦]. For FoVs greater than this, they would keep looking at a viewing angle
45 [◦ ] to the right or left of them. They did state that a wider FoV, in general, felt more comfortable
and natural to look at. To rationalise the results, the run of one of the participants was analysed and
the flow, as would be seen by them, was plotted. Additionally, the values of the change in azimuth and
elevation angles with respect to pitch and forward motion were calculated. The flow showed that the
pilot’s view was mostly dominated by the flow generated due to the pitch rather than the forward motion
and that, while the flow due to forward motion was indeed larger in the peripheries, it was hard to see
a noticeable difference in the flow due to forward motion at different parts of the screen. Analysing
the changes in azimuth and elevation angles showed that the values of the changes due to pitch were
always magnitudes higher than the changes due to the forward motion. Additionally, the value of ∂Ele

∂θ
was around 1.0 for a viewing angle of ±7.5 [◦ ] and it only decreased as the viewing angle increased.
All of this, along with the knowledge gained from the subjective comments of the participants, leads
to the conclusion that the pilots were seeing more pitch than forward motion and their perception of
pitch degraded as they shifted their gaze from the centre of the screen. Therefore, participants chose
to continue looking at the centre of the screen regardless of the FoV and only needed a small piece of
grass texture to determine their velocity.

The goal of this thesis was to try and find a link between the FoV and the pilot performance, and
it was chosen that this would be done by looking at how losing information in your peripheries affects



51

the performance. Based on the research questions stated above, this goal was accomplished to a
satisfactory level. The visual model made, showed that the pilot was at the risk of losing the feedback
of the most salient point, when it comes to velocity feedback, if their FoV was reduced by a significant
degree. The biggest question mark surrounding the visual model however, was the idea that even
if this point gets clipped out, how much would this actually impact pilot perception. In the end, the
results showed that the answer to that question is that the pilot perception remains somewhat the
same. Regardless, the experiments and the visual model are an excellent starting point for future
researchers, and the following recommendations can certainly help them learn more in this field. The
first among them, is the idea that such experiments should be re-done, but with a higher fidelity when it
comes to the degrees-of-freedom of the helicopter. Previous research, and comments made by some
of the participants who had significant flight experience, show that peripheral vision may be crucial
for pilots to decouple different modes of motion and rotation in a helicopter. This means that, for any
experiment that wishes to investigate impact of peripheral vision on flight, the helicopter model and
subsequent experimental task done with it, must allow for multiple degrees-of-freedom in translation
and rotation. Secondly, it could be that the results obtained for the velocity disturbance rejection tasks
were dependant on the experimental conditions used, and that if those conditions were different, the
same results would not be achieved. It is thus recommended to change up factors such as the helicopter
model or velocity forcing function to ascertain if the results are indeed dependant on the experimental
conditions Furthermore, any experiments involving VR headsets should enable head tracking on the
headsets. This was disabled in this project to simplify the analysis, but enabling it offers a more in-depth
look into the impact of VR headsets and offers a more comfortable experience to the pilots. Last, but
not least, any visual model that aims to achieve the same goals as this thesis, should try and account
for how the number of visible points can affect pilot perception. In the analysis done for this thesis, the
fact that as FoV increases, the pilots just see more points and get feedback from more points, was not
really taken into account. Therefore, it is recommended that future visual models try and incorporate
this factor into their analysis.
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A
Alternate Visual Model

This chapter details the steps taken to create an alternate version of the visual model, as compared to
Chapter 3. The information regarding the setup of the model is shown in section A.1. The results for
the model are outlined in section A.2 and the steps taken for, and the results of, the sensitivity analysis
are shown in section A.3. lastly, the discussion of the results obtained is shown in section A.4.

A.1. Background
The goal of this chapter is to create a visual model to try and predict how pilot behaviour will change
as the FoV is changed. The literature study has shown that pilot performance does degrades but
the goal is to try and find if the exact nature and extent of the degradation can be predicted. As the
FoV decreases, it can be intuited that the pilot’s perception of velocity also decreases. Duh et al and
Pretto et al found out that this was due to the fact that there is less motion in the pilot’s peripheries
which degrades their immersion and performance [11][12]. To this end, one can try and quantify how
this velocity perception degradation occurs by looking at how perspective projection occurs. This is
outlined in Figure A.1:

Figure A.1: Figure showing the perspective projection method [38]

The HSC and VSC are the horizontal and vertical screen size, and HGFOV and VGFOV are the
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horizontal and vertical FoV. The COP is the Centre of Projection with Xv, Yv and Zv being the viewing
axis. A point P is projected onto the viewplane at position, P’. The viewplane has the vertical axis, V
and horizontal axis, U. The viewplane is a distance κ away from the COP. Dmin

v and Dmax
v are the

minimum and maximum viewing distances and they represent the front and back planes of the viewing
frustum. That means that any point not within these two planes gets clipped out.
κ can be calculated using [38]:

κ =
HSC

2 tan(HGFOV /2)
=

V SC

2 tan(V GFOV /2)
(A.1)

Using this, the position P’ of an object, P in the viewing plane can be given by [38]:

up = κ

(
yvp
xvp

)
vp = −κ

(
zvp
xvp

) (A.2)

where xvp, yvp and zvp are the x, y and z coordinates of point P in the Viewing axis. Do note we assume
the Viewing axis to be aligned with the helicopter Body axis. These positions can be calculated using
[38]:

xvp = [xvp, y
v
p , z

v
p ] = RX(ϕ)RY (θ)RZ(ψ) ·

(
xwp − xwCOP

)
, (A.3)

where xwp are the coordinates of point P in the World axis and xwCOP are the coordinates of the COP in
the World axis. The orthogonal rotation matrices RX(ϕ), RY (θ) and RZ(ψ) are given by [38]: 1 0 0

0 cosϕ sinϕ
0 − sinϕ cosϕ


︸ ︷︷ ︸

RX

 cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ


︸ ︷︷ ︸

RY

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1


︸ ︷︷ ︸

RZ

(A.4)

with θ being the pitch angle, ϕ being the roll angle and ψ being the yaw angle.
All of this can be used to then see how the velocity of P in the viewing plane changes for a discrete
motion. This is done using the image field equations [38]:

u̇p =
(
−κvb + upu

b
)
/xbp︸ ︷︷ ︸

u̇T
p

+
(
−κ2rb − κvpp

b − upvpq
b − u2pr

b
)
/κ︸ ︷︷ ︸

u̇R
p

;

v̇p =
(
+κwb + vpu

b
)
/xbp︸ ︷︷ ︸

v̇T
p

+
(
−κ2qb + κupp

b − upvpr
b − v2pq

b
)
/κ︸ ︷︷ ︸

v̇R
p

. (A.5)

The image field equations allow the calculation of the velocity of point P on the viewplane by taking
into account the helicopter’s body velocity in all three axes (ub,vb and wb) and its attitude rates (pb, qb
and rb). Additionally, it can be seen that the velocity components of point P are split into translational
components (u̇Tp and v̇Tp ) and rotational components (u̇Rp and v̇Rp )

The goal of this analysis is to try and find a point in the world that offers the maximum amount of
forward velocity information to the pilot. It is assumed that, if such a point exists and is dependent of
the FoV, then when the FoV is lowered, this point would get clipped out of the view. This means that the
pilot would no longer see the most salient point of the environment and would need to shift their gaze to
the next-most salient point. Presumably, this would result in the pilot getting feedback of their velocity
being much smaller and could be the reason for why people tend to underestimate their velocity as FoV
shrinks, as per the findings of Pretto et al and others [11][12].
To quantify how much velocity feedback the pilot is getting, it was decided that the key parameter to
analyse would be the ratio of the velocity of point P on the viewing plane (i.e. the on-screen velocity)
and the actual velocity of the observer (or helicopter). Thus, the greater the ratio, the greater the
velocity feedback. The reason why the ratio was chosen as a metric instead of the on-screen velocity
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is because it allows one to normalise velocity and allow for comparison between the values obtained
for different observer velocities and attitude rates. Lastly, this can also be useful in providing some key
FoVs that can be used for the experiment phase.
The first step in this analysis is to simplify Equation A.5. As shown in Chapter 2, the performance of the
pilot degrades the most as FoV changes for forward translational motion. As such, it is worth analysing
cases where the helicopter would move forward and backwards to see if the point of maximum feedback
does exist. However, since helicopters must change their pitch to change their forward velocity, it is
also worth considering the impact of the pitching motion. Thus, for this analysis, the helicopter motion
to investigate involves only forward velocity, ub and pitch ( which results in a pitch rate, qb). This means
that one can remove the other velocity and attitude rate terms from Equation A.5 to give:

u̇p =
upu

b

xbp︸ ︷︷ ︸
u̇T
p

+
−upvpqb

κ︸ ︷︷ ︸
u̇R
p

v̇p =
vpu

b

xbp︸ ︷︷ ︸
v̇T
p

+
−κ2qb − v2pq

b

κ︸ ︷︷ ︸
v̇R
p

.

(A.6)

The ratio of on-screen velocity to actual velocity, henceforth called ∆ is given by:

∆ =

√
(u̇Tp )

2 + (v̇Tp )
2

ub
+

√
(u̇Rp )

2 + (v̇Rp )
2√

(qzvp)
2 + (qxvp)

2
(A.7)

As can be seen in Equation A.7, the ratio is calculated by first getting the magnitude of the velocities
caused by the translations and rotations, and then dividing by the corresponding motion that caused the
velocities. For the rotational components, the divisor is the magnitude of the cross product between
the rotational rate of the helicopter in all three axis, and the 3D-coordinates of the position xvp. This
is done because the numerator of the expression is linear velocity in [m/s] while the pitch rate is an
angular velocity in [rad/s]. Thus, the angular velocity needs to be converted to a linear velocity. Since
there is only rotation in one axis, the cross product is given by:

v⃗ = ω⃗ × r⃗

v⃗ =

 0
q
0

×

 x
y
z

 =

∣∣∣∣∣∣
î ĵ k̂
0 q 0
x y z

∣∣∣∣∣∣
v⃗ = î(q · z − 0)− ĵ(0 · z − 0 · x) + k̂(0 · y − q · x) =

 qz
0

−qx


(A.8)

It is now apparent that u̇p and v̇p are affected by changes in two main categories:

• Changes in FoV: This can either mean a change in the value of κ as per Equation A.1 or can
mean keeping κ the same and simply making the view frustum smaller.

• Change in helicopter motion: This means that ub and qb change

Therefore, one can analyse what the affect is on the ratio of on-screen velocity to helicopter body
velocity of these two categories. The individual conditions to analyse are:

1. Change the FoV in Equation A.1 to change the value of κ
2. Use the same value of κ for all FoVs but analyse only the positions of P that would be visible for

this FoV.
3. Analyse the change in on-screen velocity for 1 Degree-of-Freedom (DOF) by only changing ub

4. Analyse the change in on-screen velocity for 1 DOF by only changing qb

5. Analyse the change in on-screen velocity for 2 DOF by changing both ub and qb
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The difference between the first and second condition is simply the fact that the first condition takes
into account the projection effects of changing FoV, while the second condition ignores the projection
effects and simply focuses on the changes in how much can be seen with changing FoVs. This is
highlighted by the examples shown in Figure A.2:

(a) Figure showing an example of a view with an FoV of 140 [◦]

(b) Figure showing the view with an FoV of 60 [◦] with no projection
effects (c) Figure showing the view with an FoV of 60 [◦] with projection effects

Figure A.2: Figure showing the difference in projection effects and no projection effects on the view

The standard view with an FoV of 140 [◦] can be seen in Figure A.2a. If one was to restrict the FoV
by keeping κ constant (no projection effects), then the view would look like Figure A.2b. As is apparent,
some parts of the scenery get clipped out but the objects seem to be at the same distance as before.
Conversely, if projection effects were taken into account, like in Figure A.2c, then the objects appear
much closer than they actually are.
Since the changes in on-screen velocity can only be analysed if the helicopter is moving, there are six
cases to analyse which can be seen in Table A.1:

Table A.1: Table showing the six cases to analyse

κ is constant κ changes
1 DOF (ub) Case 1 Case 4
1 DOF (qb) Case 2 Case 5
2 DOF Case 3 Case 6

For each of the cases, seven FoVs were tested: 20, 40, 60, 80, 100, 120 and 140 [deg]. For each
case, the values of Dmin

v and Dmax
v were set to 1 [m] and 10 [m] respectively and a list of Xv values in

this range (in increments of 0.1 [m]) were generated. Using these values and each of the FoVs, a full
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list of Yv and Zv values were generated which resulted in all possible permutations of coordinates for
a point P within the view frustum for each FoV. The number of possible positions to analyse for each
FoV is shown in Table A.2:

Table A.2: Table showing the number of positions to analyse for each FoV

FoV [deg] Number of positions
20 74401
40 150677
60 237039
80 343186
100 485900
120 704947
140 116708

For each case, the value of the ratio of on-screen velocity and actual velocity was calculated for
all the possible positions and the postion which gave the highest ratio was chosen. The horizontal
and vertical viewing angle (V AH and V AV ) for this optimal position was then calculated, based on
Equation A.9, to see where in the pilot’s FoV this was located:

V AH = 2 arctan Yoptimal

Xoptimal

V AV = 2 arctan Zoptimal

Xoptimal

(A.9)

The values of the free variables in Equation A.6 for each of the cases are presented in Table A.3:

Table A.3: Table showing the values of the parameters used for each Case

Case ub [m/s] θ [deg] qb [rad/s] HSC [m] κ [m]
1 2 0 0 0.4878 0.088
2 0 -5 -0.087 0.4878 0.088
3 2 -5 -0.087 0.4878 0.088
4 2 0 0 0.4878 Variable
5 0 -5 -0.087 0.4878 Variable
6 2 -5 -0.087 0.4878 Variable

The value of κ for the first three cases is calculated using the horizontal screen size and the hori-
zontal FoV. The reason this was done is because the end goal is to do experiments to accept or reject
any hypotheses this analysis presents. The experiments will be done using a Pimax 8KX VR headset
that has a maximum horizontal FoV of 140 [◦ ] and a maximum vertical FoV of 100 [◦] [35]. Additionally,
the vertical FoV does not change when one changes the FoV settings on the actual headset which is
why it was decided that, for this analysis and the experiments, κ will be calculated using the horizontal
screen size of the Pimax (0.4878 [m]) and the max horizontal FoV (140 [◦]). Lastly, the different posi-
tions generated in Table A.2 were generated by looking at the view frustums achieved with a vertical
FoV of 100 [◦] and the horizontal FoVs given in the table.
The values of ub and θ used in the analysis were chosen such that they would be representative of a
helicopter in a hover scenario. In such a scenario, a helicopter pilot would apply small pitch angles onto
the helicopter to keep it steady which would result in small velocities. However, the velocity and pitch
angle should still be large enough such that there is a noticeable change in the on-screen velocities so
it was decided to use the aforementioned values.

A.2. Results
This section outlines the results gathered from this analysis. The results for a constant κ are outlined
in subsection A.2.1 while the results for a variable value of κ are shown in subsection A.2.2.
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A.2.1. Constant κ
For the first of the three cases where κ was kept constant, the results can be seen in Table A.4:

Table A.4: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 1

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.20, 0.2, -1.45) 18.92 100.7 0.0174
40 (1.10, 0.4, -1.35) 39.97 101.6 0.041
60 (1.0, 0.5, -1.15) 53.13 97.93 0.063
80 (1.0, 0.8, -1.15) 77.32 97.93 0.10
100 (1.0, 1.1, -1.15) 95.45 97.93 0.14
120 (1.0, 1.70, -1.15) 119.1 97.93 0.21
140 (1.0, 2.7, -1.15) 139.3 97.93 0.34

The results can also be visualised in Figure A.3a and Figure A.3b:

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 1 (b) Figure showing the max value of ∆ for each FoV for Case 1

Figure A.3: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 1

As the figures show, the best horizontal viewing angle for each of the FoVs tends to be right on the
edge of the FoV. This can be explained when one considers the fact that this position corresponds to
the maximum possible y-coordinate in the view frustum. As can be seen by Equation A.2, the value
of up increases as yvp increases. This higher up then accounts for a greater value of u̇p (as seen by
Equation A.6) which results in a higher∆. Keeping in mind that the Z Viewing axis is defined as positive
downwards, the same logic applies to why ∆ increases for a decreasing zvp . Lastly, this is also why the
most optimal position is one with the lowest possible X-coordinate. These findings are consistent with
the findings from the literature study which suggested that, for forward motion, the most flow can be
seen in the peripheries of one’s vision. The value of total ∆, shown in Figure A.3b, also increases for
each FoV suggesting that the bigger the FoV, the more flow can be seen. As one would expect, the ∆
provided by the rotational components is zero since there was no rotation occurring.

For Case 2, the results can be seen in Table A.5



A.2. Results 61

Table A.5: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 2

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.0, 0.1, -0.05) 11.42 5.607 0.089
40 (1.0, 0.3, -0.05) 33.39 5.607 0.097
60 (1.0, 0.5, -0.05) 53.13 5.607 0.113
80 (1.0, 0.8, -0.05) 77.32 5.607 0.157
100 (1.1, 1.3, -0.15) 95.52 15.42 0.226
120 (1.0, 1.7, -0.15) 119.1 16.94 0.43
140 (1.0, 2.7, -0.15) 139.4 16.94 1.00

The results are visualised in Figure A.4a and Figure A.4b:

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 2 (b) Figure showing the max value of ∆ for each FoV for Case 2

Figure A.4: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 2

Much like Case 1, the most optimal horizontal viewing angle continues to be on the edge of the
corresponding FoV. However, the most optimal vertical FoV is now significantly lower. The reason
for this comes down to the value of the Z-coordinate for the most optimal position. As can be seen
in Equation A.2 and Equation A.6, a more negative value of zvp should result in a higher value of vp
and of the on-screen velocities u̇p and v̇p, which still remains true. However, the difference between
Case 1 and 2 is the fact that the rotational component of ∆ (i.e. the right expression in Equation A.7)
dictates the final value for all coordinates. Therefore, large values of zvp mean a larger denominator in
Equation A.7 which results in a lower overall value of ∆. Since there is no yvp term in the denominator
of Equation A.7, the most optimal value of yvp is still one which results in the largest value of up, which
remains to be the largest value of yvp for that FoV.

The results for the third and final case for a constant κ can be seen in Table A.6 and are visualised
in Figure A.5a and Figure A.5b:
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Table A.6: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 3

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.0, 0.1,-0.049) 11.42 5.607 0.102
40 (1.0, 0.30,-0.049) 33.39 5.607 0.135
60 (1.0, 0.5, -0.15) 53.13 16.95 0.178
80 (1.0, 0.8, -0.25) 77.32 27.96 0.261
100 (1.0, 1.1, -0.25) 95.45 27.96 0.369
120 (1.0, 1.7,-0.25) 119.1 27.96 0.660
140 (1.0, 2.7, -0.25) 139.3 27.96 1.35

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 3 (b) Figure showing the max value of ∆ for each FoV for Case 3

Figure A.5: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 3

As can be expected, the results of Case 3 shadow the results of the previous two cases. Once again,
the best Horizontal angle to get the most information, seems to be on the edge of the FoV. This was true
for both previous cases and is, thus, true for this one as well. For the vertical viewing angle, there was
a mismatch between the optimal value for Case 1 and Case 2. For Case 3, it seems that the results for
Case 2 are more prevalent for the optimal vertical viewing angle. This can be explained by looking at
the impact of the rotational component and translational component of ∆, shown in Figure A.5b. The
value of ∆ caused by the rotation is greater than that for the translational component and that means,
for each of the possible positions of P, the movement in the vertical viewing axis, v̇p, is dominated by
the rotational movement. Thus, the optimal Z-coordinate (which is what is used to calculate the optimal
vertical viewing angle as per Equation A.9) is one that is optimal in rotation. Of course, the translational
component does also have a contribution, which is why the optimal vertical viewing angles for Case 3
are higher than those for Case 2, but since the rotational component dominates this balance, they are
not as high as those for Case 1.

A.2.2. Variable κ
For the first of the variable κ cases, the results are presented in Table A.7
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Table A.7: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 4

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.2, 0.2, -1.45) 18.92 100.7 0.272
40 (1.1, 0.4, -1.35) 39.96 101.6 0.313
60 (1.0, 0.5, -1.15) 53.13 97.93 0.299
80 (1.0, 0.8, -1.15) 77.32 97.93 0.329
100 (1.0, 1.1, -1.15) 95.45 97.93 0.319
120 (1.0, 1.75,-1.15) 119.1 97.93 0.338
140 (1.0, 2.7, -1.15) 139.4 97.93 0.338

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 4 (b) Figure showing the max value of ∆ for each FoV for Case 4

Figure A.6: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 4

As can be seen from the results, the optimal viewing angles in both the horizontal and vertical case
are the exact same as those for Case 1, but the values of∆ are significantly higher and show a different
pattern. As the FoV increases, the change in κ is shown in:
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Figure A.7: Figure showing the change in κ for changing FoVs

The values for κ are shown in Table A.8:

Table A.8: Table showing the values of κ as FoV increases

Angle [deg] κ [m]
20 1.38
40 0.66
60 0.42
80 0.29
100 0.20
120 0.14
140 0.088

As the FoV increases, the value of κ decreases tangentially. This also changes the value of up and
vp non-linearly since, in this case, the value of those two terms is dependant on the product of κ and the
position coordinates of the point. Combining these effects in the final equation to calculate ∆ seems to
output the result that the ratio of on-screen velocity to actual velocity remains constant for all FoVs. If
this is true, then this implies that there is very little feedback lost as FoV is decreased.

The results for Case 5 are outlined in Table A.9 and visualised in Figure A.8a and Figure A.8b:
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Table A.9: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 5

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.0, 0.1,-0.049) 11.42 5.607 1.39
40 (1.0, 0.3,-0.045) 33.39 5.607 0.733
60 (1.0, 0.5, -0.045) 53.13 5.607 0.539
80 (1.0, 0.8, -0.045) 77.32 5.607 0.515
100 (1.1, 1.3, -0.15) 99.53 15.43 0.522
120 (1.0, 1.7;-0.15) 119.07 16.95 0.694
140 (1.0, 2.7, -0.15) 139.35 16.95 1.00

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 5 (b) Figure showing the max value of ∆ for each FoV for Case 5

Figure A.8: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 5

The results for this case, in terms of the optimal viewing angles, are the same as those for the pre-
vious cases. However, the values and behaviour of ∆ is significantly different from any previous case.
The analysis suggests that the greatest amount of feedback is received from the lowest FoV, and that
the feedback gained plateaus and then rises again. Mathematically, this can be explained with the idea
that the rotational component of u̇p and v̇p have a non-linear relationship with κ. This combines with
the non-linearities which results from the multiplication of a variable κ and variable position coordinates
to create a highly non-linear relationship.
In practical terms it can be explained when one considers the projection effects that arise due to a
variable κ. For small FoVs, the observer feels as if they’ve ”zoomed in” on the view, which means that
the movements they observe are exaggerated. This can account for the high value of ∆ for the lower
FoVs. However, this does not account for why the values increase again after 100 [◦].

Finally, the results for Case 6 are outlined in Table A.10 and visualised in Figure A.9a and Figure A.9b
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Table A.10: Table showing the optimal position, the horizontal and vertical viewing angle of this position and the value of ∆ for
each FoV for Case 6

FoV [deg]
Optimal
Position (x,y,z)
[m]

Horizontal
Viewing angle
[deg]

Vertical
Viewing Angle
[deg]

∆

20 (1.0, 0.1,-0.049) 11.42 5.607 1.59
40 (1.0, 0.3,-0.045) 33.40 5.607 1.02
60 (1.0, 0.5, -0.15) 53.13 16.94 0.846
80 (1.0, 0.8, -0.25) 77.32 27.96 0.855
100 (1.0, 1.1, -0.25) 95.45 27.96 0.853
120 (1.0, 1.7,-0.25) 119.1 27.96 1.05
140 (1.0, 2.7, -0.25) 139.3 27.96 1.35

(a) Figure showing the viewing angles of the optimal positions for every
FoV for Case 6 (b) Figure showing the max value of ∆ for each FoV for Case 6

Figure A.9: Figure showing the viewing angle for the optimal positions and the max ∆ for each FoV for Case 6

As one would expect, the results for Case 6 follow the same pattern as those for Case 3. The final
values of ∆ are simply the sum of the rotational and translational components of ∆ which can be seen
in Case 4 and Case 5. As mentioned previously, the rotational components have a stronger influence
on the final value than the translational components.

A.3. Sensitivity Analysis
To test if the velocities and pitch angles used to do the analysis have any impact on the optimal viewing
angles or the ∆ values, a sensitivity analysis was done. This involved:

• For Case 1 and 4: The velocity, ub was varied from 1 [m/s] to 6 [m/s]
• For Case 3 and 5: The pitch angle, θ was varied from -6 [◦] to -1 [◦]
• For Case 3 and 6: Each combination of the previously mentioned velocities and pitch angles
were used.

For each of these sensitivity cases, the best horizontal viewing angle, the best vertical viewing angle
and the maximum value of ∆ for all positions was calculated. The best horizontal viewing angles for
each cases are shown in Figure A.10:



A.3. Sensitivity Analysis 67

(a) Figure showing the optimal horizontal
viewing angle for Case 1

(b) Figure showing the optimal horizontal
viewing angle for Case 2

(c) Figure showing the optimal horizontal
viewing angle for Case 3

(d) Figure showing the optimal horizontal
viewing angle for Case 4

(e) Figure showing the optimal horizontal
viewing angle for Case 5

(f) Figure showing the optimal horizontal
viewing angle for Case 6

Figure A.10: Figure showing the optimal horizontal viewing angle for all six Cases

As can be seen in Figure A.10, the optimal horizontal viewing angles for all combinations tend to
stay on the edge of a pilot’s FoV. This seems to suggest that the most amount of feedback for such low
speeds and small pitching motions will be gotten from the peripheries of one’s vision.
A similar trend can be seen for the optimal vertical viewing angles shown in:

(a) Figure showing the optimal vertical
viewing angle for Case 1

(b) Figure showing the optimal vertical
viewing angle for Case 2

(c) Figure showing the optimal vertical
viewing angle for Case 3

(d) Figure showing the optimal vertical
viewing angle for Case 4

(e) Figure showing the optimal vertical
viewing angle for Case 5

(f) Figure showing the optimal vertical
viewing angle for Case 6

Figure A.11: Figure showing the optimal vertical viewing angle for all six Cases

As can be seen from Figure A.11a and Figure A.11d, the optimal vertical angle is the same for all
translations within this range. However, this not the case for purely rotational motion. For Case 2 and
Case 5, there are some variations in what the most optimal vertical viewing angle is and this can be
down to the fact that the ∆ values for some adjacent positions were very similar. That means that the
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code would have chosen an adjacent position to the one for a previous sensitivity case. For Case 3
and Case 6, the conditions for which the values of the optimal viewing angle were different that the
rest are shown in the legends of Figure A.11c and Figure A.11f. A similar explanation can be used to
explain this deviance even though the difference in angles is very different. This can be confirmed if
one looks at the trend of the maximum value of ∆ for all cases as shown in Figure A.12

(a) Figure showing the maximum value of
∆ for Case 1

(b) Figure showing the maximum value of
∆ for Case 2

(c) Figure showing the maximum value of
∆ for Case 3

(d) Figure showing the maximum value of
∆ for Case 4

(e) Figure showing the maximum value of
∆ for Case 5

(f) Figure showing the maximum value of ∆
for Case 6

Figure A.12: Figure showing the maximum value of ∆ for all six Cases

As one would expect, the differences in maximum ∆ for the cases with only translation or only
rotation are negligible. However, even though there are visible differences for Case 3 and Case 6, the
absolute values of the differences never exceed 0.1. If one was to consider this in percentage terms,
then the difference in the on-screen velocity seen by the pilot for different conditions is less than 10
[%]. Additionally, the optimal vertical viewing angles are never high enough for any given FoV such
that they can be clipped out , which means that the optimal point will always be in the pilot’s view. This
combined with the low change in ∆ means that the pilot would not be missing out on any information

A.4. Discussion
The goal of this analysis was to try and find an FoV-invariant point, that provides the greatest amount
of velocity feedback to the pilot. While the analysis did not successfully deliver the required point, there
is still some use that can be derived from it. Firstly, the analysis shows that for a two DOF system, the
greatest amount of feedback is being gathered from the peripheries of a pilot. This means that, in theory,
should the FoV be lowered, the pilot would lose out on a lot of velocity feedback and their performance
would worsen. Additionally, using the metric of the ratio on on-screen velocity to the actual velocity, ∆
reveals that the change in feedback for each FoV is largely invariant of the motion. This means that
if one analyses the percentage decrease in ∆ for each FoV, then the loss in velocity feedback can
potentially be quantified.
The percentage decrease, PD for each FoV can be calculated using Equation A.10:

PD =
∆140 −∆FoV

∆140
∗ 100 (A.10)

The results for each case are shown in Table A.11:
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Table A.11: Table showing the Percentage decrease for all six Cases

Percentage decrease [%]
FoV [deg] Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
20 94.86 91.05 92.45 19.85 -39.51 -17.68
40 87.76 90.29 90.01 7.58 26.72 24.57
60 81.48 88.66 86.88 11.87 46.03 37.57
80 70.37 84.28 80.72 2.98 48.52 36.88
100 59.26 77.34 72.69 6.08 47.75 37.05
120 37.04 56.24 51.24 0.12 30.59 22.65
140 0.00 0.00 0.00 0.00 0.00 0.00

As can be seen in Table A.11, for the cases with a fixed κ, there is a large reduction in information
between the smallest and largest FoV. For Case 3, which can be considered the most realistic case,
there is already a 51 [%] decrease in feedback from 140 [◦] to 120 [◦] . This is already the largest
decrease from one FoV to another but the decrease does taper off. This may mean that the pilot may
not perceive much difference as they transition from FoVs of 120 [◦] to a lower one, but theoretically
their performance should degrade. For the Cases with the variable κ, the percentage decreases are
of a lower magnitude all across the board. Additionally, between the smallest and the largest FoVs,
for Case 5 and Case 6, there is a percentage increase in the value of ∆. The percentage difference
increases slightly when going from 140 [◦ ] to 80 [◦ ], but it then starts decreasing afterwards.

While the analysis does provide meaningful results, it is important to consider what assumptions
were made to come to the conclusions. The first assumption is the idea that one can quantify the
amount of feedback being received by the pilot using the velocity seen on-screen. It is assumed that,
for a simple one or two degree-of-freedommotion, the more velocity the pilot sees on screen, the better
their perception of speed will be which would allow them to better control the helicopter. While literature
has indeed stated that, as FoV decreases and the pilot sees less, their performance degrades, it is a
big assumption to make that this performance degradation will occur because the pilot is seeing lower
velocity components on their screen. It may well be the case that the pilot’s performance is independent
of how fast the on-screen velocity is and it simply depends on the presence of on-screen velocity. This
of course, is a hypothesis that can be tested during the experimentation phase.
Another major assumption made while doing the analysis was that the optimal position for each case
and each FoV, remains on screen for the entirety of the motion. In a real world case, as the helicopter
moves forward, all points close to the helicopter would get clipped out of view. This is mitigated slightly
in the analysis by the fact that the velocity and pitch of the helicopter are kept small. This is exactly
why emphasis is put on the viewing angle of the optimal points instead of their exact coordinates. For
a simple visual scene that consists only of a ground and a sky, as the helicopter moves through the
scene, all points on one specific viewing angle will behave the exact same way regardless of their exact
coordinate. If that scene were to have distinct scenery such as trees or other objects however, then the
exact coordinate of those objects plays a part in howmuch feedback the pilot is getting in the sense that
they are now getting both position and velocity feedback. If one considers only an experiment where
velocity feedback is provided, then this analysis provides good results on what can be expected.



B
Flow Visualisation

The full sized images for the flow at specific times for the example motion in Chapter 3 are shown
below:

Figure B.1: Figure showing the flow at t = 0.5 [s], u = 0.2 [m/s], θ = -5 [◦ ] and θ̇ = -1.25 [◦/s]
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Figure B.2: Figure showing the flow at t = 1.0 [s], u = 0.69 [m/s], θ = -2.8 [◦ ] and θ̇ = 1.43 [◦/s]

Figure B.3: Figure showing the flow at t = 1.5 [s], u = 0.77 [m/s], θ = -1.1 [◦ ] and θ̇ = -0.78 [◦/s]
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Figure B.4: Figure showing the flow at t = 2.5 [s], u = 1.49 [m/s], θ = -1.1 [◦ ] and θ̇ = 1.25 [◦/s]

Figure B.5: Figure showing the flow at t = 3.5 [s], u = 2.03 [m/s], θ = -5 [◦ ] and θ̇ = 0.77 [◦/s]
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Figure B.6: Figure showing the flow at t = 4 [s], u = 2.21 [m/s], θ = 0 [◦ ] and θ̇ = 0.34 [◦/s]

The full sized images for the flow seen by the actual participant during their run are shown below:

Figure B.7: Figure showing the flow for the participant’s run at t = 35 [s], u = 2.64 [m/s], θ = -11 [◦ ] and θ̇ = 9.1 [◦/s]
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Figure B.8: Figure showing the flow for the participant’s run at t = 35 [s], u = 0.0 [m/s], θ = -11 [◦ ] and θ̇ = 9.1 [◦/s]

Figure B.9: Figure showing the flow for the participant’s run at t = 35 [s], u = 2.64 [m/s], θ = 0 [◦ ] and θ̇ = 0 [◦/s]



C
Experiment Procedure

C.1. General Procedure
Each participant’s experiment took around 1.5 hours, which includes the time taken for explaining the
experiment and the training run. When the participant first enters the room, they are asked to take a
seat so the experiment details can be explained to them. They are told that they will putting on a VR
headset and using a joystick to control a simulation of a helicopter in near-ground hover. Then the
two types of tasks that they will do, namely the Velocity Disturbance and Pitch Disturbance Rejection
Tasks, are explained to them. Then, they are asked to sign the Informed Consent Form. During this
time, the researcher can change the ID field in the Unity simulation to the ID that is designated for the
participant. This allows the researchers to identify which dataset belongs to which participant. After
this, the participant is asked to put the VR headset on and adjust it such that it sits comfortably on
their head. They are free to change the settings of the headset such that they can see the scenery,
shown in Figure 4.5a, clearly. They are then shown the MISC scale to make sure that they can read the
scale properly. If not, the scale is moved closer or further away from them until they feel comfortable.
This distance between the observer and the scale is then recorded in Unity, such that the scale always
shows up in that exact same position. They then get to use the joystick to move the helicopter around
such that they get used to the motion. This also serves to check whether or not the participants feel
any adverse effects of motion sickness already.
The experiment begins with one or more training runs of the Velocity Disturbance Rejection Task with
an FoV of 140 [◦ ]. Before the run is started, the participants are told that, during the run, the researcher
will ask them the following three questions:

• Which part of the screen are their eyes mostly focused on?
• Do they feel like they are doing better for this experimental condition compared to the previous
one (if applicable)?

• Do they feel more comfortable with this view compared to the previous one (if applicable)?

These questions are usually asked around the 40-50 second mark. This ensures that they have made
it past the lead-in phase of the run and are fully focused and comfortable with the control strategy they
are employing for the task. After the run is over, they are asked to use the MISC scale to give a rating
corresponding to their condition. The name of the CSV file that contains the output of the run is then
entered into the Python code (either errorAnalysisSpeed.py or errorAnalysisTheta.py ), such that
their RMSE can be checked. In general, if the RMSE is below 2.5 - 3.0 [(m/s)2], the participants are
ready to continue with the actual experimental runs. If the RMSE is higher than 3.0 [(m/s)2], more
training runs should be conducted.
The simulation is set up such that the entire simulation can be controlled by using certain keybinds.
These are detailed in Table C.1:
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Table C.1: Table showing the commands and the associated keybinds for the simulation

Command Keybind
Start training forcing function T
Start Velocity or Pitch forcing function Space
Show pitch reticle and horizon line

(If this is activated then pressing Space will start the Pitch Forcing Function)
P

Reset R
Show MISC Scale H
Change FoV to 20 degrees Z
Change FoV to 30 degrees X
Change FoV to 60 degrees C
Change FoV to 90 degrees V
Change FoV to 120 degrees B
Change FoV to 140 degrees N

Note that pressing P switches the simulation to Pitch Mode, which means that forward/backward
movement is disabled and pressing Space will start the Pitch Forcing Function (i.e. Figure 4.4b) in-
stead of the Velocity Forcing Function (i.e. Figure 4.4a).

The procedure for the experimental runs is as follows:

1. Use the Key Commands, shown in Table C.1, to set up the correct FoV for the run
2. Confirm with the participants if the view is correct
3. Begin the run
4. At around the 40-50 second mark, ask them the aforementioned questions and record their re-

sponses
5. When the run ends, ask them for their MISC rating and record this
6. Use the Python script to check their RMSE and the time traces of their control activity, to ensure

that the data was recorded properly.
7. Repeat the previous steps for the second run for this experimental condition

Every four runs, the participant should be asked to take the headset off, such that they get a little break
and their eyes can reset. At any point, if the participant wants to stop, the simulation should be imme-
diately terminated and they should take the headset off. Depending on how severe the participants’
symptoms are, the experiment should be terminated entirely or it should continue. This is explained in
the next section.

C.2. Terminating Experiment Due To Motion Sickness
If at any point the participant indicates a MISC score of 6 or higher (i.e. Nausea or Vomiting), the exper-
iment must be terminated. UNDER NO CIRCUMSTANCE MUST THE PARTICIPANT BE ALLOWED
TO CONTINUE THE EXPERIMENT! The participant should take the headset off and sit down until they
stop feeling nauseous. This can be helped by giving them fizzy drinks which induce burping and help
settle the stomach. Until the participant feels good enough to stand up and walk around, they must
not be allowed to leave the room. It is generally advised to wait up to an hour before the participant is
allowed to drive or cycle.



D
Experiment Matrix

Since there are eight conditions to test, the minimum number of participants needed is also eight. This
ensures that the results have no order effects since each participant will test the different conditions
in different orders. This is why an experiment matrix is used to determine in which order a participant
does the experiment. This is shown in Table D.1

Table D.1: Table showing the Experiment Matrix used to determine the order in which the participants do the experiments

Experiment Condition
Participant
number 1 2 3 4 5 6 7 8

1 V20 V30 V60 V90 V120 V140 P20 P140
2 V30 V60 V90 V120 V140 P20 P140 V20
3 V60 V90 V120 V140 P20 P140 V20 V30
4 V90 V120 V140 P20 P140 V20 V30 V60
5 V120 V140 P20 P140 V20 V30 V60 V90
6 V140 P20 P140 V20 V30 V60 V90 V120
7 P20 P140 V20 V30 V60 V90 V120 V140
8 P140 V20 V30 V60 V90 V120 V140 P20

In Table D.1, the condition V20 refers to a Velocity Disturbance Rejection task with an FoV of 20
[◦ ], V30 refers to a Velocity Disturbance Rejection task with an FoV of 30 [◦ ] and so on. P20 refers
to a Pitch Disturbance Rejection Task with an FoV of 20 [◦ ] and so on. The table is created such
that each condition appears only once per column and once per row. This ensures that nobody in the
group of participants does the experiments in the same order as another. If there are more than eight
participants, then the ninth participant does the order in the first column, the second does the order in
the second column and so on.
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E
Human Research Ethics Committee

Documents

To be able to do the experiments, the potential participants had to sign an Informed Consent Form.
This is shown below.
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 PLEASE TICK THE APPROPRIATE BOXES Yes No 

A: GENERAL AGREEMENT – RESEARCH GOALS, PARTICPANT TASKS AND VOLUNTARY 
PARTICIPATION 

  

1. I have read and understood the study information dated _________ ,or it has been read to me. I 
have been able to ask questions about the study and my questions have been answered to my 
satisfaction.  

☐ ☐ 

 
  

2. I consent voluntarily to be a participant in this study and understand that I can refuse to answer 
questions and I can withdraw from the study at any time, without having to give a reason.  

☐ ☐ 

 
  

3. I understand that taking part in the study involves:  

• Using a VR headset and a joystick to control the simulation of a helicopter 

☐ ☐ 

Opening Statement 

 
You are being invited to participate in a Masters research study titled “Testing Pilot Behaviour for Helicopter flight using 
VR headsets”. This study is being done by Sheharyar Ali from the TU Delft  
 
The purpose of this research study is to see how a pilot’s performance changes when they are using VR headsets for 
visual cueing. The goal is to change the Field Of View (FoV) of the headset and test what happens to the performance of 
the pilot. The experiment will take you approximately 120 minutes to complete. The data will be used for a Master’s 
thesis researching how control behaviour is affected by such a task. We will be asking you to use a joystick to control a 
simulation of a helicopter and your task will be to keep the helicopter stationary in the face of a disturbance. You will do 
this while wearing a VR headset which will be used to show you the simulation. Please note: wearing a VR headset can 
cause motion sickness so please only participate if you have no previous history of motion sickness. 
 
As with any online activity the risk of a breach is always possible. To the best of our ability your answers in this study will 
remain confidential. We will minimize any risks by anonymising all data collected. Data such as your name and email 
addresses will not be published in any way and the published data will only consists of performance parameters of the 
participant. This data will be published with no reference to who the participant was.   
 
 
Your participation in this study is entirely voluntary and you can withdraw at any time. You are free to omit any 
questions. Should you wish to withdraw your consent to publish the data from your experiment, we will happily remove 
all of the requested data from storage and your results will not be published. 
 
If you have any questions or complaints, feel free to email me at  
 

 



 PLEASE TICK THE APPROPRIATE BOXES Yes No 

• Collecting data on how well a participant does by collecting data on control input and 
errors 

• A small discussion about how the experiment went after the experiment has finished 
 

  

4. I understand that the study will end around the end of September 2024 ☐ ☐ 

B: POTENTIAL RISKS OF PARTICIPATING (INCLUDING DATA PROTECTION)   

5. I understand that taking part in the study involves the use of VR headsets which may cause 
motion sickness or dizziness.  I understand that these will be mitigated by: 

• Doing the experiment in a well-ventilated room 

• Stopping the experiment at any point if any sign of discomfort is shown by the 
participant or if the participant wants to stop 

• Taking frequent breaks to let the participant rest 

☐ ☐ 

  

  

• 6. I understand that taking part in the study also involves collecting specific personally 
identifiable information (PII)  and associated personally identifiable research data (PIRD) 
with the potential risk of my identity being revealed. The PII and PIRD collected is limited 
to the participant’s name, email address, age and gender 

☐ ☐ 

   

• 8. I understand that the following steps will be taken to minimise the threat of a data 
breach, and protect my identity in the event of such a breach  

☐ ☐ 

• Data is only accessible by the researcher, Sheharyar Ali and their supervisor, Olaf Stroosma 

• The data is stored in encrypted storage locations like the TU Delft Surf Drive and TU Delft 
One drive 

• The non-anonymised data will be deleted upon the completion of this study 

• All data can be removed at the request of the participant 

☐ ☐ 

9. I understand that personal information collected about me that can identify me, such as my 
name and email address, will not be shared beyond the study team.  

☐ ☐ 

10. I understand that the (identifiable) personal data I provide will be destroyed once the thesis is 
published at the end of September, or when I request for it to be deleted 

☐ ☐ 

C: RESEARCH PUBLICATION, DISSEMINATION AND APPLICATION   

11. I understand that after the research study the de-identified information I provide will be used 
for : 

• Analysing the trends in pilot control behaviour for different testing conditions 

• Publishing the general trend shown by the participants in how their control behaviour 
changed 

• Publishing the general findings of the study in a final thesis report 

☐ ☐ 

 
 

 
 



 

 
Signatures 

 
 
__________________________              _________________________ ________  
Name of participant [printed]  Signature   Date 

                 

 

I, as researcher, have accurately read out the information sheet to the potential participant and, 
to the best of my ability, ensured that the participant understands to what they are freely 
consenting. 

 

Sheharyar Ali 

________________________  __________________         ________  

Researcher name [printed]  Signature                 Date 

 
Study contact details for further information:   
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