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Abstract

Community Question-Answer(CQA) services are online portals with a com-
munity of people that share similar interests, and post question-answers for solv-
ing the difficulties they have. These services have huge social impact and have
become a place where knowledge is created and distributed. Despite the ad-
vances in Question Routing and Recommendation Systems, CQA still struggles
in handling large number of unanswered questions and suffer with the quality of
answers provided in general. An effective solution to tackle this problem is to
consider the expertise of users when routing a question to its potential answerers.
There are many existing methods for measuring expertise but they tend to favour
more active users rather than expert users. To address this problem, we look into
cross-platform behaviour of a user and incorporate his cross-platform expertise.
We provide insights into performance of question routing with this method.

We perform an extensive literature survey about the CQA system, question
routing, recommendation systems and types of expertise, to map a users’ cross-
platform behavior with a certain type of expertise. We propose a methodology
to match users across multiple platforms, with which we measure expertise ac-
cording to mapped user behaviour on those platforms. Finally we estimate the
reliability of expertise measurement when applied to question routing. We study
and discuss the effect of parameters such as division of data into training and test
set sizes and use factorization machine for recommendation system.
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Chapter 1

Introduction

1.1 Introduction

Community question answering (CQA) services are online portals with a community
of people that share similar interests. It is a service that contributes to solving many
difficult questions we have, by retrieving millions of questions and answers posted
by people active on these services. The importance and huge societal impact of such
services are evidenced by the heavy traffic observed[32] on popular CQA sites like
Yahoo Answers 1, Baidu Zhidao 2, and Stack-Overflow 3. Previously questions would
be sent or directed to one person, or multiple people at a time. In a CQA system,
questions are placed on the online platform and can be answered by anyone who has
access to the platform and thus are not directed to a single person or multiple people.
An example of a question posted on Yahoo Answers is given in Figure 1.1, where
there are five answers for the question. The advantage of Community Question and
Answering platforms is that knowledge is created and distributed. Users that were
previously unable to find a person who could answer their question now have a sea of
information available to find the answer. In the case where an answer is not found by
traditional means, a CQA platform offers the asker a much wider audience to ask their
question.

In general, on a CQA platform, a person (the asker) posts a question and waits
for answers from other users (the answerers). The users search for questions that are
of their potential interest, and answer them. Other users give up-vote or down-vote
to a question/answer if he/she finds the question/answer appropriate or irrelevant/not
up to the mark, respectively. To encourage participation, question answer platforms
employ effective gamification mechanisms[4] that motivate users by showing a public
reputation score (calculated by summing the number of preferences obtained by all the
posted questions and answers), and by assigning badges after achieving pre-defined
goals (e.g. achieve a score of 100 or more for an answer, question score of 100 or
more). These badges and votes act as an incentive for users to be more active on the
platform.

1answers.yahoo.com
2zhidao.baidu.com
3stackoverflow.com
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1.2 Problem Statement Introduction

Figure 1.1: A question with 5 answers on the CQA Yahoo Answers. One answer is
hidden.

1.2 Problem Statement

In current CQA services, a user who submits his question is required to either wait for
other users to post answers to the question, this may take several days and sometimes
results in incorrect or unwanted answers, or the other way is the use of previous history
of CQA sites. Furthermore the previous history often contains some restricted answer
sets and the user has to deal with the difference in formulating the questions. The user
might formulate the question in a certain way and a similar question might be formu-
lated in a different way in the previous history. Another problem with the community
question answer system is the low participation rate of the users. That is only small
portion of users are responsible for answering a large number of questions. Two main
reasons for low participation are that, the users are not willing to answer the question
or are not experts and the second that the users are not aware of new questions been
posted that are of their interest.

The undirected question asking mechanism has put a burden on the answerer who
now must choose from the multitude of questions available in the platform[29]. This

2



Introduction 1.3 Research objectives

burden on the answerer has two consequences. First of all, there will be questions
that remain unanswered, as there are typically a lot of questions but so few answerers
available. Second the quality of the answers may suffer, as some answerers want to
maximize the number of answered questions, and not the correctness and soundness of
the explanation. Several studies[50] show Q/A platforms are fuelled by a set of highly
active users that alone contribute to the vast majority of the produced content. They
do so just to increase their reputation (which is directly proportional to the activeness
of the user), and not pay attention on the quality of answers they provide. Such users
are called Sparrows[50]. The other category of users called Owls[50] are the ones who
write good quality answers, but they are not very active and answer very few questions
as compared to the Sparrows[50]. Furthermore, users also have to wait for long period
of time to receive an answer. Both cases degrade the effectiveness of the knowledge
generation in the CQAs, which is their primary goal.

To help creating a better knowledge base, the burden on the answerer should be
reduced. One way of doing this is to suggest questions to candidate answerers such
that the likelihood of obtaining a good answer is maximized. This process is called
Question Routing (QR). When a question enters a Question Routing system, the sys-
tem predicts which users are most likely to give a good answer to the given question.
To achieve this goal the system creates a profile for all users, which leverages infor-
mation such as the number of answers given by the user and the users’ preference for
certain topics to estimate how likely a user will answer a given question. Almost all
approaches in Question Routing consider the question content and user preferences
for the question and user profile. Using only those features ignores one crucial aspect
that exists in non-CQA question and answering; the knowledge level of the answerer,
which might be reflected by the quality of a user’s answers. Currently few approaches
consider the quality of answers provided by a user. Both a novice and an expert may
have the same preference, but the level of knowledge is quite different. The evalua-
tion of the knowledge level, or expertise, is currently not considered in many Question
Routing approaches. Furthermore, the expertise being studied in these works, mea-
sures the levels of expertise based on the previous question answering history. How-
ever in general, a persons knowledge can not be assessed by just one source of infor-
mation. There is a need to go across platform to understand a users’ actual expertise in
a topic. Considering expertise inferred from multiple sources is a natural extension of
the currently existing approaches. Expertise will add extra information in the Question
Routing system which would allow it to make a more informed decision. The working
hypotheses is that including information about candidate answerer expertise measured
from across platforms can improve the performance of QR systems.

1.3 Research objectives

The motivation and idea behind my thesis is to improve the expertise characterization
within the community question and answer system. We aim to build a recommendation
model that recommends users based on their expertise for a particular question within a
topic. In this thesis, we propose that, when a question is supplied, the question answer
system selects potential responders from which to solicit responses. Having said that,
the core focus of our thesis is to study the metrics of expertise measurement. The

3



1.3 Research objectives Introduction

objective of this thesis can be summarized in the following research question,

RQ: How can expertise be characterized from data across web collaborative
platforms to improve the performance of Question Answering System?

This question can further be sub-divided into multiple questions that need to be
addressed in order to solve our problem.

• RQ1: What are the different types of expertise and how can they be measured?

Objective 1: To conduct a literature review about expertise characterization.

Here we aim to carry out a literature survey about expertise in general, exper-
tise characterization currently incorporated in the CQA systems and expertise
characterization in a cross-platform environment.

• RQ2: How can a user be modelled using data from multiple web collaborative
platforms?

Objective 2: To design user profile from data across web collaborative plat-
forms.

We first aim to choose web platforms that can be used for user modeling. Then
we gather data from them and understand how can the user profiles be linked to
create one user profile consisting of data from all platforms.

• RQ3: Can user modelling based on expertise evaluation improve the perfor-
mance of question and answer routing systems?

Objective 3: To identify metrics for expertise evaluation and use it to evaluate
question answer routing system.

Using the data created from user profiles, identify metrics for expertise evalua-
tion. Then use these metrics to evaluate the performance of the recommendation
system of question answer routing service.

Previous works [43, 49, 22] suggested ways to approach our research questions. We
used and extended the methods described in [43] to create our user base. We extended
the user actions described in [49] to map the user behavior with expertise type. Our
work is a continuation of previous works and takes us closer in solving problems ad-
dressed in previous section.

In order to find answers to second and third research question, first we needed to
build a user base upon which further analysis could be done. For that, from [49], pro-
grammers ask and answer software engineering related questions on Stack-Overflow,
collaboratively code on Github, and share software related content on Twitter. The
user activity on Stack-Overflow alone gives an incomplete picture of user expertise. In
order to study and find various types of expertise, we created a user base of users from
Stack Overflow, Github and Twitter. Users on Stack-Overflow post question within
the domain of software development. They tag questions which depicts a particular
topic that questions falls into. Users who answer these questions provide links to their
Github repositories, or give codes within the answers. On Twitter, these users interact
socially and share their knowledge with other users. Thus for our study, we chose to

4



Introduction 1.4 Contributions

use the user base of Github, Twitter and Stack-overflow as a basis for our research, as
suggested in [49].

Next we needed to create an expert recommendation model based on this user base.
We first study various recommender systems and then see which will be applicable on
our study. We then perform few experiments to find the better performing recom-
mender model. Our experiments include fine tuning the hyper-parameters and then
analyzing the performance of recommender models using different auxiliary features.
We compare and evaluate the results to find the better performing recommendation
model to create the recommendation system for question routing.

1.4 Contributions

By automating the process of finding an expert for a question, the expert user will
be able to find relevant questions to answer, and the questions will get high quality
answers, thereby reducing the cost of investment of time required by an expert to find
suitable question, and improve the overall productivity of question answer system.

The contribution provided by us in this piece of work include :

• Literature survey of expertise characterization for question answer routing.

• Data Collection Pipeline from multiple web platforms to build user profiles.

• Framework of expertise characterization using data from multiple web collabo-
rative platforms.

• Calculating cross platform expertise using data from web collaborative plat-
forms.

• Evaluation of performance of recommender systems for question routing with
different configurations.

1.5 Thesis Outline

This thesis is divided into 7 chapters. First, in Chapter 2, we describe the background
and related work on expertise characterization for community question and answer
systems. Then, in Chapter 3, we present conceptual framework of the whole system
and data collection pipeline to create user profiles. In chapter 4, we present the cross-
platform metrics to calculate expertise in CQA systems. In Chapter 5, we describe the
experimental setup to evaluate the performance of systems. In Chapter 6, we present
and discuss the results. Lastly in Chapter 7, we conclude the thesis by discussing the
future scope of this thesis work.

5





Chapter 2

Background and Related work

In this chapter, we will review some of the research work done on community question
answering, question routing and factorization machines. We also look into previous
work done on expertise recommendation. This acts as a base for our answer to RQ1.
RQ1 is answered in chapter 4

2.1 Community Question Answering

In the past few years, Community Question Answering websites such as Yahoo an-
swers, Quora and Stack-overflow have been building very large archives of questions
and their answers [2, 19, 40, 35]. Research on community question answering has seen
a significant growth. Research on CQA was mostly studied on two problems.

• Decrease the waiting time for a personal response

• Cater to the problem of large number of unanswered questions

One of the main goals of the below mentioned researches is to decrease the waiting
time for a personal response. Relying on the available archive, one can approach this
problem by either finding similar questions or relevant answers. Relying only on the
questions available in the archive, the objective is to find similar previously answered
questions by the QA community.

The problem of binding similar previously answered questions or question recom-
mendation is tackled in [12] by representing questions as graphs of topic terms, and
then ranking recommendations on the basis of these graphs. An automatic method for
finding questions that have the same meaning is proposed in [27]. This method finds
semantically similar questions that have little word overlap. Including the answers
available in the archive, the main purpose is to find a right answer in the QA archive
for a given question.

To build an answer finding system, four statistical techniques are used in [11] in-
cluding TF-IDF, adaptive TF-IDF, query expansion and statistical translation. A se-
mantic knowledge base (WordNet) is used in [26] to improve the ability of classical
information retrieval approaches in matching questions and answers. Additionally, non
textual features are used to improve the answer search quality in [28].

The second major problem of CQA caters to the problem of large number of
unanswered questions. The study in [5] present an algorithm ENTITY-ALCHEMY

7



2.1 Community Question Answering Background and Related work

to reduce the number of unanswered questions in question categories with high en-
tity usage. According to the authors, reusing past resolved questions is an effective
method for reducing the number of unanswered questions in a CQA system. This pa-
per showed that in question categories with a lot of named entities and entity name
variations, using knowledge base information and applying entity linking to identify
and disambiguate named entities finds most of the similar past resolved questions to a
given question.

Peer production is a term used to describe the phenomenon of distributed users
collaborating to contribute value to others without oversight or management by a busi-
ness enterprise. In peer production systems users, are motivated by three types of
rewards: monetary, intrinsic hedonic, and social-psychological [10]. Many instances
of peer production forgo monetary rewards completely, such as Wikipedia and the se-
ries of Games with a Purpose [1]. These games intrinsically reward volunteer users for
performing tasks such as image tagging. Not all peer production systems are entirely
benevolent; Pouwelse et al. explain that many systems contain Pirates and Samaritans
[39]. Pirates may add value by illegally sharing content at the expense of the content
creators.

Question and answer forums are another form of peer production, where volunteer
users add value by answering questions posed by others. It is possible for a pirate to
intentionally supply low quality answers, but most mechanisms driving QA forums do
not reward this behavior. Whereas Google Answers provided a monetary incentive to
answer questions, Yahoo! Answers(YA) relies on only intrinsic and social rewards.
Adamic et al. have taken a close look at user behavior and content in YA [2]. They
have characterized the distribution of question topics and demonstrated that responders
who primarily respond to a small set of related topics have expertise in that topic
and are therefore more likely to provide answers that are rated highly. The incentive
mechanism used by YA is point-based; points are a non monetary reward and they are
assigned according to user behaviors such as asking a question, answering a question
and providing an answer that is selected as the best answer.

Figure 2.1: The questioning process of Stack-Overflow

8



Background and Related work 2.2 Recommender System

Figure 2.1 shows the question answering process of stack-overflow as an exam-
ple of QA routing. The registered users on the portal submit a question. Other users
who find this question, provide answers. If the owner of the question finds the answer
satisfactory, he votes the answer and chooses the best answer. If the answers are un-
satisfactory, or requires additional information, the owner, modifies his question. If
their is no relevant answer, the community decides to close the question. Questions
that have also found their best answers are considered as closed questions.

Jain et al. have performed a detailed analysis on the YA incentive mechanism and
proven that the best answer scoring rule does not always reward responders appropri-
ately and they suggest approval voting or asker-distributed-the-points rules [25]. The
decision-theoretic framework for QA forums presented here takes a different approach
for motivating responses. Like other QA systems it assumes that responders gain some
intrinsic or social reward for participating, but the framework is designed to lower the
responders time investment and increase the questioners confidence in the provided
answers. The core of the design framework is a recommender system. This recom-
mender selects potential responders to answer a given question. This lowers responders
time investment because they do not need to search through a list of questions to find
one that they are willing and capable of answering. Moreover, this recommendation
system increases questioner confidence in the responses because the recommendation
algorithm is designed to identify the most appropriate experts (responders) for a ques-
tion.

The above study proves a major improvement in routing questions to expert users.
However, they calculate the expertise only based on the previous answering history.
As discussed above, in order to reduce the number of unanswered questions, we need
to determine the expertise of a user, and route a relevant question to him. Further in
the chapter we will discuss some more studies done to measure expertise of a user.

2.2 Recommender System

Recommender Systems form the basis for Question Routing. The techniques used in
both fields are very similar, but their purpose is different. In Recommender Systems
the focus is on recommending items to users to aid the user in his quest for new and
interesting content. In Question Routing the focus is on finding users that are able to
answer a given question.

Even though Recommender Systems and Question Routing techniques can be sim-
ilar, not all types of Recommender Systems can be used for Question Routing. This
section will discuss which types are and which aren’t fit for use in Question Routing.

Recommender Systems are systems that recommend an item to a user that inter-
acts with the system. Recommendation Systems can be classified into two classes. One
class of recommendation system is content-based filtering (CBF); it measures similar-
ity by looking for common features of the items. A second class of recommendation
system uses collaborative filtering (CF); these measure similarity of users by their item
preferences and/or measure similarity of items by the users who like them.

9
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Type Description Implicit Explicit
Unary Only preference or non-

preference is expressed
click,
buy,
answer

favourite, like

Binary Both preference and non-
preference are expressed

like/ignore, thumbs
up/down

Discrete Preference is expressed as
a value in a discrete range

Star rating, grade

Continues Preferences are expressed
on a continue scale

Slider green/red,
slider dislike/like

Table 2.1: Different types of preference expression in Recommender Systems

2.2.1 Preference Expression

Both Content-Based Filtering and Collaborative Filtering depend on how users express
their preference for an item. Research has shown that different types of expressed
preference exists in Recommender Systems [36]. For example clicking on something
is an implicitly expressed preference, while liking something is an explicitly expressed
preference. In explicit expression the users consciously expresses their preferences.
In implicit expression user preferences are derived from user actions. The two main
categories as described in [22] are listed in Table 2.1

2.2.2 Content-based Filtering

In Content Based Filtering (CBF) items are modeled by their properties p1....pn [36]
and users are modeled by their preferences. Item recommendation is done by find-
ing the items that have properties which matches with the users’ preferences. The
best matches are returned as recommendations for the user. An overview on how this
process works is given in Figure 2.2

In a CBF Recommender System, finding matches for a user u can be done in
a multitude of ways. Whichever way is chosen, comparing a user with an item is
a required step. The items that are best comparable to the user u are provided as
recommendations. In most cases the user u and item i are compared based on their
similarity [36]. In the case both users and items are represented by the same Vector
Space Model (VSM) m, the similarity between u and i is often based on the cosine
similarity which represents the closeness of two vectors in space. If two vectors are
aligned in their vector space, the value of the cosine similarity is higher then when they
are not aligned.

cosinesimilarity(u, i) =
∑
|m|
k mki.mku√

∑
|m|
k m2

ki.

√
∑
|m|
k m2

ku

(2.1)

2.2.3 Collaborative Filtering

Collaborative Filtering (CF) recommends items based on expressed user preferences
[41]. The user preference is expressed either implicitly or explicitly. The expressed
preference is used to guess the preference of a user for the unseen item. Figure 2.3
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Figure 2.2: Workflow of CBF Recommendation[46]. In this workflow, the user profile
is created based on expressed preferences on certain features. The item profile is
created based on analyzing its features. Matching user feature preferences and items
features results in a set of items that are recommended.

Figure 2.3: Work-flow of CF Recommendation[46]. In this work-flow, the X users’
profile is created based on expressed preferences. Then we find a set of N users whose
preferences are similar to user X’s preferences. Then estimate user X’s ratings based
on ratings of users in N. Highest rated items are recommended to user X.

11
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shows the work-flow of collaborative filtering. Two strategies exist that utilize ex-
pressed user preferences to generate recommendations. The first is a user-based ap-
proach, where users are compared to each-other to generate a recommendation set for
a given user. The other approach is the item-based approach where items are compared
to each-other to generate a recommendation set for a given user. Both approaches are
explained in this section.

User-based
In user-based Collaborative Filtering, similarity is calculated between users based

on the similarity of their preferences. If user u and user u2 both have rated items ia,b,c
the same, but user u2 has rated id as well, id may be interesting for u1 as well. In a
user-based CF recommender system the set I of all items that are unknown for a given
user u are considered. For each item i in I every user ui in the set of users Ui that have
expresses their preference for i is compared for similarity with user u. The predicted
preference of user u for i is the average of the ratings given by the other users, weighted
by the similarity of u and ui. The items with the highest predicted preference for user
u are given as suggestion. An example of user based CF is shown in figure 2.4.

Figure 2.4: Example of user based Collaborative Filtering. In this example unary pref-
erences are given, which are represented by solid lines between the figures(users) and
the circles(items). User-user interaction is shown by dotted lines. Recommendation
for user 1 can only be done using item 1.

In user-based CF recommender systems existing preferences for an item of other
users are required in order to predict the preferences of a user for this item. This
requirement is inherent for this type of recommendation, no similarity can be calcu-
lated for a user that has no expressed preference and no preference can be predicted
for an item that has no expressed preferences yet. The inability to recommend new
users/items is known as the ’Cold Start Problem’ [42]. Using this approach for Ques-
tion Routing poses a serious problem, because QR specifically routes new and unrated
questions.
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Item-based
In item-based Collaborative Filtering similarity is calculated between items. The

item similarity uses expressed user preference to calculate a similarity value [41].
Users that have interacted with both item i and j are used in some similarity calcu-
lation S(i, j) between item i and j. Which similarity calculation is used differs per
type of expressed preferences of a user. For example when preferences are unary, the
similarity between two items can be calculated by the Tanimoto[24] similarity as given
in equation 2.2

S(i, j) =
|Ui∩U j|
|Ui∪U j|

(2.2)

Ui and U j are the sets of users that have respectively expressed their preference for item
i and item j. Thus the more users have expressed their preference on both items, the
higher the similarity is between the items. Item-based CF suffers from the cold start
problem as well, new items cannot be recommended because no users have expressed a
preference for this item. An example of the item-based CF works is depicted in Figure
2.5. The cold start problems also exists for new users. With no preference for an item,
no items can be compared, thus no items can be suggested to a user.

Figure 2.5: Example of item based Collaborative Filtering. In this example unary pref-
erences are given, which are represented by solid lines between the figures(users) and
the circles(items). Item-item interaction is shown by dotted lines. Recommendation for
user 3 can only be done using item 1 and item 3.

Collaborative filtering algorithms can be further divided into memory and model
based algorithms. An important subclass of the latter is the latent factor model (LFM).
LFM is a generalized model. It consists of different models like single value decom-
position, matrix factorization, factorization machines, etc. Each of their applicability
varies with the nature of the data being applied on. Collaborative filtering algorithms,
usually, give better results than content-based filtering if the user-item matrix is dense.
However, in certain situations CF algorithms may also give good results in case of
sparsity, but in most cases, content-based filtering algorithms give more accurate re-
sults when sufficient interaction data (or events) is available.
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2.2.4 Pros and Cons

There are several advantages and drawbacks in Content Based Filtering recommender
systems when compared to Collaborative Filtering recommender systems [36]. They
are summarised in Table 2.2

Content Based Filtering Collaborative Filtering
Domain Analyisis of domain is re-

quired. This allows to cre-
ate accurate models

Not required. It works for
any kind of data.

User Knowledge Takes account of each
user’s independent prefer-
ences. Allows for person-
alised recommendations

Does not take into ac-
count user’s individual
preferences.

New Items can analyse any new item
due to presence of item
model and domain knowl-
edge

has new item problem

Flexibility Not Flexible. Model has
to be changed for any
change in user or item

It is flexible

New User Cold start problem exists Cold start problem exists
Sparsity Need to have sufficient in-

teraction data
Performs better on sparse
data

Overspecialisation Has overspecialisation
problem

Popularity bias

Table 2.2: Pros and Cons of Content Based Filtering when compared with Collabora-
tive Filtering

2.3 Factorization Machine

In 2010, Steffen Rendle, introduced a seminal paper in the world of machine learning.
In this work, Rendle described a concept known as a factorization machine. Factoriza-
tion machines can be compared to support vector machines (SVMs) with a polynomial
kernel. SVMs are widely used as general predictors. However, SVMs have known
weaknesses, some of which are addressed by Rendle’s factorization machines. SVMs
function best on dense data. In SVMs, the input variables are still independent vari-
ables even though the polynomial kernel attempts to model the interaction among the
variables. Factorization machines were designed to address these weaknesses. Firstly,
no training examples are required in the model parameters, making the models much
more compact. Factorization machines perform extremely well on sparse data, in-
cluding data of very high sparsity. Additionally, through proper feature engineering,
the machines can mimic the best specialized factorization models developed for very
specific situations. This allows them to be applied in a multitude of situations where a

14



Background and Related work 2.3 Factorization Machine

Figure 2.6: Placing of Factorization Machine amongst other recommendation system
models. We can see that FM fall under CF, but FMs are quite powerful in the sense
that they can mimic a number of other models by feature engineering. FMs are best
suited for our requirements as it incorporates pairwise interaction of user, item and
their auxiliary features.
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specific form of learning algorithm and predictor is required. Figure 2.6 shows the
placing of FMs amongst other recommendation systems.

2.4 Introduction to Expertise

Expertise discovery is fundamental to recommending the best responders. Understand-
ing the nature of experts, their activity behavior, and their role is important for this
study, The classification of expertise as described in Collins and Evans’ periodic table
of expertise[14] includes ubiquitous expertise (knowledge that comes from primary
literature) and specialist expertise (knowledge that comes from the process of exper-
imentation). In our work, apart from these two classifications, we also use a third
category of expertise, called social expertise. We discuss more about the types of
expertise and how to measure them in chapter 4

In the context of question answer system, social judgment is critical for expert
identification. Apart from answering questions, asking a question and posting a com-
ment may also provide evidence of user expertise. However, since answering a ques-
tions directly reflects the knowledge of a user, We limit our work for expertise charac-
terization within the scope of answers.

2.5 Expertise Characterization

Compared to the previous problem of retrieving relevant questions and answers for a
new question, there are fewer works aiming to solve the problem of finding the best
answerers for a new question. The task of expert recommendation is predicting the
best users who can answer a newly posted question. A ranked list of best answerers
can be returned based on the similarity between the query and users history. To locate
the users with desired expertise, quantitative measures of expertise are defined in [37].
They describe how to obtain these measures from a software project’s change manage-
ment system. They also presented evidence to validate this quantification as a measure
of expertise.

Two general strategies for expert searching given a document collection are pre-
sented in [7] by using generative probabilistic models. Experts are found by mining
expertise from email communications in [15]. Profile-based models for expert finding
on general documents are proposed in [18]. There is also some research in question
answerer recommendation. A new topic model which can simultaneously discover
topic distribution for words, categories and users in a QA community is introduced
to find a ranked list of answer providers [19]. Latent Dirichlet Allocation model is
used in [34] and it has been combined with user activity and authority information to
find the best answerers. [33] models expertise according to content similarity between
the answering questions of users and test questions. If the test question is similar to
the questions answered by the user in the past, he/her would have more probability
and ability to answer this question. They use content-based model and peer-expertise
model to model the strength between users and questions. Some methods of measuring
expertise used in above mentioned works are described in the following sections.
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2.5.1 Z-Score

The Zscore =
a−q
a+q is an often used metric for expertise which measures expertise ac-

cording to the number of posted questions q and the number of posted answers a [51].
This measure tries to capture the combined answer and asking pattern and how

different it is from a user that asks and answers questions with a probability p = 0.5.
If a user answers more questions than he/she asks, the Zscore is positive, if the number
of questions and answers is equal, the score is about 0 and if a user asks significantly
more questions than answers, the Zscore is negative.

2.5.2 Reputation

Reputation or User score is the experience score that the Community Question and
Answering system provides for a given user. For instance on Stack Overflow the user
score is called reputation, while on Yahoo! Answers the user score are referred to as
points.

User score is used as an expertise measure in some researches [38, 30, 20]. User
score is used because it is readily available and intuitively represents the expertise of
the user. Users of the platform have only one way of knowing if an answerer is an
expert, which is looking at the answerers score.

However there are some notable disadvantages of user score as an expertise mea-
sure. First of all, the user score is not topic dependent. A user that has gathered his
score on topic t does not have to be an expert at any topic t ′ 6= t. Second, it has been
shown that user score can be closely related to the number of answers a user has pro-
vided [50, 20]. It has also been suggested that if a user is highly active it does not mean
that the user is an expert [50], although high active users and expert users can overlap.

Both Z score and Reputation methods suffer due to their being independent of a topic
and high reliance on user activeness, thus favouring highly engaged users over the ones
that provide high level contributions.

2.5.3 MEC

Mean Expertise Contribution (MEC) is a measure that is created to specifically reduce
the importance of the level of activity of the user in the expertise judgment [50]. In
the process this approach also incorporates topic dependency for the level of expertise.
Thus, this measure solves both problems that exist in the most popular measures of
expertise. MEC or mean expertise contribution values three expertise factors like -

1. Answering Quality,

2. Question Debatableness, and

3. User Activeness

For a topic t, MEC is calculated as,

MECu,t =
1
|Qu

t | ∑
∀qi∈Qu,t

AU(u,qi)∗
D(qi)

Davg
t

(2.3)
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where,

- AU(u,qi) is the utility of the answer provided by the user u to question qi. It
is calculated as AU(u,qi) =

1
Rank(aqi )

, i.e. the inverse of the rank of the answer
provided by u for question q. The larger AU, the higher the expertise level
shown by the users in question qi

- D is the debatableness of the question qi, calculated as the number of answers
|Aqi,t | provided for question qi

- Davg
t is the average debatableness of all the questions related to the topic t, cal-

culated as 1
Qt
∗∑∀qi∈Qt |Aq j,t |

The value of MEC varies between 0 and 1 where MEC=1 indicated that the user
u, on average, provides the best answer to averagely debatable questions. MEC=0.5
shows that u ranks second in answering averagely debated questions, or ranks first in
answering less debated questions.

2.6 Methods

Some methods that will be later used in our work are introduced in this section.
One method of judging the quality of a particular model is by residuals. That

means the model is fit using all the data points and the prediction for each data point
is compared with its actual output. The mean absolute residual error is calculated.
However, Cross validation is a model evaluation method that is better than residuals.
The problem with residual evaluations is that they do not give an indication of how well
the learner will do when it is asked to make new predictions for data it has not already
seen. One way to overcome this problem is to not use the entire data set when training
a learner. Some of the data is removed before training begins. Then when training is
done, the data that was removed can be used to test the performance of the learned
model on "new" data. The holdout method is the simplest kind of cross validation.
The data set is separated into two sets, called the training set and the testing set. The
function approximator fits a function using the training set only. Then the function
approximator is asked to predict the output values for the data in the testing set (it has
never seen these output values before). K-fold cross validation is one way to improve
over the holdout method. The data set is divided into k subsets, and the holdout method
is repeated k times. Each time, one of the k subsets is used as the test set and the other
k− 1 subsets are put together to form a training set. Then the average error across
all k trials is computed. The advantage of this method is that it matters less how the
data gets divided. Every data point gets to be in a test set exactly once, and gets to
be in a training set k−1 times. The variance of the resulting estimate is reduced as k
is increased. The disadvantage of this method is that the training algorithm has to be
rerun from scratch k times, which means it takes k times as much computation to make
an evaluation. Also in cases where the sequence of data is a factor in itself, k-fold cross
validation is a poor choice.

Grid Search is method of systematically working through multiple combinations
of parameter tunes (hyperparameter tuning), cross validate each (holdout or k-fold)
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Figure 2.7: Screenshot of Graphlab Canvas Interface. We can plot graphs, see distri-
bution of data, compare models, and manage jobs using this interface.

and determine which one gives the best performance. Using grid search, we can work
through many combination only changing parameters by a bit.

2.7 Tool : GraphLab

For our experiments, we chose to use the GraphLab tool. GraphLab is a machine
learning tool that can handle large data sets which results into scalable machine learn-
ing. It is an open source project and has been designed considering the scale, variety
and complexity of real world data. Figure 2.7 shows a screenshot of graphlab canvas.It
has state of the art machine learning algorithms including deep learning, boosted trees,
and factorization machines and is user friendly. We required a tool that can handle
millions of data points, and visualize it easily. With the presence of SFrames, graphlab
could analyze terabyte scale data at interactive speeds. Thus, Graphlab was a good
choice for us to go forward with.

2.8 Conclusion of Chapter

In this chapter we look at previous research work done in the field of community ques-
tion answers. The problems addressed in this field are also discussed. We then look
into Question Answer Routing, and ways adopted to improve it. We then introduce
recommender system as a basis for question routing. Different types of recommender
systems are studied in detail. We then introduce factorization machine, and discuss
why it is best suited for our work. In the end we introduce expertise and some ways
present in literature to measure. Few methods and tools that will be used later in our
study are introduced in the last section. Research work done on expertise measurement
limits to the question answering history and expertise based on a users’ presence on the
question routing platform. Studies like [49, 14, 8, 48] prove that in order to estimate
a person’s actual knowledge, we need to go beyond question routing platforms and
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take the advantage of a users’ cross-platform domain specific behavior and advocate
to capture different forms of expertise and expert behaviour. In our work, we target
this approach and harness the knowledge of a user using his cross-platform behaviour.
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Chapter 3

Conceptual Framework and User
Modeling

In order to measure the effect of expertise for question routing using data from multiple
web platforms, in this chapter, we first present and discuss the overview of flow of
process adopted. Then we will discuss the data collection pipeline to create a user
base to work upon. In the end of the chapter, we present methods of user matching
used to create a multi-platform data user profile. This will be an answer to our RQ2.

3.1 Overview of Flow

The conceptual framework of my thesis work comprises of three aspects. Firstly, to
understand the nuances of expertise and determining the measurement metrics of dif-

Figure 3.1: Conceptual Framework
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ferent types of expertise. Secondly, to gather data from multiple web collaborative
platforms and to create a user profile out of it. Lastly, to apply the expertise metrics
on the user profiles in order to provide better rank lists of user when searching for
potential answerers of a particular question.

The process of expertise characterization for question routing is a multi-step pro-
cess and is summarized in Figure 3.1.

From figure 3.1, first, expertise is studied in general. Types of expertise are iden-
tified and then properties of each type of expertise are listed. Data from web col-
laborative platforms is collected and stored in a database. The information from this
database is used to fine tune the properties of each type of expertise. The identified
properties are then used calculate and extract expertise of each user in the database.
This calculated expertise is also stored in the database.

The data from the database is fed into the recommendation system generating func-
tion. A recommendation model is created. This model is then used to predict and
recommend expert users for an inputted question. The performance of the model is
evaluated and accordingly the model is improved until we find a model that signifi-
cantly improves the expert recommendation for question routing.

3.2 Data Collection Pipeline

User’s data from web collaborative platforms like Stack-overflow, Github and Twitter
is used in my work. Software developers use these three platforms [49] to organize
code, seek and provide support and share their work. For example, a software devel-
oper shares his work with the community on Github. He organizes his code on Github.
At the same time, he is active on Twitter and tweets about latest and interesting things.
Whenever he is stuck during his work, he takes help from the open Stack-Overflow
community. He posts questions and seeks answers from others users. Also, he writes
regular answers on topics he has knowledge of. In this way the he is present on every
platform and leaves traces of his knowledge engulfed within his actions. We can take
advantage of his cross-platform presence. An expert in the field of software develop-
ment could be modelled using data from these three platforms. Thus, my first task
was to find the common set of users with high accuracy levels of match between these
platforms.

In order to create user model consisting of common users from Twitter, Stack-
overflow and Github, We decided to divide our work into three parts-

• Find Common users between stack-overflow and github, (part 1)

• Find Common users between github and twitter, (part 2)

• Find Common users between stack-overflow and twitter. (part 3)

This division of work was necessary to extract the final set of common users be-
tween all these 3 platforms (part 4), as one can see in the Figure 3.2. For measuring
various expertise of a user (especially social expertise), all parts were required and not
just part 4.
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Figure 3.2: Venn Diagram to show User Matching between three platforms

Stack-overflow being the question answering platform under study, we chose to
start our work with existing measures of expertise characterization, i.e. based on pre-
vious answering history. Then to capture the cross-platform behaviour, it was best to
first involve github and then twitter in the end. One could arguably say that why not
twitter before or github before. Taking Twitter before does not make any sense as we
want to study cross platform expertise for question routing, question routing is the cen-
tral idea and not some other generic social behavior. Using github before also does not
make that much of a sense as users on Github will be all experts (as per our measures)
in their filed and only showcase knowledge of the topic they know about, whereas in
Stack-overflow, we get a sense of a users’ expertise levels for varied topics.

3.3 Collecting the data

Stack-overflow

The stack exchange meta data website1 provides data dumps of stack-overflow. We
used the September, 2016 data dump. This means we had the question, answer, com-
ments and other related details of all stack-overflow users till September 2016. How-
ever, this data-set did not have email-id of users registered after 2014. Due to changes
in privacy policy, we could not get that data. All the data was extracted into tables for
further usage.

Github

The github data till November 2016, was downloaded from the regular dumps provided
on their website2. This data contained all information about users, their projects, repos-
itories, comments, etc. The email ids of users was included till May, 2016. The emails
of users registered between May 2016 and November 2016 was collected explicitly
from the managers of github data.

1https://archive.org/details/stackexchange
2http://ghtorrent.org/downloads.html
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Twitter

Data from twitter was collected only for existing and matched users of stack-overflow
and github. Rest API’s of twitter were used to crawl user’s data. Also, twitter’s search
page3 was scrapped to get maximum data. The process of data collection is discussed
further in the chapter.

Stack-overflow
Number of questions 12,350,000
Number of Answers 19,974,952
Number of users 5,987,285

Github
Number of users 14,380,097
Number of projects 39,635,052
Number of commits 66,819,469

Table 3.1: Dataset Statistics

Table 3.1 summarizes the important statistics of my dataset.

3.4 User Matching

Once the data has been collected, the next step is to link users between the three plat-
forms. This is also our first step in the direction to answer second research question
(RQ2). We adopted the matching strategies for direct and attribute matching intro-
duced in [43]. We extended fuzzy matching adopted in [43] to match user accounts
between Stack-Overflow and Github.

• Direct Matching : Direct Matching or explicit matching refers to the matching
of user profiles when explicit information about other platform’s profile is given
in data. Explicit links are provided by users in one platform to the their accounts
in other platforms.

Starting from our built dumps of Stack-Overflow and Github, we perform ex-
plicit matching by analyzing user-provided links from the user profiles in each
of these platforms to the other platforms. We consider this a very reliable method
for account linking because matching information are provided by users them-
selves, with strong incentives for truthful linking.

From Stack-Overflow to Github, Twitter. We analyze Stack-Overflow user pro-
files to find explicit links to Github and Twitter users. For Stack-Overflow users
that provide links to their Github link, we parse the direct links, which are in
the form of https://github.com/GitHubLoginName and obtain their Github login
names, i.e., GithubLoginName. For Stack-Overflow users that provide direct
links to Twitter, which is usually in the form of http://www.twitter.com/Twitter
ScreenName, we parse the Twitter screen name, i.e., TwitterScreenName. Both
Github login name and Twitter screen name uniquely identifies one user in

3https://twitter.com/search-home
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Github and Twitter, respectively. From Github to Stack-Overflow, Twitter. We
analyze Github user profiles similarly to match user profiles in Stack-Overflow
and Twitter.

The result of explicit matching is reported in Table 3.2. As it can be seen, we
were able to match thousands of users between the three platforms.

Direct Matching
With To Number of Users
Stack-overflow Github 5659
Github Stack-overflow 678
Stack-overflow Twitter 5426
Github Twitter 6260

Table 3.2: Explicit Matching

• Attribute Matching : Attribute Matching refers to the matching of user pro-
files using unique attributes of users’ accounts to connect profiles across mul-
tiple platforms from the same user. Excluding directly matched users, attribute
matching was performed.

Stackoverflow and Github provide users with the option of registering their
emails, which are encrypted into MD5 hashes in the data dumps. This tech-
nique is known from literature [47, 6, 43] to be a reliable way to match users
by their email reference. There are in total 2,185,162 (≈36.5%) Stackoverflow
users and 1,026,676 (≈7.1%) Github users with email hash. Email hashes were
previously considered for matching users between Stackoverflow and Github in
[47, 43].

Besides using the email hashes explicitly provided by users, we exploited Gra-
vatar [44] to increase the number of available hashes in both platforms. Gravatar-
id is a unique image associated with an email hash. We find that many users
use Gravatar to have a unique profile image across Stackoverflow and Github.
By making HTTP request for a Gravatar profile image, we obtain a user’s MD5
email hash [45]. We identified 4,752,335 (≈33.1%) Github users, and 5,902,395
(≈9.9%) Stackoverflow users with Gravatar email hash available.

query = ((StackOver f lowUsers[emailhash]∩GithubUsers[emailhash])

∪ (StackOver f lowUsers[gravatarid]∩GithubUsers[gravatarid])

∪ (StackOver f lowUsers[emailhash]∩GithubUsers[gravatarid])

∪ (StackOver f lowUsers[gravatarid]∩GithubUsers[emailhash]))
(3.1)

Combing email hashes explicitly provided by users, and implicitly revealed
from their Gravatar Id, we use Query 1 for Stackoverflow-Github user match-
ing, which encodes all meaningful joins between MD5 email hash and Gravatar
Id attributes across the two platforms. The result of attribute-based matching is
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shown in Table 3.3. We finally obtained more than 767k exactly matched users
between Stackoverflow and Github.

Attribute Matching
With To Number of Users
Stack-overflow emailhash Github emailhash 111,083
Stack-overflow emailhash Github gravatarid 649,875
Stack-overflow gravatarid Github emailhash 1,463
Stack-overflow gravatarid Github gravatarid 5,489

Union 767,910

Table 3.3: Attribute Matching

• Fuzzy Matching : Fuzzy Matching refers to the matching of user profiles using
implicit data provided in the data. Excluding directly and attribute base matched
users, fuzzy matching was performed. This also included all users who did not
have any email hash or gravatar-id.

– Stack overflow - Github
Stack-overflow and github datasets had the loginname or the display name
of the user as a common and mandatory field. We therefore chose to
apply fuzzy matching on the login names of users. Loginnames being
strings opened doors to apply various matching conditions that lead to
fuzzy matching.
In order to be sure that the matched user is actually the same user on both
platforms, it was important to derive the complexity of loginname strings.
More complex the string, more chances of the matched users being the
same person.
The following assumptions were made:

∗ If a string comprises of special character such as ’$@#^&%<>?{}!’,
then it belongs to the highest level of complexity
∗ If a string comprises of both alphabets and numbers, but not special

characters, then it is complexity of second degree.
∗ If a string just has alphabets, then it may or may not be complex

We applied the above strategy and matched the loginnames. If the match
belonged to the first two criterion mentioned above (ignoring the case),
then the match was considered as high confidence match. If the match
belonged to the third category (not ignoring the case), then we compared
it further based on the length of the string. If the length of the string was
greater than equal to 8 (a threshold value chosen after experimentation),
we considered it as a high confidence match.
We manually checked profiles of 100 users, and found an accuracy of
82%. One limitation of this strategy was that, it relied on a loginname
being matched, and then see if the loginname is complex enough to in-
clude as a high confidence matched user or not. We eventually decided to
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use this strategy because when we consider complexity of a loginname, we
were not directly matching the user, but selecting the ones that have a high
chance of belonging to the same user (in different platforms).
In the end we unioned all users matched by fuzzy matching. 41,935 users
were matched.

– Github, Stackoverflow - Twitter
Matching accounts from Stackoverflow and Github with Twitter accounts
is inherently more difficult, since Twitter profiles need to be obtained via
Twitter API services.
All users profiles that had an additional information in the form of either
a web url or profile image were considered for fuzzy matching. This se-
lection of limiting the users to only ones having an extra information was
based on the fact that at a later stage, only the users with a matched account
based on the below mentioned criterion will be considered as high confi-
dence match, thus the users not having that information would be eventu-
ally excluded. Therefore, we did not take those users into consideration,
and tried to reduce the complexity of the task.
To move forward with user matching, here loginnames was chosen as a
basis of matching twitter, stackoverflow and github accounts. According
to Twitter APIs, matching could either be done based on id, screen-name or
name. Id of a user on github, stackoverflow and twitter is different. Names
are more complex to categorise and cannot be used as primary input, as
it could lead to false positives. Lastly, loginnames were the only feasible
option to send as an input and match with the screenname of twitter.
To move forward, we decided to do categorization of loginnames. This was
done to understand the effects of various loginnames on twitter. Twitter
not being case-sensitive, we categorized the loginnames in the following
categories

∗ Alphabets (only alphabets)
∗ Numeric (only digits)
∗ Alphanumeric (both alphabets and digits)
∗ Special (having any special character excluding’-’)
∗ Dashed (having a dash (’-’), implying a conjugation of more than one

work)
∗ Space (having a space in between words. This type of loginname was

only found in stackoverflow data)

Dashed and Space were chosen as two separate categories, because in
Twitter, a search with a dash(-) is considered as one whole input, whereas
a search with a space is considered as two separate word (not necessarily
occurring together).
A distribution of loginname belonging to a certain category was found for
inputted github and stackoverflow users. This distribution can be seen in
Table 3.4. The most stark information in this table is the absence of login-
name with special characters in github dataset. On further investigation,
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we found that github user-names does not allow[17] any special characters
except ’-,_,’.

Distribution of loginname categories
Category Github StackOverflow %github %stackoverflow
Alphabets 3,197,470 872,517 0.7316 0.2625
Numeric 9,194 1,034 0.0021 0.0003
Alphanumeric 886,184 1,354,009 0.2028 0.4074
Special 0 40,315 0 0.0121
Dashed 277,728 16,667 0.0635 0.0050
Space N.A. 1,039,153 N.A. 0.3127
Total 4,370,576 3,323,695

Table 3.4: Distribution of loginname categories for Github and StackOverflow

Lookup and Search

Two types of query requests were here considered, namely Twitter REST
API and Twitter.com Search. We refer to them as Lookup and Search [43]
respectively. The Lookup method returns the full profile information of
the user corresponding to a given screen name, id or name. Using Twitter
REST API, rate limit of 100 requests per 15 min window has to be fol-
lowed. On the other hand, Twitter.com Search permits to process only one
input per request. Although, twitter search being less efficient, it is more
flexible in terms of the input. It can accept any textual input. There is an-
other searching method on Twitter, Search API. Using search API was not
a good option as it did not give access to historical data on Twitter.
Based on the data we had for github and stackoverflow, we considered the
following options for input -

∗ Login names, and names of users’ Stackoverflow and Github accounts,
∗ Website urls and profile image of users’ Stackoverflow and Github

accounts,

Website urls, (leaving facebook and instagram urls, as they could lead to
false positives) if matched indicate both the accounts belong to the same
person. Here we made an assumption that all the urls provided, belonged
to the user himself. Thus if a website url was matched, then the accounts
on matched platforms, definitely belonged to the same user.

Accuracy of Lookup and Search methods

To assess the performance of Lookup and Search methods, we took a ran-
dom sample dataset of 2000 users each from github and stack-overflow.
Figure 3.3a shows the distribution of stackoverflow and github loginnames
according to various categories. This distribution is similar to the distribu-
tion of loginnames of whole dataset (chi-square(4) is 1.45244 for github
and chi-square(5) is 6.53691 for stack-overflow) shown in Table 3.4. We

28



Conceptual Framework and User Modeling 3.4 User Matching

can see from Figure 3.3a the majority of loginnames are only alphabets,
followed by alphanumeric.
To understand how different categories behave when inputed in Lookup
and Search, we in Figure 3.3b analyse the percentage of Github and Stack-
overflow login names that have at least one candidate returned by Lookup
and Search. High values indicate higher probability that the user can be
matched. We can see that the Lookup performs better for numeric ("Nu-
meric") input and Search for all other categories of input.
For each category, we manually checked the matched accounts. A user
was considered to be matched with a Twitter account if there was explicit
Twitter information (e.g., personal website, profile image, profile descrip-
tion) that can identify the user with high confidence. Table 3.3c shows
that Search performs better than Lookup, especially for login names that
belong to the "space", "special" and "dashed" categories. The least gain of
Search over Lookup is in the category "Number" (negative). Considering
Figure 3.3b and the higher efficiency of Lookup method, we chose to use
Lookup for login names in the "Number" category, and Search for the other
categories.

Workflow of Fuzzy Matching

Figure 3.4 shows the work flow of fuzzy matching using Lookup and Search
methods. Given a users’ login name, it first determines whether to use
Lookup or Search (based on evaluation done is previous section), then it
checks Twitter profiles for high confidence account matching.
A user is matched to a Twitter account if he/she meets the following crite-
ria:

∗ the website attribute of the user’s Twitter profile is exactly the same
as the website of his/her Stackoverflow or Github profile
∗ the twitter profile picture needs to be highly similar to her/his profile

picture in Stackoverflow or Github profile
∗ the length of login name is above the threshold value

If the above criterion are matched, then we considered the match as a high
confidence match. If it was a low confidence match (i.e. either of the three
conditions mentioned above were not matched) in Search method, we per-
formed an additional step. We inputted some mutations into the input login
name string and then again performed website and profile image match. If
after this step, a high confidence match was not returned, then we inputted
the name of stackoverflow or github user (instead of his login name). We
again performed the above mentioned steps. If we found a match, then it
was taken as a high confidence match otherwise no match. For all high
confidence matches, all relevant information was scrapped and collected
from Twitter in our database.
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(a) Login name distribution for sample dataset of 2000 users

(b) Number of candidates (>=1) returned by Lookup and Search for each category in sample dataset of
2000 users

Accuracy of twitter user matching for different login name categories
Category Lookup Search Gain
Alphabets 0.8 2 +1.2
Numeric 7.6 0 -7.6
Alphanumeric 0.17 0.5 +0.33
Special 0 5.8 +5.8
Dashed 0 5.07 +5.07
Space 0 5.9 +5.9

(c) Accuracy of twitter user matching for different login name categories in sample dataset of 2000 users

Figure 3.3: Accuracy of Twitter user matching using Lookup and Search for different
categories of Github and Stackoverflow login names.
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Figure 3.4: Work Flow of Fuzzy Matching
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The websites matched in criterion 1 ignored ambiguous websites such as
http://facebook.com, http://instagram.com, which could bring false posi-
tives for the matching. The process of profile image similarity check in
criteria 2, was performed using image hashing algorithm called ’Percep-
tual Hash Algorithm’ [23]. This algorithm creates a type of fingerprint
(hash) for each image and compares the two fingerprints. If the fingerprints
match, or are close, then it has high chance of being same. This algorithm
returned a percentage of similarity between the two inputted images.
Using profile image, as a stand alone comparison basis, did not prove to be
the best choice. When we manually checked our experimental 2000 users,
this algorithm returned a high value of similarity even for default images,
and images that had similar color patterns but were not same. So, percep-
tual hash algorithm using a stand alone condition was not a good choice.
In order to come up with a more generalized condition for profile image
matching, we inspected the inputted loginnames. On manually checking
the profile images, we found that the users having greater lengths of in-
put and high profile image similarity percentage, were a high confidence
match. Thus, on experimenting with various combinations of length and
similarity levels, we came up with an optimum combination.

∗ If length is greater than 9 and similarity is between 80 and 90, or
if length is greater than 7 and similarity between 90 and 98, or if
similarity is greater than 98, then a match is a high confidence match.
This combination performed fairly for alphabets, alphanumeric and
others.
∗ For dash (had larger lengths in general because of more than one

word), the optimum combination was, if length is greater than 11 and
similarity is between 70 and 90, or if length is greater than 9 and sim-
ilarity between 90 and 98, or if similarity is greater than 98.
∗ Default profile images were excluded in the above study.

Table 3.5 shows the user matching results. We analyzed 7,694K stack-
overflow and github accounts, specifically 10K by Lookup and 7684K by
Search. The number of accurate matched users are 16 and 63K respec-
tively, with a total of 63,176 user accounts matched on Twitter.

Twitter User Matching Results
Search Method User Analyzed User Matched Matching %

Lookup 10,228 16 0.156
Search 7,684,043 63,160 0.82
Total 7,694,271 63,176 0.82

Table 3.5: Results for Twitter User Matching with Github and Stackoverflow users

We analyzed 5,987,285 Stackoverflow users and 14,380,097 Github users in
fuzzy matching. 41K users were matched between Stackoverflow and Github.
38K were matched between Github and twitter. 24K were matched between
Stackoverflow and twitter.
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3.5 Conclusion of Chapter

In this chapter we first looked at conceptual framework of our work. We discussed the
data requirements for solving our research questions. In the next section, we looked at
the data collection pipeline and discussed the process of data collection in the subse-
quent section.

We address our RQ2 in the form of User Matching in section 3.4. User profiles
of Stackoverflow, Github and Twitter were matched using direct, attribute and fuzzy
matching. Direct matching was done to match user profiles where explicit information
was provided. The number of users matched using direct matching is shown in table
3.2. Attribute matching was done using gravatarid and emailhash of a user across
Stackoverflow and Github. We matched a total of 767,910 users across SO and GH
using attribute matching. Both direct and attribute matching was adopted from [43]
Fuzzy matching using implicit data from SO, GH and TW with the help of Lookup and
Search methods was adopted from [43] to match users of SO and GH with the users
of TW. We extended this fuzzy matching to match users between SO and GH. We
categorize loginnames and apply Lookup method for numeric loginnames and Search
method for other categories. We perform different stages of matching as summarised
in figure 3.4. In the end, we combined the results of all three matching methods. We
analyzed a total of 6 million stackoverflow user profiles and 14 million github profiles,
and matched them across three platforms (SO-GH-TW). Table 3.6 summarizes the
number of users matched.

Table 3.6: Number of Users Matched between Stack-overflow, Github and Twitter

Stack-overflow - Github 816,182
Stack-overflow - Twitter 29,710

Github - Twitter 45,136
Total Matched Users 891,028

Unique users having presence on all 3 platforms 59,812

From Table 3.6, we can see that 816K users were matched between Stackoverflow
and Github, 45K between Github and Twitter, and 29K between Stackoverflow and
Twitter. Total 891K users were matched, out of which 59K users belonged to all three
platforms.

We learnt from the process of User Matching that, between Stackoverflow and
Github, we have a higher percentage of common users than between So-TW or GH-
TW. The users also tend to give more of their Github profiles in their Stackoverflow
answers. Github users are more connected on Twitter as compared to Stackoverflow
users. Although, we match almost 890K users across three platforms, but the number
of users having presence in all three platforms is very less (6.7%). This number can
be increased in future if we fine-tune our fuzzy matching technique to include more
implicit data.
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Chapter 4

Measuring Expertise

Expertise has been measured in a number of ways in previous research works. Some
of the works are mentioned in chapter 2. Majority of these works measure expertise
in accordance to user activeness on CQA service platforms. Very few works [49, 50]
measure expertise in accordance to actual actionable knowledge of the user. Although,
they are a major improvement from expertise based on user activeness, yet, they rely
only on the previous answers provided by the user on question answering platforms.
A working hypothesis is that, measuring expertise of a user as a function of users’
profile built from multiple web collaborative platforms is more accurate measurement
of user’s actual knowledge. In the following three sections of this chapter we introduce
the method that we adopt to answer the three research questions as introduced in the
introduction chapter.

4.1 Types of Expertise

Expertise is a property of an individual, or a community of individuals, which affects
the reliability and quality of performance [13] in a given domain of knowledge or
practice [49]. Experts are perceived as those users who, given a question or a task, can
provide appropriate answers or perform tasks timely and correctly. Sociologists have
extensively studied the relationship between expertise and expert behavior in commu-
nities. Harry Collins and Robert Evans in their book Rethinking expertise [14] propose
the "Periodic Table of Expertise" as an attempt to provide a conceptual framework for
the organization for different types of expertise. In their classification, the tacit knowl-
edge expressing domain-specific expertise can be of two main types, namely ubiqui-
tous, i.e. knowledge that comes from primary literature (e.g. manuals, books, Web),
and specialist, i.e. knowledge that comes from the process of imbibing in a discipline
and that allows its holders to contribute to the domain to which the expertise pertains
[49]. In our work, apart from these two classifications, we also introduce a third cate-
gory of expertise called social expertise, i.e. knowledge gained with the help of social
bonds.

• Ubiquitous : If a person seems to have technical knowledge but has not ac-
quired it from experimentation and experience then its ubiquitous expertise. The
definition for ubiquitous expertise in [14] is given as - ubiquitous expertises are
those, such as natural language-speaking, which every member of a society must
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possess in order to live in it; when one has a ubiquitous expertise one has, by
definition, a huge body of tacit knowledge. Ubiquitous tacit knowledge refers to
the kind of knowledge that comes with reading primary or seemingly primary
literature, i.e. books, manuals, guides, articles, papers, etc. The possession of
ubiquitous knowledge gives an impression of technical mastery. However it is
specialist expertise that actually refers to mastery.

• Specialist : If a person has acquired knowledge by self experimentation and ex-
perience then that knowledge is called specialist expertise. This is the highest
form of expertise. Specialist knowledge can only be mastered through grad-
ual acquisition, and it is the only type of knowledge that allows its holders to
contribute to the domain to which the expertise pertains. People with specialist
knowledge have the ability to actually do things.

• Social : Apart from ubiquitous and specialist expertise, from the perspective of
world wide web, we have found another type of expertise, called social exper-
tise. In current social society, people interact and share knowledge using on-
line platforms like tumblr1, Plurk2, twitter3, facebook4, instagram5, etc.. These
platforms act as a social platform where people share their daily experiences,
thoughts, knowledge, etc. with their friends. It has become an integral part of
our everyday lives. If a person has acquired some technical knowledge about a
certain topic by the help of a peer (who may or may not be a specialist) or by
just talking or reading his knowledge/experiments, then this type of expertise is
called social expertise. The knowledge acquired with the help of social bonds
is called social expertise. Social platforms assist such behavior and showcase
existence of such people. This is the lowest form of expertise amongst the three
types.

4.2 Mapping user behaviour

In this section we show the mapping user behaviour with different types of expertise.
First we describe about what user actions are possible on Twitter, Stack-Overflow and
Github. Then we show the what actions relate to which type of expertise. In the end
we show means to calculate each type of expertise.

4.2.1 User Actions

User performs a number of actions on web platforms. These actions result in the
user performing all the tasks he needs to perform and get the desired results from the
platforms. The users registered on Stack-Overflow, Twitter and Github also perform
actions that are mentioned below but are not limited to the list. Users not registered on
these platforms also perform limited number of actions but they are not under consid-
eration.

1https://www.tumblr.com/
2https://www.plurk.com/portal/
3https://www.twitter.com/
4https://www.facebook.com/
5https://www.instagram.com/

36



Measuring Expertise 4.2 Mapping user behaviour

- Twitter : Users registered on twitter can - Tweet any information; Receive,
send and delete tweets; send, receive and delete a direct message from another
user; Reply to a message or tweet; Re-tweet, Un-tweet any tweet; Mention a
user; Follow or Un-follow an account(could be a users or of an organisation or
anything); Block another user’s account; Approve or Deny Follower Request
from another user; Favorite or Un-favorite any tweet; Add hashtag, photo and
URLs in tweets; edit personal profile. Twitter is a micro-blogging site which is
very simple to use as broadcaster or receiver. The user joins with a free account
and Twitter name. Then the user can send broadcasts daily, or even hourly. He
can go to the ’What’s Happening’ box, type 140 characters or less, and click
’Tweet’. To receive Twitter feeds, the user simply finds someone interesting
(celebrities included), and ’follow’ them to subscribe to their tweet microblogs.
Once a person becomes uninteresting to you, you simply ’un-follow’ them. The
user then chooses to read his/her daily Twitter feeds through any of various
Twitter readers.

- Stack-Overflow : Users registered on stack-overflow can - Post a question, post
an answer; Comment on an answer or question; Search for a question to answer;
up-vote or down-vote an answer; Favorite or Un-favorite a question; read noti-
fications; Edit a question or answer; Attach tags to a question; Merge profiles;
edit personal profile;. Stack-Overflow is a question and answer site for profes-
sional and enthusiast programmers. This site is all about getting answers. It’s
not a discussion forum. Just questions and answers. Good answers are voted up
and rise to the top. The best answers show up first so that they are always easy
to find. The person who asked can mark one answer as "accepted". Accepting
doesn’t mean it’s the best answer, it just means that it worked for the person who
asked. All questions are tagged with their subject areas. Each can have up to 5
tags, since a question might be related to several subjects. The user earns badges
and unlocks new privileges like the ability to vote, comment, and even edit other
people’s posts when his/her reputation score goes up.

- Github : Users registered on github can create a new repository; import an
existing repository; create a new gist; create new organization; add members
to an organization; write content; edit content; commit changes; create, merge
and delete a branch; Follow other users; Watch an existing project; manage an
organization; star a project; fork a repository; make pull requests; follow another
user; approve or deny follow requests from other users; edit personal profile;.
Github is a platform where developers store their projects and network with like
minded people. Each project has its own repository which is a location where all
the files for a particular project are stored. "Forking" is when you create a new
project based off of another project that already exists. If a user finds a project
on Github that he/she likes to contribute to, they can fork the repository, make
the changes they’d like, and release the revised project as a new repository. The
social networking aspect of Github allows projects to grow. Each user on Github
has their own profile that acts like a resume of sorts, showing their past work and
contributions to other projects via pull requests.
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Figure 4.1 shows some important actions of a user that are of high importance in
our study.

Figure 4.1: Diagram showing some user actions that a user performs on Twitter, Stack-
Overflow and Github.

Their are also some additional derived entities related to a user on these platforms
that are important for our study, they are :

1. Score : The actual number of votes received by an answer in stack-overflow.
This is a summation of all up-votes and down-votes.

2. Answer Reputation : The reputation of an answer amongst all answers for a
question on stack-overflow is calculated as,

reputation =
1

rank
(4.1)

Rank is the normalized score of an answer belonging to a question. For a ques-
tion, the answer with highest vote is ranked 1 and so on.

3. Reputation Score : The reputation of a user is the total score accumulated by
a users’ answers amongst all questions. This value is not just a summation of
up-votes and down-votes, but it is also increased with gain in badges and other
rewards.

4. Topics : Each question in SO is associated with a number or tags. Expertise of a
user is always subjected to a particular topic. In our study, a topic is represented
using tags. Tags from a question are extracted by tokenization, and then each
tag is used as a topic.

5. MEC : Mean Expertise Contribution is calculated as per equation 2.3
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4.2.2 User actions relating to types of expertise

Within the targeted platforms (Stackoverflow, Github and Twitter), we operationalise
the concepts of ubiquitous, specialist and social knowledge in a set of user activities
performed. In the scope of software development, actions are classified as specialist
when they refer to actionable knowledge, i.e., actions or content that reflects evidence
of practical competence. For example, source code shared on github as part of a project
(own or someone else’s) is a representation of specialist knowledge. Code snippets on
platforms like Gist6, Pastebin7, or snipt8 also comply to specialist knowledge. Spe-
cialist knowledge can also be seen within code snippets contained in answers and
comments in Stackoverflow. This category also includes original tweets in Twitter that

• are related to software development topics and

• refer to actionable knowledge.

We consider questions on Stackoverflow also an example of specialist knowledge.
Questions reflect an active attempt to acquire actionable knowledge. All other types
of actions like tweeting on a topic, commenting, general answers, etc. are marked as
ubiquitous knowledge. Frequent re-tweets of tweet written by a knowledgeable person,
linking to works of their friends, etc. showcase social knowledge.

In our study, we measure expertise based on answers and comments written in
Stack-overflow, tweets and re-tweets posted on Twitter and presence of a github ac-
count on SO and TW. This decision of limiting the number and types of user behaviour
on these platforms was taken to first study the performance of types of expertise in
question routing. The definition of types of expertise in terms of user behaviors asso-
ciated with them can be increased in future work.

4.2.3 Measuring Ubiquitous expertise

To measure ubiquitous expertise, from the user modeled by matching data from SO-
GH-TW, we consider the following aspects

• Explicit code snippets - the number of code snippets identified in all answers of
a user belonging to a certain topic.

• Related Tweets - number of tweets having other users work related to a topic.

• Linked Tweets - the number of tweets having an explicit link to other users’
github work for the topic.

• Linked answers - the number of other users github links identified in all answers
of a user belonging to a certain topic.

6https://gist.github.com/
7http://pastebin.com
8https://snipt.net
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UE or ubiquitous expertise was calculated by incorporating above three aspects. The
formula for UE is:

UEui,ti =
ExplicitCodeSnippetti +RelatedTweetti +LinkedTweetti +LinkedAnswersti

2∗ (#TotalAnswersti +#TotalTweetsti)
(4.2)

where, TotalAnswersti is the total number of answers written by user ui on topic ti.
TotalTweetsti is the total number of tweets done by user ui on topic ti.

4.2.4 Measuring Specialist expertise

To measure specialist expertise, from the user modeled by matching data from SO-
GH-TW, we consider the following aspects

• Explicit code snippets - the number of code snippets identified in all answers of
a user belonging to a certain topic in SO.

• Explicit code comments - the number of code snippets identified in all comments
of a user belonging to a certain topic in SO.

• Self Linked Tweets - the number of tweets having an explicit link to own github
work for the topic

• Self Linked ReTweets - the number of retweets having an explicit link to own
github work for the topic

• Self Linked answers - the number of links to own github work identified in all
answers of a user belonging to a certain topic in SO.

SpE or Specialist expertise was calculated by incorporating above five aspects. The
formula for SpE is:

SpEui,ti =

ExplicitCodeSnippetti +ExplicitCodeCommentsti
+Sel f LinkedTweetti +Sel f LinkedReTweetti +Sel f LinkedAnswersti

2∗ (#TotalAnswersti +#TotalTweetsti)+#TotalCommentsti
(4.3)

where, TotalAnswersti is the total number of answers written by user ui on topic ti in
SO. TotalTweetsti is the total number of tweets done by user ui on topic ti in TW.
TotalCommentsti is the total number of comments written by user ui on topic ti in SO.

4.2.5 Measuring Social expertise

To measure social expertise, from the user modeled by matching data from SO-GH-
TW, we consider the following aspects

• Linked Tweets - the number of tweets having an explicit link to work of other
specialist users for the topic.

• Linked answers - the number of specialist users’ github links identified in all
answers of a user belonging to a certain topic.

• Friendship - the degree of friendship on twitter with specialist users.
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SoE or Social expertise was calculated by incorporating above three aspects. The
formula for SoE is:

SoEui,ti =
LinkedTweetti +LinkedAnswersti +Friendship∀specialist∈ti

#TotalAnswersti +2∗#TotalTweetsti
(4.4)

where, TotalAnswersti is the total number of answers written by user ui on topic ti in
SO. TotalTweetsti is the total number of tweets done by user ui on topic ti in TW.

We conducted some statistical analysis to verify our expertise measurement tech-
niques. The results are shown and discussed in next chapter.

4.3 Applying expertise measure to Question Routing

In this section, we apply the expertise measured in previous section to question routing.
First we present model in factorization machines. Then we introduce hyper-parameters
and show how we tune them.

4.3.1 Models in FM

As described in section 2.2, recommendation systems form the basis for question rout-
ing. Graphlab has a dedicated library for recommendation system. Factorization ma-
chines recommender system is used for our experiments. We use the function -

graphlab.recommender.ranking_factorization_recommender.create (observation
_data, user_id =’user_id’, item_id =’item_id’, target =’Score’, user_data = user’s
auxiliary features, item_data = question’s auxiliary features, num_factors=16, regu-
larization=0.01, linear_regularization =1e-09, side_data_factorization =True, rank-
ing_regularization =0.25, max_iterations = 100, sgd_step_size=0.1, random_seed=0,
binary_target=False, solver=’auto’)

This Factorization Recommender function learns latent factors for each user and
item and uses them to make rating predictions. Observation data is the dataset to be
used for training the model. It must contain a column of user ids and a column of
item ids. Each row represents an observed interaction between the user and the item.
The (user, item) pairs are stored with the model so that they can later be excluded
from recommendations if desired. It can optionally contain a target ratings column.
All other columns are interpreted by the underlying model as side features for the
observations. Side data for user and item can be optionally provided and includes
any amount of user or item essential data. All the auxiliary features that we provided
were as side data. The expertise of a user is his additional data that is essential for the
model to know. Therefore, the various types of expertise are inputted into the model
as user and item data. Observation data can have some other attributes (apart from
auxiliary features, user and item ids and a target attribute) that may affect the model’s
predictions, for example, creation date of a question and an answer. There can be
any number of additional attributes passed in as observation data. They are treated as
latent factors by the model. Pairwise interaction between all features are taken into
consideration to create the final model.
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4.3.2 Hyper-parameters

In general, a machine learning model is the definition of a mathematical formula with a
number of parameters that need to be learnt from the data. That is the crux of machine
learning: fitting a model to the data. This is done through a process known as model
training. In other words, by training a model with existing data, we are able to fit
the model parameters. However, there is another kind of parameters that cannot be
directly learned from the regular training process. These parameters express "higher-
level" properties of the model such as its complexity or how fast it should learn. They
are called hyperparameters.

Hyperparameters[16, 9, 31] are usually fixed before the actual training process
begins. Factorization Machines have hyperparameters that can be tuned to suit best for
a specific type of data. The most influential parameters are dimensionality of latent
factors, regularization and learning rate. They have to be predefined before the model
training process.

Dimensionality of latent factors is the number of latent features that the model
chooses in matrix factorization. It defines the number of unobservable features to be
taken into consideration while predicting an item to a user.

Regularization helps to solve overfitting problem in machine learning. A Simple
model will be a very poor generalization of data. At the same time, complex model
may not perform well in test data due to overfitting. We needed to choose the right
model in between simple and complex model. Regularization helps to choose preferred
model complexity, so that model is better at predicting. Regularization is adding a
penalty term to the objective function and control the model complexity using that
penalty term.

Step size is the learning rate of the model. We needed to find a Rate at which the
error was minimum. In the process of training a model, if the step size increases slowly
then we might not reach the point of minimum error, whereas if the step size increases
drastically then we might miss the minimum and oscillate at a value. The best strategy
is to increase the step size exponentially and find a learning rate at which the error in
predictions is minimum.

4.3.3 Evaluation Metrics

Since Recommender Systems are the basis for Question Routing systems, their evalu-
ation methods have an overlap as well. A good overview for evaluation Recommender
Systems is given in [21]. In this section we discuss some of the evaluation methods
mentioned in [21] and will indicate how they are useful for our work.

For this research offline verification is used (others being online and user based
verification methods as mentioned in [21]). This approach is chosen because it allows
for different system configurations to be tested easily and relatively fast. For offline
verification several metrics are available to calculate the performance of a recommen-
dation. These metrics fall into two categories, Set-based and Rank-based. Set-based
metrics do not incorporate the order of the recommended items, while Rank-based
metrics do.

• Precision : It is a Set-based evaluation method. Precision indicates how many
of the selected candidates have actually answered the question. Thus it is an
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indication on how good the suggestions are. Precision is calculated per recom-
mendation. It is calculated as,

precision(q) =
A(q)∩P(q)

P(q)
(4.5)

• Recall : It is a Set-based evaluation method. Recall indicates how many of the
actual answerers are in the selected candidates set. Thus it is an indication on
how well the suggestions represent the full set of answerers. Recall is calculated
per recommendation. Recall is calculated as,

recall(q) =
A(q)∩P(q)

A(q)
(4.6)

• F1 : It is also a set-based evaluation method. F1 score is a combination of
both Recall and Precision. F1 weighs both the recall and the precision score,
thus provides an indication on how well the suggestions are in general. The
suggestions should both have a high precision and a high recall in order for F1
to increase. It is calculated as,

F1(q) = 2∗ precision(q).recall(q)
precision(q)+ recall(q)

(4.7)

In order to evaluate the overall performance of expertise measurement for ques-
tion routing using various configurations of recommender system, these values
are averaged over all recommendations. Thus given a set of recommendations
R that have a precision, recall and F1 score, the overall precision, recall and F1
score is defined as follows

overallmetric =
1
|R| ∑
∀q∈R

metric(q) (4.8)

• NDCG : It is a Rank-based evaluation method that incorporates the rank of the
ground truth and the rank of the selected candidates in the calculation. Normal-
ized Discounted Cumulative Gain [22] is a measure that indicates how well the
order of the selected candidates is compared to the order of the ground truth. If
the order of the suggested candidates is exactly the reverse of that of the order of
the ground truth, the score will be much lower than if the order would be exactly
the same. If the selected candidates are only a subset of the full ground truth, the
NDCG metric can still give the optimal score. For instance if the ground truth is
< 1,2,3,4,5 > and the selected candidates are <1,2,3>, the NDCG is optimal. If
the selected candidates are <2,1,3> the NDCG is non-optimal. NDCG can thus
be seen as a specialized version of precision, although their scores may be very
different. The formula for NDCG is based on the Discounted Cumulative Gain
(DCG) and the Ideal Discounted Cumulative Gain (IDCG)

NDCGn =
DCGn

IDCGn
(4.9)
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where, DCG for n is described as,

DCGn(q) =
n

∑
i=1

2reli−1
log2i+1

reli = (|Aq|− posi)+1 (4.10)

For the NDCG measure it holds that if a suggested answerer is not in the ground
truth, thus Pq−Aq 6= 0 the value for this item is 0. Since NDCG is calculated per
question, the NDCG for the Question Routing strategy is calculated as the mean
of the NDCG of all questions. Thus for a set of questions Q that are processed
the overall NDCG is calculated as

NDGCoverall
n =

1
|Q| ∑

∀q∈Q
NDCG(q) (4.11)

• RMSE : Root Mean Square Error [3] is an error metric for numerical predic-
tions. It is the square root of the mean/average of the square of all of the error.
Compared to the similar Mean Absolute Error, RMSE amplifies and severely
punishes large errors. It tells us how concentrated the data is around the line of
best fit. It is calculated as,

RMSE =

√
1
n

n

∑
i=1

(yi− y′i)2 (4.12)

We have included the evaluation metrics that give a fair estimate of performance
of different types of expertise for question routing.

4.3.4 Tuning of Hyper-parameters

Using cross validation and grid search, we fine-tune our hyperparameters to suit our
data. For experiment, we chose the hyperparameters as :

• Dimensionality of latent factors : [ 8, 16, 32, 64, 128 ]

• Regularisation : [ 0.0001, 0.001, 0.01, 0.1, 1 ]

• Step Size : [ 0.0001, 0.001, 0.01, 0.1, 1 ]

The performance of all three parameters is shown in the figure 4.2.
In the Figure 4.2, to see the effect of dimensionality of latent features in our rec-

ommendation, we plot the change in rmse values based on change in latent dimension-
ality by keeping other hyper parameters as constant. As seen in figure, the error first
decreases as we increase the number of dimensions used in factorization, but after a
minimum, the error again increases. The error is minimum at 16 dimensions. This
indicates that our data is complex, but not complex enough to require large number of
features for predicting a question to a user. Similarly, to see the effect of regularization
in our recommendation, we plot the change in rmse values based on change in regu-
larization by keeping other hyper parameters as constant. As seen in figure, the error
first decreases as we increase the regularization value used in factorization, but after a
minimum, the error again increases. The error is minimum at 0.01. This indicates that
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our data does not require neither a highly complex model, nor a very simple model. A
semi complex model will be sufficient. Lastly, in figure to see the effect of step-size in
our recommendation, we plot the change in rmse values based on change in learning
rate by keeping other hyper parameters as constant. As seen in figure, the error first
decreases as we increase the step size used in factorization, but after a minimum, the
error again increases. The error is minimum at 0.1. This indicates that our data requires
high learning rate. On combining the above analysis, we set our hyperparameters to
[16, 0.01, 0.1].

4.4 Configurations

To analyse the performance of our expertise measurement for question routing, an ex-
periment with different configurations of recommender system was conducted. Once
the hyperparameters were tuned, the next step was to create a baseline model using
factorization recommender and then add auxiliary features later on.

Our baseline included:

1. Question routing with no expertise : This configuration included ownerid of the
answer as a user, parentid of the answer as the item, score as the target value
and timestamp as additional data.

Further configurations include some traditional ways of measuring expertise as
auxiliary features-

2. Question routing with existing measures of expertise - Reputation : This config-
uration included ownerid of the answer as a user, parentid of the answer as the
item, score as the target value and timestamp as additional data. In addition to
the baseline, reputation of a user was added as a user side data to be included in
the pairwise interaction of FM.

3. Question routing with existing measures of expertise - MEC : This configuration
included ownerid of the answer as a user, parentid of the answer as the item,
score as the target value and timestamp as additional data. In addition to the
baseline, MEC of a user was added as a user side data to be included in the
pairwise interaction of FM.

4. Question routing with existing measures of expertise - Reputation + MEC : This
configuration included ownerid of the answer as a user, parentid of the answer
as the item, score as the target value and timestamp as additional data. In addi-
tion to the baseline, reputation and MEC of a user was added as a user side data
to be included in the pairwise interaction of FM.

5. Question routing with existing measures of expertise - Reputation + MEC +
Tags : This configuration included ownerid of the answer as a user, parentid
of the answer as the item, score as the target value and timestamp as additional
data. In addition to the baseline, reputation, MEC of a user as a user side data
and tags of a question as item side data was added to be included in the pairwise
interaction of FM.
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Figure 4.2: Performance of Dimensionality of Latent features, regularization and step-
size. We can see with increase in value, the RMSE values first decreases, comes to a
minimum and then increases.46
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Configuration with which we test our expertise measurement techniques as auxil-
iary features include:

6. Question routing with social expertise : This configuration included ownerid of
the answer as a user, parentid of the answer as the item, score as the target value
and timestamp as additional data. In addition, SoE of a user as a user side data
and tags of a question as item side data was added to be included in the pairwise
interaction of FM.

7. Question routing with ubiquitous expertise : This configuration included ownerid
of the answer as a user, parentid of the answer as the item, score as the target
value and timestamp as additional data. In addition, UE of a user as a user side
data and tags of a question as item side data was added to be included in the
pairwise interaction of FM.

8. Question routing with specialist expertise : This configuration included ownerid
of the answer as a user, parentid of the answer as the item, score as the target
value and timestamp as additional data. In addition, SpE of a user as a user side
data and tags of a question as item side data was added to be included in the
pairwise interaction of FM.

9. Question routing with specialist expertise + ubiquitous expertise + social exper-
tise : This configuration included ownerid of the answer as a user, parentid of
the answer as the item, score as the target value and timestamp as additional
data. In addition, SoE, SpE and UE of a user as a user side data and tags of a
question as item side data was added to be included in the pairwise interaction
of FM.

In order to see the performance of our techniques in conjugation with traditional
methods, we added a final configuration with all auxiliary features.

10. Question routing with all types of expertise : This configuration included ownerid
of the answer as a user, parentid of the answer as the item, score as the target
value and timestamp as additional data. In addition, reputation, MEC, SoE,
SpE and UE of a user as a user side data and tags of a question as item side data
was added to be included in the pairwise interaction of FM.

The Precision, recall and rmse values were recorded for all configurations. The
results of our experiments are shown and discussed in the next chapter.

In order to conduct experiments to compare performance of above configurations,
we first conduct experiments to see the best possible way of dividing our data into
training and test datasets. We divide our data temporally (experiment included in next
chapter).Then, we designed our experiments with different data sets.

1. 4 sets of data -

• Answers within a time period of 1 month

• Answers within a time period of 6 month
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• Answers within a time period of 1 year

• Answers within a time period of 2 year

2. Division of Training and Test Data

• 50% test and 50 % training

• 60% test and 40 % training

• 70% test and 30 % training

• 80% test and 20 % training

This was done to get a fair estimate of performance of expertise measurement on vary-
ing datasets.

4.5 Chapter Conclusion

In this chapter we address our two research questions (RQ1 and RQ3). We answer
our first research question by defining different types of expertise and what they are.
We map user behaviour with different types of expertise and present the measurement
technique for each type of expertise. We then move further to answer our third research
question. We introduce the model used in FM, the concept of hyperparameters within
FM and tune them. We then discuss various evaluation metrics like precision, recall,
rmse, ndcg that will be used in evaluating the performance of our experiments.

In the last section we present all configurations used in experiments, results of
which are showed in the next chapter.
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Chapter 5

Results and Discussion

In order to demonstrate the effect of our proposed expertise measures, we first empir-
ically analyse the dataset that we constructed and then apply it to question routing. In
order to do this, we conducted a series of experiments. These experiments eventually
provide an empirical support to our answers for RQ1 and RQ3. In this chapter we first
show the overview of data and how we divide our training and test data. In the next
section we present the readout for mapping user behavior. Then we present the readout
for applying expertise measure to question routing. We discuss the results and threats
to validity in the end.

5.1 Overview of Data

5.1.1 Division of Training and Test Data

In our experiment, from stackoverflow we took questions as items and owners of an-
swers as users (uniquely represented by each answer). The actual score of an answer
was used as a rating.

Figure 5.1 shows two comparable graphs. Figure 5.1a represents models plotted
when data is divided into test and training data as per 5-fold cross validation. Figure
5.1b represents models plotted when data is divided into test and training data as per
holdout method, i.e. 50% data as test and 50% data as training set. We see a difference
in both graphs with respect to clustering of models. Models (precision, recall values)
are more scattered when divided by fold method. This is due to the fact that our data
set is temporal in nature. When the data is divided temporally into 50-50 training-
test sets, the recommendations perform better. Time was an important factor for our
analysis. Every question and answer had an associated timestamp.

Precision Recall RMSE
Recommendation with 5-fold cross validation 0.0042754 0.0057554 81.682

Recommendation with holdout method (50-50) 0.00639 0.00694 71.083

Table 5.1: Evaluation of division of training and test data

Further, the Table 5.1 justifies this point. It shows that precision and recall of a
recommendation model with training and test data divided using holdout method are
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(a) Models plotted after 5-fold cross validation

(b) Models plotted after holdout method cross validation

Figure 5.1: Comparison between models for different data division for evaluation

greater than that of recommendation model created using 5 fold cross validations. We
get this result because a user that joined stackoverflow, after a question was posted,
answered and then finally closed, was not eligible to answer that question. Therefore
k-fold cross validation was not a good option. However, we experimented creating a
recommendation model using both 5-fold cross validation and 50 -50 division of data
into training and test sets.

Once we knew that data had to be divided according to creationdate of a question
and answer, we experimented to select our optimum sample size. We divided the
dataset into small sets consisting of all questions and answers posted within 2 years,
1 year, 6 months and 1 month. The distribution of number of answers for a question
is shown in figure 5.2 for all datasets. There are a total of 4,770,694 questions and
3,849,827 answers in 2 year dataset; 2,584,051 questions and 2,706,288 answers in
1 year dataset; 1,332,057 questions and 1,610,429 answers in 6 month dataset; and,
219,817 questions and 248,399 answers in 1 month dataset. The mean of number of
answers for each question varies from 0.9497 to 1.197. The standard deviation ranges
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Figure 5.2: Distribution of Number of Answers per Question in different datasets. Y
axis shows a logarithmic scale in all plots.

1 month 6 months 1 year 2 year Full dataset
minimum -16 -29 -29 -29 -65
maximum 327 638 1866 1866 21403

mean 0.7076 0.8137 0.9069 1.0707 2.6492
median 0 0 0 0 1

standard deviation 1.7158 2.1781 2.8234 4.1114 19.4630
variance 2.9441 4.7443 7.9715 16.9036 378.8092

Table 5.2: Quantitative measurements of Score earned by all answers within the stipu-
lated dataset sizes.

from 0.9745 to 1.005. These values suggest that the majority of the questions receive
only 1 answer. Also, there are a large number of unanswered questions as we can see
in the graphs 5.2.

Table 5.2 shows the statistics of score values of answers in all datasets. Score val-
ues are really important for this study as they are the measure of rating an answer gets
from other users (through up-votes and down-votes), hence a reflection of relevance of
an answer for the question. From the table 5.2 we can see that the mean value is ranged
between 0.7 to 2.6. This means that the majority of the answers receive an equivalent
of single up-vote.

Moving forward, next in order to measure and study the proposed expertise de-
scribed in sections 4.2.3, 4.2.4 and 4.2.5, we conduct our experiments on the basis of
topic. There are a total of 5299 topics or tags in our data. Table 5.3 shows a list of
ten most popular tags in our database. javascript being the most popular tags and with
maximum number of associated questions, we chose javascript as our topic of study.
In all our further experiments we measure expertise of a user for the topic ’javascript’.
Based on the final results we can apply expertise measurement in a generic manner for
all topics.
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Tag Name Tag Count
javascript 1466567

java 1309191
c# 1134064

php 118654
android 1026116
jquery 867220
python 813903
html 687658
c++ 531938
ios 527365

Table 5.3: Top 10 tags and their count in our database

Total number of questions which have a tag ’javascript’ 1466567
Total number of answers belonging to questions that have a tag ’javascript’ 2401440

Table 5.4: Statistics of tag javascript

We choose the 1 year dataset to conduct our next set of experiments for calculating
expertise of a user on the topic ’javascript’. The 1 year dataset has 301,678 questions
associated to ’javascript’, and 322,313 answers associated with those questions. This
gives us a decent amount of data to create recommendation models on.

5.2 Readout for Mapping user behaviour

Expertise can only be measured when we know what actions of a user on web platforms
reflect his mastery in the field. These actions are called as actionable knowledge in [49]
and we continue to call them the same. In order to map a user behaviour to a type of
expertise as described in sections 4.2.3, 4.2.4 and 4.2.5, we first look at some user
actions showcased within our data.

Distribution of users having code snippets in answers : Figure 5.3 shows the
distribution of code snippets (log-log plot) included by users in their answers. It has
an exponentially decreasing curve on a logarithmic scale. This means that answers
with higher number of code snippets are very less. This is also backed by the high
value of variance (249.21). The mean being 3.559577 and standard deviation being
15.78657 prove that the majority of the users tend to include three pieces of code in
their answers. The high value of maximum (1202) show a that there are very few
answers that have large number of code pieces incorporated in them.

Distribution of Comments and Comments with code snippets : Figure 5.4
shows the log-log distribution of comments in an answer and comments with code
snippets in an answer. Figure 5.4a shows the distribution of comments. It has an expo-
nentially decreasing curve. This means that very few answers have a high number of
comments. This is absolutely logical. However the average number of comments in an
answer is nearly 200. This was relatively higher than what we had expected. The high
mean value is probably recorded due to limited sample size, and is expected to reduce
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Figure 5.3: Distribution of code snippets included by users in their answers. Both the
x and y axis show a logarithmic scale.

as the sample size increases. Figure 5.4b shows distribution of code snippets in com-
ments. The median value of 0, is an expected result, as majority of the comments do
not include code. Comments are used to provide an explanation and clarifications for
the underlying answers. Therefore it is logical that fewer comments have code snip-
pets. If we did a supporting analysis of length of codes incorporated in a comments,
this would have been much lesser than the average length of code snippet in an answer.

Number of answers having a Github link : Figure 5.5 shows a graph of distribu-
tion of explicit Github Links in a Stack-Overflow Answer. The median of 0 shows that
majority of the users do not mention a github link in their answers. A mean of 0.145
also supports this statement. The thickness of the bars suggest the density of Github
link count. The user behaviour of providing an explicit Github link in their answers
is the most important action associated with a specialist expertise. When we calculate
Specialist Expertise, the correlation between expertise value of a user and his action of
providing explicit Github link give value of 0.572 . This value is of 95% confidence
and with a p-value of 0.002, which shows the significance of the result.

Apart from the above mentioned user behaviors, we also quantify other actionable
knowledge of a user like - Answers with links to own Github account, Tweets with
Github links, Tweets on topic javascript, Re-Tweets with Github links, etc. With all
user behaviors being mapped and inputted in the equations mentioned in sections 4.2.3,
4.2.4 and 4.2.5, we calculate the Ubiquitous, Specialist and Social Expertise of a user.
Further subsections of this section gives more insights into the measured expertise of
a user.

5.2.1 Correlation between different types of Expertise

We calculated the correlation between three types of expertise.
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(a) Distribution of Comments

(b) Distribution of Comments with Code

Figure 5.4: Log-Log Distribution of Comments and Comments with Code in Answers

Correlation between Ubiquitous Expertise and Specialist Expertise The Pear-
son product-moment correlation between Ubiquitous expertise and specialist expertise
results in:

p-value < 2.2e-16
95% confidence interval : 0.3804509 and 0.3972889
The Sample estimate correlation : 0.3888923
This positive correlation of 0.38 and a very small p-value shows that linear rela-

tionship exists between the two types of expertise, and this result is a significant result.
However, the linear relationship is not a perfect linear relation, but a moderately posi-
tive linear relation.

Correlation between Ubiquitous Expertise and Social Expertise The Pearson
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Figure 5.5: Log-log Distribution of Github Links in a Stack-Overflow Answer.

product-moment correlation between Ubiquitous expertise and Social expertise results
in:

p-value < 2.2e-16
90% confidence interval : 0.1478922 and 0.1512972
The Sample estimate correlation : 0.1487933
This positive correlation of 0.14 and a very small p-value shows that linear rela-

tionship exists between the two types of expertise, and this result is a significant result.
However, the linear relationship is quite small and close to no relation.

Correlation between Social and Specialist Expertise The Pearson product-moment
correlation between Specialist expertise and Social expertise results in:

p-value < 2.2e-16
93% confidence interval : 0.5482392 and 0.5497162
The Sample estimate correlation : 0.5487913
This positive correlation of 0.54 and a very small p-value shows that linear rela-

tionship exists between the two types of expertise, and this result is a significant result.
The linear relationship is moderately high and makes sense because we calculate so-
cial expertise based on a user’s friendship with other specialist experts.

The correlation between Social and Specialist expertise is the highest at 0.54, fol-
lowed by Ubiquitous and Specialist expertise at 0.33 and Ubiquitous and Social ex-
pertise being least at 0.14. All the three correlations values between the three types of
expertise are positive. This shows that some form of dependence exists between them.
The relative high value of correlation between SpE and SoE is due to the fact that so-
cial expertise is based on the existence of social bonds between a user and a specialist
user. Therefore their ought to be a high correlation between the two. UE and SpE have
a moderately high correlation. This is in accordance to our working hypothesis, that if
a user is a specialist on a topic, he will also showcase signs of high level of ubiquitous
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Figure 5.6: Plot for Ubiquitous, Specialist and Social Expertise. The three scales
represent percentage of values

expertise; but vice verse is not true, an ubiquitous expert will not automatically be a
specialist expert. The low positive correlation between Ubiquitous and Social exper-
tise can be justified by stating the fact, that, as per definition of Social expertise, it
depends on the existence or non-existence of Specialist experts as friends, they have
no influence by the existence or non-existence of Ubiquitous experts as friends. There-
fore, if a user is an Ubiquitous expert he may or may not be a Social expert. These two
types of expertise are not inter-dependent.

5.2.2 Measures of different types of Expertise

The Figure 5.6 shows a ternary plot for Ubiquitous, Specialist and Social expertise of a
user. The three sides represent each type of expertise with percentage values increasing
from 0 to 100. Each point represents a human as point with the three types of expertise
normalised to add to 1, and the color of the points shows its density. The lighter the
color, more number of users with that value of expertise.

From the figure, we can see that the concentration of all users is in left corner.
This shows that the maximum number of users have more ubiquitous expertise than
specialist or social expertise. Further, the concentration of all users in lower half of the
triangle, suggests that, their is no user with high social expertise values. This is due to
the fact that our measurement of social expertise includes friendship with a specialist
expertise, and this is really hard to capture. Another observation from the graph is that,
their is no user with a perfect 100% ubiquitous score. Also, few users who have high
specialist expertise values showcase social expertise. The high concentration of users
with higher Ubiquitous expertise and low specialist expertise (hence lower left corner)
is supported by the fact that in our data, most users had code snippets in their answers
(indicator of ubiquitous expertise) but very few github links (indicator for specialist
expertise). Further, the absence of any user point in the upper half of the triangle
towards social expertise is backed by the fact that javascript topic is not an actively
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tweeting user-base, it is a reading user-base (more number of accounts as compared
to number of tweets and re-tweets). Hence we were not able to capture any user with
high value of Social Expertise.

All the above mentioned observations from the figure 5.6 justify our arguments
related to all three types of expertise measurements. In the next section, we apply this
measured expertise of users to question routing.

5.3 Readout for Applying expertise to QR

Once we had our expertise measurement technique and calculated expertise for our
sample data users, next step was to apply this expertise characterization on question
routing. As described in the previous chapters, recommendation systems are an effec-
tive way to evaluate the performance of question routing service. We use Factorization
Machine due to its peer-to-peer interaction latency learning capabilities. Section 4.4
introduces all configurations configured to evaluate the performance or our recommen-
dation system.

The 1 year dataset for topic javascript, divided into 50% test and 50% training data
was used in all configurations. The Precision, recall and RMSE values were recorded
for each of them. The table 5.5 shows a comparison between the ten configurations.

Configurations Precision Recall F1 RMSE
Baseline 0.00020801 0.0004645 0.0002501 3.058

Baseline + Reputation 0.0004087 0.0004469 0.0004269 3.061
Baseline + MEC 0.0004121 0.000538 0.0004667 3.058

Baseline + Reputation + MEC 0.00051813 0.000541 0.0005293 3.155
Baseline + Reputation + MEC + tags 0.00050798 0.000691 0.0005855 2.954

Baseline + SoE 0.00038109 0.0005645 0.000455 3.063
Baseline + UE 0.00076219 0.0005734 0.0006544 2.066
Baseline + SpE 0.0006815 0.0005782 0.0006256 2.0614

Baseline + SoE + UE + SpE 0.00065813 0.0005968 0.00062596 2.017
Baseline + all 0.00078109 0.00068245 0.0007284 1.7491

Table 5.5: Comparison between different configurations

From the above table, we can see that the performance of the model increases (de-
crease in RMSE values and increase in precision recall value) when we add MEC and
tags with reputation and score. MEC or mean expertise contribution indeed proves to
be a good estimate of a user’s expertise. Previous work suggested the use of MEC
with Reputation score as a method for improving the performance of question rout-
ing. However in our work, when we introduce the Social, Ubiquitous and Specialist
expertise, we can see a further improvement in the performance.

The system does not perform well (RMSE - 3.063) when we run it with just the
baseline and social expertise. This is according to our expectations, because social
expertise is an add along measure and is not self sufficient. It represents a users’ social
behavior with other expert users and does not guarantee the expertise of a user himself.

The performance of the system with Ubiquitous expertise and baseline is a major
improvement from previous configurations. Its precision value is amongst the best. We
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Configuration Accuracy
Baseline + Reputation + MEC 76.3%
Baseline + SoE + UE + SpE 77.64%

Baseline + all 78.03%

Table 5.6: Accuracy of Models

can clearly see that Ubiquitous expertise is a better performing expertise measure than
MEC which was an improvement in itself. The configuration with Specialist expertise
also performs well with an RMSE value of 2.06. However when we combine all three
types of expertise proposed in this work, the system performed well but we do not find
any drastic improvement. We did not expect that. This result showed that our three
types of expertise, together do complement each other but at low levels. Had their
been major improvements in the precision recall values, then we could have said that
Ubiquitous, Specialist and Social expertise highly compliment each other and should
be used together.

Our last configuration included all forms of expertise, our proposed measures
along with previously proven methods. We can clearly see that this configuration per-
forms best. It has the lowest RMSE value and highest Precision, Recall and F1 values.
This was an expected result. The RMSE value of 1.7491 is the closest to the actual
mean value of score (0.906) for this dataset.

We did not calculate NDCG values, as the focus of this study was to show the ef-
fectiveness of proposed cross-platform expertise measures, and that can be easily eval-
uated using Precision, Recall and RMSE values. NDCG is usefull when we evaluate
the ranking of expert users recommended for a question using different configurations.
But this study is out of scope for our work. However, we calculated the Accuracy of
three of our configurations. Table 5.6 shows the Accuracy. The Accuracy for all three
configuration lie within the range of 76-78%. However, models with cross-platform
expertise have slightly more accurate results than previously proposed expertise meth-
ods. Although the improvement is only of 1.7%, yet this is a major improvement when
it comes to applicability of the model in real world scenario.

5.4 Discussion

By incorporating our proposed expertise measures along with reputation and mean
expertise contributions of a user, we add more certainty that the users’ recommended
by this model would be ranked in accordance to their actual knowledge.

We observed from our results that although Ubiquitous and Specialist expertise
can be self sufficient to improve the performance of community question answering
service such as Stack-Overflow, Social expertise is not an adequate enough measure to
improve the performance on its own. The cross-platform expertise measurement such
as Ubiquitous and Specialist expertise and MEC which is derived from the question
answering platform itself, together really improve the performance of the question
routing platform. This is evident from the Accuracy Value of our prediction being at
78%.
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A human user exhibits certain amount of all types of expertise. The value of one
type of expertise may be bigger for one topic but almost negligible for another. Within
question routing, a question can belong to more than one topic simultaneously, thus it
is necessary that the system should decide what type of expertise is more important and
suggest recommendations accordingly. This is a topic to be considered in future work.
However, here in our work, for us it is important to make sure that the recommended
ubiquitous experts are actually ubiquitous experts and specialists are actually specialist
experts with the right kind of specified actionable knowledge. A model which adopts
our final configurations consisting of all types of expertise may be favourable in sit-
uations where a generic form of expertise needs to be mapped, but un-favourable in
situations where, for example, only highly specialist experts are required. Having said
that, as compared to generic expertise derived from single platform, a user expertise
derived from within a cross-platform framework is a better model to adopt.

Expertise of a user, mapped according to his behavior on the social web on mul-
tiple platforms is indeed a better characterization of his actual knowledge levels as
compared to that measured from the question answering platforms itself. The prob-
lem of favouring activeness of a user is also reduced if the systems use our proposed
measures. The proposed measurement techniques can be further fine tuned to reflect
even sharper view of a users’ knowledge by incorporating even deeper analysis of the
platforms under consideration.

5.5 Threats to Validity

In this section, we discuss the limitations in our cross platform expertise recommenda-
tion for question routing. We also discuss the threats to validity for the approaches we
designed for high accuracy user data collection and matching and estimating reliability
of measuring expertise of a user in cross platform setting.

5.5.1 Cross Platform expertise characterization for question routing

We mainly focused on expertise characterization of user and provided a method for ex-
pertise characterization with cross-platform data. We did not focus on the process after
the calculation of expertise till expert users are recommended to a question. Though
we provided a proof of concept of our question routing by implementing a recommen-
dation model, it was not evaluated with live user requests.

5.5.2 User Matching

We designed a pipeline to collect high accuracy matching users. We collected the
possible user profiles from Stackoverflow, Github and Twitter. We performed three
step matching including direct, accurate and fuzzy matching. Attribute matching was
limited due to the unavailability of emailhash of new users on both stackoverflow and
github. Gravatarid hash was also limited for new users by the fact that we had to parse
it based on profile pictures, and not many users had a profile picture.

Fuzzy Matching was limited by the restrictions of Twitter’s REST API. We could
only process 100 users per request for lookup and 1 user per request for search. Due
to this reason, we had to limit our Stackoverflow and Github datasets. Further, the
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user matching pipeline included mutations in the loginnames. If we had applied more
complex and bigger mutations, maybe we could have matched more number of users
and thus extending our user base.

5.5.3 Expertise Measurement

Expertise measurement had limits to its validity due to the fact that there were limited
actionable knowledge actions that we could derive from our data. If we had taken
into consideration comments or actual contributions in a github repository, we could
have increased the accuracy of our expertise calculation. The formulas derived for
Ubiquitous, Specialist and Social expertise suffered from the lack of experimentation.
We did not experiment on the method for measuring each type of expertise. We could
have maybe found a better performing measure.

The experiment for evaluating the performance of recommendation system was
conducted only for one topic. We did not experiment for other topics. This limits the
validity of the proposed method, however we are certain that our proposed methods
will perform on other topics as well but is limited to the scope of software development.
We cannot generalize our work to other domains of knowledge. However, software
development being a representative form where expertise can be of multiple types,
and where the Web plays an important role in expertise development. This makes
the experimental evaluation described in this work potentially usefull for supporting
similar research targeting domain with knowledge having similar characteristics.
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Chapter 6

Conclusion and Future Work

This chapter gives an overview of the project’s contributions. Then, summarizes the
work done and all findings. In the end we present the future scope of this work.

6.1 Conclusion

In this thesis work, we research about efficiently improving expertise characterization
for question routing using cross-platform data. To solve this main research question we
started with understanding the architecture of community question answering services,
the challenges that characterize the routing of a question to an expert answerer, training
and execution of recommender system as a way to implement question routing, and the
opportunities and limitations in using human cross platform user data to support the
expertise measurement. We studied details of these areas thoroughly in our literature
survey. An extensive literature study provided us insights on how the question routing
systems with multi web collaborative platform data also provided us guidelines to
design such a question routing system.

For characterizing expertise with data from multiple web collaborative platforms,
we first identified the types of expertise existing within the domain, and designed the
method of measuring them for three types of expertise - ubiquitous, specialist and
social. We presented how incorporating cross-platform expertise could improve the
performance of question routing recommender system. To prove the feasibility of our
envisioned system, we conducted a series of experiments using stackoverflow, github
and twitter data for software development domain.

Before we conducted the experiments to find the best configuration for question
routing recommender system, we focused on creating user model within cross-platform
framework. For this, we first collected maximum feasible user data from multiple web
collaborative platforms - stackoverflow, github and twitter. We designed an approach
to match user profiles across network with high accuracy. We showed that the ap-
proach achieved high accuracy in matching user profiles belonging to the same user on
all three platforms.

After collecting high accuracy user data, we tuned the hyperparameters of factor-
ization machine based on our data. The model was then tested for different data set
sizes configurations and predictions were calculated. The trend of performance for
different training and test data sizes were observed and analyzed. The validity of ap-
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proach and results were discussed and they were relevant and beneficial. In the end
we showed how a recommendation model for routing a question to a user with exper-
tise on the topic, can be improved by incorporating auxiliary features that depict some
form of expertise. The auxiliary features adhere to the cross-platform framework.

6.2 Contributions

By automating the process of measuring expertise of a person for a question, the ques-
tion routing services is improved. If an expert user will be able to find relevant ques-
tions to answer, and the questions will get high quality answers, the QA service will
reduce the cost of investment of time required by an expert to find a suitable question,
and hence improve the overall productivity of question answer system.

The contributions provided by us in this piece or work include,

• Literature survey of expertise characterization for question answer routing.

• Data Collection Pipeline from multiple web platforms to build user profiles. This
was our answer to RQ2.

• Framework of expertise characterization using data from multiple web collabo-
rative platforms. A part of RQ1 was answered by this. We determined the types
of expertise existing within the domain.

• Calculating cross platform expertise using data from web collaborative plat-
forms. This was an answer to the remaining part of RQ1. We did an extensive
literature review and added to it our own understanding of the subject matter, to
build a novel method of measuring expertise.

• Evaluation of performance of recommender systems for question routing with
different configurations. This was an answer to our RQ3.

6.3 Future work

Community Question Answering websites produce other types of meta-data for the
posted question and answers such as favourite count, last edit data. Moreover, user
information often contains meta-data information such as badges, reputation. Using
this additional information may help improve the performance of expert recommenda-
tion system in future. Deepening our analysis of user interaction network properties
such as formation and evolution of communities, and understanding the topic being
discussed across three platforms may further improve the performance.

As a future work, we can broaden the scope of expertise characterization by taking
into account other social platforms and addressing the challenges of cross-platform
user expertise based on complex network models.
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Appendix A

Glossary

In this appendix we give an overview of frequently used terms and abbreviations.

CQA: Community Question Answering

MEC: Mean Expertise Contribution

QA: Question Answer

TF-IDF: Term Frequency-Inverse Document Frequency

CF: Collaborative Filtering

CBF: Content-based Filtering

YA: Yahoo Answers

SO: Stack-overflow

SVM: Support Vector Machines

LFM: Latent Factor Model

VSM: Vector Space Model

UE: Ubiquitous Expertise

SpE: Specialist Expertise

SoE: Social Expertise

MEC: Mean Expertise Contribution

FM: Factorisation Machine

RMSE: Root Mean Square Error

NDCG: Normalised Discounted Cumulative Gain
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