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Abstract: In the grinding industry, accurate prediction of the mill load is the key to increasing mill income and reducing mill 
failure. It is difficult to improve the prediction accuracy of the model due to insufficient information on single-source domain
data and distribution differences among different data. A multi-source domain unsupervised domain adaptation method based on 
common and special features is proposed. Multi-source domain data has both common and special characteristics. If only 
common features are emphasized, some useful information will be discarded. If only special features are used, the model 
generalization is not good. To solve this problem, a common feature extraction block is used to extract the common domain 
invariant representation of multiple source domains and target domains, and special features are obtained through the special 
feature extraction block. After the features are fused and input into the common regressor, the multi-source domain predicted 
values are obtained. Finally, the predicted values of multiple source domains are added and averaged to get the final prediction
result. The effectiveness of this method is proved by cross-experiments on the ball mill data set collected in the laboratory. 
Key Words: Multi-source domain, Common feature, Special feature, Wet ball mill, Mill load 

1 Introduction
The grinding process is one of the important links in the 

mineral processing industry [1]. The wet ball mill is widely 
used in the grinding process. Mill load (ML) is an important 
parameter in the grinding process, including charge volume 
ratio (CVR), material to ball volume ratio (MBVR), and 
pulp density (PD) [2,3]. It is directly related to the quality 
and quantity of production. Accurate detection of ML is the 
key to improving grinding efficiency, improving grinding 
product quality, and avoiding no-load and overload faults 
[4]. However, the ball mill is closed and has the 
characteristics of continuous rotation, so the ML cannot be 
measured directly [5]. Fortunately, the strong mechanical 
vibration and sound signals of the ball mill contain a wealth 
of information about ML [6]. The model of ML can be 
established through the soft sensor. Literature [7] used the 
improved long short-term time memory (LSTM) network to 
build a soft sensor regression model to predict ML 
parameters. Literature [8] adopted the partial least squares 
regression (PLSR) algorithm as the soft sensor model and 
took the hidden features extracted from the vibration signals 
as the input to predict the load parameters of the ball mill. 

The above soft sensor method requires data to satisfy the 
assumption of independent and homogeneous distribution. 
However, in the actual grinding process, the changes in ball 
mill operation tasks, set values, raw materials, and 
environment are easy to lead to inconsistent data distribution 
[9]. The emergence of domain adaptation provides an 
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Natural Science Foundation (NNSF) of China under Grant 62003233, and 
the "select the best candidates to lead" science and technology major plan in 
Shanxi Province under Grant 202201090301013, and is in cooperation with 
the ARC Linkage Projects LP190100378. 

effective solution to the above problems. As one of the 
machine learning methods, domain adaptation mainly uses 
labeled data in one or more source domains to solve new 
tasks in target domains [10]. The methods of domain 
adaptation can be divided into three types: sample-based 
method, feature-based method, and inference-based method 
[11]. Literature [12] introduces DARWNN to achieve the 
purpose of migrating a small amount of labeled data in the 
target domain with the source domain data, so as to solve the 
problem of inconsistent data distribution between the source 
domain and the target domain. On this basis, manifold 
regularization is introduced to improve the prediction effect 
of ML. Literature [13] proposes a network JDMAN based 
on deep transfer learning, which combines source domain 
and target domain data for training. In the network, the 
central moment and center loss are used to align and cluster 
the features learned from the network, so as to improve the 
precision of the model. 

The above domain adaptation methods are all 
single-source domain adaptation. Generally, the knowledge 
of the single-source domain is not enough to predict the 
target task and may result in overfitting [14]. Therefore, it is 
considered to carry multiple source domains with rich 
information to complete the target task. The common 
method of multi-source domain adaptation (MSDA) is to 
combine multiple source domains directly to form the 
single-source domain, and then use the method of the 
single-source domain for prediction. As more knowledge is 
included in the data, the prediction accuracy is improved, 
but the effect may not be significant [15]. Therefore, it is 
necessary to find a better way to take full advantage of 
knowledge from multiple source domains. In recent years, 
some MSDA methods map multiple source domains and 
target domains to the same feature space through neural 
networks and extract their common features. Common 
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features help to discover the correlation between domains, 
and the model built by using them is more generalized. 
However, data from different domains not only have 
common characteristics but also have special characteristics 
[16]. If only common features are emphasized, less 
information is gained from multiple source domains, and 
some useful information is discarded [17]. Therefore, 
special features can be considered. The simpler method is to 
set up neural networks with different parameters for each 
source domain and target domain data directly. However, 
the model established by this method not only has many 
parameters but also takes a long time to calculate. 

To sum up, we use a neural network to build the mill load 
multi-source domain adaptation model based on common 
and special features. The model includes three parts: 
common feature extraction block, special feature extraction 
block, and common regressor. Common feature extraction 
block and special feature extraction block are used to extract 
the common feature and special feature of multiple source 
domains respectively. After the features are fused, the mill 
load of the wet ball mill is predicted by the regression of 
shared parameters. 

2 Preliminary 

2.1 Problem description 

Assume there are N  source domains in multi-source 
domain unsupervised domain adaptation. Define the source 
domain as ,{ }

s
in ms s

i i jX x , 1,2, , s
ij n , where s

in
represents the number of samples of the i th source domain, 
and m  represents the sample feature dimension. The source 
field also has a continuous label 1s

ins
iY . Define the 

target domain as { }
tt t n m

jX x , where tn  represents 
the number of samples to be predicted by the target domain. 

2.2 LSTM

As a special recurrent neural network (RNN), the long 
short-term memory network (LSTM) [18] consists of a 
forget gate, an input gate, an output gate, and a hyperbolic 
tangent layer, as shown in Fig. 1. 

Fig. 1: LSTM structure diagram 
Firstly, LSTM uses the input tx  at time t  and the hidden 

state 1th  at the previous time to obtain four states tf , ti ,

tC  and to , which can be obtained by formula (1). 

1

1

1

1

,
,

,
,

t f t t f

t i t t i

t C t t C

t o t t o

f W h x b
i W h x b
C W h x b
o W h x b

 (1) 

Where  is the sigmoid activation function,  is the tanh 

activation function, , , ,f i C oW W W W W  is weight, and 

, , ,f i C ob b b b b  is the bias coefficient. 

At this time, the cell state 1tC  and hidden state 1th  of 
the previous moment can be updated into the new cell state 

tC  and hidden state th  by formula (2). 

1t t t t t

t i t

C f C i C
h o C

 (2) 

2.3 1D-CNN 

Convolutional neural network (CNN), as a method of the 
neural network, is widely used in many fields [19]. CNN 
carries out convolution operations between the local region 
and the convolution kernel of input data at the convolution 
layer to extract local features of data and reduce complexity. 
One-dimensional convolution means that the convolution 
kernel only moves in one direction. The input is a vector and 
a convolution kernel, and the output is a vector. 

3 Method
Our framework consists of three parts, which are the 

common feature extraction block, the special feature 
extraction block, and the common regressor. Among them, 
the common feature extraction block projects all source 
domain and target domain data into the same feature space, 
and extracts the common features of all domains after 
reducing the distribution differences. After obtaining the 
time sequence information through the information
extraction block, the paired source domain data and target 
domain data are mapped to different feature spaces 
respectively to obtain the special features of multiple 
domains. Finally, the common features and special features 
are fused and input into the regression with shared 
parameters to obtain the predicted value of the target domain. 
The overall frame is shown in Fig. 2. 

3.1 Common feature extraction block 

The common feature extraction block maps all data in the 
original feature space into the same feature space using a 
network of shared parameters. In this way, the common 
domain invariant representation of all domains can be 
extracted. In this paper, LSTM is used as a common feature 
extraction block to capture dynamic features of data while 
extracting common features. 

3.2 Special feature extraction block 

Special feature extraction block includes information 
extraction block and N  subnetworks that do not share 
network parameters. Each subnetwork is trained separately 
by source domain data. Firstly, all the source domain data 
and target domain data are input into the information 
extraction block to obtain the features containing timing 
information. Then, the source domain features and target 
domain features are mapped into different feature Spaces in 
pairs. By minimizing the divergence criterion, the special 
characteristics of the source domain are obtained. In this 
paper, LSTM is used as the information extraction module, 
and the two-layer 1D-CNN is used as the subnetwork to 
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automatically extract effective features while reducing the 
feature dimension. 

3.3 Common regressor 

After obtaining common features and special features 
through the above two modules, weight is given to the 
features to obtain the fused features. The fusion formula is 
shown in formula (3). 

(1 )c ef f f  (3) 

Where, f  is the feature after fusion, cf  is the common 
feature, ef  is the special feature,  is the weight. 

After the fusion features are obtained, the predicted 
values of multiple source domains are obtained by inputting 
them into the common regressor with shared network 
parameters. The average of the multiple source domain 
predictions is the final prediction result. The regressor is 
constructed from the fully connected layer and its activation 
function is relu. 

Fig. 2: Overall frame diagram 

3.4 Loss function 

To improve the prediction accuracy, we use regression 
loss mL . Common regression losses include mean square 
error (MSE) loss, mean absolute error (MAE) loss, Huber 
loss, etc. The formula used in this paper is MSE loss, and its 
calculation formula is shown as formula (4). 

2
, ,

1 1

1 1 ˆ( )
s
inN

s s
m i j i js

i ji

L y y
N n

 (4) 

Where ,ˆ s
i jy  is the predicted value of the model and ,

s
i jy  is 

the true value 
Since the distribution of source and target domain data is 

different, the difference between them needs to be reduced. 
In general, a divergence-based approach can be used to 
reduce distribution differences. Common divergence 
methods include maximum mean difference (MMD) [20], 
covariance alignment (CORAL) [21], and Wasserstein 
distance [22]. Among them, MMD is the most commonly 
used divergence method in transfer learning. Compared with 
MMD, the calculation of CORAL is simpler, but this also 
leads to poor adaptability[23]. Wasserstein distance also has 
advantages in solving the problem of gradient disappearance 
and explosion and is often used in adversarial networks[24]. 
Since the research focus of this paper is on the multi-source 
migration framework, the adaptive divergence criterion is 
more conducive to the framework of this paper. Therefore, 
this paper chooses to minimize MMD loss to reduce the 

distribution difference between the source domain and the 
target domain. In MMD, we define the distance between the 
two distributions as the distance between the average 
embedded features. By finding the continuous function on 
the sample space, the mean of the function values of the 
samples with different distributions on the continuous 
function is obtained. The mean discrepancy is obtained by 
diverting the mean of the two data. MMD is the maximum 
discrepancy in the mean. The MMD loss is calculated by 
formula (5). 

2

, ,
1 1 1

1 1 1( ) ( )
s t
inN n

s t
d i j i js t

i j ji H

L x x
N n n

 (5) 

Where H  representing reproducing kernel Hilbert space 
(RKHS), ( )  represents the mapping function from the 
original feature space to RKHS. 

Since there is a difference in the distribution of the input 
data of the common feature extraction block and the special 
feature extraction block, MMD loss is added to both 
modules. The calculation formula of the total loss function is 
shown in formula (6). 

c e
m d dLoss L L L  (6) 

Where, c
dL is the MMD loss used in the common feature 

extraction block, e
dL  is the MMD loss used in the special 

feature extraction block,  and  are the weight 
coefficients.
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The pseudocode of the overall algorithm is shown as 
Algorithm 1. 

Algorithm 1 MSDA algorithm pseudocode 

Input: Multiple ball mill data 1 1{ , }s sX Y , 2 2{ , }s sX Y ,

3 3{ , }s sX Y , Target ball mill data tX , Weight coefficient 
, , .

Output: ML prediction value ˆ tY
1. Input multi-source domain data 1

sX , 2
sX , 3

sX  and 
target domain data tX  into common feature extraction 
block. 

2. According to formula (1) and formula (2) to obtain the 
common feature 1

s
cf , 2

s
cf , 3

s
cf  and t

cf .
3. Input common features into formula (5) to calculate 

MMD loss c
dL .

4. Input multi-source domain data 1
sX , 2

sX , 3
sX  and 

target domain data tX  into the information extraction 
block to obtain features containing timing information. 

5. Input paired source domain features and target domain 
features into special feature extraction block 
respectively to obtain special features 1

s
ef , 2

s
ef , 3

s
ef ,

1
t

ef , 2
t

ef  and 3
t

ef .
6. Input special features into formula (5) to calculate 

MMD loss e
dL .

7. According to formula (3), common features and special 
features are fused to obtain source domain features 1

sf ,

2
sf , 3

sf  and target domain features 1
tf , 2

tf , 3
tf .

8. Input the fused features into the regressor to obtain the 
predicted value 1̂

sY , 2̂
sY , 3̂

sY  of each source domain. 
9. Input the real and predicted values of the source domain 

into formula (4) to calculate the MSE loss mL .
10. Calculate the total loss according to formula (6) to get 

the training model. 
11. Input the sample of the target domain into the trained 

model to obtain the predicted value 1̂
tY , 2̂

tY , 3̂
tY .

12. Find the average of 1̂
tY , 2̂

tY , 3̂
tY  to get the final 

predicted value ˆ tY .

4 Experiment
To verify the validity of the method used in this paper, the 

experiment was carried out on the data collected from the 
laboratory ball mill as shown in Fig. 3. 

Fig. 3: Ball mill equipment used in the experiments

4.1 Data Preparation 

The data set was collected on a small experimental ball 
mill with a volume of 200L. Using the speed of 1440r/min 
three-phase asynchronous motor drive equipment. The 
experimental material is iron ore powder with a density of 
2.3t/m3. The grinding medium is a steel ball with a diameter 
of 30mm. In order to simulate different situations in real 
industry, the mass of the ball and the mass of water in the 
cylinder were fixed in the experiment, and different ML 
were obtained by changing the medium filling rate (MFR). 
The experiment was carried out in five groups. The specific 
parameters of each group were shown in Table 1, including 
MFR, steel ball mass (SBM), water mass (WM), starting 
material weight (SMW), termination material weight 
(TMW), and material change times (MCT). 

Table 1: Experimental Parameter 

Experi
ment MFR SBM WM SMW TMW MC 

1 0.30 292.00 35 25.5 174.0 139 

2 0.35 340.69 40 29.7 170.1 103 

3 0.40 389.36 40 34.2 157.5 88 

4 0.45 483.02 35 23.4 151.2 95 

5 0.50 486.70 40 15.3 144.9 102 

In order to ensure the accuracy of the data, sufficient 
experiments were carried out under different conditions. 
The ML under different conditions is obtained by 
continuously adding materials. Taking Experiment 1 as an 
example, the material amount in the ball mill barrel started 
at 25.5 kg and gradually increased to 174 kg. A total of 139 
times materials were added to the experiment. After the 
vibration signals are collected, they are divided into 28 
samples. Non-overlapping sliding is performed on each 
sample with w=1024 windows, and Fast Fourier Transform 
(FFT) is performed on each window. Then, the average of 
the transformation results of each window is taken to get the 
final characteristics. Finally, 512-dimensional features were 
obtained. 

Principal component analysis (PCA) was used to reduce 
the dimension of the data under five working conditions. 
Five data sets were defined as M1-M5, and data 
visualization was carried out after dimensionality reduction, 
as shown in Fig. 4. As can be seen, the distribution of the 
five data sets collected is inconsistent. 

Fig. 4: Probability density plots of different data sets 
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4.2 Performance Metrics 

To quantify the prediction performance of various 
methods, R-square (R2) and Root Mean Square Error 
(RMSE) are used as the evaluation criteria of the algorithm, 
and the calculation formula is shown in formula (7) and (8). 

2

12

2

1

ˆ
R 1

t

t

n
t t
j j

j

n
t t
j j

j

y y

y y
 (7) 

2

1

1 ˆRMSE
tn

t t
j jt

j

y y
n

 (8) 

Where, t
jy , ˆ t

jy  and t
jy  respectively represent the real value, 

predicted value and mean value at the j th sample.  

4.3 Description of the comparison method 

To prove the effectiveness of the proposed method, we 
use a variety of methods to carry out comparative 
experiments. Abbreviations and descriptions of these 
methods are as follows: 

(1) SSDA-C: Single-source domain LSTM model, that is, 
only common feature extraction blocks. 

(2) SSDA-E: Single-source domain LSTM+CNN model, 
that is, only special feature extraction blocks. 

(3) MSDA-C: Multi-source domain LSTM model, which 
only considers common features, but does not consider 
special features. 

(4) MSDA-E: Multi-source domain LSTM+CNN model, 
which only considers special features without considering 
common features. 

(5) MSDA: The model proposed in this paper. Table 2 
lists the specific network parameters. 

Table 2: MSDA Network Parameter 

MSDA parameter name Variable value 
Weight coefficient 0.47 
Weight coefficient [ , ] [0.001,0.001] 
Batch size of MSDA 64
The activation function of LSTM Tanh 
The size of the convolution kernel of the 

first 1D-CNN 5

The size of the convolution kernel of the 
second 1D-CNN 3

The number of hidden layer neurons in 
the fully connected layer [128,64,32,1] 

Learning rate 0.001 

4.4 Research on the performance of multi-source 
domain 

To verify the prediction ability of the multi-source
domain adaptation method on ML, two single-source 
domain methods were selected as comparison models for 
experiments. The regressor and network parameters used by 
SSDA-C and SSDA-E are consistent with those in Table 2. 
The load parameters PD and CVR of the mill were predicted 
by the experiment. As the experimental conditions of the 
single-source domain and multi-source domain are different, 
the optimal value of each method is used as the prediction 

result of the target domain. PD prediction results are shown 
in Table 3.  

As can be seen from the experimental results in Table 3, 
when PD is predicted by the single-source domain 
preadaptation method, the prediction result of the SSDA-E 
model is better than that of SSDA-C. But the prediction 
effect of the two single-source domains is worse than that of 
MSDA. RMSE of MSDA can be reduced by 4.1% to 6.5% 
and 2.1% to 4.3% compared with SSDA-C. 

Table 3: Predicted Results Of PD 

Target 
domain 

Evaluation 
index 

SSDA 
MSDA 

SSDA-C SSDA-E 

M1
RMSE 0.119 0.116 0.078 

R2 0.069 0.075 0.567 

M2
RMSE 0.110 0.088 0.049 

R2 0.202 0.297 0.731 

M3
RMSE 0.097 0.073 0.041 

R2 0.326 0.453 0.739 

M4
RMSE 0.116 0.072 0.051 

R2 0.098 0.524 0.742 

M5
RMSE 0.108 0.089 0.046 

R2 0.457 0.630 0.912 
Table 4 shows the experimental results of CVR prediction 

using SSDA-C, SSDA-E, and MSDA. According to the 
experimental results, the prediction accuracy of SSDA-C is 
higher than that of SSDA-E when predicting CVR. It shows 
that SSDA-C and SSDA-E have their own advantages and 
disadvantages in predicting different ML. However, MSDA 
has the best prediction effect for CVR, and its RMSE can be 
reduced by 0.1%~1.1% and 0.8%~2.6% compared with 
SSDA-C and SSDA-E. 

Table 4: Predicted Results Of CVR 

Target 
domain 

Evaluation 
index 

SSDA 
MSDA 

SSDA-C SSDA-E 

M1
RMSE 0.087 0.103 0.085 

R2 0.382 0.249 0.402 

M2
RMSE 0.063 0.085 0.059 

R2 0.550 0.172 0.610 

M3
RMSE 0.055 0.069 0.054 

R2 0.551 0.312 0.571 

M4
RMSE 0.046 0.069 0.045 

R2 0.715 0.342 0.718 

M5
RMSE 0.069 0.066 0.058 

R2 0.373 0.422 0.557 

Fig. 5 Bar chart of prediction results by different methods 
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Fig. 5 visualizes the RMSE of the predicted results of the 
above model in the form of a boxplot. Intuitively, MSDA 
predicted the best results. When the multi-source domain 
preadaptation method is used, the prediction effect is better 
than that of the single-source domain preadaptation method 
due to the increase of information. 

4.5 Research on the performance of common feature 
and special feature 

In order to show that simultaneous extraction of common 
features and special features is beneficial to improve the 
model prediction effect, several variants of MSDA are used 
to predict PD and CVR. MSDA-C only extracts the common 
features of multi-source domains, and MSDA-E only 
extracts the special features of multi-source domains. The 
regressors and parameters used are consistent with MSDA. 
The experimental method is to predict one target domain 
with three source domains, and the prediction results are 
shown in Table 5. The optimal prediction effect of the target 

domain is highlighted in bold in the table. As can be seen 
from the table, only the common features of multiple source 
domains are extracted, that is, the prediction effect is poor 
when the MSDA-C model is used for prediction. If only the 
special features of multiple source domains are extracted,
the prediction results of partial ML are worse than those of 
MSDA-C. When MSDA was used, ML predicted best. It 
shows that the combination of common features and special 
features can help improve the prediction effect of the model. 

Fig. 6 shows the experimental results of PD prediction in 
M5 by different methods. Fig. 6(a) and Fig. 6(b) 
respectively show the prediction results of the single-source 
domain method. Fig. 6(c) shows the prediction results for 
extracting only common features. Fig. 6(d) shows the results 
of extracting only special features. Fig. 6(e) shows the 
prediction results after blending common and special 
features. 

Table 5: Prediction Results Of PD And CVR By Different Models (RMSE) 

Target 
domain Source domain 

CVR PD 
MSDA-C MSDA-E MSDA MSDA-C MSDA-E MSDA 

M1

M2 M3 M4 0.115 0.121 0.085 0.107 0.096 0.084
M2 M3 M5 0.127 0.123 0.114 0.122 0.084 0.078 
M2 M4 M5 0.132 0.118 0.115 0.123 0.099 0.086
M3 M4 M5 0.139 0.126 0.120 0.121 0.093 0.095

M2

M1 M3 M4 0.073 0.099 0.059 0.067 0.073 0.049 
M1 M3 M5 0.088 0.096 0.066 0.104 0.074 0.050
M1 M4 M5 0.092 0.093 0.067 0.105 0.070 0.052
M3 M4 M5 0.104 0.092 0.081 0.112 0.067 0.069

M3

M1 M2 M4 0.079 0.094 0.070 0.054 0.044 0.043
M1 M2 M5 0.092 0.090 0.067 0.080 0.056 0.047
M1 M4 M5 0.086 0.088 0.062 0.078 0.052 0.043
M2 M4 M5 0.072 0.074 0.054 0.085 0.041 0.041 

M4

M1 M2 M3 0.079 0.091 0.065 0.094 0.073 0.061
M1 M2 M5 0.084 0.088 0.060 0.066 0.058 0.053
M1 M3 M5 0.076 0.084 0.056 0.064 0.051 0.051 
M2 M3 M5 0.057 0.073 0.045 0.071 0.053 0.052

M5

M1 M2 M3 0.111 0.088 0.076 0.130 0.104 0.046 
M1 M2 M4 0.102 0.085 0.076 0.109 0.077 0.058
M1 M3 M4 0.103 0.088 0.072 0.113 0.088 0.046
M2 M3 M4 0.092 0.075 0.058 0.117 0.056 0.052

  (a) SSDA-C                                                      (b) SSDA-E                                                 (c) MSDA-C  
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       (d) MSDA-E                                                 (e) MSDA 
Fig. 6: The experimental results of M5 prediction of PD by different methods 

5 Conclusion
Combined with deep learning, a multi-source domain 

adaptive model of mill load based on common features and 
special features is established in this paper. Among them, 
the common feature extraction block is used to extract the 
common domain invariant features of multiple source 
domains and target domains, and the special features are 
extracted through the special feature extraction block. 
Considering the distribution difference between the source 
domain and the target domain, the method of minimizing 
MMD loss was adopted to improve the prediction accuracy 
of the model. The experiment was carried out on data 
collected by a laboratory ball mill. In the experimental part, 
the prediction results of PD and CVR by the single-source 
domain model and multi-source domain model are 
compared. Experimental data show that the prediction 
accuracy of the multi-source domain model is higher than 
that of the single-source domain model. In addition, to 
demonstrate the effectiveness of simultaneous extraction of 
common features and special features, two variants of the 
model in this paper are used as comparison models for 
experiments. The experimental results show that the 
prediction effect of the model is the best when the common 
feature and the special feature are extracted simultaneously. 
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