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Abstract

Mistakes in binary conditions are a source of error in many software sys-
tems. They happen when developers use ‘<’ or ‘>’ instead of ‘<=’ or ‘>=’.
These boundary mistakes are hard to find for developers and pose a man-
ual labor-intensive work. While researches have been proposing solutions
to identify errors in boundary conditions, the problem remains a challenge.

In this thesis, we propose deep learning models to learn mistakes in
boundary conditions and train our model on approximately 1.6M exam-
ples with faults in different boundary conditions. We achieve an accuracy
of 85.06%, a precision of 85.23% and a recall of 84.82% on a controlled
dataset. Additionally, we perform tests on 41 real-world boundary condi-
tion bugs found from GitHub and try to find bugs from the Java project of
Adyen. However, the false-positive rate of the model remains an issue. We
hope that this work paves the way for future developments in using deep
learning models for defect prediction.
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Chapter 1

Introduction

Software projects have been getting larger with regards to the size of the code-
base, now reaching millions on lines of code. At rapid and continuous develop-
ment cycles, the defects which prevent programs from compiling are caught,
but there is an array of bugs that might only appear at runtime. One of them is
an off-by-one mistake, which happens when developers use ‘>’ or ‘<’ in cases
where they should have used ‘=>’ or ‘<=’ or vice versa.

Early studies such as [28] [32] and [45], have been conducted to specifically
research methods to automate the testing of boundary conditions. However, the
work either fails to solve the issue automatically or requires significant manual
effort on behalf of the user.

In response, the industry has adopted static analysis tools, such as Spot-
Bugs and PVS Studio, which address the problem in some specific scenarios.
However, they fail to capture most of the off-by-one errors that are present and
require manual work to define and fine-tune the rules. At the same time, the re-
search community has seen success in many software code tasks that were not
possible before, such as method naming and method description generation,
thanks to the rapid developments in the area of machine learning.

The lack of reliable tools to capture off-by-one mistakes leaves an excellent
opportunity to try applying machine learning to this domain which would benefit
both the scientific community and the industry.

This study attempts to contribute to the knowledge base of using state-of-the-
art machine learning techniques to detect bugs in software code. We trained
several binary classification models on likely correct methods and their auto-
matically mutated likely incorrect counterparts. Later, we tested the models in
a cross-project manner on both open-source software and a company project.
The main research flow is depicted in Figure 3.1 and the main contributions of
this thesis are:

1. An empirical study on the performance of different deep learning models
to detect off-by-one mistakes.
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1. Introduction

2. A quantitative and qualitative evaluation of deep off-by-one detection mod-
els in real-world open source and proprietary bugs.

The models are trained on over 1.6M examples and the best results are ob-
tained with the Code2Seq [8] model achieving 85.23% precision and a recall of
84.82% on a controlled balanced testing set. When introducing imbalance to
the testing set, the metrics fall to 64.65% and 41% respectively. Testing the
model on known bugs from open-source projects yields a 55.88% precision and
46.34% recall on a balanced set consisting of 82 methods. When evaluating the
model on Adyen Java repository, the approach did not reveal any bugs per se,
but pointed to code considered to deviate from good practices.
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Chapter 2

Background

Bug-detection is a well-explored domain in computer science. In this chapter,
we discuss technologies related to the thesis and give background information
to the problem at hand. It is divided into 5 main sections. Firstly, bugs in
software are discussed in Section 2.1, next, in Section 2.2, the structure of
Abstract Syntax Trees is explained, in Section 2.3 the current static analysis
tools used in the industry are discussed, in Sections 2.4.1 and 2.4.2 we explain
the Code2Vec and Code2Seq models which this work heavily relies on, in Section
2.4.3 the Graph Relational embedding Attention Transformer Model is described
and in Section 2.5, the ML models related to bug detection are discussed.

2.1 Bugs in Software

Professional software developers are capable of producing complex systems and
the industry has adapted many ways, such as unit testing, pair programming,
static and dynamic analysis, code reviews, etc, to prevent bugs from finding
their way into production software. Still, defects appear even in very critical
software.

This is caused by many factors, such as changing the software environment
or the hardware that the program is being run on, users using the software be-
yond the specified non-functional parameters, the dependent software having a
bug, hasty development to meet a deadline or the software just running for long
enough time to have issues which were not present before, such as the famous
millennium bug and the very similar defects that appear every year when the
time is changed to adjust for the daylight saving.

As a software system grows, the number of execution branches grows to a
level in which it is almost impossible to cover all the edge cases manually. At
the same time, some kinds of errors are very hard to detect automatically with
current methods. In this thesis, we focus on one such error, the off-by-one error.

3



2. Background

Off-by-one errors are a type of logic errors which allow the program to com-
pile but result in errors during runtime. They are caused by the binary ex-
pressions ”<”, ”<=”, ”>” and ”=>” being off by one. This means that ”<” is
swapped with ”<=” and ”>” by ”=>” or vice versa. These errors can be silent,
meaning that they might go unnoticed or non-silent, meaning that they produce
a program crash.

// Incorrect code: x > 0
public boolean withinBorders(int x, int y) {

return x > 0 && x <= getWidth() && y >= 0 && y <= getHeight();
}

// Correct code: x >= 0
public boolean withinBorders(int x, int y) {

return x >= 0 && x <= getWidth() && y >= 0 && y <= getHeight();
}

Figure 2.1: An example of a mistake in a boundary condition. Code extracted
from JPacman1.

Silent errors are represented by cases where the program does not crash but
outputs a result that is not originally intended. For example, when one wants
to check if an element is inside the scope of x and y coordinates but checks one
of the variables inclusively and the other one not. This is illustrated in a real-
world example (Figure 2.1) where the variable x should be checked to be zero
inclusive.

These types of errors also occur in more mature and widely used projects.
For example, see a bug found in Apache JMeter in Figure 3.4. An untraditional
loop was made where a list was traversed in reverse order. However, the author
of the code forgot to include the first element of the list while iterating, resulting
in skipping the element. This was later found by the developers and fixed.

The most common scenario for a non-silent error is when an element is ac-
cessed in an array which is out of bounds, producing an IndexOutOfBoundsEx-
ception in Java.

2.2 Abstract Syntax Trees

Abstract Syntax Tree (AST) is a tree representation of the abstract syntactic
structure of the source code. It preserves the original structure of the parse tree
but eliminates nonessential nodes such as parenthesis and semicolons, which

1https://github.com/serg-delft/jpacman
2https://github.com/apache/jmeter/
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2.2. Abstract Syntax Trees

// Incorrect code: i > 0
public void removeHeaderNamed(String name)
{

Vector removeIndices = new Vector();
for (int i = getHeaders().size() − 1; i > 0; i−−)
{

Header header = (Header) getHeaders().get(i).getObjectValue();
if (header == null)
{

continue;
}
if (header.getName().equalsIgnoreCase(name))
{

removeIndices.addElement(new Integer(i));
}

}

for (Enumeration e = removeIndices.elements(); e.hasMoreElements();)
{

getHeaders().remove(((Integer) e.nextElement()).intValue());
}

}

// Correct code: i >= 0
public void removeHeaderNamed(String name)
{

Vector removeIndices = new Vector();
for (int i = getHeaders().size() − 1; i >= 0; i−−)
{

Header header = (Header) getHeaders().get(i).getObjectValue();
if (header == null)
{

continue;
}
if (header.getName().equalsIgnoreCase(name))
{

removeIndices.addElement(new Integer(i));
}

}

for (Enumeration e = removeIndices.elements(); e.hasMoreElements();)
{

getHeaders().remove(((Integer) e.nextElement()).intValue());
}

}

Figure 2.2: An example of a mistake in a boundary condition. Code extracted
from Apache Jmeter2.

5



2. Background

can be derived from the structure of the tree without being explicitly stated
[20].

For the implementations in this thesis, we use the JavaParser library which
parses the Java code and produces an AST. An example of the AST structure is
given in Figure 2.3. The gray nodes on the image represent the nodes that are
defined by the JavaParser library and represent code blocks, method declara-
tions, binary expressions, method call expressions, etc.

Figure 2.3: Example AST of the code in Figure 2.1.

The white nodes mostly represent user-defined values or types declared on
the language level. If observed from left to right, these nodes will form a string
similar to the original code. In this thesis, we define a path along the AST as
the closest route between two leaf nodes. It has a vital role in creating method
embeddings which are used during classification for for downstream tasks.

2.3 Static Analysis Tools

As the codebase sizes of industry projects reach millions of lines of code, it
is very difficult to manually examine or cover all the execution branches with
unit tests. Hence, static analysis tools are used which analyze source code to

6



2.3. Static Analysis Tools

automatically find bugs and ease the labor-intensive code inspection efforts. The
static nature of the tools means that they do not execute the source code but
rather infer the possible erroneous states, usually from Abstract Syntax Trees
or Control Flow Graphs.

SpotBugs3 (formerly known as FindBugs [29]) developed by D. Hovemeyer
et al. is a static code analysis tool to find bugs in code. During its development,
the authors found that such tools are not widespread and pointed out several
trivial, yet critical bugs from mature systems such as Apache Tomcat. Today,
however, the SpotBugs and other static analysis tools are widely adopted in the
industry projects and their continuous integration pipelines [12].

SpotBugs uses the Apache Bytecode Engineering Library4 (BCEL), a byte-
code analysis library to create a detector for each type of bug. The detectors
use different strategies such as looking at the structure of classes and methods
or creating and analyzing a data flow graph, also allowing interprocedural bug
detection.

Error Prone [2], developed at Google, works by extending the OpenJDK Java
compiler and performing an error checking after the flow phase of the compiler.
A number of predicates are manually created to match AST nodes of the source
code for errors and additional checks on the dataflow graph of the code are
made. If a violation is found, Error-Prone will fail the compilation with an error
message and can propose fixes to the errors or even automatically fix them.
Giving errors during compilation time will ensure that the defective code does
not get ignored and is caught during development. It also leverages parsing
and type checking already done by the compiler and therefore avoids redundant
work.

Nullaway [11], developed at Uber, is a popular plugin to Error Prone specifi-
cally designed to robustly find NullPointerExceptions (NPE-s) with minimal per-
formance overhead. It relies on the developers annotating methods with @Nul-
lable and making assumptions about unannotated code, after which a control
flow graph is made to analyze the dataflow and find NPE-s.

Infer [16] is a tool developed at Facebook and aims to verify programs by
building their compositional proofs. Essentially, it uses an assembly-like inter-
mediate language which is derived from Java bytecode and builds a mathemat-
ical model of the source code that represents all possible execution paths. The
call graphs of the model can be updated for functions/procedures individually
while keeping the ability to find interprocedural defects, such as nullpointer
dereferencing errors seen in Figure 2.4. This allows to cache the call graph and
incrementally update the parts that were affected by a code change [17]. In
addition, groups of procedures can be analyzed independently, which allows the

3SpotBugs GitHub page - https://github.com/spotbugs/spotbugs/
4Apache BCEL - http://commons.apache.org/proper/commons-bcel/
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2. Background

process to be run in parallel.

PMD5 is a static analysis tool that works on predefined rulesets. For different
rules, different data is processed which might include the AST, data flow graph
and type resolution information. PMD also supports incremental analysis by
storing the processed data in a cache and loading it if the file under analysis
has not changed. However, PMD only supports one source file at the time and
hence cannot capture more complicated bugs spanning multiple files.

public class CodeSample {
String computeSomething(boolean flag) {

if (flag) {
return null;

}
else {

return ’something’;
}

}

public int doSTuff() {
String s = computeSomething(true);
return s.length();

}
}

Figure 2.4: Example of an interprocedural null value dereferencing when flag is
true.

The above-mentioned tools and research all use predefined rules which re-
quire exhaustive manual labor to produce but fail to capture some types of bugs.
A machine learning model might automatically learn more complicated rules/-
patterns that are more accurate.

2.4 Machine Learning for Software Engineering

Machine Learning for Software Engineering has seen rapid development in re-
cent years inspired by the successful application in the Natural Language Pro-
cessing field [27]. It is applied in many tasks related to software code such as
code translation [18], [40], [41], code completion [27],[44], [49], [33], identifier
and method naming [4], [5], [9], type inference [25], API Usage [22], [36] and
code refactoring [10]. Many of those approaches allow to change the down-
stream task while making minor modifications to the underlying model.

5PMD official web page https://pmd.github.io/latest/pmd_devdocs_how_pmd_works.htm
l
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2.4. Machine Learning for Software Engineering

The next subsections will be explaining the techniques and models we used
in our thesis and give an overview of the similar work done in the field.

2.4.1 Code2Vec Model

The Code2Vec model created by Alon et al. [9] is a Neural Network model used
to create embeddings from Java methods. These embeddings were used in the
original work to predict method names.

The architecture of this model requires Java methods to be split into path
contexts based on the AST of the method. A path context is a random path
between two nodes in the AST and consists of 2 terminal nodes xs, xt and the
path between those terminal nodes p j which does not include the terminals.
The embeddings for those terminal nodes and paths are learned during training
and stored in 2 separate vocabularies. During training, these paths are concate-
nated to a single vector to create a context vector ci which has the length l of
2 · xs + xp where the length of xs is equal to xt . More formally:

ci = embedding
(〈

xs, p j,xt
〉)

= [value_vocabs; path_vocab j;value_vocabt ]

The acquired context vectors ci for paths are passed through the same fully
connected (dense) neural network layer (using the same weights). The network
uses hyperbolic tangent activation function and dropout in order to generate a
combined context vectors c̃i. The size of the dense layer allows controlling the
size of the resulting context vector. The calculation for the context vector is the
following:

c̃i = tanh(W · ci)

Where W ∈ Rh×l are dense layer weights where the height h determines the
context vector size and l depends on the embeddings as shown previously.

The attention mechanism of the model works by using a global attention vec-
tor a∈Rh which is initialized randomly and learned with the rest of the network.
It is used to calculate attention weight ai for each individual combined context
vector c̃i :

ai =
exp(c̃i

T ·a)
∑

n
j=1 exp(c̃ j

T ·a)
It is possible, that some methods are not with a large enough AST to generate

the required number of context paths. For this dummy (masked) context paths
are inputted to the model which get a value of 0 for attention weight ai. This
enables the model to use examples with the same shape.

After calculating weight for context vectors, their linear combination pro-
vides a code vector v:

9
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2.4. Machine Learning for Software Engineering

v =
n

∑
i=1

ai · c̃i

During training, a tag vocabulary tags_vocab∈R|Y |×l is created where for each
tag (label) yi ∈ Y corresponds to an embedding of size l. The tags are learned
during training and in the task proposed by the authors, these represent method
names.

A prediction for a new example is made by computing the normalized dot
product between code vector v and each of the tag embeddings tags_vocabi:

for yi ∈ Y : q(yi) =
exp(vT · tags_vocabi)

∑
Y
j exp(vT · tags_vocabi)

This results in a probability for each tag yi. The higher the probability, the
more likely the tag belongs to the method.

2.4.2 Code2Seq Model

Code2Seq model created by Alon et al. [8] is a Sequence-to-Sequence Deep
Learning model used to create embeddings from Java methods from which method
descriptions are learned. The original work was used to generate sequences of
natural language words to describe methods.

Similarly to the Code2Vec model, the model works by generating random
paths from the AST with a specified maximum length. Each path consists of 2
terminal tokens xs, xt and the path between those terminal nodes p j which, in
Code2Seq, includes the terminal nodes ps, pt ∈ p j, but not tokens.

It is important to make a difference between terminal tokens and path nodes.
The former are user-defined values, such as a number 4 or variable called string-
Builder while the latter come from a limited set of AST constructs such as Name-
Expr, BlockStmt, ReturnStmt. There are around 400 different node types that
are predefined in the JavaParser implementation 6.

During training, the path nodes and the terminal tokens are encoded differ-
ently. Terminal tokens get partitioned into subtokens based on the camelCase
notation, which is a standard coding convention in Java. For example, a terminal
token stringBuilder will be partitioned into string and Builder. The subtokens
are turned into embeddings with a learned matrix Esubtokens and encoding is cre-
ated for the entire token by adding the values for subtokens:

Encode terminal node (xs) =
len(xs)

∑
s∈split(xs)

Esubtokens
s

6JavaParser Node types https://www.javadoc.io/doc/com.github.javaparser/javaparse
r-core/3.15.9/com/github/javaparser/ast/Node.html
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2.4. Machine Learning for Software Engineering

Paths of the AST are also split into nodes and each of the nodes corresponds
to a value in a learned embedding matrix Enodes. These embeddings are fed into

a bi-directional LSTM which final states result in a forward pass output
→
h and

backward pass output
←
h . These are concatenated to produce a path encoding.

Encode path(ps, ..., pt ∈ p j) = LST M
(

Enodes
ps

, ...,Enodes
pt

)
=

[
→
h ;
←
h
]

As with the Code2Vec model, the encodings of the terminal nodes and the
path are concatenated and the resulting encoding is an input to a dense layer
with tanh activation to create a combined context vector c̃i.

ci = encoding(〈xs; ps, ..., pt ;xt〉) = [Encode(xs);Encode(ps, ..., pt);Encode(xt)]

c̃i = tanh(W · ci)

Where W ∈ Rd×[2dpath+2dtoken] is a matrix for dense layer weights where the
height d determines the combined context vector size and the width depends
on the starting/terminating token context size 2dtoken and concatenated forward
and backward pass result of the LSTM (Long Short-Term Memory) encoding of

the path 2dpath =

[
→
h ;
←
h
]
. The matrix W was defined wrong in the original work,

however, the authors were notified of this.7

Finally, to provide an initial state to the decoder, the representations of all n
paths in a given method are averaged.

h0 =
1
n

n

∑
i=1

zi

The decoder uses the initial state h0 to generate an output sequence while
attending over all the combined context vectors c̃1, ..., c̃n. The resulting output
sequence represents a natural language description of the method.

The advantage of the Code2Seq model is in the way the context vectors c̃i

are created. In particular, due to splitting terminal nodes. the vocabulary of
the terminal nodes yields greater flexibility towards different combinations of
subtoken combinations. In addition, while Code2vec embeds entire AST paths
between terminals, the Code2Seq model only embeds subtokens. This results in
fewer out-of-vocabulary examples and a far smaller model size. The model also
has an order-of-magnitude fewer parameters compared to the Code2Vec model.

7https://github.com/tech-srl/code2seq/issues/40
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2. Background

2.4.3 Graph Relational Embedding Attention Transformers

Instead of traversing the AST of a Java program and using different paths as
an input to the model, some researchers have started to use Graph Neural Net-
works (GNN-s) instead to leverage the structural nature of the AST as proposed
by Allamanis et al. [6]. In addition, the AST is enhanced with control flow infor-
mation. For example, the usages of the variables are connected to emphasize
that it is the same object as opposed to only having the same name.

This work has been iterated by Hellendoorn et al. [26], who propose Graph
Relational Embedding Attention Transformers (GREAT). The idea of enhancing
the AST with additional information remains the same, but the authors use the
initial graph to bias the attention of a transformer model instead of performing
several message passing steps with a GNN.

2.5 Machine Learning for Defect Prediction

Nowadays, a lot of projects use static analysis tools such as the ones described
in Section 2.3. These tools, however, rely on bug pattern detectors manually
crafted and fine-tuned by static analysis experts. The huge amount of different
bug patterns makes it very difficult to cover more than a fraction of them. Solv-
ing this problem via machine learning techniques instead has been a promising
and popular research topic.

Nam et al. [39] use different metrics such as coupling between source code
objects, number of lines in code, the entropy of code changes, etc. to train
a logistic regression classifier that predicts file-level defects in source code.
The novelty of their work is in the introduction of Transfer Component Analysis
(TCA) where the authors take the distributions of the features from a project and
make it match to the project on which the model was trained on. This enables
to make better cross-project defect predictions.

Yang et al. [51] analyze 6 large open-source projects consisting of 137,417
changes to detect defect prone commits. The authors use a Deep Belief Network
model and commit level features such as the number of modified directories,
files, lines of code added and deleted, number of unique changes to modified
files, etc. The model achieves 0.36 precision, 0.69 recall and 0.45 F1-Score on
average.

Madeyski et al. [37] use popular Travis Continuous Integration environ-
ment to extract file-level metrics from builds, such as number of commits for
a given file, number of unique committers, modified lines since the last build,
local timestamp of the commit that caused the build, last build status, etc. Also,
the authors use additional information such as commit hash, file location, etc.
for creating models that predict CI build failures.

14



2.5. Machine Learning for Defect Prediction

Pradel et al. [43] use a technique similar to Word2Vec [38] to learn embed-
dings for JavaScript code tokens extracted from the AST. These embeddings are
used to train two-layer feedforward binary classification models to detect bugs.
Each trained model focuses on a single bug type and the authors test it on prob-
lems such as wrong binary operator, wrong operand in binary operation and
swapped function arguments. These models do not use all the tokens from the
code, but only those specific to the problem at hand. For example, the model
that detects swapped function arguments only uses embeddings of the function
name and arguments with a few other AST nodes as features.

Allamanis et al. [6] use Gated Graph Neural Network [35] to detect variable
misuse bugs on a token level. As an input to the model, the authors use an AST
graph of the source code and augment it with additional edges from the control
flow graph.

Pascarella et al. [42] show that defective commits are often composed of
both defective and non-defective files. They also train a model to predict de-
fective files in a given commit. Habib et al. [24] create an embedding from
methods using a one-hot encoding of tokens such as keywords (for, if, etc.), sep-
arators (;, (), etc.), identifiers (method, variable names and literals (values such
as "abc" and 10). The embeddings for the first 50 tokens are then used to create
a binary classification model. The oracle for training data is a state-of-the-art
static analysis tool and the results show that neural bug finding can be highly
successful for some patterns, but fail at others.

Li et al. [34] use method AST in combination with a global Program Depen-
dency Graph and Data Flow Graph to determine whether the source code in a
given method is buggy or not. The authors use Word2Vec to extract AST node
embeddings with a combination of GRU Attention layer and Attention Convo-
lutional Layer to build a representation of the method’s body. Node2Vec [21]
is used to create a distributed representation of the data flow graph of the file
which the inspected method is in. The results are combined into a method vec-
tor which is used to make a softmax prediction.

Wang et al. [50] define bug prediction as a binary classification problem
and train three different graph neural networks based on control flow graphs
of Java code. They use a novel interval-based propagation mechanism to more
efficiently generalize a Graph Neural Network (GNN). The resulting method
embedding is fed into a feed-forward neural network to find nullpointer deref-
erence, array index out of bounds and class cast exceptions. For each bug type,
a separate bug detector is trained.

Overall, there are different ways to use deep learning for bug detection. Ear-
lier work used code metrics (code complexity, file length, method length, etc)
or information from version control systems (developer age on the repository,
commit time, number of files edited, etc.). The works used traditional machine
learning models suitable for structured data such as SVM, Naive Bayes or Ran-
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2. Background

dom Forest models.
Recent work has moved towards using source code tokens, AST-s or Con-

trol Flow Graph (CFG) representations of code as features. The premise is that
these features provide more context to identify bugs that otherwise might not
be completely captured by only analyzing structural metrics [47]. Some works
even combine the representations of AST-s and CFG [6], [34]. These models use
different architectures such as random forest model, feed-forward neural net-
work, Convolutional Neural Network (CNN), Long-Short Term Memory network
(LSTM), etc.
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Chapter 3

Approach

In order to detect Off-By-One errors in Java code, we aim to create a hypoth-
esis function that will calculate output based on the inputs generated from an
example. More specifically, we train and compare different binary classification
machine learning models to classify Java source code methods to one of the two
possible output labels which are ”defective” and ”non-defective”. If a method is
considered as ”defective”, it is suffering from an off-by-one error, otherwise, it
is deemed to be clear from errors.

These models are based on the Code2Vec [9] and Code2Seq [8] models,
state-of-the-art deep learning models originally developed for generating method
names and descriptions. They use Abstract Syntax Tree paths of a method as
features and create an embedding by combining them with the help of an atten-
tion mechanism. In addition, a Transformer model by Hellendoorn et al. [26]
is used and a baseline model based on source code tokens and Random Forest
model. We acquired the datasets necessary for the training of these models from
the work of Alon et al. [9] which results in an imbalanced dataset of 920K ex-
amples (1 to 10 ratio) and a balanced dataset of 1.6M examples when combined
with our automatically mutated methods.

We train on both imbalanced and balanced data to see the difference in per-
formance. In addition, further training is done with data from a company project
to fine-tune the model and find bugs from that project specifically. In the follow-
ing, we provide a more detailed description of the approach. This includes the
problem definition, description of the datasets, model architecture and hyper-
parameter optimization. A visualization of the approach can be seen in Figure
3.1.

The natural distribution of Java projects has considerably more non-defective
methods than defective ones [23] which means that the dataset is imbalanced.
For asymmetric binary classification problems such as bug or cancer detection,
the minority class is generally marked as positive. Hence, in this thesis, all the
positive examples are equal to defective examples and the aim is to find as many
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java-large V.1

Transfer Trained Model from Server

Train a Model on
Open-Source
Dataset

Further Train on
Closed-Source
Project

Find Bugs

V.2

Results for Open-
Source Software

Results for Adyen
Data

java-med
(mutated)

(train/CV/test sets)

Tune 
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java-med

java-large
(mutated)

(train/CV/test sets)

Train &
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V.1
(mutated)  

(train/CV/test sets)

Further Train

Split and Mutate
Methods

Split and Mutate
Methods

Figure 3.1: The flow of the research including data collection, mutation, training
and testing.

positive examples without misclassifying the negative examples (creating false
positives).

3.1 Datasets

We used different datasets to tune hyperparameters, train, evaluate and test the
model. Java-large and java-medium datasets provided by Alon et al. [8] were
used for model training and hyper-parameter selection respectively. We used
Adyen’s production Java code to further train and test the model with project-
specific data. We used an additional real-world-bugs dataset to evaluate models
on real-world bugs. A summary of the datasets can be seen in Table 3.1.

1. Java-med-balanced dataset consists of 1000 top-starred Java projects from
GitHub. Out of those 1000 projects, 800 were randomly selected for the
training set, 100 for validation set and the remainder 100 were used for
the testing set. Originally, this dataset contained about 4M methods, but
170,295 were candidates for off-by-one errors (e.g. methods with loops
and if conditions containing binary operator <, <=, > or >=). This re-
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3.1. Datasets

sulted in a balanced dataset of 340,590 methods, 170,295 of them assumed
to be correct and 170,295 assumed to be buggy.

2. Java-large-balanced dataset consists of 9500 top-starred Java projects from
GitHub created since January 2007. Out of those 9500 projects, 9000 were
randomly selected for the training set, 250 for the validation set and the
remainder 300 were used for the testing set. Originally, this dataset con-
tained about 16M methods, but 836,380 were candidates for off-by-one
errors (e.g. methods with loops and if conditions containing binary op-
erator <, <=, > or >=). After mutating the methods, the final balanced
dataset consisted of 1,672,760 methods, 836,380 of them assumed to be
correct and 836,380 assumed to be buggy.

3. Additional imbalanced datasets java-med-imbalanced and java-large-imbalanced
were constructed to emulate more realistic data, where the majority of the
code is not defective. A 10-to-1 ratio between non-defective and defective
methods was chosen since it resulted in a high precision while having a
reasonable recall. It was empirically observed that upon increasing the
ratio of non-defective methods even further, the model did not return pos-
sibly defective methods when running on Adyen’s codebase. Meaning that
if the ratio was higher than 10-to-1, the recall of the model became too low
to use it.

4. Adyen’s code is a repository containing the production Java code of the
company. It consists of over 200,000 methods out of which 7,435 contain
a mutation candidate to produce an off-by-one error. After mutating the
methods, this resulted in a balanced dataset containing 14,870 data points.

5. 41 real-world bugs in boundary conditions were used for manual eval-
uation. We extracted the bugs from the 500 most starred GitHub Java
projects. The analyzed projects were not part of the training and evalua-
tion sets and thus are not seen by a model before testing. Using a Pydriller
script [48], we extracted a list of candidate commits where authors made
a change in a comparator (e.g., a ”>” to ”=>”; ”<=” to ”<”, etc.). This
process returned a list of 1,571 candidate commits which were analyzed
manually until 41 were confirmed to be off-by-one errors and added to the
dataset. The manual analysis was stopped due to it being a very labor-
intensive process.

The java-medium and java-large datasets only contained Java files from open-
source projects and are shown to contain very little duplicates between train-
ing, validation and testing sets by Allamanis et al. [3] due to the split of the
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Table 3.1: Datasets used in the paper

Dataset name
Split Ratio
nobug:bug

Number of extracted examples
Train Validation Test Total

Java-med-balanced 1:1 266,934 41,786 31,870 340,590
Java-med-imbalanced 10:1 146,814 22,982 17,529 187,325
Java-large-balanced 1:1 1,593,610 30,634 48,516 1,672,760
Java-large-imbalanced 10:1 876,485 16,849 26,684 920,018
Adyen code 1:1 11,032 690 3,148 14,870
Real-life dataset 1:1 0 0 100 100

dataset occurring at the project level. A near duplicate remover was also ex-
plored (available in GitHub 1), but it was ultimately not used due to time con-
straints.

In order to train a supervised binary classification model, defective exam-
ples are also needed. To get defective samples, we modified the existing likely
correct code to produce likely incorrect code. We stripped the dataset of the
methods which did not contain binary expressions (“<”, “<=”, “>” or “=>”).
Next, for each method, we found a list of possible mutation points and selected
a random one. After this, we altered the selected binary expressions using Java-
Parser2 in a way to generate an off-by-one error (see Section 2.1). The flow of
the feature extraction is depicted in Figure 3.2.

Due to changing only one of the expressions, the equivalent mutant problem
does not exist3 for the training examples in this thesis unless the original code
was unreachable at the position of the mutation. It is also important to note that
the datasets are split on a project level for the java-med and java-large datasets
and on a submodule level for Adyen code. This means that the positive and the
negative examples both end up in the same training, validation or test set. We
did this to avoid evaluating model predictions on a code that only had one binary
operator changed compared to the code that was used during training.

To provide input to the model, the AST of the previously processed code had
to be converted to features. The GREAT approach (see Section 2.4.3) allows to
feed the code tokens and their connections to the model together with the label.
However, some extra preprocessing is required for Code2Vec and Code2Seq
based models. This was done by traversing the paths of the AST with a for loop
until the desired count of paths was reached or all of the paths were traversed.
A path of the AST consists of two terminal (leaf) nodes, one at the start and one

1Near duplicate Java code remover: https://github.com/SERG-Delft/near-duplicate-c
ode-remover

2JavaParser GitHub page https://github.com/javaparser/javaparser/
3Equivalent mutant problem may exist, for example, if we mutate “dead code”. However, we

conjecture that this is a negligible problem and will not affect the results.
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Features for non-defective
method 1
Features for defective
method 1
Features for non-defective
method 2
Features for defective
method 2

Filter and
MutateSplit to Methods

Resulting Defective and 
non-defective methods

Extract features from method AST-s

Figure 3.2: The flow of feature extraction for Code2Vec and Code2Seq models.

at the end, and the path between them. The terminal nodes consist of literals
and identifiers defined by users, such as a value of 1000 or an integer variable
called myInteger whereas the nodes between the terminals are from a limited
set of AST constructs such as BinaryExpression, BlockStmt, etc. defined by the
implementation of JavaParser.

The feature extraction for Code2Vec or Code2Seq models is very similar,
the main difference is in the path representation and Code2Seq preprocessing
terminal values as subtokens when there is a variable with CamelCase notation
(more details in Sections 2.4.2 and 2.4.1). An example of a single path in the
AST is provided in figure 2.3.

3.2 Analysis

As mentioned at the beginning of this chapter, the real-world dataset is imbal-
anced. This means that the metrics to analyze the model have to be chosen
carefully. For example, if accuracy is used on a dataset where 90% of the exam-
ples are correct, then a model that only predicts examples as non-defective will
also achieve an accuracy of 90%. This is seemingly excellent but does not reflect
the actual usefulness of the model. To better understand the performance of the
model, we evaluate it with precision and recall.

Precision helps to evaluate the models’ proneness to classify negative exam-
ples as positive. The latter is also known as false positive. This means that a
model with high precision has a low false-positive rate and a model with low
precision has a high false-positive rate. More formally, precision is the number
of true positive (TP) predictions divided by the sum of true positive and false
positive (FP) predictions:

Precision =
T P

T P+FP
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3. Approach

For a bug detection model, low precision means a high number of false posi-
tives, making the developers spend their time checking a large number of errors
reported by the model only to find very few predictions that are defective. This
means that in this work, we prefer high precision for a bug-detection model.

Monitoring precision alone is not enough since a model that is precise but
only predicts a very few bugs per thousands of bugs is also not useful. Hence,
recall is also measured. It measures the models’ ability to find all the defective
examples from the dataset. A recall of a model is low when it does not find many
of the positive examples from the dataset and very high if it manages to find all
of them. More formally, it is the number of true positive predictions divided by
the sum of true positive and false negative predictions.

Recall =
T P

T P+FN
Ideally, a bug prediction model would find all of the bugs from the dataset

and have a high recall score. However, deep learning networks usually do not
achieve perfect precision and recall at the same time. For more difficult prob-
lems with a probabilistic model, there can be a tradeoff. When increasing the
threshold of the model confidence for the positive example, the recall will de-
cline. For this reason, a sci-kit learn package was used to also make a precision-
recall curve to observe the effect of the change in precision and recall upon
changing the confidence of the model needed to classify an example as positive
(defective).

3.3 Model Architecture

The models we used in this work are based on the recent Code2Vec model [9]
and its enhancement Code2Seq [8]. We describe the models in more detail
in Sections 2.4.1 and 2.4.2, but the modifications we made to the models are
described in this section. Additionally, a Transformer model by Hellendoorn et
al. [26] and a baseline model are described, which were used as a comparison
to the former models.

3.3.1 Code2Vec

Code2Vec model generates code embeddings from a given snippet of source
code. The use of embeddings is inspired by natural language processing, where
analogous embeddings generated using different techniques such as Word2Vec
[31] started a rapid development in various NLP tasks.

However, these embeddings have not been thoroughly tested for the task
of bug detection. This represents an interesting direction to look into. The

4https://github.com/serg-delft/jpacman
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3.3. Model Architecture

Figure 3.3: Example AST of the code in Figure 3.4. The red path traverses AST
path from method call expression getWidth() to variable y.

// Correct code: x >= 0
public boolean withinBorders(int x, int y) {

return x >= 0 && x <= getWidth() && y >= 0 && y <= getHeight();
}

Figure 3.4: An example of a boundary condition. Code extracted from JPacman4.

possible tags in the original task proposed for Code2Vec were method names,
but in this thesis, the input data contains only binary labels for bug indication.
As an example, the code represented in Figure 3.4 becomes input to the model in
Figure 3.5. The input consists of a label followed by a series of hashed context
paths that traverse the AST path given in Figure 3.3. The first context path
traversed is colored in red.

nobug get|width,−961791548,y y,−2020533971,boolean y,1380883547,0
↪→ y,−1237204701,y y,576687632,get|height boolean,−1974650020,0
↪→ boolean,470433203,y boolean,613922707,0 ...

Figure 3.5: An example of the AST paths extracted for the Code2Vec model.
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3. Approach

This effectively means that the last part of the model which was previously
used for name prediction becomes a binary classification model for off-by-one
errors and results in a probability for each tag yi. The higher the probability, the
more likely the tag (”bug” / ”nobug”) belongs to the method. The source code
to the model is available in GitHub5.

3.3.2 Code2Seq

We selected the Code2Seq model for very similar reasons as the Code2Vec
model. It also uses AST paths for code related tasks. However, as explained
in Section 2.4.2, it preprocesses the AST terminal values as subtokens, which
enables to have less learnable parameters and is more flexible towards out-of-
vocabulary cases. Moreover, the Code2Seq does not rely on code embeddings,
but encoding and decoding.

The structure of the input is similar, with the main difference being the ter-
minal nodes being split at camel cases and the path itself being a series of tokens
instead of a hashed version of the path. As an example, the code represented
in Figure 3.4 becomes input to the model in Figure 3.6. The input consists of
a label followed by a series of hashed context paths that traverse the AST path
given in Figure 3.3. The first context path traversed is colored in red.

nobug get|width,SmplNm0|Cal|Leq|And|And|Geq|Nm|SmplNm0,y
↪→ public,Mdfr0|Mth|SmplNm1,within|borders ...

Figure 3.6: An example of the AST paths extracted for the Code2Seq model.

The downstream task with Code2Seq was predicting natural language de-
scription for a method and the original model used a decoder of a sequence-to-
sequence model to generate final labels. However, in this work, we only consider
the first token of the sequence as the output. Moreover, since the network has
never seen a sequence longer than one token (’bug”/”nobug”), it will not output
a longer sequence and the model becomes a probabilistic binary classification
model. The source code to the model is available in GitHub6.

3.3.3 Graph Relational Embedding Attention Transformer

We used Graph Relational Embedding Attention Transformers (GREAT for short)
by Hellendoorn et al. [25] to compare the performance to our existing models.
Originally, the model was used for a popular VarMisuse task, with the aim of

5Source code to the Code2Vec model used in this thesis: https://github.com/hsellik/the
sis/tree/master/code2vec

6Source code to the Code2Seq model used in this thesis: https://github.com/hsellik/the
sis/tree/master/code2seq
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pointing to a misused variable in code and to another variable, which should
be there instead. However, in this work, we disregarded the pointer to the
correct variable and trained the first pointer to locate the wrong usage of binary
operators instead.

The model takes a graphical representation inspired by Hellendoorn et al.
[26] and Allamanis et al. [7] as its input. More precisely, the input is a list of
code tokens, followed by edge information which includes the connection type.
The edges allow to add more information regarding the data flow, for example,
it allows to connect a variable token to its next usage in the code. The input
generator for the model is open-sourced in a GitHub repository 7 and the model
is also available in GitHub8.

3.3.4 Baseline Model

We developed a baseline model to assess the performance of a simpler architec-
ture. For this, we used a Random Forest model [14] and compared the perfor-
mance with the same datasets. The implementation is freely available on a git
repository9.

For preprocessing, we used the same JavaParser library to generate tokens
out of Java code. This time, we did not obtain any information regarding the
AST and we used the library only to more robustly generate tokens from the
methods compared to other approaches, such as using regular expressions. For
example, the computeSomething method in Figure 2.4 was tokenized to the
following input to the model.

bug public String computeSomething ( boolean flag ) { if ( flag ) { return null ; } else
↪→ { return "something" ; } }

Figure 3.7: An example of the tokenization for the baseline model.

The first token is the label indicating if the method is defective, followed
by the complete tokenized method. Tokens are then passed through a TF-IDF
vectorizer 10 to generate numerical input to the model. During training time, the
vector size is restricted so at least 300 examples are available for each feature.
Hence, different training sets use different vector sizes obtained by calculating

7https://github.com/SERG-Delft/j2graph
8Source code to the GREAT model used in this thesis: https://github.com/hsellik/thesi

s/tree/master/great
9Baseline model repository: https://github.com/hsellik/thesis/tree/master/baseline

10Sklearn TF-IDF vectorizer https://scikit-learn.org/stable/modules/generated/skle
arn.feature_extraction.text.TfidfVectorizer.html
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m/300 where m is the number of examples. The source code to the model is
available in GitHub11.

3.4 Hyper-parameter Optimization

The machine learning model parameters manually selected by the user, also
known as hyper-parameters, are defined before training the model and gener-
ally do not change during the training process. To get the best performance for a
given model, the space of hyper-parameter combinations must be tested empiri-
cally. This process is known as hyper-parameter optimization. The best resulting
hyper-parameters after optimization for Code2Vec and Code2Seq models can be
seen in Appendix A. The time-consuming effort of hyper-parameter optimization
was not used for the GREAT model due to the similarity of the original task and
the time constraints while conducting the thesis.

For hyper-parameter optimization, we used Bayesian optimization [46]. We
selected model precision as the optimization parameter since high precision is
required to obtain a usable defect prediction model. We used a machine with
Intel(R) Xeon(R) CPU E5-2660 v3 processor running at 2.60GHz with a Tesla
M60 graphics card.

Table 3.2: Hyper-parameter optimization runs1

Model
Type

Dataset Runs Epochs
Total
Runtime

Validation
Precision

Validation
Recall

Code2Vec 1 java-med-imbalanced 120 6 6 days 0.68 0.43

Code2Vec 2 java-med-balanced 26 6 3 days 0.82 0.82

Code2Seq 3 java-med-imbalanced 59 7 8 days 0.85 0.35

Code2Seq 4 java-med-balanced 100 7 25 days 0.83 0.80

1Results of the actual training runs are logged in Weights & Biases environment. Access them
by following the link in the circles or from appendix A

We ran optimization for four different scenarios. Two runs for the balanced
java-medium dataset with Code2Vec model and Code2Seq models respectively
and an additional 2 runs with the same models for imbalanced datasets. The
total computation time and the number of completed runs can be seen in Table
3.2. The interactive hyper-parameter optimization runs and results are available
as interactive graphs on Weights and Biases [13] website (see footnotes in Table
3.2).

11Source code to the baseline model used in this thesis: https://github.com/hsellik/thesi
s/tree/master/baseline
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Overall, the Code2Seq model achieved better results with best hyper-parameter
configurations in terms of precision (0.85 vs 0.68 and 0.83 vs 0.82 for imbal-
anced and balanced datasets respectively). However, for the Code2Vec model,
hyper-parameter configurations were found which performed better in terms
of recall (0.43 vs 0.35 and 0.82 vs 0.80 for imbalanced and balanced datasets
respectively).

We used Bayesian optimization over other methods like random search or
grid search because it enables us to generate a surrogate function that is used
to search the hyper-parameter space based on previous results and acts as in-
tuition for parameter selection. This results in saving significantly more time
because the actual model does not need to run as much due to wrong parame-
ter ranges being discarded early in the process.

Table 3.3: Model training times.12

Training on B Training on I Further Train-
ing

java-large java-large Adyen Data
Model Time #Epochs Time #Epochs Time #Epochs

Baseline 5h 33m 1 5 1h 59m 1 6 48s13 1

GREAT 4d 49m - 7 4d 18h - 8 4h
9m

53

Code2Vec 1d 2h 2m 52 9 11h 6m 52
10

1h
1m

53

Code2Seq 3d 18h
18m

14
11

2d 14h
41m

15
12

1h
8m

17

3.5 Threats to validity

In this section, we discuss the threats to the validity of this study and the actions
we took to mitigate them.

Internal validity. Our method uses an automatic mutation to generate faulty
examples from likely correct code by editing one of the binary condition within
the method. This means that while the correct examples represent a diverse
set of methods from open-source projects, the likely incorrect methods may not
represent a realistic distribution of real-world bugs. This affects the model that
is being trained with those examples and also the testing results conducted on
this data.
In addition, the comparison between Code2Seq and GREAT model might be
misleading due to the latter analyzing and being evaluated on token level, but
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the former on method level.

External validity. While the work included a diverse set of open-source
projects, the only closed-source project that was used during this study was
Adyen’s. Hence, the closed-source projects are underrepresented in this study.
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Chapter 4

Results

In this section, we describe the main research questions. Additionally, we de-
scribe the methodology to answer them with the obtained results.

4.1 Research Questions

RQ1 How do the models perform on a controlled dataset?

In order to obtain a vast quantity of data, we use a controlled dataset (see
Section 3.1). We train the models on the dataset and use metrics such as
precision and recall to assess the performance.

RQ2 How well do the methods generalize to a dataset made of real-
world bugs?

We mine a dataset of real-world off-by-one error bugs from GitHub issues
of various open-source projects. Then we use a model to predict the error-
proneness of a method before and after a fix. This will indicate how well the
model works for real-world data. This evaluation will enable us to extract the
precision metric and compare it to the one from RQ1.

RQ3 Can the approach be used to find bugs from a large-scale industry
project?

One useful application to an error-detection model is to analyze the existing
project and notify of methods containing off-by-one errors. We make several
runs where the model is firstly trained on a dataset with mutated code and
then tested on real code to find such errors. In addition, we further train
the model with a different version of the industry project to find errors in the
future versions of the project.
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4.2 Methodology

4.2.1 Open Source Software

To answer RQ1, we performed hyper-parameter optimization. After this, we
selected the best hyper-parameter values and trained the model with randomly
initialized parameters on the java-large dataset on the same machine as used
for hyper-parameter optimization (see Section 3.4). We trained Code2Seq and
Code2Vec models until there was no gain in precision for 3 epochs of training
in the evaluation set. After this, we assessed the model on the testing set of
java-large dataset.
The process was conducted for three different configurations of data. These
were:

1. BB - the training data was balanced (B) with the cross-validation and test-
ing data also being balanced (B).

2. BI - the training data was balanced (B) with the cross-validation and testing
data being imbalanced (I).

3. II - the training data was imbalanced (I) with the cross-validation and the
testing data also being imbalanced (I).

The data imbalance was inspired by the work of Habib et al. [24], who reported
that a bug detection model trained on a balanced dataset will have poor perfor-
mance when testing on a more real-life scenario with imbalanced classes.

4.2.2 Testing on Real-World Defects

To answer RQ2, we selected the best-performing model on the controlled java-
large testing set (see Table 4.1), which was the model based on the Code2Seq
architecture. After this, the model was tested on the bugs and their fixes found
from several real-world Java projects (real-life dataset in Table 3.1).
Firstly, we tested the model on the correct code that was obtained from the
GitHub diff after the change to see the classification performance on non-
defective code. To test the model performance on defective code, the exam-
ple was reverted to the state where the bug was present using the git version
control system. After this, we recorded the model prediction on the defective
method.

4.2.3 Adyen Data

To answer RQ3, we trained the Code2Seq model only on the data generated
from the company project, but the training did not start with randomly initial-
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ized weights. Instead, the process was started with the weights acquired after
training on the java-large dataset (see Figure 3.1).
We selected the Code2Seq based model because it had the best performance on
the imbalanced testing set of the controlled java-large set. We selected the per-
formance on the imbalanced controlled set as a criterion since we assumed that
the company project also contains more non-defective examples than defective
ones.
We used the pre-trained model because the company project alone did not con-
tain enough data for the training process. Additionally, due to the architecture
of the Code2Seq and Code2Vec models, the embeddings of terminal and AST
node vocabularies did not receive additional updates during further training
with company data. We trained the model until there was no gain in precision
for 3 epochs on the validation set and after this, we tested the model on the test
set consisting of controlled Adyen data.
We conducted additional checking on Adyen data by trying to find bugs in the
newer version of the project. More specifically, we updated the project to a
newer version using the git version control system and without any modifica-
tions to the original code, every Java method from the project was analyzed
with the model. We analyzed all bug predictions that were over a threshold of
0.8 to see if they contained bugs.

4.2.4 Adyen

Adyen is one of the world’s largest payment service providers allowing cus-
tomers from over 150 countries to use over 250 payment methods including
different internet bank transfers and point of sales solutions. In the fiscal year
of 2019, Adyen’s processing volume was 239.6 billion euros with a net revenue
of 496.7 million euros [1]. It is notable, that the amount of payments processed
in euros saw a 51% increase compared to the previous year, characterizing the
company’s rapid development.
The company is working in a highly regulated banking industry and combined
with the high processing volumes there is little to no room for errors. Hence,
Adyen uses the industry-standard best practices for early bug detection such as
code reviews, unit testing and static analysis.
In addition to traditional quality assurance methods, it is at Adyen’s best interest
to look into novel tools to prevent software defects finding their way into their
large codebase, preferring methods that are scalable and do not waste the most
expensive resource of the company, the developers’ time. The need exists to
research machine learning systems that are capable of discovering software
faults that the current static analysis tools fail to capture.
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4.3 RQ1 How do the models perform on a controlled
dataset?

In Table 4.1, we show the precision and recall of the different models. In Figures
4.1, 4.2 and 4.3, we show the ROC curve, precision-recall curve and the confu-
sion matrix of the experiment with Code2Seq based model for the imbalanced
java-large dataset.

Table 4.1: Model results in controlled testing sets.1,2

Experiment BB Experiment BI Experiment II

Java-large Java-large Java-large
Adyen data
(cross-project)

Adyen data
(further trained)

Model Pr. % Re. % Pr. % Re. % Pr. % Re. % Pr. % Re. % Pr. % Re. %

Code2Seq 85.23 84.82
13

36.08 84.86
14

83.04 42.34
15

71.15 24.66 66.66 30.66

Code2Vec 80.11 77.01
16

28.52 75.53
17

64.65 41
18

53.85 20.46 43.95 23.39

GREAT 48.69 80.9
19

100.00 0.31
20

100.00 1.92
21

00.00 00.00 95.40 0.23

Baseline 50 49.08
22

8.99 49.18
23

17.86 0.15
24

0 0 9.253 0.923

Offside 80.9 75.6 - - - - - - - -

1Results of the actual training runs are logged in Weights & Biases environment. Access them
by following the link in the circles leading to appendix A

2BB stands for balanced training and testing set, II stands for imbalanced training set and
testing set

3The model was trained only on Adyen data because the framework did not provide means to
train partially

Observation 1: Models present high precision and recall when trained
and tested with balanced data. The results show that when training mod-
els on a balanced dataset with an equal amount of defective/non-defective code
and then testing the same model on a balanced testing set, both Code2Vec and
Code2Seq models achieve great precision and recall where the Code2Seq based
model has better precision (85.23% vs 80.11%) and recall (84.82% vs 77.01%)
compared to the Code2Vec based model. In addition, the balanced models’ per-
formance was compared to the one used in OffSide [15], our previous work
exploring only the use of Code2Vec model, which was also tested on the iden-
tical java-large dataset using very similar preprocessing pipeline and training
model (80.11% vs 80.9% precision and 77.01% vs 75.6% recall).
The GREAT model also achieves high recall (80.9%), however, it suffers from
a lower precision (48.69%) compared to Code2Seq and Code2Vec models. The
baseline model achieves a 50% precision and 50% recall, which is considerably
lower compared to the other models.

Observation 2: The metrics drop considerably when tested on an im-
balanced dataset. When simulating a more real-life scenario and creating
an imbalance in the testing set with more non-defective methods, the recall of
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Figure 4.1: ROC curve for Code2Seq
Experiment II with the java-large
dataset.
Area under curve 0.89.

Figure 4.2: Precision-recall curve for
Code2Seq Experiment II with the java-
large dataset. Area under curve 0.65.

Figure 4.3: Confusion matrix and normalized confusion matrix for Code2Seq
Experiment II with the Java-large dataset.

the models remained similar with recall increasing from 84.82 to 84.86 for the
Code2Seq model and dropping from 77.01% to 75.53% for the Code2Vec model.
However, the precision of the models reduced drastically with the Code2Seq
model dropping from 85.23% to 36.08% and Code2Vec model from 80.11% to
28.52%.
The baseline model also drops in precision from 50% to 8.99% while keeping the
same recall. interestingly, the GREAT model increases in precision from 48.69%
to 100%, but the recall on the other hand decreases from 80.9% to 0.31%.

Observation 3: Low precision can be mitigated by training on an imbal-
anced dataset. We trained Code2Seq and Code2Vec models on an imbalanced
dataset and results show that the precision score for imbalanced data returned
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almost to the same level for the Code2Seq model (83.04% vs 85.23%), but re-
mained lower for the Code2Vec based model (64.65% vs 80.11%). However,
the recall declined drastically from 84.82% to 42.34% for the Code2Seq model
and from 77.01% to 41.00% for the Code2Vec model. While the precision of the
GREAT model increased to perfect 100%, the low recall indicates that only very
few methods were marked as buggy and a substantial amount of faulty methods
were labeled as correct.
In addition, we recorded the Receiver Operating Characteristic (ROC) curve,
precision-recall curve and confusion matrices for each test with Code2Vec and
Code2Seq models. As an example, see Figures 4.1, 4.2 and 4.3. As seen from
Figure 4.2, the precision is ≈0.8 while recall remains ≈0.5 at a confidence
threshold of 0.8. Moreover, it can also be seen that the model confidence is
correlated where higher thresholds yield better precision but lower recall.

RQ1 summary: Both Code2Seq and Code2Vec based models have a very
good performance on a controlled dataset. Training model on an imbalanced
dataset yields better results when also testing on an imbalanced dataset.
This is not true for Random Forest based model and the GREAT model which
already show poor results on the balanced dataset.

4.4 RQ2 How well do the methods generalize to a
dataset made of real-world bugs?

The performance of the model in the 41 real-world boundary mistakes and their
non-defective counterparts are presented in Table 4.2 with the more detailed
Table 4.3 for the Code2Seq(B) model with a threshold of 0.5 available. The
Code2Vec and GREAT models were not used in this experiment given their
inferior performance during quantitative testing.

Table 4.2: Results of applying the Code2Seq model to 41 real-world off-by-one
bugs and their corrected versions. B stands for balanced training set, I stands
for imbalanced training set.

Model Threshold TP TN FP FN Precision Recall F1

Code2Seq (B) 0.5 19 26 15 22 55.88 46.34 50.67
Code2Seq (B) 0.8 10 33 8 31 55.56 24.39 33.9
Code2Seq (I) 0.5 3 41 0 38 100 7.32 13.64
Code2Seq (I) 0.8 1 41 0 40 100 2.44 4.76

Observation 4: The model can detect real-world bugs, but with a high
false-positive rate. Out of the 41 defective methods 19 (46.34%) were classi-
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bugs?

fied correctly and out of 41 correct methods, 26 (63.41%) were classified cor-
rectly.
The precision and recall scores of 55.88 and 46.34 were achieved while
evaluating the model on real-world bugs with the Code2Seq model trained
on balanced data using a threshold of 0.5. Compared to the results from the
java-large testing set with augmented methods, the results are significantly
lower with precision and recall being 29.35 and 38.08 points lower respectively
(see metrics for Code2Seq model with Experiment BB in Table 4.1).

Table 4.3: Results of applying the Code2Seq model (trained on balanced data
with a threshold of 0.5) to 41 real-world off-by-one bugs. A Xindicates where
the model made the right decision.

# Project Bug fix Statement
type

Bug Pre-
diction

No-Bug
Predic-
tion

1 Glide >= to > Var decl. X X
2 Alluxio <= to < if X X
3 Presto >= to > method X X
4 Netty <= to < If X X
5 Orient DB > to >= Method X X
6 Orient DB >= to > If X X
7 Apache

Incubator
Druid

>= to > If X X

8 Cat < to <= For X X
9 Sticky List

Headers
> to >= Var. Decl. X X

10 Neo4j >= to > If X X
11 Neo4j > to >= If X X
12 Neo4j >= to > If X X
13 Apache

Kafka
> to >= If X X

14 Alluxio > to >= If X X
15 Alluxio > to >= If X X
16 Netty >= to > If X X
17 Netty >= to > If X X
18 Netty > to >= If X X
19 Netty <= to < While X X
20 Netty <= to < If X X
21 Clojure > to >= If X X
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22 Presto > to >= Method X X
23 Presto > to >= Method X X
24 Presto > to >= Method X X
25 Presto > to >= If X X
26 My Book-

shelf
> to >= If X X

27 Checkstyle >= to > Assign X X
28 Gephi > to >= If X X
29 H2O-3 < to <= Ternary X X
30 H2O-3 > to >= If X X
31 H2O-3 >= to > If X X
32 H2O-3 > to >= Assert X X
33 MapDB >= to > If X X
34 Google

Gson
< to <= For X X

35 Jenkins > to >= While X X
36 Jenkins > to >= While X X
37 Jenkins > to >= While X X
38 Danmaku

Flame
Master

< to <= If X X

39 Platform
Frame-
works
Base

<= to < For X X

40 Apache
Jmeter

> to >= For X X

41 Oracle
Graal

< to <= For X X

RQ2 summary: The model represents a reasonable performance on the
real-world dataset. If the model threshold is set high, the recall is very low
and if the threshold is lowered, the false-positive rate becomes an issue.

4.5 RQ3 Can the approach be used to find bugs from
a large-scale industry project?

We present test results for the Adyen dataset with controlled bugs in Table 4.1.

Observation 5: Testing on a controlled dataset shows promising results.
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Our empirical findings show that when a model is trained on an open-source
dataset and then applied to the company project, it will have good precision
and recall scores with 71.15% and 24.66% for Code2Seq and somewhat lower
53.85% and 20.46% for Code2Vec model respectively.

Observation 6: Further training on the Adyen project did not yield bet-
ter results. It was hypothesized, that training the model further on Adyen
codebase would give a boost in precision and recall scores. The recall of the
models improved by 6.0 percentage points for Code2Seq based model and 2.93
for Code2Vec based model. However, the precision of both models dropped by
4.49 percentage points for Code2Seq and 9.9 for Code2Vec. A slight improve-
ment was made to the GREAT model when further training on Adyen data, but
the performance of the model was very low in terms of recall achieving only
0.23%.

Observation 7: Using the Code2Seq model to find new off-by-one bugs
from the company repository did not reveal any bugs, but 20% of the
methods reported by the model were considered suspicious by the
developers. We only used Code2Seq model in this experiment given its better
performance in the quantitative tests. Running the model on a newer version of
the repository reported 36 potential bugs with a confidentiality threshold over
0.8. While no bugs were found after manual analysis, 7 of the methods could be
marked as suspicious. When we showed these methods to the developers, they
agreed that the methods deviate from good coding standards. These methods
are categorized in Table 7.

Table 4.5: Exotic code types that were found by the model.

Exotic Code Type Number of Methods

For loop initiated at
wrong index

4

Constraints in binary
expression not consistent

3

One example of the for loop case can be seen in Figure 4.4, where a for loop was
initiated with an index value of one, but inside of the loop, one was subtracted so
the loop could start at index 0. This is unnecessary as it is unconventional and
requires additional comments to make the code understandable. There were
similar situations, where the correct iterating value was used only once, but in
the rest of the for loop, the value was still subtracted by one. While technically
correct, it is difficult to read. For an example see Figure 4.5.
The second type of exotic code that surpassed the model threshold was related
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for (int i = 1; i <= something.length;i++) {
char variable = callSomething(i−1); // we start with i=1, so subtract 1 for the

↪→ index
callFoo(variable);

}

Figure 4.4: A pseudocode of the situation the model predicted to be buggy.

for (int i = 1; i <= something.length;i++) {
callFoo1(i−1);
callFoo2(i−1);
..
callFoo3(i−1);
callFoo4(i); // real index only used once
callFoo5(i−1);
...
callFoo(i−1);

}

Figure 4.5: A pseudocode of the situation the model predicted to be buggy.

to the boundary conditions while comparing ranges. This is illustrated by Figure
4.6 where the first binary operator is larger or equal and the second one being
less operator. This is compensated by the values that the expression uses and is
tied to the business logic rather than an actual error. However, it is a possible
source of error if such operators are not evaluated diligently during software
development.

// check if value is between 1 (inclusive) and 10 (inclusive)
int a = callFoo("string");
if (a >= 1 && a < 11) {

callFoo1();
} else {

callBar();
}

Figure 4.6: A pseudocode of the situation the model predicted to be buggy.

Observation 8: Model can potentially be useful at commit time, however,
the low recall makes it impractical. Fixing mistakes regarding good code
practices for old pieces of software is not considered worthwhile at Adyen given
the possible unwanted changes to the behavior of the software. However, if
such a system were to be employed during automated testing, the alerts might
help developers to adhere to better practices. However, the low recall makes it
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practical for very few commits.

RQ3 summary: The model has reasonable performance on the controlled
dataset. However, when it is tested on real production repository, the ap-
proach did not reveal any bugs per se, but pointed to code considered to
deviate from good practices. Hence, it might add some additional value to
existing static analysis checks, but can not replace them.
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Chapter 5

Conclusion

Software development practices offer many techniques for detecting bugs at an
early stage. However, these methods come with their challenges and are either
too labor-intensive or leave a lot of room for improvement.
In this thesis, we studied the current state in the automated software testing
related to Static Analysis and Machine Learning systems. We also adapted re-
cent state-of-the-art deep learning models using Abstract Syntax Trees to find
off-by-one errors in Java code which are very hard for traditional static analysis
tools due to their high dependency on context.
We trained our model on approximately 1.6M examples and tested the results
on 48K examples and conclude that the approach is effective on a controlled
dataset having a precision of 85.23%, recall of 84.82% and an accuracy of
85.06%. However, the experiments also show that models trained on balanced
data show very poor precision on imbalanced datasets, which we mitigated with
training on imbalanced data.
Additionally, the model was tested on a large-scale Java project at Adyen. The
model did not find any real errors but revealed methods with good code practice
issues which shows that the model can capture the structure of the code. In
order to use the model in production, the challenge of high false positive rate
needs to be addressed. We believe that there is a potential in using Machine
Learning models for defect detection and this thesis provides some exploratory
work in that direction.

5.1 Future work

In this section, we discuss the possible improvements to the models and the
additional experiments that could be executed with the model.

• Analyzing model effects earlier in the development process. In this
thesis, the model was tested on code which was in the production environ-
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ment from months to several years. In Adyen, the software application is
in heavy use by millions of clients all over the world and the older code
contains few defects. A more feasible way to discover bugs would be to
apply them early in the process, such as running the model with parallel
to the automated testing tools [30]. However, this kind of experiment will
need a longer time frame to execute.

• Supporting inter-procedural analysis. Currently, our approach is only
supporting the analysis of the AST of one method. However, the behav-
ior of a method, and the possibility of the bugs thereof, also depends on
the contents of the other methods. For example, in recent research by
Compton et al. [19], the embedding vectors from the Code2Vec model are
concatenated to form an embedding for the entire class. However, there
could be better ways to achieve this.

• Applying to other languages. This work focuses solely on the Java pro-
gramming language. However, this method could also be used on other
languages such as Javascript or Python, for which the Abstract Syntax
Tree can be generated.

• Using different architectures. In our work, we mainly looked at
Code2Vec and Code2Seq models and briefly tested a Transformer model.
Understanding, modifying and testing the former two models in different
configurations took a significant time of this thesis. However, these models
were originally constructed for method name and description generation
respectively and although the authors claim that these models are good
for any task, perhaps there are more optimal representations for bug de-
tection specifically.

One of the architectures, that looked very promising was recently made by
Li et al. [34]. They used a program dependency graph and data flow graph
in addition to the AST. However, their GitHub open-source implementation
was not usable and they did not succeed to provide a working solution
even when they were fully aware of the problem. The implementation of
this model was too time-consuming to fit into the scope of this thesis.

• Improving GREAT Architecture. The original implementation of the
model was meant for Python code and our preprocessing of the Java code
to the model differed from the authors’. It may be possible, that the perfor-
mance of the model would improve if the preprocessing is done differently.
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Appendix A

Optimized Hyper Parameters

Best hyper-parameters selected for Code2Vec and Code2Seq models with bal-
anced and imbalanced data respectively.

Table A.1: Best Hyper-parameters for Code2Vec model with imbalanced data

Hyper-parameter1 1 Final Value

DEFAULT_EMBEDDINGS_SIZE 104
DROPOUT_KEEP_RATE 0.6046
MAX_CONTEXTS 210
MAX_PATH_VOCAB_SIZE 1,033,760
MAX_TOKEN_VOCAB_SIZE 1,775,529
TRAIN_BATCH_SIZE 1480

Table A.2: Best Hyper-parameters for Code2Vec model with balanced data

Hyper-parameter1 Final Value

DEFAULT_EMBEDDINGS_SIZE 106
DROPOUT_KEEP_RATE 0.6551
MAX_CONTEXTS 154
MAX_PATH_VOCAB_SIZE 629,050
MAX_TOKEN_VOCAB_SIZE 1,191,566
TRAIN_BATCH_SIZE 1551

1Hyper-parameter descriptions for Code2Vec model https://bitbucket.org/DontSeeSharp
/code2vec/

2Hyper-parameter descriptions for Code2Seq model https://bitbucket.org/DontSeeSharp
/code2seq/
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Table A.3: Best Hyper-parameters for Code2Seq model with imbalanced data

Hyper-parameter2 Final Value

BATCH_SIZE 138
DECODER_SIZE 271
EMBEDDINGS_DROPOUT_KEEP_PROB 0.6506
MAX_CONTEXTS 293
MAX_NAME_PARTS 2
NUM_DECODER_LAYERS 1
EMBEDDINGS_SIZE 104
RNN_DROPOUT_KEEP_PROB 0.7168
SUBTOKENS_VOCAB_MAX_SIZE 141,556
MAX_PATH_LENGTH 11

Table A.4: Best Hyper-parameters for Code2Seq model with balanced data

Hyper-parameter2 Final Value

BATCH_SIZE 106
DECODER_SIZE 351
EMBEDDINGS_DROPOUT_KEEP_PROB 0.478
MAX_CONTEXTS 187
MAX_NAME_PARTS 7
NUM_DECODER_LAYERS 2
EMBEDDINGS_SIZE 114
RNN_DROPOUT_KEEP_PROB 0.68
SUBTOKENS_VOCAB_MAX_SIZE 161,513
MAX_PATH_LENGTH 22



Wandb experiment links

1 Code2Vec model sweep with an imbalanced dataset - https://app.wandb.ai/SERG/code2vec/s
weeps/mwvx6vzj

2 Code2Vec model sweep with a balanced dataset - https://app.wandb.ai/SERG/msc_thesis_hen
drig/sweeps/97bj3ovb

3 Code2Seq model sweep with an imbalanced dataset - https://app.wandb.ai/SERG/msc_thesis
_hendrig/sweeps/7ri9a20h

4 Code2Seq model sweep with a balanced dataset - https://app.wandb.ai/SERG/msc_thesis_h
endrig/sweeps/3id66fcb

5 Baseline model training run on a balanced training set: https://app.wandb.ai/SERG/msc_thes
is_hendrig/runs/26ajk3jd/overview

6 Baseline model training run on an imbalanced training set: https://app.wandb.ai/SERG/msc_

thesis_hendrig/runs/2o79xhqj

7 GREAT model training run on a balanced training set: https://app.wandb.ai/SERG/msc_thesis
_hendrig/runs/16vr0eux

8 GREAT model training run on an imbalanced training set: https://app.wandb.ai/SERG/msc_th
esis_hendrig/runs/kaspx1in

9 Code2Vec model training run on a balanced training set: https://app.wandb.ai/SERG/msc_th
esis_hendrig/runs/qv7udsf6

10 Code2Vec model training run on an imbalanced training set: https://app.wandb.ai/SERG/msc_

thesis_hendrig/runs/730fzzou

11 Code2Seq model training run on a balanced training set: https://app.wandb.ai/SERG/msc_th
esis_hendrig/runs/6t066qxp/overview

12 Code2Seq model training run on an imbalanced training set: https://app.wandb.ai/SERG/msc_

thesis_hendrig/runs/w9vd78qn/overview

13 Code2Seq model trained on balanced and tested on balanced data: https://app.wandb.ai/SER
G/msc_thesis_hendrig/runs/hx9cotd0

14 Code2Seq model trained on balanced and tested on imbalanced data: https://app.wandb.ai/S
ERG/msc_thesis_hendrig/runs/5lbsoj0u
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15 Code2Seq model trained on imbalanced and tested on imbalanced data: https://app.wandb.ai
/SERG/msc_thesis_hendrig/runs/4amyrlfn

16 Code2Vec model trained on balanced and tested on balanced data: https://app.wandb.ai/SER
G/msc_thesis_hendrig/runs/ku1l68mm

17 Code2Vec model trained on balanced and tested on imbalanced data: https://app.wandb.ai/S
ERG/msc_thesis_hendrig/runs/payfbi3u

18 Code2Vec model trained on imbalanced and tested on imbalanced data: https://app.wandb.ai
/SERG/msc_thesis_hendrig/runs/gaue6g6p

19 GREAT model trained on balanced and tested on balanced data: https://app.wandb.ai/SERG/
msc_thesis_hendrig/runs/2ev2euek

20 GREAT model trained on balanced and tested on imbalanced data: https://app.wandb.ai/SER
G/msc_thesis_hendrig/runs/2f65jhip

21 GREAT model trained on imbalanced and tested on imbalanced data: https://app.wandb.ai/S
ERG/msc_thesis_hendrig/runs/22zsp723

22 Random forest model trained on balanced and tested on balanced data https://app.wandb.ai
/SERG/msc_thesis_hendrig/runs/n6jq0hc6

23 Random forest model trained on balanced and tested on imbalanced data https://app.wandb.
ai/SERG/msc_thesis_hendrig/runs/1sc6rw7t

24 Random forest model trained on imbalanced and tested on imbalanced data https://app.wand
b.ai/SERG/msc_thesis_hendrig/runs/2o79xhqj
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