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Abstract

Two new interacting particle systems are introduced in this paper: dynamic versions of
the asymmetric inclusion process (ASIP) and the asymmetric Brownian energy process
(ABEP). Dualities and reversibility of these processes are proven, where the quantum algebra
U, (su(l, 1)) and the Al-Salam—Chihara polynomials play a crucial role. Two hierarchies of
duality functions are found, where the Askey-Wilson polynomials and Jacobi polynomials
sit on top.

Keywords Markov Duality - Inclusion Process - Diffusion Process - Orthogonal
Polynomials

1 Introduction

The main objective of this paper is to introduce two new stochastic processes and prove their
reversibility as well as several of their dualities. The first process is a generalization of the
asymmetric inclusion process (ASIP [11]) that we call the dynamic asymmetric inclusion
process (Dynamic ASIP). Here the term ‘dynamic’ essentially means that the jump rates
of the process now also depend on a height function (which is non-local) corresponding to
the particle process. This process, which has one extra parameter compared to ASIP, is the
inclusion version of the recently introduced (generalized) dynamic asymmetric exclusion
process (dynamic ASEP, [5, 6, 28]). The second process is a diffusion limit of dynamic ASIP
that we call dynamic ABEP. This is a generalization of the asymmetric Brownian energy
process (ABEP, [11]).

For both processes we show a Markov duality, a useful tool in studying interacting particle
systems. Duality allows us to study one Markov process by analysing another (often simpler)
one. For example, duality can help considerably in proving hydrodynamic limits of interacting
particle systems (e.g. [31]) or computing correlation functions (e.g. [34]). Crucial for duality
is finding duality functions. In recent years, many duality functions were found that can be
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expressed as products of (g-)hypergeometric polynomials which are orthogonal with respect
to the reversible measure of the process. The advantage of such orthogonal duality functions
is that they form an orthogonal basis for the Hilbert space induced by the reversible measure
of the process. This can greatly simplify the expansion of observables in terms of the duality
function. For example, this was used in [2, 3] to study Boltzmann-Gibbs principles and
higher order fluctuation fields, and in [8, 15] in the study of n-point correlation functions in
non-equilibrium steady states.

In the past 15 years, many examples of hypergeometric orthogonal polynomials have
been found to be duality functions for symmetric processes. Franceschini and Giardina [16]
showed that Krawtchouk polynomials arise as self-duality functions for the generalized sym-
metric exclusion process (‘generalized exclusion’ is sometimes also referred to as ‘partial
exclusion’). This process has a product of binomial distributions as reversible measure,
which corresponds to the orthogonality of the Krawtchouk polynomials. Other examples are
Meixner polynomials, Laguerre polynomials, and Hermite polynomials ( [13], [17], [25],
[32], [37]). Very recently, g-hypergeometric orthogonal polynomials were also found as
duality functions, this time for asymmetric particle processes. Because of the asymmetry, the
products of these polynomials have a nested structure, which connects them to the multivariate
orthogonal polynomials of Tratnik-type from [20]. In [9], Carinci, Franceschini, and Groen-
evelt show that certain ¢-Krawtchouk and g-Meixner polynomials appear as duality functions
for generalized ASEP and ASIP. The results from [9] were extended to multi-species versions
of generalized ASEP in [4], [18], where also nested products of g-Krawtchouk polynomials
appear as duality functions. In [28] Groenevelt and the author show that g-Racah polynomials
appear as duality functions for dynamic ASEP. These polynomials sit on top of a hierarchy
of explicit polynomials which are orthogonal on a finite set. Many other dualities related to
(a)symmetric exclusion processes can be derived as a limit of these g-Racah polynomials.
In this paper, we aim to do something similar to [28] for the inclusion processes, where now
the Askey-Wilson polynomials sit on top of this hierarchy.

A valuable tool in the context of stochastic duality is the use of (Lie/quantum) algebras.
For many interacting particle systems, the generator can be expressed as a representation of
a special element of the algebra (often the coproduct of the Casimir). Therefore, tools of the
algebras can be leveraged which can e.g. help in finding symmetries of the generator, duality
functions and reversible measures. In this paper, we rely on the quantum algebra I/, (su(1, 1))
for our results. However, many results can be stated without the algebra. Therefore, for the
readers convenience, the first part of this paper can be read without knowledge on (quantum)
algebras. For more information on the algebraic approach to stochastic duality, see e.g. [23,
35].

Let us describe the processes and results of this paper in a bit more detail. Dynamic ASIP
is an interacting particle system on the lattice {1, 2, .., M} with closed boundary conditions
where each site can hold an infinite number of particles. The process depends on three
parameters: the intensity parameter ¢ > 0, where g # 1, the parameterlz = (k1, ko, ..., kyr)
with k; > 0 and the boundary dynamic parameter which we will call A or p. The parameter/g
determines the balance between the attraction of particles to each other and the (asymmetric)
random walk character of the particles. When £ is close to 0, the attraction between particles is
dominant, when k goes to infinity, the random walk of the particles dominates. As is the case
for generalized dynamic ASEP, we introduce two versions of dynamic ASIP which can be
obtained from each other by reversing the order of sites. The ‘left” version of dynamic ASIP,
ASIP|, has a boundary dynamic parameter A on the left of site 1. The ‘right’ version, ASIPg,
has a boundary dynamic parameter p on the right of site M. Through a height function, this
boundary value influences the rates of all particles in the system. The parameter ¢ cannot be
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Table 1 Dualities of (dynamic) ASIP.

Duality Type of duality function

Free parameter No free parameter
ASIP| «<>ASIPR Askey-Wilson polynomials Special case Askey-Wilson polynomials
ASIP| «<ASIP Big g-Jacobi polynomials Al-Salam—Chihara polynomials
ASIP(q) <>ASIP(1/q) Big g-Laguerre polynomials Triangular
Self-duality ASIP g-Meixner polynomials Triangular

seen as an asymmetry parameter, as dynamic ASIP is invariant under sending g to ¢~ ! (as is
the case for generalized dynamic ASEP). By letting the boundary dynamic parameter go to
+00, we get back ASIP with parameter g or g~

Dynamic ASIP is reversible and has an orthogonal Markov duality with dynamic ASIP on
the reversed lattice (i.e. the order of sites is reversed). The orthogonal duality functions are
Askey-Wilson polynomials. These functions sit on top of the Askey-Scheme [29]: a hierarchy
of explicit orthogonal polynomials. By considering limiting cases of this duality, we obtain
many other Markov dualities. The resulting duality can be ordered into ones with and without
a free parameter, see Table 1 (‘<>’ meaning a duality between the two processes). The latter
is a parameter, independent of both Markov processes, that appears in a non-trivial way in
the duality function. In the case of the self-duality of ASIP (and limits of this), the duality
functions without a free parameter are often referred to as the ‘classical’ or ‘triangular’
duality functions and the ones with a free parameter as the ‘orthogonal’ ones. These names
are a bit confusing for dynamic ASIP, since the duality functions without a free parameter
are orthogonal and do not have a triangular structure. Some of the dualities in Table 1 are
well-known, such as self duality of ASIP, and some of which are new.

The other process, dynamic ABEP, is a diffusion process on the lattice {1, ..., M} where
each site j can hold an infinite amount of energy x; > 0. It depends on three parameters,
the intensity parameter o € R, the parameter k and again a boundary dynamic parameter
A or p. It generalizes ABEP in the sense that taking a limit in the dynamic parameter gives
back ABEP. The process has similarities with dynamic ASIP. The process is invariant under
sending o to —o and the boundary value influences the rates of the process through a height
function (which is slightly different from the one of dynamic ASIP). Via a deterministic non-
local transformation, this process can be turned into the Brownian energy process (BEP), as
is the case for ABEP. Taking a limit in the dynamic parameter gives the known transformation
between ABEP and BEP. This non-local transformation can be used to carry over several
results of BEP to dynamic ABEP, including duality and reversibility. Therefore, dynamic
ABERP is dual to any process to which BEP is dual. Previously known was a self-duality of
BEP as well as a duality with SIP. We will generalize the latter by showing that BEP has a
duality with dynamic SIP, the ¢ = 1 version of dynamic ASIP. An overview of the dualities
related to BEP can be found in Table 2.

1.1 Outlook

It would be interesting to find hydrodynamic limits of dynamic ASIP and dynamic ABEP.
In the near future, the author intends to report on the hydrodynamic limit of the latter. It is
known that the hydrodynamic limit of BEP is the heat equation [31]. Using the non-local
transformation between BEP and dynamic ABEP, we can use this result to find a hydrody-
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Table 2 Dualities of BEP.

Duality Type of duality function
Free parameter No free parameter
BEP< dynamic SIP Jacobi polynomials Special case Jacobi polynomials
BEP<SIP Laguerre polynomials Monomials
Self-duality BEP Bessel functions Bessel functions

namic limit of dynamic ABEP. The resulting PDE will involve a tanh term and generalizes
Burger’s equation. Furthermore, so far it has been difficult to introduce a multispecies version
of ASIP. Known algebraic methods how to do this for ASEP seem to fail for ASIP, since
the resulting operator is not a Markov generator. It would be interesting to see whether a
multispecies version of ASIP exists for which the generator has an algebraic interpretation.

1.2 Outline of the Paper

The organization of this paper is as follows. In Section 2 we introduce a slight generalization
of ASIP by allowing the parameter k to vary per site. Then we are ready to introduce dynamic
ASIP, where we have to be careful how to choose our dynamic parameter. In contrast with the
corresponding exclusion process, generalized dynamic ASEP, where the rates are nonnegative
for each value of the height function, the rates of dynamic ASIP may become negative if one is
not careful in choosing the proper dynamic parameter and state space. After this, we prove the
duality between ASIP and dynamic ASIP with the Al-Salam—Chihara polynomials as duality
functions. This in turn implies duality of dynamic ASIP on the reversed lattice with ASIP.
Therefore, we can use the scalar-product method (see e.g. [13]) to show that dynamic ASIP
is dual to dynamic ASIP on the reversed lattice with Askey-Wilson polynomials as duality
function. Crucial here is a summation formula between Al-Salam—Chihara polynomials in
base ¢ and ¢! to the Askey-Wilson polynomials. Next, we show reversibility of dynamic
ASIP, where the reversible measure comes from the orthogonality measure of the ¢ ~'-Al-
Salam—Chihara polynomials, and introduce dynamic SIP, the ¢ = 1 version of dynamic
ASIP.

In Section 3, we will take limits of the duality of dynamic ASIP with the same process on
the reversed lattice to obtain the other dualities of Table 1.

Then we turn our attention to dynamic ABEP in Section 4. We introduce the process, some
special cases of the process and show that it arises as a diffusion limit of dynamic ASIP. We
also prove a duality between dynamic ABEP and SIP and use that to derive that dynamic
ABEDP can be turned into BEP with a non-local transformation. Using this, we can show the
reversibility of dynamic ABEP using the reversibility of BEP. We end the section by giving an
overview of the dualities related to BEP (and thus dynamic ABEP), where the main novelty
is that we find Jacobi polynomials as duality function between BEP and dynamic SIP.

In sections 5 and 6 we will discuss the algebraic background of dynamic ASIP, which we
postponed until now for the readers convenience. We first introduce the necessary knowledge
about the quantum algebra U, (su(1, 1)) and the Al-Salam—Chihara polynomials in Section
5, before we go to the construction of the generator of dynamic ASIP in Section 6. The
method of constructing dynamic ASIP is similar to the construction of generalized dynamic
ASEP [28], where in essence we have to replace N; € N, the maximum number of particles
that can be at site j, by ‘—k;’. The Al-Salam—Chihara polynomials now play the role the
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g-Krawtchouk polynomials played in [28]. In algebraic terms, this boils down to going from
the compact quantized Lie algebra U4, (su(2)) to the non-compact one U, (su(1, 1)). This is
no surprise, since the same happens when going from ASEP to ASIP. Lastly, in the Appendix
we have put two calculations which have been removed from the main text for readability.

1.3 Preliminaries and Notations

Let us start with the definition of Markov (generator) duality. Let {X;};>¢ and {/)\(,},20 be
Markov processes with state spaces X and X and generators L and L. We say that A} and X;
are dual to each other with respect to a duality function D : X x X — Cif

[LD(-, D)) = (LD, )1(#H)

foralln € X and 1) € X.If {?’E},Zo is a copy of {X;};>0, we say that the process {X;};>0 is
self-dual with respect to the duality function D.
For future reference, we also make the following remark.

Remark 1.1 Let L and L be generators of interacting particle systems where the total number
of particles is preserved (as all processes in this paper will be). Denote for a vector n € RM
the sum of its components by ||, i.e.

Inl=mn+...4+nm.
Then we have the following two basic results.

e Let D(n, ) be a duality function between the two processes. If f is a function only
depending on parameters of the processes and the total number of (dual) particles |7|
and |7}, then f(|n|, |7])D(n, n) is again a duality function since f is invariant under the
action of both generators.

e Let i be a reversible measure for the process with generator L, i.e. the detailed balance
condition holds:

w(mLm.n) =pnm)L', n),

where L(n, n’) is the jump rate from the state 7 to n’. Note that both sides of the above
equation become zero if |n| # |n’| since in that case L(n, n’) = 0. If g is a function
only depending on parameters of the process and the total number of particles ||, then
g(InDw(n) is again areversible measure since we can just multiply above detailed balance
condition on both sides by g(|n]) = g(|7]).

Let us introduce some notations and conventions we use throughout the paper. For discrete
states of particle systems we will use the greek letters ¢, n and &. For continuous states we
use X and y. We fix a scaling parameter ¢ > 0 with ¢ # 1, where we will sometimes require
q € (0, 1). By N we denote all positive integers,

Z=o = NU{0}, Rso={x eR:x >0}, and R.g={xeR:x >0}

Fora € R, let
a_ ,—a
lalg =41 9—¢
a forg =1,
which is justified by
lim[a]; = a.
g—1
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We use standard notation for g-shifted factorials and g-hypergeometric functions as in [19].
In particular, g-shifted factorials are given by

@ @ =0-a)1—aq)-- (1 —agq"™ ",

with n € Z>¢ and the convention (a; q)o = 1. Also, foray, ..., a, € R, we define

,
@i ... ari @) = [ [@j: )n.

j=1
For g € (0, 1), we define
(@; @)oo = lim (a; q)n.
n—oo
The g-hypergeometric series ,1¢, is given by

0 (a a  q) n

1¢r<al’-~-’ar+l.qz)22 1s--5ar4+159)n Z
+ IE .
' bi,....by b1 b (G

If for some k we have a; = q_N with N € Zx, the series terminates after N 4 1 terms,

since (g~V; ¢), = 0 forn > N. The shifted factorials are given by
(@o=1, (@)p=a@+---(@a+n—-1), neN,

and the hypergeometric series 41 F, is defined by

a ari1 (@) (ars1)n 2"
g (@ ) g @@ 2
+l (bl,...,br Z) }; b))y -+ (b)) n!

where the series terminates if ay € —Zx( for some k. The following limit relations hold: the
g-shifted factorials become shifted factorials,

q:rrll%:(a)n, aeR, nelZsy,
andforay,...,a,, by,...,b, € Rand n € Zxy,
lim 110 <q—n;qa1,”.;qa, ;q,z> — i <—n,a1,...,ar ;Z) '
g—1 q’, ..., q" by,..., b,
For an ordered M-tuple n = (ny, ..., ny) we denote by n™" the reversed M-tuple,

" = m,....n).

Also, for a particle state n = (11, ..., ny) with n; € Zx( we define n-/ ™ to be the state where
a particle moved from site j to site m if possible and n/-™ = n otherwise, i.e.

pim = 47 ifn; =0,
n—ejtem ifn; >1,

where ¢ is the standard unit vector in RM with 1 as j-th element.

All interacting particle processes and functions in this paper will depend on certain param-
eters. To simplify notation, we suppress the dependence on the parameters in notations, but
occasionally add one or more parameters in the notation to stress dependency on the included
parameters.

@ Springer



Dynamic generalizations of the Asymmetric Inclusion Process. .. Page 7 of 61 13

2 Dynamic ASIP

This section will introduce dynamic ASIP by specifying its generator. Before we do so,
we will introduce ASIP(q, I_c'), a slight generalization of ASIP(g, k) from [11] where the
parameter kK may now vary per site. The generators of these processes can be constructed
using quantum algebra techniques, which will be done in sections 5 and 6. However, for
defining the processes, the quantum algebra is not necessary. We will define two versions of
dynamic ASIP: a ‘left’ version ASIP| and and a ‘right’ version ASIPg. They can be obtained
from each other by reversing the order of sites. We will show that both versions are dual to
ASIP and are dual to each other with a product of orthogonal hypergeometric polynomials
as duality functions. After this we will show that dynamic ASIP is reversible, where the
reversible measure comes from the orthogonality measure of the duality function. We end
the section by introducing dynamic SIP, the ¢ = 1 version of dynamic ASIP and showing
some dualities as well as its reversibility.

2.1 Definition

As said, let us start with a slight generalization of ASIP (g, k) with closed boundary conditions
introduced in [11], where the parameter k can differ per site. For j = 1,..., M, letk; > 0
and denote k = (ki, ..., km). The process ASIP(g, 12) is the continuous time Markov jump
process on the state space Xy = Z%, where the subscript d stands for discrete states. Besides

k, it depends on the parameter ¢, which corresponds to the asymmetry of the process. Given
a state n = (nj)ﬁ’lzl € Xy, a particle on site j jumps to site j + 1 at rate
cf =gt e + kg @1
and to site j — 1 at rate
cj = q WD o+ k-l 2.2)
The Markov generator of the process, acting on functions f: X; — R with finite support,
is then given by

M—1
LASPF1) = D cF L @ = fal+ ep LF @) = Fal.

j=l1

The process admits a reversible (inhomogeneous) product measure

. M
W) = W(n:k,q) = ¢""0 [T wm;: k), ), 2.3)
j=1
where
it @5 @D
wn; k,q) =g "*kD I L (2.4)
D=4 (g% qPn
and

M j—1
u(n,E)=Zn,»(k,»+2Zki>. 2.5)
j=1 i=1
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This can be proven by either checking the detailed balance condition or showing that the
generator is symmetric with respect to this measure on the space of function with finite
support. The latter will be proven in Section 5. The inhomogeneity comes from the factor
(2.5), which can be put into the single site measure w(n; k, q).

Remark2.1 e When taking ¢ — 1, one obtains the symmetric inclusion process SIP(I?),
first introduced in [15]. In this process, a particle jumps from site j to j + 1 at rate
nj(mj+1 +k;) and from site j to j — 1 atrate n;(n;—1 +k;—1).

e Since the process is reversible, it is self-dual. When k| = k» = ... = ks, non-trivial self-
duality functions where already found, including triangular [11] as well as orthogonal
ones [9]. In Section 3 we will generalize these functions to the case where k; may vary
per site.

e Note that reversing the order of sites, i.e. interchanging site j with site M + 1 — j so that
M < 1, M — 1 < 2, etc., is equivalent with sending ¢ to q_l in the rates.

e ASEDP, the exclusion variant of ASIP, has a charge-parity symmetry (introduced in [30]),
meaning that interchanging ‘particles” with ‘free spaces’ (sending ‘n;’ to ‘N; —n;’) is
similar to reversing the order of sites, which in turn is the same as sending g — ¢~ .
Since ASIP(q, Ig) can formally be obtained from ASEP by replacing N; by —k ;, one could
expect a similar symmetry to be present for ASIP(g, k). Indeed, one has the following
symmetry in the rates

cHg,—n—k =cj g " m,

1

il —n—k=cl@ " m.

This can, for example, be u§ed to obtain duality for ASIP(q, I;) < ASIP(q*I, I_é) from
the self-duality of ASIP(q, k).

Let us now define dynamic ASIP, an interacting particle system on the statespace Xy which
generalizes ASIP. Constructing the generator is done using quantum algebra techniques in
Section 6. However, the process and results can be stated without knowledge of quantum
algebras.

Dynamic ASIP is the inclusion variant of generalized dynamic ASEP [28] and has 3
parameters: ¢, k and one boundary value on either the left or right side. If the boundary value
is on the left we will call it A and on the right p. Analogous to dynamic ASEP, the jump
rates of dynamic ASIP will be a product of the ASIP rates and a factor containing a ‘height
function’. Compared to dynamic ASEP, we have to replace ‘N;’ by ‘—k;’ in this height
function. Let n € X, be a particle configuration. There are two ways to define this height
function, following either the rule

hjm) =hj_1(m)+2n; +k;, (‘left toright’) (2.6)
or
hj(m) =hjy1(n) +2n; +k;. (‘right to left’). 2.7
For (2.6), we introduce a left boundary value A at the virtual site 0,
hy = A,
and work inductively from the left-most site towards site j to obtain

J
By ) =AY 20+ e

m=1
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The superscript ‘—’ indicates we sum over sites lower than and including j. Note that

hy () < hy () < ... < hy(n). (2.8)
For (2.7), we work in the opposite direction. We introduce the right boundary value p at the
virtual site M + 1,
hXHI =P
and go from the right-most site towards site j to obtain

M
tn) = . .
hym = p+ 2+
i=]

This height function is monotone in the other direction,

Ry () < by (n) < ... < h{ ().

We will define a ‘left’ and ‘right’ version of dynamic ASIP. These two versions are the same
process, but where the order of sites is reversed. Note that both height functions 4~ and A™
can also be obtained from each other by reversing the order of sites. To make sure the rates of
dynamic ASIP are non-negative, we have to put restrictions on the parameters of the process.
The most natural restriction is to require that A, p > —1, since this implies non-negativity
of the rates for all possible states of the particle system, see also the second point of Remark
2.3 after the definition.

Definition 2.2 (Dynamic ASIP for 1, p > —1)

(1) LetA > —1. ASIP. (g, k 1), the left version of dynamic ASIP, is the Markov process on
the statespace X4 with parameters ¢, k e R o and left boundary value A. Its generator,
acting on functions f: X; — R with finite support, is given by

M—1
(L850 7] = 32 e L@ = o] + il @ ) = r o),
j=1

where

R 1 — 2h7_+2¢; 1— 2h 428541
C]L.’J’:C]L-’Jr((,k,)»,q):cj(é“)( 7 i — )
(1=g™)(1—=q"7)

CL’7 _ CL’7(§‘ ]_é ) = e )(1 _q2h_,ll—2£j—1)(1 _q2hjf—2;j)
S =k 2h; 2hT_ 42
(l_q -”1)(1—q j-1 )

where cJr and c_ are the rates of ASIP(q, I;) from (2.1) and (2.2).

(2) Letp > —1. ASIPR (g, k, p), the right version of dynamic ASIP, is the Markov process on
the statespace X4 with parameters ¢, ke ]R o and right boundary value p. Its generator,
acting on functions f: X; — R with ﬁnlte support, is given by

(2.9)

q.k.p

M-1
[ ASIPRf:I(é__) Z C./R,+[f(%-j,j+l) _ f(f)] -I-C?;__] [f(g;-j+1,j) — f(f)]s
j=1
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13 Page 100f61 C. Wagenaar

where
(1 _ qzsjfzh_,f) (1 _ ngﬁlfzh;rl)

(1 _ q72h}'+l)(l _ quh;rl,g) )
(1 _ q—zs,-,,—zhj>(1 _ q—zg_,—zhlfﬂ)
&)

(1 _ q—zh}) (1 _ q—2h7+2) ’

where c;r and cj_ are the rates of ASIP(q, I;) from (2.1) and (2.2).

R,
it =cr®

(2.10)

R,— _
Cj ) :Cj(

Remark 2.3

e The left and right version of dynamic ASIP can be obtained from each other by reversing
the order of sites. That is, by interchanging sites 1 <> M,2 < M — 1, etc.
e One can rewrite the rates for ASIP| (¢, k, 1) into

[h_y + ¢ilglhy + &jta]
ChF = [yl + ]y

U g0k = 11
- S .11
hi_y —gj—1lqlh; —&ilq

oy lglh_y + 1],

Co™ =18)glgj -1 + kil

Since [a]y[b], > 0if a, b > 0 and

we can see that the rates are non-negative if A > —1 and that the process is invariant
under sending ¢ — ¢ ~'. Similarly for ASIPr(q, k, p).

The question arises whether we can also define a version of dynamic ASIP when we pick the
boundary value A, p < —1. In that case, the rates might become negative. We can solve this
problem by restricting our statespace X4 to configurations where the rates are non-negative.
For ASIP|, if we only allow states ¢ such that

20¢] + Ikl + 4 <0,
then h;(;“ ) < 0 for all j by (2.8). One can then see from the rewritten rates (2.11) that
C IJT’+ (¢)and C LT’_ (¢) will be nonnegative. An entirely similar reasoning shows that the rates
C?’+(§) and C?’_(é) are nonnegative if

20&] + k| + p <O.

Therefore we can define ASIP| (¢, IR A) and ASIPR(g, I_€, p) when A, p < —1 on the states-
paces X4 ; and X , respectively, where

Xaga=1{n¢€ Xq:2n+ k| +a <0}

Definition 2.4 (Dynamic ASIP for A, p < —1)

(1) Let A < —1, then ASIP (g, I; A) is the Markov process on the statespace X4, where in
the state ¢, a particle jumps from site j to j 4+ 1 with rate CLT’+(§ ) and from site j to

j — 1 with rate CJL.’*(;) from (2.9).
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(2) Let p < —1, then ASIPgr(q, l_é, p) is the Markov process on the statespace Xy , where
in the state &, a particle jumps from site j to j + 1 with rate C?’Jr(é) and from site j to

j — 1 with rate C* ™ (€) from (2.10).
Remark 2.5

e Note that when II_é | +a = =2, the set X4, is either empty or only contains the state
with zero particles. Therefore, we only have a non-trivial process if A, p < —2 and k is
chosen such that X, , contains at least the states with 1 particle.

e If0 < g < 1, the rates of ASIP| (¢, k, 1) converge to the rates of ASIP(q, k) in the limit
A — oo. Similarly, the limit A — —oo of ASIP, (¢, k, A) is ASIP(¢~!, k) and

lim ASIPr(q,k, p) = ASIP(¢~", k),
pP—>00

lim ASIPgr(q, k, p) = ASIP(q, k).
p——00

1

If ¢ > 1, we can use that dynamic ASIP is invariant under sending ¢ to ¢~ and above

limits to show that

-

lim ASIP(q.k, 1) = ASIP(¢ ™. k),

L— 000

lim ASIPR(q. k, p) = ASIP(¢°, k),

pP—>000

where o € {—1, 1}.

2.2 Duality Dynamic ASIP with ASIP

Next, we will turn to the duality between ASIP and dynamic ASIP, for which the proof will
be done in Section 6. The duality function is a product of 1-site duality functions given in
terms of the Al-Salam—Chihara polynomials [29, §14.8]. We define a renormalized version
of these polynomials by a 3¢,

—2n ,,—2x . 2x+2p+2k
=q—%n(2p+k+1)3(p2(q 4

pa(n, x; psk;q) 2.0

1a% q2> L@
Throughout this paper, the first two entries of p, will be Zx-valued. Consequently, the 3¢2
terminates either after n or after x terms, whichever is lower. The 3¢, part of p, has a ‘dual
structure’ in the following sense. It can be seen as a polynomial of degree x in the variable

g~2" since the g-shifted factorial

@ 4%,
is a polynomial of degree j in the variable ¢ ~2". However, it can also be seen as a polynomial
of degree n in the variable g =>* + ¢2*+2P+2k gince

is a polynomial of degree j in the variable g =>* 4 ¢>*T2°*2k_ A nested product of p JREE:!
duality function between ASIP and dynamic ASIP.

Theorem 2.6 Define

M
_1 A
Pa(n, &) =g 2""O T panj &3 hT 15 k)5 @),
j=1
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where the factor u(n, lg) can be found in (2.5). Then Pg(n, §) is a duality function between
ASIP(q, k) and ASIPR(q, k, p), i.e.

(2297 B0 | = [£25% By, | @0

q.k

Proof See Section 6. O

Remark 2.7 The factor containing u(n, I;) can also be put into the 1-site duality function
since

S}

M .
g 3R — [T g amk 250k,
j=1

Together with the height function h}:l, which depends on &1, ..., &y, this makes Py a
nested product of 1-site duality functions. Note that in the limit ¢ — 1 this nested structure

disappears.

From the duality between ASIP and ASIPg we can also find duality functions between ASIP
and ASIP, using the following observations.

e ASIP| (¢, l;, A) is the same as ASIPR(q, Erei, A) where the order of si_ges is reversed.
o If we reverse the order of sites of ASIP(g, k), we obtain ASIP(g !, k™).
e The rates of dynamic ASIP are invariant under sending ¢ to ¢ '

1

Therefore, if we reverse the order of sites and replace g by ¢~ in Theorem 2.6, we obtain

duality functions between ASIP and ASIP, .

Corollary 2.8 Define

M
1 r _ _
Pn,0)=q2 " [ ] patj, ¢ by yikjsa™.
j=1

Then P (n, ¢) are duality functions between ASIP(q, I:) and ASIP| (q, /2, L), Le.

q.k,\

2.3 Duality ASIP, and ASIPg

Since both ASIP| and ASIPg are dual to the reversible process ASIP, they are dual to each
other. Via the scalar-product method [13, Proposition 4.1], duality functions can be obtained.
The resulting duality functions are given by a nested product of Askey-Wilson polynomials,
which can be defined by a 4¢3. We give a sketch of the proof here, the details can be found
in Section 6.

Theorem 2.9 Define for v # O the I-site duality function

Paw (s X5 A, p, v,k q) = (vgP AL 2y (g PR g2y,

0y 2y42042k 2% 2x42p+2k
X 493 (q AT L q? q2>
g%, pgpHiHktl y=1gpitiel

(2.13)
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Then the function
M
Phw(6.6) = PRy (@ &0 0.k q) = [ | paw G &2 b5 ©). hE (6) v kjsq) (2.14)
j=1
is a duality function between ASIP| (g, ié, ) and ASIPR(q, la p), i.e.

25;1,13 PRw (1) = [L75F PRy (¢, )1(6). (2.15)

ASIPg

L >
[ q.k.p

Sketch of proof Let L,, Ly, L, be generators of Markov processes &;, ); and Z; on a count-
able statespace. If ) is reversible w.r.t. the reversible measure wy, Dj(x, y) is a duality
function between &; and );, and D;(y, z) a duality function between ); and Z;, then the
scalar-product method says that &; is dual to Z; with duality function given by

D(x,2) = Y Di(x, ») D2y, Dwy(y),
y

if the sum converges. Applying this in our setting tells us that

D@, &) =Y P, E)PL(1, HW ()

neXq

is a duality function between ASIP| and ASIPg, where w is the reversible measure of ASIP
from (2.3). In Section 6 we explicitly compute this summation to prove the theorem. O

Remark 2.10
e As an example, let us compute the 1-site duality function when there is one particle at
that site, say x = 1. The g-hypergeometric series then terminates after two terms, giving

Paw (s LA, o, 0, k5 q) =(1 — vg (g " g™,

. (1— q—2y)(1 _ q2y+2/\+2k)(1 _ q2+2p+2k)
(1- q2k)(1 _ vqp+k+k+l)(1 _ vflqp+)\+k+l) ’

pitkl

where we used that
(1—q™?) ,
(1—q¢?

e Askey-Wilson polynomials are on top of the so-called ‘Askey-scheme’: a hierarchy of
explicit orthogonal polynomials. By taking appropriate limits in these functions, one can
obtain many other orthogonal polynomials, such as the Al-Salam—Chihara polynomials
and Jacobi polynomials. We will exploit this in sections 3 and 4.

e Since ASIP_ and ASIPR can be obtained from each other by reversing the order of sites,
one would expect a similar symmetry in the duality function Pjyy,. This is indeed the
case. From the definition (2.13) we obtain the symmetry

—1.

Paw (Y3, p, v ki @) = paw (v X5 0, A, v,k g7 h)

for the 1-site duality function. Then, using the definition (2.14), we obtain!

Phw (. €5k, 0,k q) = PRw(E™, ¢ p, A, K5 g7 h). (2.16)

I The case when there are only 2 sites gives some intuition for the computation behind this symmetry.

@ Springer



13 Page 140f 61 C. Wagenaar

2.4 Reversibility Dynamic ASIP

We will now show that ASIP| (g, l; A) and ASIPr(q, /2 p) admit reversible measures for
both A, p > —1 and A, p < —1. Throughout this section we will assume that ¢ < 1. This
is because we will use infinite shifted factorials (a; ¢)oo Which are only defined for ¢ < 1.
Since the rates of dynamic ASIP are invariant under sending ¢ — ¢~!, we can then obtain
results for dynamic ASIP for g > 1 as well.

The reversibility follows from the orthogonality relations of the 1-site duality functions
P4 Which is the content of the following proposition. Let us first define the relevant measure,
l_q4z+2u+2k ((12k§q2)z ((122+2(/1-%—2;(12)0C
l_q2:+2a+2k q2.q2)z (q22+2u+2k+2; 2)00

| —gdet2at2k (qZk'}q2)7 @ 220K oitatk) -
- 5oL - . ifa <—1.
PR (BT, (g gt 1 =

qu(ZJr“) ifa>—1,

Wyyn (23 a. k. q) =

Proposition 2.11 We have the following orthogonality relations for the Al-Salam—Chihara
polynomials p,.
(i) If » > —1, we have

ee}

Sn
§ . .1 /. .o —1 . _ n,n
y:()pA(n’ yv)"sk’q )pA(n ’y!)"vk’q )wdyn(y7)‘-»k7 C]) - w(n;k, q) (217)
00 S
Y pan, ik kig pa(n, ¥k kig Hwni k. q) = —=2———  (2.18)
n=0 wdyn (y’ Ak, q)

Sforalln,n',y,y € Zso.
(ii) If p < —1, we have

o0

8 ’
Y Pan x; p ks @ pa(n, x5 p ks Quinik, q) = ——=——  (2.19)
n=0 wdyn (x7 pa k7 C])

fJorallx,x' €e{x € Zso:x + p +k <O}

Proof The first orthogonality relation (2.17) can be found in [1] and (2.18) is the dual?
orthogonality relation of (2.17). The relation (2.19) is the dual orthogonality relation of [29,
(14.8.3)], with a = g*TP and b = g*—~. O

Remark 2.12 If A < —1, the ¢ ~!-Al-Salam—Chihara polynomials are still orthogonal. How-
ever, the support of the measure will not be a subset of the nonnegative integers. Therefore,
it will not be a reversible measure for dynamic ASIP. The same holds for the g-Al-Salam—
Chihara polynomials when p > —1.

Using the previous proposition, we can show that the duality functions P; and Py are orthog-
onal with respect to the reversible measure W for ASIP(g, I;) from (2.3) and the measures

M

WL(E) = WL@: A k. q) = [ | wayn (@51 b7y (©). kj. q), (2.20)
j=1
R M

WR(E) = Wa(&: p. k. q) = [ | wayn(&: hT, 6).kj. ). 21
j=1

2 For a brief explanation and proof of the dual orthogonality, see appendix A.
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Corollary 2.13

(i) If . > —1, the duality functions P are orthogonal with respect to the measures W\ and
w,

Sr r1
2 A ORMEHWa) = s forall€.6'€ Xa, (222)
Xy L(¢

Sn
> PO OP, OWLE) = W”i”) foralln,n' € X;. (2.23)
CEX(I n

(ii) If p < —1, the duality functions Pg are orthogonal with respect to the measure W,

S Pl ©) P, EYWG) = S5 forall€ € X . (2.24)
= Wa(®)

Remark 2.14 Since ASTP| and ASIPg are the same process where the order of sites is reversed,
above corollary might at first glance seem odd since this symmetry between the processes
is not immediately clear. This is because ASIP(g, k) is an asymmetric process where the
direction of the asymmetry depends on whether g € (0, 1) or ¢ € (1, 00). By reversing the
order of sites in (2.22) and (2.23), one can show that Py(n, §; q_]) is an orthogonal duality
function for p > —1 between ASIPgr(q, k , p)and ASIP(cfl , IQ). Similarly, one can show that
P (n,¢; g Visan orthogonal duality function between ASIP (¢, %, 1) and ASIP(g !, %) if
A <-—1

Since W (n) is a reversible measure for ASIP, its generator is symmetric with respect to
functions with finite support. This does not have to hold for arbitrary functions since L?SIP

is an unbounded operator. However, as a consequence of the orthogonal duality, we get that
LASIP is symmetric with respect to the duality functions P, and Py in the weighted L? space

w1th respect to the reversible measure W (7).

Proposition 2.15 Let H be the Hilbert space of square integrable functions on Xg with
respect to W (n). That is, it has inner product

(f.8w= Y FmgmWa.

neXq

Then L?%IP is symmetric with respect to the duality functions P, and Py, i.e.
LASIPf Ow = ([, LASIP )w

forall fy g € {PL('v §)}§exd U {PR(" %‘)}EEXJ'

Proof We will prove this for f = P, (17, {) and g = P (1, {'), other cases are proven entirely
similar. Define for N € Z the restriction of P, to states where the total number of particles
is smaller or equal N,

PN, &) = PLn. )1 =n-

Since W (n) is a reversible measure and PLN (-, ¢) has finite support, we have

(LoF PN C o, PYC e = (R o) LR L )
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We take the limit N — oo on both sides and use the dominated convergence theorem to
justify taking the limit inside the infinite sum. For finding a dominating function, we will use
the duality relation for P, . First note that

(LA RY oo = | L P01 forlal =
t 0 for [g] > N.

Therefore, we can use the duality relation from Corollary 2.8,
(LIS RY Colm] < [LISP[PC. o)
= |[L030 PLn 0] @)
M—1

< C@) Y NP ¢TI+ | PL. T 4 21 PL(p, 0
j=1

where C(¢) is the maximum over j of the absolute value of the rates C'JT’i(g“) of ASIP.
Since we also have
1PN (. &) < |PL(n, &),

we obtain a dominating function

M—1
(L2 PN G OJm PN (. 6] < IPLGLENICE) Y 1AL, g4
j=1
+ 1P D+ 21U, D).

To see that the right-hand side is integrable, use Cauchy-Schwarz and
[PLC O]y = /W)
by Corollary 2.13. O

Next, we proceed to showing reversibility of dynamic ASIP, which follows quite directly from
the orthogonality relations of the duality functions P, and Py and the previous proposition.

Theorem 2.16 (Reversibility)

(i) The measure W is reversible for ASIP| (¢, IE, MonXgifh > —landon Xy ; if A < —1.
(ii) The measure W is reversible for ASIPr(q, k, p) on Xqifp > —landon X4 , ifp < —1.

Proof Let us first prove (i) for A > —1. Fix ¢, {» € X4 such that ¢; # ¢, and define
8 () =bg00 & € Xa
Note that for reversibility, it is enough to show that

<LASIPL541 )y, = (8a LASIPL‘SQ) (2.25)

where

(fghw = Y FOOWLE)

(4. ¢
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Indeed, we have
(LA 80 By, = D [L05566]@)80 (O ML)
teXa
= M@)[L70 8] @)
= WL(£2)CL(&1, §2),

where C| ({1, ¢2) is the rate in which ASIP| (g, 12, A) goes from state ¢ to state ¢,. Therefore,
the detailed balance condition follows from (2.25).
By (2.22), we have

8¢, (82) = Wi(g1) Z P (., c)PL(n, &)W (n),
neXq

85, (81) = Wi(82) Z P (n, ) PL(n, 52)W ().

neXaq
Therefore, using that P, is a duality function between ASIP(g, I;) and ASIP| (g, k ,A), and
Proposition 2.15,
(L0300 80 )@ = Waen) 37 AL e[ L3 AL )] @)W an)

neXq

= Wi Y P en[LOSP PG ) J W ()

neXq

= Wi Y [LA ARG co] o) PLGn c) W)

neXy

= Wi Y [L0 P )@ P ) W),

neXq

Hence

(LAY 80, 8y, = W@ [L2576, 162

= WL W) Y [LI30 AL )] @) AL )W ()

neXq
= WLen[L) 7 80] @)
<5£1 > LASIPL‘SQ)

proving (2.25). Since ASIPg is just ASIP_ with the order of sites reversed, we also get (ii)
for p > —1. The statement (i) in the case A < —1 (and therefore (ii) with p < —1) is proven
similarly. O

Remark 2.17

e By taking a limit in the dynamic parameter A or p, dynamic ASIP becomes ASIP. One
would expect that we can take this limit in the reversible measure of dynamic ASIP as
well and obtain a reversible measure of ASIP. This is indeed true. For example, we have

lim sznle(n) — qlﬂl(zlﬂ\—l)w(n)’
A—00

which follows by a straighforward calculation.
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e Since dynamic ASIP is invariant under sending ¢ to ¢!, the measures W and Wg are
reversible for dynamic ASIP with ¢ > 1 as well. One just has to plug in ¢~! in the
measures in that case.

The duality functions Py, between ASIP_ and ASIPR are (bi)orthogonal with respect to the
reversible measure W if A > —1 and p < —1 and with respectto Wgif p > —1l and A < 1.
They are biorthogonal in the sense that P, is orthogonal to PA"\;,I. The conditions on A and
p come from the orthogonality of P| and Py given in corollary 2.13.

Theorem 2.18 Define the factor
(qukaIprH; q2)oo(vflq2y+|k\+/\fp+l; qz)oo
(Uq—zx—\i|+x—p+1; qz)oo(v—lq—zx—|l?|+x—p+1;qz)oo'

wIUXW(yv X, )‘-» O, 61) =
IfA> —1and p < —1, we have for all §, &' € X4 , the orthogonality relations

—1 (S /
> Phw(t.§:0) Phw (€8 )WL )Ry (1. [E1 A p.g) = e (226)
5 R(E. Q)

If A < —1and p > —1, they are orthogonal with respect to the reversible measure Wg,

_ Sr 71
> Phw(€ £1q7 )P (4 81 a 7 WRE kw121, p 2 g) = Lo 227)
X L&, q)

Proof In Section 6 we will show that

(vg=2El-IRHA—p+1, 02y

PYw (£, 8) = _
aw (€5 8) (vge1+RI+A—p+1; g2y

Y VP O PR YW ().

neXq

Using this, we have that

3 Phw(@. & ) Phy (€8 @ WLE. okw (1. 5] 1, p. @)

teXy
is equal to
Yo VRGO Py WP O Py EYW MWL @) (228)
¢nn'eXq

If we first sum over ¢ and use the orthogonality relation (2.23) for P, we get that (2.28) is
equal to

> Pr(n, &) POy, EYW ()
neXq
for A > —1. Now (2.26) follows from the orthogonality relation (2.24) for Py, which is valid
for p < —1. The second equations (2.27) follows from the previous one since ASIP_ and
ASIPg are the same processes but with the order of sites reversed. That is, use the symmetry
(2.16) of Py, and
WLE™, p) = Wr(§. p).
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Remark 2.19

e The factor w}y, only depends on parameters that are kept invariant by the generators
of ASIP_ and ASIPg. Therefore one could also choose to put this factor in the duality
function Py, or the reversible measures W, and Wg. However, we choose to put this
factor separately in the orthogonality relation to keep the duality functions and reversible
measures simpler.

e Since dynamic ASIP is invariant under sending g to ¢~ ', one would expect that the
requirement ¢ < 1 is not necessary for the orthogonality relations of the previous theo-
rem. T?is islindeed true. One can show that Pjy, is almost invariant under sending (g, v)
to (g~ ,v7),

-1 _ _ _
Py (¢, & q 1) — (_v)\{|+|$\q a(l§D) ﬁ(\CI)PXW(é—’%-; q),

1

where
a(x) = —x(x = k| = & = p),
B = =y + [kl + % + p).
Applying this symmetry to (2.26), we have for A > —1 and p < —1 that

_ -1 _
> PR E g PRy (0.8 g HWLE. ajy (2. €L A, p. q)g PP
;EXJ
_ 8 &
— WRE, g2 ED
Similarly, from (2.27) we obtain for A < —1 and p > —1 that

3 P 6 ) PRy (& & ) WR(E. )k (€], [¢]. p. &, )g?P1ED
§eXy

_ S¢.¢
WL, g)q2*1ED

e Only looking at the 4¢3 part of PJy,, one can see that it is invariant under sending v to
v~!. Even more is true, one can show that

Py (€.8) = y Py (2. £),

where y is a factor depending on the total number of particles of both processes. Thus
we can obtain orthogonality instead of biorthogonality by putting this factor y into @}y
However, the factor w}y, would contain four more infinite shifted factorials. Therefore,
we choose to keep the biorthogonality.

e These orthogonality relations do not correspond to the usual measure of the Askey-Wilson
polynomials, which consists of an integral over the unit circle and, if the parameters satisty
certain conditions, a sum over discrete mass points. The orthogonality relations of this
theorem correspond to the dual orthogonality of the Askey-Wilson polynomials when
the measure has discrete mass points, see Appendix A for a brief explanation and proof
of dual orthogonality.

2.5 Dynamic SIP

By letting ¢ — 1 in the rates of dynamic ASIP, we obtain a dynamic version of SIP(I?) from
Remark 2.1. Similar to dynamic ASIP, we have to be careful with choosing the parameters
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in order to have non-negative rates. The height functions hjr and h ;" are the same as the ones
defined in Section 2.1.

Definition 2.20 (Dynamic SIP for A, p > —1)

(1) LetA > —1.SIP (g, k A), the left version of dynamic SIP, is the Markov process on the
statespace X, with parameters ke ]RM and left boundary value A. A particle jumps from
site j to j + 1 at rate

§j (1 + ki), (O) + &) (6) +&Ejv1)

= = ) (2.29)
1 (@) (h (&) = 1)
and from site j to site j — 1 at rate
65 Ci1 + kDU ©) = G0 ) = 6). 30

(O @)+ 1)

(2) Let p > —1. SIPg (/2, p), the rigllt version of dynamic SIP, is the Markov process on the
statespace Xy with parameters k and right boundary value p. A particle jumps from site
j tosite j + 1 at rate

§j (€1 + kj+1)(h*(§) ENTL () = §j41)

(2.31)
NG GER)
and from site j to site j — 1 at rate
§j(Ej—1 +kj— 1)(h+(%‘)+§, 1)(h 1($)+$,) 2.32)

GGG
Just as before, when we want A, p < —1, we have the same rates, but on a different statespace.

Definition 2.21 (Dynamic SIP for A, p < —1)

(1) LetA < —1, then SIPL(IQ, A) is the Markov process on the statespace X ; where in the
state ¢, a particle jumps from site j to j + 1 with rate given by (2.29) and from j to j — 1
with rate (2.30).

(2) Let p < —1, then SIPR(i, p) is the Markov process on the statespace X4, , where in the
state &, a particle jumps from site j to j 4+ 1 with rate given by (2.31) and from site j to
Jj — 1 with rate given by (2.32).

Remark 2.22 When letting A — £00 in SIPL(I;, )), one obtains SIP(l_é) from Remark 2.1.
Similarly, when letting p — =00 in SIPg(k, p), one also obtains SIP(k).

By replacing v by ¢’ and letting ¢ — 1 in an appropriate way in the duality relation (2.15),
we obtain duality functions between SIPL(k A) and SIPR(k p). The corresponding 1-site
duality functions are given in terms of Wilson polynomials, which are the ¢ = 1 variant
of the Askey-Wilson polynomials. We have put a hat on the duality functions and measures
without a parameter ¢ to distinguish between them and their counterparts that do depend on

q.
Proposition 2.23 Define the 1-site duality functions

. -y, yt+Artk —x,x+p+k
Pw (. xih, p;v.k) = (5a+v) (50— v)y4F3< 1),

k,%o(—i—v,%a—v
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wherea = p + X+ k + 1. Then

M
Py ) = [ ] bw s &2 7€) €0, B (2.33)
j=1
is a duality function between SIPL(I:, M) and SIPR (/2, p), i.e.
(L7 (L OI@) = (L7 PR (1), (234)

Proof We take the limit ¢ — 1 in the duality relation (2.15) in an appropriate way. Since

. ASIP, _ , SIP,
;1_>m] Lq,E,A Tk

and

1 ASIPR _ L§IPR7

g—1 4q.k.p k.p

we only have to compute
M

lim Phy (@8 = lim [ paw (@), &3 054 1 @, 0. ki), 239)

j=1

where we recall that

Paw (s X3 4, 0,0,k @) = (0gP PR g2y (ug PR g7,

g, qUAI g2 xrk
TP gk pgetikl gyttt 4]

Since
1—qg“

e @39

we have e
lim Y540 _ @
m b 2. — .
a—1(q*";q%);  (b);
Therefore, we have the following limit between a basic hypergeometric series and a regular
hypergeometric series,

-2y . 2a; 2a,
: qa =974 2. 2 =y, ai, ..., ar
lim 1q%q” ) = i F 1),
g—1 r+19r < qzb] . q2br q:9 > r+1Lr ( bl, - br )

In order to get a non-zero limit of (2.35), we replace v by g2 and divide the duality function
PRy by (1 — qz)‘ﬂ(l — q_z)‘“. The latter is done since the factors in front of the 4¢3 of
the 1-site duality function p .y, from (2.13) go to 0 when ¢ — 1. Since this factor is kept
invariant by both generators, we still have a duality function. Then taking the limit ¢ — 1
gives

Paw®, ¥ A, 03 % k. q)
m
a1 (1 = gD — g 2)Fl

proving the proposition. O

= pw(y, x; &, p; v, k),
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From Theorem 2.16 and letting ¢ — 1 in the reversible measures Wg and W| we obtain
reversible measures for dynamic SIP. We define the 1-site measure li)dyn. This is, up to a

factor depending on |§|, the g — 1 limit of wqyn,

(2z+a+k) (k); T (z+a+k+1) ifa> —1
ayn (@5 . k) = {&t“at’??) b, roy ’
Grath o Tz—ap Ha=-L
Its product we denote by
M
WL(E) = WL k) = [ ] hayn (€55 b7y (€D, k), (2.37)
j=1
M
Wr(E) = Wr(&; p. k) = [ 4 s ht k; 2.38
R(E) = Wr(&: 0, K) = [ [ Bayn (&) T, (6), k) (238)
j=1

Then we have the following result.
Proposition 2.24
(i) The measure WL is reversible for SIPL(I;, AMonXgifh>—landon Xy if L < —1.
(ii) The measure W is reversible for SIPr(k, p) on X4 if p > —landon Xq , if p < —1.
Proof We will show that
wdyn(Z§ a, kv L])
im ——————
g—1 (1 —g?)k

after which the result follows from Theorem 2.16, the observation that

M -
1_[(1 —gHki = (1= gHH
j=1

= Wayn(2; a, k), (2.39)

is kept invariant by the generator and the fact that the generator of dynamic ASIP becomes
the generator of dynamic SIP in the limit g — 1.

The only difficulty in taking the limitof ¢ — 1in wgyy, lies in the infinite shifted factorials.
We can make sense of this limit by rewriting the infinite shifted factorials in wgy, in terms
of the g-Gamma function, which is defined by [19, (1.10.1)],

_ (4 9o
(% @)oo

It becomes the regular Gamma-function in the limit g — 1,

T, () Q- 0<g<l.

lim T, (@) = T'(a).
g—1

Rewriting the definition of the g-Gamma function gives

2a. 42 _m _ 42\«
@90 = Fa@ (I—q°) ",

and thus
@ ¢H  TpB)

@ qDw  Tp@

(1—g?f.
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Table 3 Three limits of the_

Duality bet C ding limit
duality betWSCILASIPL (q’ N, )\‘) uality between orresponding limi
and ASIPR(q, N, p). 0) ASIP(q, k) ASIPR(q, k, p) A — 00
(ii) ASIP(q, k) ASIP(q, k) A= 00, p = —00
(iii) ASIP(q, k) ASIP(g~L, k) A p — 00

This gives fora > —1,

1— q4z+20+2k (qZk; qz)z qu (z+a+k+1)

s a,k, = 1 — 2k 2z(z+a)
wdyn(z; a, k, q) 1= g% 232 (g2 g2, TpG+a+1) (I—g97)"q

Thus (2.39) for a > —1 follows from (2.36). The case a < —1 is proven similarly. O

3 Limits of (orthogonal) Dualities for Discrete Asymmetric Processes.

3.1 Duality Functions which follow from Theorem 2.9

In this section, we will take limits in the duality relation between ASIP| (g, 12, ) and
ASIPr(q, /2, p) given in Theorem 2.9 to obtain other dualities. We will assume through-
out this section without loss of generality that 0 < ¢ < 1. Recall from Section 2 the limits
from dynamic ASIP to ASIP when0 < ¢ < 1,

=LM® and lim LASIPL — pASIP 3.1

. ASIP
ﬂgrfooLqJ?pR a7k A—too  d.kA q* kK

This gives us three “different®” limit cases of the duality between ASIP_ <>ASIPg, which
are listed in Table 3. When ¢ > 1, similar limits can be taken which yield the same results
in terms of duality functions.

The resulting duality functions will again be products of orthogonal polynomials. We
need the following three families of orthogonal polynomials, which are special cases of
Askey-Wilson polynomials.

(1) The Big g-Jacobi polynomials [29, §14.5] are defined by
q—n’ abq”'“,x
Jn(xsa,b,c;q) = 392 34,9 | -
aq, cq
We define the 1-site duality function
py(n, x5 %, 0,0,k ) = (g P g 0 (@7 PN g7 v g )

—2x 2x+2p+2k —2n
o —a—p—k—1. -2 q9 7,49 4 L2 2
—(Uq vq )n 3§02( qZk Uﬁlqp+)‘+k+l 7q ’q

(i1)) The g-Meixner polynomials [29, §14.13] are defined by

3 qfn,qfx anrl
M,(qg"" b, ciq) = 201 ( iqg,—— .

by - (3.2)

3 Different in the sense that they cannot be obtained from reversing the order of sites or sending ¢ — q_l.
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We define the 1-site duality function

(. X3, p, v ks @) = My(q™"; g* D, —y~ TPtk g2y
—2x —2n
= 201 (q ng e vq2x+pf)»+k+1).

(iii) The Big g-Laguerre polynomials [29, §14.11] are defined by

q ", 0,x
P(x;a,b;q) = 3<P2< ;q,q).
aq, bq

We define the 1-site duality function

L xsh, pv ks q) = (v g PR g7, PL(g T P pg ikl g2y

—2x —2n
—1 —A—p—k—1. -2 9. 0.9 2 2
= gl )'13(p2<q2k’vqp+)\+k+l;q’q>'

As we take appropriate limits in the duality relation (2.15), we obtain the following duality
functions which correspond to the dualities given in Table 3. Parameters of these functions
will sometimes contain a height function without the dynamic parameter A or p. Therefore,
we define

J
o) =) 2nj +kj,
i=1

M
hhom =) 2n; +k;.
i=j
Now we have the following result.

Proposition 3.1

(i) Define the function Py : Xq x Xq — R by
PY(n.&) = lim P4 (n.&).
P (0.6) = lim PyE (n.8)
Then Py is a duality function between ASIP(q, E) < ASIPRr(yq, I;, p) and
M
P &) =[] oy &5 iy o B (€): v k).
j=1
(ii) Define the function Py : X4 x Xq — R by
v _ : vg~"
Py(n, §) = pEToo Pt (., 8),

Then Py is a self-duality function for ASIP(q, 12) and

M
Py &) =[] pmjs & hy_y oo kT o) 0, k)).
Jj=1
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(iii) Define the function P’ : X4 x Xq — R by
. “lgp
P’(n,&) = lim P; T, 8).
p—>00

Then P is a duality function between ASIP(q, E) < ASIP(g !, I?) and

M
P &) =[] ponj. €55 b7y o) Ty 0 (8): v, k).

j=1
Proof All computation are straightforward limits which follow from

1-B9* B

a0 l—yg® y’
m}

As is the case for other situations (see e.g. [28]), one can go from ‘orthogonal’ duality func-
tions to ‘classical’ (sometimes also called ‘triangular’) duality functions by taking appropriate
limits involving the free parameter ‘v’. For example, one can show that

Jm vPY (0, &) = y Pa(n. &),

where y is a factor depending on preserved quantities of the process. That is, for the duality
between ASIP and ASIPg, one can go from the Big g-Jacobi duality functions ‘P}’ to
the Al-Salam-Chihara ones Py from Section 2. At this point, the names ‘orthogonal’ and
‘triangular’ duality function are confusing, since both duality functions are orthogonal and
Py is not triangular. However, in some sense the Al-Salam—Chihara polynomials P, can be
considered as the ‘triangular’ duality functions between ASIP and dynamic ASIP: it does
not involve a free parameter and when one would take an appropriate limit involving the
dynamic parameter, one obtains the triangular self-duality function of ASIP.

One can also take a limit in the free parameter of the Big g-Laguerre polynomials (duality
ASIP(g, E) <~ ASIP(q_1 , k)) and the g-Meixner polynomials (self-duality of ASIP(q, 1:)).
One then obtains classical duality functions. The first is new, the latter gives a similar duality
function as in [11, Theorem 5.1], where now the parameter k can vary per site.

Proposition 3.2 (‘Triangular’ duality functions)
(i) The function D : X4 x X4 — R defined by
M 2842k, 2
@500y 2k )R @)k
D(n, &) = : b 28 i+h; oD+ 28
Ul @*i; g%y,
j_ J
is a duality function between ASIP(q, l:) and ASIP(g~!, 12).
(ii) The function D" : X4 x X4 — R defined by
@250, =26k o=t ok
D¥(1.8) = H R e AT
is a self-duality function for ASIP(q, /2).
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13 Page 26 of 61 C. Wagenaar

Proof For (i), we take the limit v — 0 in the Big g-Laguerre duality function P, between
ASIP(g, k) and ASIP(g !, k). To make the limit convergent, we multiply by (—v)"l,

M
. . .1 —h —hT —kj—1, —
3%(-@'"'1’13(77,5)=3E}})H(—U)"](U 1q J—1oM=h &)=k, L q z)nj
j=1

X 47, 0,q 720 L2 2
392 g%, vg"i-10 Mg @)k 479 ) -
Since

| —a—p—k—1. 2 g 0,7 5,
s (— (L, —A—p—k—1. — T .
lim (—v)"(v™'q 14 n3e2 (qzk’vquJrk+l 147, q )

—2x —2n
_ g
= ¢ " hg) 1q%.q7 ),
q2k

we can use the g-Chu-Vandermonde summation formula [19, (I1.6)] for a 2¢; to prove (i).

The triangular duality function in (ii) follows from taking the limit v — oo in the g-
Meixner self-duality function Py; for ASIP(q, l_é). In order for the limit to converge, we
require n < £ and multiply by v/,

Py, §)ln<¢

lim
V—>00 U|77|
- a7, g7y gt @ bkt
:ul‘féon” ' 2¢1 g%k PqT g oo ! Ly <g;-
j=1

For the one-site duality functions we have

. “n g, g7 L2 Dyt p—htktl
lim v™" ¢ g7, vq Ln<x
v—>00 q2k
-2 —2n. 2
(61 *, q " q n nQx+p—Ai+k+1) Ly<x.

(@, 9% ¢

Note that 1,,<, could be left out since (q’zx; qz),, = 0 if n > x. However, we leave it

in to emphasize the triangular structure of the duality function. Now (ii) follows from the
observation that o o
(G "5 g _ (_1)nq—n(n+1)'

(4% ¢*)n

Remark 3.3 A short computation shows that
D"(n, —& —k) = D(n, £).

This is exactly what was pointed out in Remark 2.1: duality between ASIP(q, 12) and
ASIP(q:],k) can be obtained from the self-duality of ASIP(g, k) by replacing ‘¢’ by
—E—k.
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Table 4 Three limits of the

orthogonal duality between Orthogonal duality between Corresponding limit
ASIP (g, N, 2) and i ASIP(q. k ASIPR(q. k A
ASIPa(q. N. p). ® (q.k) ) R(q k, n) — 00

(i) ASIP(g™!, k) ASIPR(q. k, p) A — —00

(iii) ASIP(q, k) ASIP(q, k) A — 00, p = —00

3.2 Orthogonality Relations which Follow from Theorem 2.18

Letus now turn to the orthogonality of the duality functions found in the previous subsection.
In terms of functions, the duality between éSIP(q_l , k) and ASIPRr(q, k, p) can be obtained
from the duality ASIP(q, ié) < ASIPR(q, k, p) by sending g — ¢! (since dynamic ASIP
is invariant under that transformation). However, this cannot be done for their orthogonality
relations due to convergence problems. Therefore, we will now distinguish between the
dualities ASIP(q_l, k) <> ASIPRr(q, k, p) and ASIP(q, k) <> ASIPRr(q, k, p).

We will prove the orthogonality relations by taking limits from the ones on top in hierarchy:
the duality ASIP (¢, k,X) < ASIPgr(g, I_é, p), which has the Askey-Wilson polynomials
PRy as duality function. The (bi)orthogonality with respect to the reversible measures can
be found in Theorem 2.18. There is a (bi)orthogonality relation with respect to the reversible
measures if either i) A > —1 and p < —1 or (ii) A < —1 and p > —1. Therefore, the
(bi)orthogonality can only survive the following limits:

e A — oo,
e p — Fo0,

e L —>ooand p —> —o0,
e L —> —ooand p — 0.

Combining this with the limits (3.1) between dynamic ASIP and ASIP, we obtain three
dualities which have orthogonal duality functions, where we filtered out the ones which can
be obtained from one another by reversing the order of sites, see Table 4.

Note that no orthogonal duality functions between ASIP(g, %) and ASIP(¢g~', ié) can be
found in this manner.

Let us start with the limit A — oo in the (bi)orthogonality relation (2.26). We obtain an
orthogonality relation for the Big g-Jacobi duality function.

Proposition 3.4 (Orthogonality Big g-Jacobi) If p < —1 we have the following orthog-
onality relation for the Big q-Jacobi duality function Py (n,&) between ASIP(q, k) and
ASIPr(q, k, p),

S¢ £/
> PRI &) PY 1 EHYW e} (nl. €], p) = Wié) forall £, &' € X.p.

neXq
where
-1k 1.2 —1,2|n|+lk|—p+1. 2
v i@y @ g P g g T gk g2y
wy(nl, &1, p) = v ""q = 5 :
(v-1glkl+p+l, q2)|n| (vlg=281=lkl=p+1: 42y

Proof We start with the orthogonality relation (2.26) with ¢ replaced 7,

v Covpulo el v ey
> Phw(n. & @) Phy (0. £ ) Wi(n, @Ry (Inl. &1 &, p. q) =

= Wa(&. )
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Let us replace v by vg* and take the limit A — oo. Justifying interchanging the infinite sum
and the limit A — oo is done in Appendix B. Per term, we have the following limits,

A
lim Pl (0.6) = P (0. €). (3.3)
_ B (U |k\+,0+1 2)
lim g? Py (g, £) = v 2 L1 L ppn, £), (3.4)
A—>00 (v lqlk\+p+l 2)|71|
lim g 72HWL ) = gD W (), (3.5)
— 00

—1_2|+lkl—p+1. 2
(v~ lg [nl+1k|—p+ 1400

lim o' gL A 0, q) = 3 ’ 36
m Aw(|77| 1§ £,q) (v—lq_2‘5|_|k|_p+l§l]2)oo .0

from which the proposition easily follows. The first one (3.3) follows by definition (see
Proposition 3.1). The third (3.5) and fourth (3.6) are straightforward4 computations.

So we are left with proving (3.4). Note that we actually obtain an orthogonality relation
(whilst (2.26) is biorthogonal), since we obtain some factor times Py’ instead of PJ”_1 in (3.4).
On the one-site duality function level we have

Ali)ngo612“’117,\“/(11,x;A,p,v‘]q‘*,k;q)

- sz q ", g, g P I
(_v)nqn(,o+k+n) q2k7 vflqp+k+l ’ ’

where we used that
(@i g = (=a)"g """ V@' g%

Therefore,

(l}_l hj 10(7))+h/+1(%—)+kj+1.q2)%_j

lim g PR (1. 8) = v PP (0, €) 1"[

A—00 j= l(v—l hj 10('1)+h7+|($)+k +1,

; qz)n,
At this point, it is not at all clear that

M (v —lqh/ 10(n)+h1+1(é)+kj+];q2)€j
—1 hj ]0(71)+h]+|(§)+kj+1; ql)nj

j=1 (v
is a factor depending on the total number of particles. However, since for m € Zxp we have
(@: q*)m = @400

’ m — ’
(@g®™; g*)oo
we obtain

M =1 g0 AR @k 2 "

-1 h, lo(n)+h,+](§)+k +1, qz)m

M v ,1th 10(71)+h1+1(§)+k_,-+1+2nj;qz)Oo

j= 1 (v
M (v 7lth 0(77)+hl+1(5)+1.q2)00

i R P RICE RN

h nt 1
= 1(U_1 = 10(77)+ @é)+1, g )OO

. j—1
4 For the third, use that Z;VI:I njmj + 22{21 ni) = Inl%.
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- +
(v—lthyg(’l)‘FhMH(fE)"rl; qz)oo

- 1 hy ht@E)+1
(v lq 0,0(71)—9' 1 &)+ ;42)00

-1,2 k 1.2
(v g Inl+1kl+p+ 1400

(=12 1R+ g2
gkt g2y

(v—lq\k|+/)+1 : qZ)W

proving (3.4). O

Remark 3.5 We mentioned that one can go from the Big g-Jacobi duality function P}’ to the
Al-Salam—Chihara one Py by taking a limit in the free parameter v. If we would take this
limit in above orthogonality relation as well, we end up with the orthogonality (2.24) from
Corollary 2.13(ii).

Let us now turn to the second orthogonality of Table 4, the one between ASIP(q_l, 12)
and ASIPRr(q, ié, p), which corresponds to the limit A — —oo. Duality functions forﬁthis
duality can be obtained from the duality function P}’ between ASIP(g, I;) < ASIPr(q, k, p)
by replacing ¢ by ¢~'. That is, we obtain Big ¢ ~!-Jacobi polynomials PP (n, &; g~ 1. For
orthogonality, we cannot simply replace ¢ by ¢! in Proposition 3.4 because of the infinite
shifted factorials. However, we can take the limit A — —oo in the orthogonality relation
(2.27) between ASIP| and ASIPg. Before we do so, we have to make the connection between

the limit A — —oo of the Askey-Wilson duality function P2y, with ¢~! and the Big ¢ ~!-
Jacobi ones.

Lemma 3.6 The following limits hold,
. —A — —
im PR 1&g = PYOLEgTY,

-1 2
lim ¢ P T (847 =

A——00

-1, —lk|—p—1. —2
,2|)’)|(U q k= 5 q )lé‘PU(n %-,qfl)
(v—1g-l-p—1; g-2) JAES :
q >4 7)inl

Proof Both limits follow from the already known limits (3.3) and (3.4). Indeed, we can
replace ¢ —* by ¢ in the limits of this lemma. The limit 4 — —oo then becomes the limit
& — 0. Thus the limits in this lemma are equivalent to

. _ . —1.—1 _
lim P, (1, &5 g ") and 811_%82'”'P/Kw8 &9,

where ¢ ~* should be replaced by & everywhere in PRy as well. Similarly, if we replace q*
by ¢ in the limits (3.3) and (3.4) from the previous proposition, we obtain

lim Py &) and L 27 P (0.2 ).
E—> E—>
Therefore, the limits of this lemma follow from (3.3) and (3.4) by replacing ¢ by ¢~'. 0O

Applying this lemma, we can prove orthogonal duality relations of P’ (n, &; ¢ ~1y with respect
to the reversible measure Wr. The proof is similar to the proof of the previous proposition.

Proposition 3.7 [Orthogonality Big q~'-Jacobi] let p > —1, then we have the follow-
ing orthogonality relation for the Big q~'-Jacobi duality function Py (n, &; g~ ") between
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ASIP(g~1, k) and ASIPR(q, k, p),

v —1\ pvy,/ -1 v 677,77’ /
> PP g1 P &g YWRE) (1. €] p. @)=~ foralln.n' € Xq.
fexy W, q—")

where

2001 ,Inl(1=2[n) (Uﬁlqi‘klipili q72)|5| (U_1q2|§‘+‘k|+p+1§ qz)oo

ol (nl, €], p) =v - _
v (Il 1&1, 0) q (o Tg =T, g=2), | (s-lg—2mRa+T; g2)

A

Proof As said, we take the limit A — —oo in (2.27) with v replaced by vg ™ and ¢ by 7,

) B —1n B —1 Sy’
> Pak &g Py T (0 &g Y WaE @l (&l Inlp. A q) = —21—.
s WiL(n, q)

Justifying interchanging the sum and limit is done similarly as in Proposition 3.4. Per term,
we have the following limits,

Jim P (817 = PY.&1g 7, (3.7
o ~1gh _ Loy @ g R g2 _
lim g PR T (57" = v - P, gq7h, G)
J——00 —1,—lk|—p—1. ,—2
v™'q 54|
) _a (U71q2l§l+\k\+p+l; qZ)
lim oy (&l 0l p, 2 q) = ——— (3.9)
A—>—00 (v— q- [nl—lkl+p+ i q )OO
im g = "MW, g7, (3.10)

Using these four limits, proving the proposition is straightforward. The first two are the
content of Lemma 3.6, the third and fourth are straightforward calculations similar to the
ones in the proof of Proposition 3.4. O

Remark 3.8 Similarly as discussed in the previous remark, one can go from the Big ¢~'-

Jacobi polynomials to the ¢ ~!-Al-Salam—Chihara polynomials by taking a limit in the free
parameter v. When taking this limit in the free parameter v, the orthogonality relation of
this proposition is equivalent® to the second one of Corollary 2.13(i), which corresponds
to the dual orthogonality of the g ~'-Al-Salam—Chihara polynomials. However, the ¢ ~!-Al-
Salam—Chihara polynomials also have their usual orthogonality relation, namely the first
one of Corollary 2.13(i). Thus, something a bit unexpected happens: the duality function
PY(n.&:q ~1 has one orthogonality relation with respect to a reversible measure, but a limit
of this function has two. From the perspective of orthogonal polynomials this has to do with
the following. This proposition is the dual orthogonality of the Big ¢ ~!-Jacobi polynomials.
Their usual orthogonality consist of two infinite sums. One sum has support Z=, but the other
one has not. Therefore, it cannot be a reversible measure since part of the support lies outside
the statespace of the process. However, this part disappears when taking the limit in the free
parameter v, so that only the infinite sum with support Zx( remains, which corresponds to
the first orthogonality of Corollary 2.13(i).

Let us now turn to the orthogonality of (iii) in Table 4: the self-duality of ASIP(g, /?). Duality
functions are given by the g-Meixner duality functions Py}. Orthogonality can be obtained

5 One has to reverse the order of sites so that ASIP| < ASIPg and ASIP(q, 12) - ASIP(q_l, l:).
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from the orthogonality of the Big g-Jacobi duality functions P}’ by replacing v by vg~* and
letting p — —o0, see Proposition 3.1(ii). If k; = kp = ... = kyy is the same for every site,
this result was already proven in [9].

Proposition 3.9 We have the following orthogonality relation for the q-Meixner self-duality
functions Py for ASIP(q, k),

> P &) Py EYW )y (nl. £]) = vvéé) forall§.&' € Xq,
neXq

where

1 2|11H—\k|+1 2)00

@~ [71(Inl— k1= 1)+1€] (1~ & |~ Ik])
op(Inl, 1E) = (—v)l1—FEl g :
(U—l —21€|—1k|+1. i q )oo

Proof We use proposition 3.4 with v replaced by vg ™",

S P P (1, E YWy (|n|,|5|,p>=wg—f’),
n€Xa R

and then we take the limit A — —o0 on both sides. We have the limits,

lim P (n, &) = PY(n, £),

p—>—00

142l |-k +1. R R
lim g 2Pkl = (—y)lni-lél G 140 g M= K= D+ENE D |
p——0c (v=1g—2E-IkI+1; g2)

lim g2 Wr(&) = ql§10-26-2kD yy ().
p—>—00

The first is Proposition 3.1(ii), the second and third are similar computations as before. From
these limits, the required identity easily follows. O

Remark 3.10 In this section, we have taken limits in the duality between ASIP(q, 12, A)
and ASIPRr(g, 12 p) to obtain (orthogonal) dualities for asymmetric discrete processes. One
could do something similar for the symmetric case. That is, take limits in the duality between
SIP, (k A) and SIPR(k p) to find (orthogonal) dualities between (dynamic) SIP and SIP.
Alternatively, these dualities could also be found by taking the limit ¢ — 1 in the results of
this section.

4 Dynamic ABEP

In [11], an asymmetric version of the Brownian energy process (ABEP) was introduced. This
diffusion process was shown to arise as a limit of ASIP where simultaneously the number of
particles goes to infinity and the weak asymmetry goes to zero. Moreover, it was proven there
exists a deterministic transformation ‘g’ which turns BEP into ABEP. This transformation
can be used to transfer some properties of BEP towards ABEP, such as reversibility, duality
and existence. In this section, we will do something similar for dynamic ABEP, a process that
arises as a limit of dynamic ASIP. Again, there exists a deterministic transformation ‘g’ which
turns BEP into dynamic ABEP and we will exploit this to prove duality and reversibility of
the process.
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4.1 Definition Dynamic ABEP

Before we introduce dynamic ABEP, we need the partial energy E- (¥) of X = (x1, ..., Xp),
where x; > 0 represents the energy on site j. We define this to be the sum of energies left of
and including site j,

j
E;(x) = Zx,-.
i=1

Similarly, we define

M
(7)) = .
Ej x) = Zx,.
i=j

Moreover, we introduce the following two functions to ease notation later on,
sinh, (x) = sinh(ox)  and cosh, (x) = cosh(ox).

Now we define ABEP , the left version of the dynamic asymmetric Brownian energy process,
as follows.

Definition 4.1 (Dynamic ABEP) Let 0 € R\{0} be the asymmetry parameter, 2 > 0, and
k = (ki, ko, ..., kyr) with each k; > 0. Then ABEP| (0, k, A) is the diffusion process on
X, = Ri”o with generator acting on f € C%(X.) by

2 3 3
) f@) + B, 0.k, X)(f - )f()?),
oxj  0xjy1

(L2311 = Z Aj@E, o, x)(

ox; Bx]-_H
where

sinhg(k+2E —xj)elnhg(k+2E +xj+1)
sinhg (A +2E )2

. .
Aj :ﬁ sinhg (x ;) sinhg (xj41)

sinhg (A +2E5 +Xj41) sinhg (A +2E7 —x;)
- i —kjy1sinhg (x;) — e
sinhg (A + 2Ej ) sinhg (A + 2E' )

1 .
Bj :;[kj s1nh(,(xj~_,_1)

— 2sinhg (x) sinhg (xj41)

coshg(}\+2Ej_) sinhU(A+2E xj)51nhg(k+2E +xj+1)}
sinho (4 +2E )3
Remark 4.2

e Note that if ¢ is a factor depending on the total energy |X|, then

[ ABEPL f]( )_ [ ABEPLf]

since by the chain rule,

(% - %)eﬂxb 0.

Therefore, duality functions multiplied by a factor depending on |X| are still duality
functions. Similarly for reversible measures.

e Similar to the ¢ — ¢! invariance of the dynamic ASIP rates, we have that the dynamic
ABERP rates are invariant under sending o0 — —o.
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e One could also write the rates without the hyperbolic function, then we have

(1 _ eZa[A+2E; —xj})( eZa[A+2E;+xj+1})

1 20x; —20x; 1-
A= —(1— +1 1
J 402( eI ) (e i ) R _620{A+2E_,_})2

26{)\.+2E;+Xj+1} 620{A+2E; —xj}

1—e 1—

| _ Qo A2ET) >

1 —20x; 20
. — k(1 — Jj+1 k: 1— J
17 20 [ j-e ) | _ Qo A2ET) i (=)

a{HzEj—})( 620{)»+2Ej_7xj})( 620{)»+2Ej_+x]-+1})

11— 1-

(l +ez ]
(1- e2a{k+2E;})3 ’

+ (1 _ eZax_/-)(e—2oxj+| _ 1)

e Similarly as for dynamic ASIP, one can also define a right version of dynamic ABEP by
reversing the order of sites. One then obtains the rates

sinhg (0 +2E7, | — xj41) sinhg (0 +2E7 | +x))

sinhg (0 + 2Ej++1)2

)

|- .
Aj = ) sinhg (x41) sinhg (x /)
sinho (p +2E7, | +x;) . sinho (p + 2E, | = xj11)
- T + k_j sinhy (xj'+1) - T
smha(p+2Ej+l) 51nhg(p+2Ej+l)
coshy (p+2Ej++l) sinhg (p+2Ej++l —xj41) sinhg (erzEjtrl +xj)]
sinhg (p + 215].++ D3

1 .
Bj = % |:kj+1 sinhg (x ;)

+ sinhg (xj+1) sinhg (xj)

e One can also define dynamic ABEP for A < 0. To ensure positivity of A; in that case, it
is sufficient to require
A+ 2|%] < 0.

We will do this by limiting our statespace X, similarly as done for dynamic ASIP. That
is, if A < 0, we will define dynamic ABEP with the same rates, but on the statespace

Xes = (X € Xe: A +2]%] <0}

4.2 Special Cases Dynamic ABEP

Without loss of generality, we will take o > 0 in the remaining of this section.

e [ABEP, A — —o0]. When taking the limit A — —o0, one obtains ABEP(—a, ié) and
when A — oo one gets ABEP(o, k). This process is a slight generalization of ABEP
introduced in [11], where the parameter kK may vary per site. Its generator is given by

M-1

- - a
[LOAEEPf](x): Z Cj(%‘ﬂ(g_

jo x4

2
) fE+D;E, o, %)(i— 9

0x; 0xjy1

)f@,

j=1
with
CJ()_C',O') = #(1 _6*20')61')(820')(]-_'_1 _ 1)7
Dj()?,o‘, E) = i(kj(ezngﬂ _ 1) +kj+l(e—20xj _ 1)

+ (e—erxj _ l)(lerxj+1 _ 1)).
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e [Dynamic BEP, 0 — 0]. By taking the limit 0 — 0 from dynamic ABEP, we can obtain
a dynamic version of BEP, which we well call BEP| (k, 1). This is the diffusion process
on X, with generator given by

M| 9 3 \2 9
BEP, ,1,-
L fl(x0)= (&, A)(f— ) fE+B;@, k, A)(f— )f( )s
[ kA ] ]2:; ax] 8)(j+1 8xj BX].H
where
R A+2E; —xj))(A+2E; +xj41)
Ai(X, ) =xix; J / : ,
j( ) JAj+1 (k+2Ej_)2
é (_. ]_C, » " ()»—{-ZEJ_ +xl/+1) X <)\.+2E/-__xj>
(XA =kix; kiiix -
J P 2y T 2E;
" (h+2E; —xj)(A+2E; +xj51)
XiX; .
Jrj+1 ()“"‘ZE}'_)S

e [BEP, 0 — 0 and A — =o0]. Lastly, when taking the limit A — =00 of dynamic BEP
or when taking the limit @ — 0 of ABEP, one obtains BEP(k), which has generator

9 2
[LEE ] ijxj+1<ax _ >f()?)

OXjt1

9
kixioy —k; .
+ (kjxj+ ]+1x])<8xj ax]+l>f( X).

For later reference, we mention that BEP(E) has a reversible measure given by a product
measure of gamma distributions (see [25]),

ki1

T'(k;)

uPEP (X k) = e, .1

e

Jj=1

4.3 Dynamic ABEP as a Diffusion Limit of Dynamic ASIP

Dynamic ABEP arises as a weak asymmetric limit of dynamic ASIP, where the number of
particles go to infinity, similarly as done in [11] when going from ASIP to ABEP. Take X € X,
and fore > 0, let ¢ = (1 — e0) and replace A by A/e. Take ¢¢ = |X/e] € X4, where | V] is
y where each component is rounded down to an integer. Then X¢ = £¢® converges to x as €
goes to 0. Moreover, the rates of the interacting particle system dynamic ASIP converge to
the rates of the diffusion process dynamic ABEP, similarly as in [11]. That is, the difference
operator LASIPL becomes the differential operator LABEPL in the following sense:

tim [LY5F f](#/e)) = [L235 F160),

>0~ l—cgokr/e

where f., f: X, — R are sufficiently smooth functions such that
Jim, fe(¥/e) = f(X).

The next theorem makes this claim rigorous.
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Theorem4.3 Let f € C3(X.) and suppose that there exists ¢ > 0 such that for each
0 < ¢ < & we have a function f, € C3(X.) where each partial derivative of fs(-/€) of
order 3 is bounded in an &'-neighbourhood of X, uniformly® in s. If for each ¥ € X,

Elif}) fe(X/e) = f(X) (4.2)
and
0 a a -
li — = —— , 4.3
LY Gty K SR (GRS
9 9 . d 3\, -
li — = . =(l— - 4.4
lim [(axj 8x,~+1> fi( /.s)} @) |:<3xj 8xj+1> f} @ @
foreach j = 1,. — 1, then the dljference operator LASH;L Ae applied to f.(-/¢) con-
verges to differential operator L 7 applzed to f,
. ASIP > ABEP, >
i [Ll_w%;,mfalux/en - (L @9

Proof We can use the Taylor expansion of f. in the coordinates j and j + 1 to write

9 9 1/ @ 3 \>
Pty = f, g*+7< ) :() + R.
fe(y )= fe(¥) — <8y, Byj+1>f ) 2\ oym ayj fe ()

If we replace y by X /e, the chain rule gives us

L i ;
fe(@ /)T =fu(i/e) — ¢ [(T )fe( /e)] @)
Xjo 09X+
1 2 0 B i | ) 3
+ 28 |:<8xj+1 ax’> fE( /8)] (x) + O(S ),

where we used that each partial derivative of f; of order 3 is bounded uniformly in €.
Therefore, we obtain

o R 0
fo(G/e) T — fo(Gle) = —¢ [(37 - )fe /8)] (¥)
Xj 8xj+1
! 3 9 (4.6)
) 3
T3¢ |:<8xj+1 ox; ) fg(/S)} (X) + O(e”).
Similarly, we get
N AR > a
fe(G /o)1) — fo(R/e) =¢ [(a : )fe(/s)] @
Xj  0xj41
4.7)

o :
+ e [(8)%1 ax,> £l /s)} @ + O,

6 A function ge is bounded on X uniformly in ¢ if sup |g¢ (¥)| < M, where M is independent of &.
XeX
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Moreover, we claim that for the rates of ASIP_(1 — ¢o, k , A/€) we have

chn*(f/g) =A;(F 0,0/ +0/e), (4.8)
ChnG/e) = Aj(F 0, /8" + O(1 /), 4.9)
ChpG/e) — ChT(E/e) = Bj(R, 0.k, 1) /e + O(1), (4.10)

where A and B are the factors in the rates of dynamic ABEP from Definition 4.1. Indeed,
define ¢® = |X/e| and X° = &¢®, then from (4.6)-(4.10) we get

M—1

ASIP, e L— e Lt e 0 0 .
[0 e = Y e (e - b i) [( - aTj)ﬁ(-/s)} (&)

—1 8x,~+1
1 L, e Li— /s
+367 (€@ + Chn ) [(

M—1 . 9 9
= Z&@ﬁa,k,k)[( ——)fg(~/8)] (x%)
j=1

oxjp1  0xj

~

0xjy1  0xj

9 2
- 7) fs('/g)i| &) + O(e)

2
+A; (X, 0,4) {( fs('/g):| (xX) + OCe).

dxjt1 E)
From this and the assumptions (4.2)-(4.4) the desired limit (4.5) follows. Proving (4.8), (4.9),

and (4.10) comes down to calculating the Taylor series of C;’+()? /€) and C?’Y)? /¢€). For
readability, the proof can be found in Appendix C. O

Remark 4.4 1f one has a function f € C3(X,), one can find a candidate f, by defining
fe(X) = f(Lx/e]). However, more useful is the other way around. That is, if we have
functions f; for which the pointwise limit

lim fe(x/e) = f&)

exists, does (4.5) hold? Using the Theorem above, it is sufficient to show uniform boundedness
in ¢ of all partial derivatives of order 3 and showing (4.3) and (4.4). This basically comes
down to showing that taking the limit ¢ — 0 and the derivative can be interchanged. In the
next section, we will use this strategy to show duality between dynamic ABEP and SIP from
the duality between dynamic ASIP and ASIP.

4.4 Duality Dynamic ABEP with SIP

Recall from Corollary 2.8 that ASIP| and ASIP are in duality with P, as duality functions,

[ n o]0 = [ e o)

We want to use Theorem 4.3 to show that this results in a duality between ABEP| and SIP.
That is, we want to replace ¢, A and ¢ by 1 — g0, A /¢ and X /¢ respectively and then take the
limit ¢ — 0. This comes down to two steps. First, we have to find the limit

lim P (X/e, n; L/e, kil— £0).
e—0
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Secondly, we have to find the limit of the generators on both sides. The right-hand side is
easy since this is just the limit g — 1,

tim (285 - £ lon = [237 £ | .

1—¢o,k

For the left-hand side, we want to use Theorem 4.3. For the first step, we have the following
result.

Proposition 4.5 Let X € X, and n € Xy, then we have

. (1 —(1—g0)2
11m _—
£—0

[nl
5 ) P (X/e,n;M/e k; 1 —e0) = D'(X,n), 4.11)
o

where D' : X. x X4 — Ris given by

L — - — - .
.- _ [ (k) cosh, (A + 2Ej (x)) — coshy (A + 2Ej_](x)) nj
v =TT ( )

o
j=1

Proof The factor

1= (1 —ea)2\"
(%)

is present to make the limit convergent and have a similar form as the known duality function
between ABEP and SIP [11]. The 1-site duality function of P, is given by

_ _ -2\ " R
<71 (12 £9) ) (1 — so) s +ak+3
g

2x =204x) _
i (e (1 —eo)e. (A meo) "= (A —ea)?; | oo
= (1 —e0)=2k, (1 —e0)72; (1 —£0)72), '
Since
lim (1 — g0)* /¢ = ¢=b
e—0
and

1—0—-¢e0) a

im-—— = —

e=>01— (1 —eo)? b

the limit (4.11) follows from a straightforward computation, using that
'tk +n)
(K = ———.
(k)
O

Remark 4.6 Multiplying D’ by (— exp(aA))!, letting A — —o0 and reversing the order of
sites, we recover a similar’ duality function between ABEP and SIP as the one in from [11,

(5.0)1,

L —20ET (¥ —20ET(X .
PG =] Ty (e 2750 _ 20O\
s T(k+n)) 20

7 Taking k; = k for all sites j gives the same duality function.
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Moreover, letting o — 0 in the D’gB gives a similar duality function between BEP and SIP
as in [12],

L

B Ckj)
DB, n) _Jl:[] & +nj)xj . 4.12)

Above remark shows that D" would fit in naturally in the hierarchy of duality functions.
To make the claim that D’ is a duality function rigorous, we have to show that P, (X/e,m)
satisfies the assumptions from Theorem 4.3, which will be done in the next theorem.

Theorem 4.7 The function D' (X, n) is a duality function between ABEP| (o, k, A) and SIP(k),

(L2 D/ ] @ = [LEP D@ ) ).

Proof Let
1—(1—g0)2

[l
) P (X/e,m: /e ki1 —eo)
20

fs()_é) = (
and
f(x)=D'(X,n).

Then we have to show that f; and f satisfy the assumptions of Theorem 4.3. Note that
f e C3(X.). Now let ¢ > 0 be small enough such that |¢'c| < 1. Then f, € C3(X.) for
¢ € (0, ¢’). From Proposition 4.5 we obtain

Jim, fe(X/e) = f(X).
Let us now show that taking a partial derivative of order < 3 and taking the limit ¢ — 0

of f¢(X) can be interchanged. If that would be true, then the limit &¢ — 0 of each partial
derivative of order < 3 of f, exists and

. a ) - a d -
in | (= 5o ) o @ = [ (G = 5o )] @
. 9 9 \2 . 3 3\’ -
Slg}}) [(ij] - 3xj+1> fg(-/a)} (x) = {(8% - 3x,~+1> f} (x).

To show that we can interchange the limit of ¢ — 0 and taking a partial derivative, note that
fe is a finite sum of terms of the form

M
a(e) [ [(1 —eo)Ps@ile,

j=1
where a(e) and b (¢) are independent of all x; and whose limite — O exist. A straightforward
calculation shows that
—&0)

9 In(1
lim — (1 — £0)?1©%i/8 = 1im b (e)(1 — o) ®%i/® n(
e—0 3Xj e—0

&
= —obj(0)e PO
and

i hm(l — 80,)19}(8)){_,’/6 — ie_gb.f(o)xj
0x;j e=>0 0x;j

—ob;j(0)ei 0%,
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Therefore, the partial derivatives of f, are also sums of terms of the form

M
a(e) [ [(1 = eo)hi@i/e
j=1

and taking the limit of ¢ — 0 and a partial derivative can be interchanged.  Lastly, we
have to show that each partial derivative of f,(-/¢) is bounded in an &’-neighborhood of %,
uniformly in €. We have the estimate

(1= £0)" /" < max{(1 — elo )~/ OMIE (1 4 elo|) P/
where M; = x; + ¢'. Since
lim (1 — 8|O-|)—|bj(5)|Mj/5 — e‘("Hbj(OﬂMj’
e—0

lbj(e)|M;/e lol1b;(0)[M;

Iim (1 +¢la|) =e
e—0

each of the terms

M
a(e) [ [(1 = eo)li@ife

j=l1

is bounded in an &’-neighborhood of x, uniformly in €. O

4.5 Transforming Dynamic ABEP to BEP

Notice the similarity between the duality function D’ between ABEP| and SIP and the duality
function Dlg between BEP and SIP. If we define g: X, — X, by g(X) = (g; ()?))?’[:1, where
each component is given by

coshg (A +2E7 (X)) — coshy (A + ZEJZI()?))

o

gi(x) =
we have the following relations between those two duality functions,
DE(e(¥), n) = D' (%, n). (4.13)

We can exploit this relation to show that g is a non-local transformation which connects BEP
and ABEP, .

Theorem 48 The function g is a non-local transformation between BEP(E) and
ABEP| (0, k, 1) in the following sense, for f € C3(X,) we have

[LE Fle@) = [L222(f 0 9] (D). (4.14)
Consequently, if X(t) is an instance of ABEP| (o, la, A) with X(0) = X. Then the process Z(t)

defined by Z(t) = g(X(t)) is an instance of BEP(k) with initial position Z(0) = g(X).
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Proof We will prove (4.14) using the duality between SIP and ABEP| given in (4.13). Using
the latter, we obtain

(L3 7 DRO. mIE) = L2774 D' (o)
= [LS'“’D (X, )1

= [L3"D§(e(¥), )1(m)

= [LE*' DL mIe(¥).

Therefore, we obtain (4.14) for all f in the linear span of {D%(~, M }nex,» which are all
polynomials since D]; (X, n) is just a constant times the monomial

M

nj
ij :
j=1

Now let f € C3(X.)and ¥ € X, be arbitrary. Let 7> be the second order Taylor polynomial
of f around the point g(X). Then T» and f are equal in g(X), as well as all their first and
second order partial derivatives. Hence,

[LE(f = T](5@) = 0= [L)ZH(f = T 0 9] (D).
Consequently, by linearity of the generators,
[LEF Fle)) = [LEPP(f = T2)1(e () + [LET T ] (e (R)
= [ = T 0 @] @) + [L13 (T2 0 9] )
= [L23(f 0 9] ).

Remark 4.9

e As said before, this transformation g can be used to transfer many properties from BEP
to ABEP| including dualities and reversibility. We will exploit this in the next sections.

e Since multiplying D’ by !l also gives a duality function, multiplying each g j by a also
gives a transformation between BEP(I?) and ABEP, (o, Ig L.

e This non-local transformation generalizes the one between ABEP and BEP givenin [11].
Indeed, multiplying each g; by —exp(o'1), letting A — —o0 and reversing the order of
sites gives the desired transformation.

Later on, we need the following property of the function g.

Proposition 4.10 Let ) > 0, then the function g : X. — X. is bijective. The inverse g~ has
components given by

cosh™! <cosh(oA) + Z ly,) — cosh™! (cosh(ak) + Z 1 y,)
20

g = :

where cosh™!: [1, o0) — [0, 00) is the inverse of cosh: [0, c0) — [1, 00).
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Proof By telescoping, we have
J
o Z gi(X) = cosh (ok +20E; ()?)) — cosh(o}).

i=1

Since cosh: [0, oo) — [1, 00) is bijective, we can apply cosh™1: [1, 00) — [0, c0) to obtain

J
20E; (F) = cosh™! <cosh(0)x) +o Z 8i (f)> — oA
im1

Thus
Xj =Ej_()?) - Ej__l()?)

cosh™! (cosh(ok) +o Z{:l gi ()?)) — cosh™! (cosh(a)») +o Zl’:_ll gi ()?))
N 20

and g~'(g(¥)) = X. A straightforward computation shows that g(¢~'(¥)) = yaswell. O

4.6 Reversibility Dynamic ABEP

Since BEP(I;) is revergible with measure uBEP from (4.1), we can use the function g that
transforms ABEP, (o, k, A) into BEP(k) to show that ABEP| (o, k, 1) is reversible as well.

Theorem 4.11 Let A > 0, then ABEP| (o, l;, A) has a family of reversible measures given by

. k-1
. M (cosh(, (A+2E/. (X)) — coshy (A+2E/_1(x))>
w0k, )= sinhg ( +2E7 (%) ‘ ‘ :

j=1

okiTIr k)

Proof We will show p, is a reversible measure by showing that the generator of
ABEP| (0, k, 1) is self-adjoint with respect to y, . That is, for any f1, f> € C%(X,) with
compact support we have

/ (2227 7 ]G oo (a5 = / AE[L p|Gr @dE. @13
x. b oh X, o

Since MBEP is a reversible measure for BEP(/?), we have for any Fi, Fp € C%(X,) with
compact support,

| [ R ReawT 6w = [ RG] @r 6.
X Xe

¢

Doing a change of variables y = g(X) gives
f [ L2 P | (g ) Fa(g i (g ()1 ()1
X

c (4.16)
= /X Fi@GED[LE F2 | (s GNuP™ (g(B))] o (D)|dF,
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where J, (X) is the Jacobian of g whose entries are given by

. 0 if j > 1,
(Je(®),; = [gg,-](f) = 12sinh, (A +2E;) ifj =i,
! 2sinh, (A + 2E;) — 2sinh, (A +2E;_y) if j <1,

and |J, (X)| is the absolute value of the determinant of J. ¢ (x). Since J ¢(¥) is alower triangular
matrix,

M
|Jg ()] = [ ] 2sinhy (2 + 2E7).
j=1

Using (4.14), we get that (4.16) is equivalent to

[ [£25% 1] 0 eyt s

= [ (o) @[L2E (R0 6) [P o1 (1R,

Xc
Since g is invertible, we can take F; = fi o g~! and F» = f» o g~ !. Therefore, L:%E:L is
self-adjoint with respect to the measure o
BEP(_ = e o R L E A
1P (g(D) 1o (B)|d¥% = [ [ 2sinhy (A + 2E; (x))we 81 dx;
j=1 !
M ovki—1
) _ o &)Y
= sinh, (A + 2E; —————dx;,
C/Ul e (14287 @) Ty 7
where
o= 2Me(coshg(k)—cosha OA2EN () /o
is a factor depending on |X|, thus proving (4.15). O

4.7 Dualities of Dynamic ABEP

Let us give an overview of all the dualities related to BEP, ABEP and dynamic (A)BEP. We
have already proven that dynamic ABEP is dual to SIP and used this to show that there is
non-local transformation g which transforms the BEP into dynamic ABEP. By taking an
appropriate limit, we can also show that there is non-local transformation which transforms
the BEP into dynamic BEP. Therefore, any duality between BEP and another process can be
lifted to duality between ABEP or dynamic (A)BEP and that process. Thus, we only have to
look at dualities of BEP. We know that BEP is dual to itself [32] and to SIP [21]. The duality
between BEP and SIP can be generalized to a duality between BEP and dynamic SIP.

Proposition 4.12 Let

PP (x) =

(a+ 1), 7 -ne+B+n+1 1—x
PT a+1 T2

@ Springer



Dynamic generalizations of the Asymmetric Inclusion Process. .. Page 43 of 61 13

be the Jacobi polynomials. Then BEP(]?) is dual to SIPR (l_é, p) with duality function 13J“ (7, €)
given by

CIORT I | IRSTEIE ()

i ke, & v+ Ej ()
M
C g L& +hT 6 +k —;
— E- & F J2SJ j+1 I J .
Jl:[l(v +E;_ ()7 2F ( K oy E.,'_l(i)>

Proof We start by obtaining aduality function between SIP and dynamic SIP from the duality
function Py, between SIP, (k, A) and SIPr(k, o) given in (2.34). By replacing v by v — %A,
dividing by A!¢! and letting A — oo we obtain

tim 271 A6 ) = im [T 479 o6y, &53 7, ),y €0 = 1)
j=1

A—>00
M —&j, Spé/"'h 1(S)+kj
=GB +vy 3F2< ' I 21>’
i ’ ],§,3+v

where
,3—h7 10(§)+h1+1(§')+kj+1.

Let us now do the diffusion limit of SIP to BEP: take y € X, and define ¢® = y/e. If we
then replace v by v/e, multiply above duality function between SIP and dynamic SIP by /¢!
and take the limit ¢ — 0 we obtain

M
L onEs EiEi+hT (&) +kj —Vj

X §j RN Jj+l .o =Yi
[[o+E,6) 2F1< 0 e 1(y>>

j=1
The proposition is now proven similarly as Theorem 4.7. O
Remark 4.13 We can relate this duality function to known duality functions as follows. If we
replace v by —pv, divide the duality function by p!é!, let p — oo and divide the resulting
duality function by (—v)/¢!, we obtain Laguerre polynomials which were found to be duality

functions between SIP and BEP ( [16, 25, 32]). In our case, we have an extra parameter v
and the parameter k; may vary per site,

M y.
]_[ 1F1( v’) 4.17)
j=1

If we multiply (4.17) by (—v)¥! and let v — oo we obtain the classical duality function
between SIP and BEP from [22], where the parameter k; may now vary per site,

5/

M
1:[ kje;
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If we replace v by v/e and &; by x;/e in (4.17) and let ¢ — 0, we obtain Bessel functions
of the first kind as self-duality functions for BEP,

M —_ x.y.
[]oF ==,
L 10 l(k- v )
Jj=1 /

similar to the ones found in [25] and [32].

5 The Quantum Algebra U4, (su(1, 1)) and Al-Salam-Chihara
Polynomials

In this section, we will state the necessary properties regarding the quantum algebra
U, (su(l, 1)) and the Al-Salam—Chihara polynomials required for

e constructing the generator of dynamic ASIP,

e proving duality between ASIP and dynamic ASIP with Al-Salam—Chihara polynomials
as duality functions (Theorem 2.6),

e proving duality between the left and right version of dynamic ASIP with the Askey-
Wilson polynomials as duality functions (Theorem 2.9).

We will first introduce Uy (su(1, 1)) and give a representation of this algebra which has close
connections with ASIP and dynamic ASIP. Afterwards, we will connect this algebra with the
Al-Salam—Chihara polynomials p, (n, x). Readers unfamiliar with representation theory of
quantum algebras and special functions, we refer to e.g. [36].

5.1 The Algebra U4 (su(1, 1))

We introduce U, = U, (5u(1, 1)), the quantized universal enveloping algebra of the Lie
algebra su(1, 1). This is the unital, associative, complex algebra generated by K, K -1 E,
and F, subject to the relations

K? - K2
KK™'=1=K"'K, KE=qEK, KF=q 'FK, EF—-FE=————
(5.1)
The Casimir element
—1 g2 -2 —1 =2 2
K K2-2 K K2 -2
Q-9 K" tq v Ep=1 B +FE (5.2)

(g~ —¢)? (g '—q)?

is a central element of U, i.e. QX = XQ for all X € U,. The *-structure on U4, is an
anti-linear involution defined on the generators by

K*=K, E*=-F, F*=—-E, (K HY*=k""

Note that the Casimir element is self-adjoint in U, i.e. Q* = Q.
The comultiplication A : U, — Uy ® Uy is a *-algebra homomorphism defined on the
generators by

AK)=K®K, A(EY=KQE+E®K™",

AKHY=K'®K !, AF)=KQF+F®K " G-
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The self-adjoint element A(€2) will be the generator of our Markov processes. It follows
from (5.2) and (5.3) that

1
AQ) =——[g(K?* ® K? K PeK ) -20®1
() (q,l_q)z[q( ®KH+q (K@K -201®1)] 54

+K’QFE+KEQFK '+ FK®K 'E4+ FE® K2
Another important element in U, is the twisted primitive element® Y,, defined by

Y,=q?EK —q TFK + pu,(K*— 1), peR,

where
= 9’ +q7"
P g =g

Then Y;‘ =Y, and it satisfies the co-ideal property,
AY)=K’QY,+Y,®1. (5.5)

In Lie algebras, the comultiplication of an element X is defined by A(X) = 1@ X + X ® 1.
Note that ¥, almost satisfies this. The K 2 in above equation will cause the asymmetry of the
process.

5.2 A Representation of L/, Related to ASIP(q, I;)

In [11] it was shown that the generator of ASIP(q, I_é) can be realized by A(2) when k; =k
for all sites j. Non-surprisingly, this is still true when the k; may vary per site, which we will
show here. Define H; to be the Hilbert space of functions f: Z>¢ — C with inner product
induced by the orthogonality measure (2.4),

(f 8wy = Y Fgmwn: q. kjujk)~",

n=0
where we recall that w(n; g, k;) is given by

—n(k—1) (CIZk; qz)n

D, ah 60

w(n; q,k) =q
and the factor
u;(F) = q2Ri~Xiziki (5.7)
is present to prevent ground-state transformations later which is done in [11]. Note that

M
[Twnsa. kpu;®=" = W g, b,
j=1

8 Note the subtle difference with Y, from [28]. Because of the different x-structure on Uy (su(1, 1)) compared
to Uy (5u(2)), there is a minus sign in front of F K to make sure Y, is self-adjoint. Moreover, the constant in

front of the factor K2 — 1 is slightly different. This is due to the form of the spectrum we will encounter in
the representation of Uy (su(1, 1)) of Y.
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where W is the reversible measure of ASIP given in (2.3). Recall that H is the Hilbert space
of functions on Xy = Zi’fo with inner product given by

(8w =y FgmW g, k),
n

Since H is isomorphic to the closure of the algebraic M-fold tensor product of Hj,

H>H QH, Q... Hy. (5.8)

We can identify functions in
HQQH,Q...9 Hy

as functions on Xy = Zgo. Let F; be the subspace of H; consisting of functions with
compact support. Then we define the (unbounded) *-representation r; of {, on H; with F;
as dense domain by

[7;(K) f1(n) = g™+ 25 f (),
[ (E) £100) = u;(K)[nly f(n — 1),

k.
7 (F) f1(n) = —%ﬂn 4,

uj

(5.9

-1 —n—1k;
[7; (K™) fl(n) = q "7 2% f(n).
One can easily verify that this is a x-representation, i.e.
<7Tj(X)f7 g)wj = <f7 jTj(X*)g>w]

forall X € U, and f, g € F;, by checking this for the generators K, K ~l Eand F.
Denote by 7; ;11 the tensor product representation of 77; and 7,1,

T i (X®Y)=m;(X)®@mj1(Y), X,Yel,.

A direct calculation shows that the representation 7 ;11 of —A(S2) is the generator of
ASIP(q, k) for sites j and j + 1 minus some constant, i.e.

70,01 (=A@ F10) =cT L 0T = Fl + ¢ LF /) = F ()

1 5 (5.10)
—[3G; +kjpr = D] £ Q).
where
c;r = q"/Jrkf*'”“*l[?)j]q[ij +nj+1lg.
e A VN M T Pt

Therefore, if we add the constant and sum over j, we get the generator of ASIP(g, I;),
M—1 s
LA = i[5k + ke = DI, — A@).
j=1

L;\S]gp is symmetric on functions with finite support with respect to the measure W, since the

7T are x-representations, A is a x-homomorphism and Q* = Q. Therefore, W is a reversible
measure for ASIP.
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In the representation 7, the Al-Salam—Chihara polynomials p, (-, x) are eigenfunctions of
Y, (seee.g. [26]),

(77 (Yp) PA L 0)](n) = (Moxtktp — Hp) PA (R, X). (5.1

This can be proven by using the 3-term recurrence relation for the Al-Salam—Chihara poly-
nomials (see [29, (14.8.4)]) and matching this with the explicit action of 7; (Y)),

[ (Y,) £1(n) = u; (g2 [n], £ (n — 1) + 11,2 = 1) f(n)

_q%ijrnJr%Mf(n + 1.

uj (k)

6 Algebraic Construction of Dynamic ASIP
6.1 Constructing the Generator

The generator of dynamic ASIP is found in the same way as the generator of generalized
dynamic ASEP in [28]: we transfer the action of 77 ;1 (A(£2)) from the n-variable to the &-
variable, where we now use the Al-Salam—Chihara polynomials instead of the g-Krawtchouk
polynomials. We will proceed in the following three steps.

(1) In their usual action, we can let the operators 7 ;1 (A(thr+2($))) and 7 ;41 (A(K™2))

act on the 7 variable of the duality function Pg(, §) defined in Theorem 2.6, which is
a nested product of Al-Salam—Chihara polynomials. We will show that we can transfer
these actions to be exclusively depending on the & variable. This is the content of Lemma
6.1. Conceptually, this is similar to the three-term recurrence relation of orthogonal
polynomials {p, (x)}72,,

Xpn(x) = appp—1(x) + by pp(x) + cp put1(x).

Here, an action in the x-variable is transferred to an action only depending on the n-
variable.

(2) Then we show that €2 can be written in terms of a polynomial of degree 3in Y, and K -2,
i.e. the latter two elements are ‘building blocks’ for the Casimir 2. Consequently, A (£2)
can be written in terms of A(Y),) and A(K -2,

(3) In the last step, we explicitly compute the action of 7; ;+1(A(£2)) on Pp(n, §) in the &
variable by combining the previous two steps. This will give the generator on sites j and
j + 1 of ASIPr(q, /2, p), which is summarized in Theorem 6.2.

For step (1), we will show that we can transfer the n-dependent actions
(7, j+1 (AWt ) PRC 10 and  [71), (ACK ™) PR(-, )1(1)

to the & variable. For the first, we show that Pg(-, ) are eigenfunctions of A(th++2(§)),
which follows from the univariate case (5.11) and the structure (5.5) of the twisted primitive
element Y, with respect to comultiplication. For the second, we show that P (7, §) satisfies
a 9-term recurrence relation, which follows from g-difference equations of the univariate
Al-Salam—Chihara polynomials p, (1, x).
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Lemma 6.1 The operator Nj,jH(A(Yth 2@))) acts as a multiplication operator on
+
Pr(n, 8),

(7101 (A (Vi) ) PG O] 0D = (a0 = o) P - (6.1

The operator ; j (A(K’z)) is a 9-term operator for Py(n, §) in the &-variable,

1
[t (AK ) PO = Y Cilir. i) Pa(n. & +ir6j +izej1).  (6.2)

i1,iz=—1
where all C(iy, i) can be explicitly computed and do not depend on 1. The terms relevant
for this paper are given by
Ci(—1, 1) = ay (W ENCTT (&), 6.3)
Cj(1. 1) = ag (b} E)CH ), (6.4)
where

> (q+q g —qhH?

(= g220)(1 = g%+

Olq(,O) =

and C?’+, C?;r_l are the rates from ASIPr(q, ]V, p) given in 2.10.

Proof Both (6.1) and (6.2) can be found in [26], but with different notation and normalization.
Let us first reduce to two sites by taking M = 2, since the general case follows easily from
this. Then

Po(n, &) = pa(n, 15 h (§)) pa (12, €25 h (8))
= pa(n,&1; p + 26 + ka) pp(n2, &2; p).
For (6.1), the first equation of [26, Proposition 5.5] with N = j = 2, u = 1 and
(th@), qh;(‘?)) instead of (x, x») reads

[71,2(A () P, 10D = (116 — 1) PR, §),

which proves (6.1) for M = 2. Alternatively, the result also follows from the fact that the
1-site duality function p, is an eigenfunction of 7;(Y,) and the structure of ¥, with respect
to the coproduct A, see Appendix D of [28] for more details.

From [26, Proposition 5.10] we obtain (6.2) by taking

N=j=2u=1

and variables (th(g), qh§(§ ), g”) instead of (x1, x3, x3). The terms that are relevant in this
paper are the terms where & — g/Jtland £ — £/11J . Since hf(é) does not change if a
particle moves from site 1 to 2 or vice versa, we have to look at the terms in [26] corresponding

to (qzvlth(S), quqhﬁ’(é)) where vi = 0 and v, = £1. Let us explicitly calculate

Cl=1,1) = A (4" © . ¢") Dk, (¢ 9., 4" ©),
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where Ay, and Cy, can be found in [26, Lemma 3.5] and [26, Lemma 5.9] respectively. This
gives

q—k2(1 7q2h;(5)72x2)(] _ q2x2+2k2) q3—k1 (q +q—l)(1 7q2h?r(€)72x1)(] 761_2);1)

Gi(=11)=

(1 — g3 ©)) (1 — 213 ©)+2) (1 — g2 ©+2)(] — g22h7 )
@ tgHg =g [y €) —xlglva + klglh ) = xilglrlg
(1 — g2 ©+2) (1 — 42211 ©)) [h3 (E)]g[hT (&) + 114

> (q+q g —qH?

B (1 — g2 ©+2)( — 22 ©)

R,
;.

Similarly we obtain

*(@+q Hqg—q

(1 — g2 ©+2) (] — ¢2=2h] ©))

R,—
G, -1 =- Ci ).

To obtain the general case, note that in the above steps we could pick the parameter p freely
and 7 jy1 acts on nj, nj41, while leaving 1y, ..., nj_1, nj42, ..., ny invariant. Moreover,

form ¢ {j, j + 1} we have N
o (€7F1) = by (6).

Therefore, we can inductively work from right to left to obtain (6.1) where we have to adjust
p every step: we have to add 2§, 1 +k;41 to p when going from sites (j, j+1) to (j —1, j).
We do this for j = M — 1 down to j = 1. This exactly agrees with our definition of the
height function h;r, see the proof of [28, Lemma 7.1] for more details. O

Let us now turn to step (2): writing €2 as a degree 3 polynomial in Y, and K ~2. One can
prove that

SO+ K (g+q HK? Y + iy 2
== I ) 2 T He -1 T3 (65
G+q)q—q") (g—q7") q+q (g—q7")
where f: U, x U; — Uy is the function given by
f(A,B)=(¢*>+q >)ABA — A’B — BA>. (6.6)

This identity in ¢/, can be shown by either a direct calculation using the commutation relations
(5.1), or by observing that (6.5) is actually a relation in the degenerate version of the Askey-
Wilson algebra AW (3) generated by Y, and K 2, see e.g. [24] or [27, Theorem 2.21°. Now,
taking the coproduct on both sides we obtain

_SAW) iy AKT?) (g +qTDAKTY AT f iy
p 1

AQ) =

(g+q9H(@q—q1H? (q—q1)? q+q-
2
_ . 6.7
(g—q=1H? ©7)

completing step (2). Note that we can pick our parameter p freely, in particular we can take
p = hj;z(g) forall j=1,..,M—1.

Now we have all the ingredients to transfer the action of 7; 11 (A(£2)) on Py from the
n-variable to the & variable by combining (6.7) with Lemma 6.1.

9 Note that in [27], the Casimir differs from Q by a scaling factor and an additive constant.
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Theorem 6.2 The action of the operator 7w j11(A(2)) on the n-variable of Py(n, &) can be
transferred to the &-variable,
(7). 41 (= AR) P )1() =C T [ Pa(n, 675+ — Po. )1 + T [ Pa(n. 671
— Pa(n, ©)1 = [30kj + ki1 = D] Pr(, 6).

Here, C;H' and C?fl are the rates from ASIPr(q, ]V, p) given in (2.10).

Remark 6.3 Note that the factor [%(k i+ ki — 1)]; is the same as the one appearing in
(5.10) for ASIP(q, k).

Proof The idea is to use (6.7) and Lemma 6.1 to transfer the action of 7; ;1 1(A(£2)) on
Pp(n, &) from the n-variable to the &-variable. Applying 7; ;i1 to (6.7) and using that
7 j+1 is a homomorphism, we obtain for any p € C,

Fj 1 (AT + o, 75 j 11 (AKT2)) = (g + g7 j11(AKK ™)
(@+qHg—qH?
7 j+1(AFp) +up)  wi o i1(2)
—1 + —1y2°
q+q g—97")

7j j+1(—AR) =

(6.8)

By Lemma 6.1, we have
(), j+1 (A(Yhﬁrz@)) + Mh,trz(é))PR(” GIES th(g)PR(n, £) (6.9)

and that r; j+1(A(K ~2)) acts on Pr(n, §) as a 9-term operator in the &-variable. We will
show that only 3 terms of this 9-term operator are nonzero in (6.8). These are exactly the
terms corresponding to Pp(n, § +i16; —i16j4+1) where i1 € {—1, 0, 1}. That is, the number
of particles is preserved. Writing out (6.8), with p = h,j+2(g ), applied to P, we obtain

1
[/, 41 (A Q) P, )] () = Z Bjli1 +i2)Cj(i1, i) PR(n, § +i16j +i2€j+1)

i1,ip=—1

<“h7+z(é>ﬂh7<5) 2 )P 0.6)
q+q! (g—gq=hH2) 777
(6.10)
where C| (i1, i) can be found in Lemma 6.1 and
2 -2 2 2 —1y2
5 o) (g°+4q )Nh;!'(g)p“h}'(é)Jer - Mh/*(é) - th;_r(E)Jrzm —(@+q)
(m) =
! (q+q—1(g—q1?
For all p € R we have the identities
@ +q Dptpra — iy — o — (g +97H* =0, (6.11)

@ +a Doy — s — =@ +q D =—q2(1 —g* )1 - ¢*"?),  (6.12)

as readily verified by a direct computation. Therefore, 8;(m) = 0 if m = %1 and

Bj(0) = 1/ag(h} (),
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where oy (h+($)) can be found in Lemma 6.1. Therefore, only the terms in (6.10) with
Pe(n,n,§ + i1€j —i1ej41) remain. Thus, using (6.3) and (6.4), the right-hand side of (6.10)
becomes

CHT[Pan €777 = Pan. )]+ CF [ Pan £7419) = Pan. ©)] + y Pr(n. §). (6.13)

for some constant y independent of 7. To find this factor, observe that Pg(0, &) = 1 for any
& since p, (0, x) = 1 by (2.12). Thus, if we take n = 0 in (6.13), we obtain

[7j,j+1(—=A(82) Pp(-, §)](0) = y.

Since 7 j+1(A(£2)) is related to the generator of the ASIP(q, I:) process via (5.10), we also
have that

[, 1 (= AS) Pa )10) = =[5k + Ky = D]

proving the theorem. o

6.2 Duality ASIP and Dynamic ASIP

From the way we constructed the generator of dynamic ASIP, we automatically get a duality
between ASIP(q, k) and ASIPg(q, k p) with the multivariate Al-Salam—Chihara polynomi-
als Py as duality function, which was the content of Theorem 2.6.

Proof of Theorem 2.6 We have to show that
[L0SF PaC. )] = [L03T Pa(n. 9] (6),
where Py are the multivariate Al-Salam—Chihara polynomials. Combining (5.10) with The-

orem 6.2, we have

M—-1
[LASIPP ( s) (n) Z C+[P (,7 f+l S)— PR(TI é)]"’c +1[PR(Y]j+lj é) PR(n S)]
j=1

M—1
= 7 1 (3G +kjy — DIZ — AQ) P(- 6)1(n)
j=1

M—1
= Y C IR €1 T = Pr(n )1+ € PR (1, 7 T) = P (n, )]
j=1

[LAS“’R Pa(n, )](&).

6.3 Duality ASIP, (q, k, 1) and ASIPx(q, k, p)

In this section we will prove Theorem 2.9, which states the duality between ASIP| and ASIPg
with the multivariate Askey-Wilson polynomials Py, as duality function. By Theorem 2.6,
ASIPg is dual to ASIP, and by Corollary 2.8, ASIP is dual to ASIP, . Since ASIP is reversible,
ASIPg is also dual to ASIP, with duality functions given by the scalar-product approach (see
[13, Proposition 4.1]), which was sketched below Theorem 2.9.
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Proposition 6.4 The function PV: X4 x Xq — R defined by

P, &) =Y v P(, )Py EYW (),

neXq
is a duality function between ASIP| (g, E, ) and ASIPR(q, I_é, 0),

ASIPL pv ASIPR v
(LA P 0)10) = LA P, 16

Proof Since v/ only depends on the total number of particles which is invariant under the
action of the generator, the function

Pl(n,¢) =v"P (1, ¢)

is also a duality function between ASIP(q, l;) and ASIP| (g, 12, )). Therefore,

(L2 o) = 30 (Lo P @))€ Pa(n. )W ()

neXq i
= 3 [LSPRC O] Pl YW ().
neXq '

Since L?S];IP is symmetric with respect to W for the duality functions P; and Py (see Propo-
sition 2.15), above expression equals

> RO R OlmWm = Y P oL O[L S Pa(n. )] W)

neXq neXq
ASIPg po
=L "P(,- )
(L2557 P @ )@
proving the proposition. O

Let us now show that the duality function PV is a doubly nested product of Askey-Wilson

polynomials. Doubly nested in the sense that the j-th productdependsoné; 1, &j42,...,&m
via h}—-s-l (§)and alsoon ¢y, &2, ..., ¢j—1 via h;_l (¢). This result is a direct corollary of the

following lemma, which shows that the inner product of the 1-site duality functions p, in
base ¢ and ¢! are Askey-Wilson polynomials, where the inner product is with respect to
the 1-site reversible measure w of ASIP(q, k). This

Lemma6.5 Let ppy(y, x; A, p; v, k, q) be the I-site duality function from (2.13) and let

g < 1.If
|vq| < q2x+k+p—)\7
then we have the following summation formula between the Al-Salam—Chihara polynomials
and Askey-Wilson polynomials,
(vq2y+)nfp+k+l : qZ)Oo
(vq—2x+)\—p—k+l : qZ)OO

paw(y, x5 A, ps v, ks q)
(6.14)

o0
= Zv”pA(n, yihik,g ) paln, x; ps k. Qw(n: q. k).
n=0

@ Springer



Dynamic generalizations of the Asymmetric Inclusion Process. .. Page 53 of 61 13

Consequently, PV is a doubly nested product of Askey-Wilson polynomials if v <
2| |+|k|+1—p—1

q
M 25j+h_ @) —h T @) Hh+L, o
(vq J Jj—1 Jj+1 J i q )OO _ +
PYe.&) =] - - Paw (& &5 5 (O, h T (E); v, k)5 ).
j=i (vg P @O @ g2y ! ’
(6.15)
Proof Writing out the right hand side of (6.14) in terms of 3¢>’s gives
00 2. 2 —2n ,—2x 2x+2p+2k
3 ungn skt (@™ g")n 0 <61 g gt ;qz’q2>
= @ q%n q%*.0
< 300 q2n’ q2y, q72y72)»72k . q—2 q_2
g=2,0 ’ ’ :

Showing that this sum of Al-Salam—Chihara polynomials are Askey-Wilson polynomials
comes down to [26, Lemma 4.6] and a change parameters. Indeed, [26, Lemma] gives

g7, abedg®™ Y ax,az7!  ,
Cl1493 34,9

ab, ac, ad
B o0 q_z”,aqki,aqkfc_l o q2n’.[q—k5}’rq—kj;—l R
—ZCZ3¢2 2% 4,49 392 2k 54 4 )
n=0 q ’O q ’O
(6.16)
where
et = gD (acq®™, beg™; %) oo (ac, ad; g*)m
(cx,cx71 %00 (—ad)™ ~
o= vnqn(k—l) (q—Zk; q—2)n
(@0 (%9 D’
and (a,b,c,d,y) = (qka, qka‘l, qu‘l , qv‘lt_l, rq‘k_z’"). Taking
m=y, f=g¢>Pt =g  o=¢°,
(6.16) becomes
G, gDk =2 22042k L,
C1493 14,9
g2k, vgptitktl y—lgptitktl
B ic q—Zn’q—2x’q2x+2p+2k 2 9 q2n’q2y’q—2y—2)w2k L
= 2392 25,0 14797 ) 392 PRI qaT )
n=0 ’ ’
(6.17)
where
) — . k41 —1 Ak+1. 2
o= q—y(y—l) (vq2)+p+)»+k+l’ qu) p+)»+k+l’ qz)oo (qu+ +k+ v qp+ +k+ g )y
(vq2x+p+k+k+1’ Uq—Zx—p+A—k+l; qz)oo (_v—lqp+k+k+l)y

Ak+1. 2 2y—p+i+k+1. 2 —1 At+k+1. 2
FAREL g2 (ug Y PTATREL g2y o (v gL %)y

(Uq—Zx—p+A—k+1; qz)oo (_v—lqp+k+k+])y s

= q_Y(y_l) (vqp

" A C e L 1Pkt @ gH)n
@P™)" (7% 47D (@% g%
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and the sum converges absolutely if |vg| < ¢g>*+P=* (see [26, section 7.1] for details).
Now (6.14) follows from the definition (2.13) of p,,y. To show that PV is a doubly-nested
product of Askey-Wilson polynomials, let us write out its definition,

P, &)=Y WP, ) Pr(n, W ()

neXq
M
=2 > 2 TV patuss e hi_yikjoa™Dpami&is by ki wang. g kp).
non v j=I1

Note that 7; only appears in the j-th term of the product, since the terms with u ; (%) exactly
cancel. Therefore, we can interchange sum and product to obtain

PU(, ) = ]'[Zv’“pA(n,,c,, ik a DA kT kL @w;, g, k).

j=1 nj

Now (6.15) follows from taking |v| < q2|5|+|]: l+p=2-1 and applying the summation formula
(6.14) M-times. ]

Let us now show that PV and P, from (2.14) are the same up to a factor depending on
preserved quantities of the process and the stricter conditions on ¢ and v can be lifted,
proving Theorem 2.9.

Proof of Theorem 2.9 By Lemma 6.5 and the definition (2.14) of Py, we have

25thy @ @O+ 2y

2 (vg
P'@.& =]

= paw (& &3 b (O, T (E); v, ks q)

I (g O E kT
M 2 h —h ki+1
et [ AT
— LTAWLS» - )
joi (g B O @kt gy

Now note that

M 20—k, E)+h T (©)+kj+1

—h 1
(Uq ({) J+1($)+ . qZ)OO

54700 (vq J
=28 I ©+hT_ (©)—kj+1, Do B O @)+, Do

j=1 (vg
h&(c)—hﬂl@m. D)oo

ho (O €)+1. PEIT

j=1 (vg
_ (vq

(vg
(qu\{|+\k|+X—p+1 : q2)oo

(Uq_2‘§|_|k\+)n—/0+l; qz)oo

since Wy (&) = p, h{ (€) = p +2I&| + K. hy (©) = & and Ky (&) = & + 2] + IK].
Therefore, the factor above depends only on the preserved quantities A, p, ||, || and 12,
showing that Pp\, is also a duality function between ASIP| (g, I?, ) and ASIPr(q, I;, p).
Note that both sides of the duality relation

[LAS“’LPAW( 1) = [LAS“’RPAW@ NG)

are analytic in v, so the condition on v can be lifted by using analytic continuation. Similarly,
both sides are meromorphic functions in ¢ and analytic for ¢ > 1. Therefore, the duality
relation is also valid for g > 1. O
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Remark 6.6 The reason to work with Py, as duality function instead of PV is purely aesthetic.

Working with Py, is easier since the factor in front of the Askey-Wilson polynomial is shorter
and doesn’t involve infinite shifted factorials. Therefore, we can more easily send ¢ — ¢!
in the duality function. Moreover, when taking limits of the duality function in Section 3, the
factors in front of the g-hypergeometric functions are shorter as well.

Appendix A. Dual Orthogonality

Let {pn(x)}52, be a set of orthogonal polynomials whose orthogonality has a continuous
and discrete part, i.e.

Sn.
f Pa(0) () w(x)dx + Z P ) pm (X w(x)) = (n)
j=0
where o € Z>o U {c0} and w(x;) # Oforall j =0, 1,..., «. The case where there is no
continuous part is allowed, i.e. w(x) = 0 on R\{1, 2, ..., «}. Let H be the Hilbert space

induced by this measure, i.e. it has inner product

(fs 8w = / f)gw(x)dx +Zf<x,)g<x,)w(xj)

j=0

If { p, (x)}72, is an orthogonal basis for H, then we have the dual orthogonality relation

x, Oxiyxj

an(x,)pn(x,)hm) o)

n=0

forall j =0,1,...,«
To prove this, fix x; and consider the delta function

5x~(x) = 5x,~ X
which is in H. Writing out dy; in the orthogonal basis { Pnlac yields

Z {(Pn, 6 x; . (A1)

n=0 pnv pn
where the convergence is in H. Since

2

N N
(Pns 8x;) (Pns 8x;)
by ) = Y L ) wig) < ([ e = D o )|
=0 (Pn> Pn)H =0 (Pn> pn)]-[
which goes to zero when N — oo, we also get the pointwise equality
o0
(Pn, dx;)
8 (i) = Y —— M p (xy).
0 (Pn> pn)H

Using
<pn76x]-)H = Pn(Xj)w(Xj),
(Pn» pn)H =1/h(n),

the dual orthogonality follows.
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Appendix B. Interchanging Sum and Limit in Proposition 3.4

Let us prove that

- vgt e oy pv et . vg*
Jim >0 PR 0 & ) PRy 0. )WL @y (Il ] 4. p. @)

neXa
IS -1, —x A
= D Jim PR 0. E ) Pay 018 WL oyl €L 2 . ).
neXq

We will show that on the 1-site duality function level we have
pAW(ns X; UqA)PAw(n, X/; U—lq—)»)wdyn(n; )\’) ~ q—n(2x+2x +2;0+2k)’ (Bl)

Uq)L
and for the factor w5,
s
(1, L A o, q) ~ 1,

both for large n and all A > T for some number T'. Since § € Xy ,, we have 2x +k+p < 0.

Hence, the sum
o0

Z q—n(2x+2x/+2p+2k)
n=0

converges absolutely. Therefore, interchanging the limit and sum is justified using the dom-
inated convergence theorem and summing from right to left (i.e. start with 7z, then np_1,
etc.). To prove (B.1), let us write out

Paw (1, X3 vg") = (vg?P TR g2y (vg P g7,

-2 2n+2A1+2k -2 2x+2p+2k
x4<m<q i iq’ ‘12>
SN g2k, vkl =l g otk

We have

(vgP PP g2y ~ 1,

since

|1 _ qu+2)u+/<+1| <1

for A large enough. Using that

(a; q_z)n = (_a)nq—n(n—l)(a—l > qz)n,

we get
(Uqufkfl; q72)n ~ vann(p+k+n).
For the 4¢3 we use that
24244k, 2y .
(¢ 4y
(vgPHPHET, g2y
to obtain 20 2n420+42k o —2x  2x+2p+2k
q7n7qn++’q7x7qx+p+ . 2\ —onx
R N S e s S N A -
Thus

pAW(ns x; vqk) ~ Unq—n(n+2x+p+k)' (Bz)
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Similarly,
qZ)anAW(n’ x: vfqu)n) ~ vfann(n+2x’+p+k) (B3)
Lastly, we have
q—zlnwdyn(n; )\) ~ q2n
Combining this with (B.2) and (B.3) proves (B.1).
Appendix C. Details proof Theorem 4.3
In this section we prove the following equations,
CHT(i/e) = AjE. 0. 1) /62 + O(1 e), (C.1)
Crn(R/e) = Aj(F, 0, 0)/e* + O(1/e), (€2)
ConG/e) — CrF(i/e) = Bj(F. 0.k 1) /e + O(1), , (€3)

where A; and B; are the factors in the rates ABEP| (o, I;, )) from Definition 4.1,

sinhy (A + 2E; — x;) sinhy (A +2E; 4 xj41)
sinhy, (A + 2Ej?)2

)

. .
Aj :; sinh, (x;) sinhg (x41)

1 ' N sinh, (A + ZEJ._ +Xj41) ' N sinh, (A + ZEJ._ —Xj)
Bj =—|k;sinhy (x; — k1 sinhg (x;
j a[ j sinho (¥j+1) sinhg (1 + 2E) s+ sinbo () sinhg (3. + 2} )
coshy (A + 2E]T) sinh, (A + 2E]T — xj) sinhg (A + 2E/7 + xj+1)j|

sinhy (A + 2E;)3

— 2sinhg (x;) sinhg (xj41)

Recall from (2.11) that we can write the rates of ASIP| (¢, I;, ) as

[hf_l +§]]q[h7 +§j+l]q
= 161851+ kjialy— ’ :
R N VS HTS T
_ hi_y = gj—1lqlh; = &g
CHT =141, + k1], —2 .
j [;]]q[{] 1 J l]q [h;_l]q[h, 1+1]q

(C4)

Therefore, the rate CLT’+()?/8) of ASIP (1 — €0, l? A/e) is equal to
Xj+h j—1 x, Xjt1+A J Xi .
][ g LErEAEe] [ e
eliceo L e — [%-FZ{: 24 +k,} s [% —1+Y) 2% +ki]
sinhg (%) sinhg (2 + kj41) sinhy (V/+A +2E;_ ( +l€)) sinhg (X/“H +2E; ( +i£))
sinhg (1) sinhg (2 +2E7 (£ +K)) sinhg (2 — 1+ 2E5 (£ + k) ’

—&0

l—eo

where ¢« = In(1 — €0). By the summation formula for a geometric series, we have for
lel < 1/]a],

2sinh(In(1 —e0)) = 1 —e0 — (1 —e0) ™' = =206 + O(e).
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Therefore,

1

1
Sy (12— o022 +O(1/e), (C5)

where we used that the meromorphic function!® 1/ sinhy (1)? has a Laurent series around
& = 0. Let us define the function g as the rate C/L.'Jr (x/€) without the factor sinh ( 12 in the
denominator, i.e.

inb (2 st (2 k1) sinhy (57 4 Ey 3 (24 B))sinhy (207 4 E (2 4 B))

sinhg (2 + E; (2 +k)) sinhg (2 — 1+ E; (& +k))

£

gi1(e) =

SIIICC
i 1 — &EO0 + b = —bo ()
llIT%) ln( & )(a /8) 5 (C )

g1 is analytic in a neighborhood around 0, which has a Taylor series. With (C.1), (C.2), (C.3),
and (C.5) in mind, we are interested in the first two terms,

g1(e) = g1(0) + g{ (0)e + O(e?).
From (C.6) we obtain

sinhg (A 4+ 2E;_1(x) + x;) sinhg (A 4+ E;(x) + x;41)

81(0) = 4sinh, (x;) sinhg (xj11) 3
sinhg (A + 2E;(x))

:crzAj(x,o, A),

which combined with (C.5) proves (C.1). Entirely similar one can show that

e - i
where
sinh (1) sinb (2 + ;) sinhy (54 + B (2 +)) sinby (2L 4+ £ (2 + )
82(0) = sinhg (2 + E; (2 +£)) sinhg (2 + 1 + E;(Z +£))
Then again
g2(6) = g2(0) + g5(0)e + O(&?),
where

22(0) = 0?Aj(x, 0, ),
proving (C.2). Let us now turn to (C.3). Since g1(0) = g2(0), we have

g2(e) —gi(e) _ (g5(0) — g1(0))
sinhg (1)2 402¢

Cri(x/e) = C7F(x/e) = +O(1). (C.7)
Therefore, we have to compute gi (0) and gé (0). Let us define the numerator en denominator
of g1 and g» by
n;(e)
gjle) = L—.
! dj(e)

10 We use the principal branch of the logarithm.
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Since n1(0) = n2(0) and d;(0) = d»(0), the quotient rule gives us

n3(0) — n}(0) n n1(0)(d(0) — d5(0))

8(0) = g1(0) = 410) 4102

(C.8)

Using

o(a+b/e) bln(l—sa))
J’_
1 —¢o g2

d .
— sinhin(1—go) (@ + b/¢) o= coshyy(1—¢0) (a +b/8)(

de £=0

= —coshy (b)(ao — Sba?),
we can compute n/z(O) — n/1 (0) and see that only the terms with k; and k11 do not cancel,

n5(0) — n (0) = kjo cosh, (xji) sinh, (xjH) sinh, (A + 2E;(x) — xj) sinhg (A + 2Ej41(x) — xjgr])
+ kjo coshy (A +2E(x) — xj) sinh,, (xj_H) sinh,, (xj) sinhy (A + 2Ej41(x) — x§+1)
— kjt10 coshy (x§+1) sinh, (xj) sinhg (A + 2E;_1(x) + x;f) sinhy (A +2E;(x) + x§+1)
+kjy10 coshs (A +2Ej41(x) — x§+l) sinh, (xjﬂ) sinh,, (xj) sinhy (A +2E;(x) — xj).

If we now use
2 cosh(x) sinh(y) = sinh(x + y) — sinh(x — y),
we obtain

n5(0) — n(0) = ok sinhy (A + 2E;(x) sinh, (xjﬂ) sinhg (A 4+ 2E; (x) + x;‘TH))
—okjisinhs (A + 2E;(x) sinh, (x;) sinhy (A +2E;(x) — xj)).

Since
d1(0) = sinh, ( + 2E (x))°,

the equation (C.3) for the terms of B;(x, o, 12 A) with k; and k4 follows from (C.7) and
(C.8). The last term of B;(x, o, k, 1) then follows from computing di 0) — dé (0) and 11 (0)
and using again (C.7) and (C.8). We have

d{(0) — dj(0) = —20 coshy (A + 2E;(x)) sinhg (A + 2 (x))
and
n1(0) = sinhg (x;) sinhy (xj41) sinhy (A + 2 (x) — x;) sinhs (A + E; (x) + xj41),

and (C.3) follows.
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