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SUMMARY

Communications networks such as opportunistic mobile networks, vehicle networks,
and social contact networks can be represented as temporal networks, where two cars or
individuals are connected at a discrete time step if they are close to each other or interact
with each other at that time step. These networks facilitate the propagation of informa-
tion or epidemics where a piece of information or a virus is transmitted from one node to
another node through their time-varying contacts. Since the spread of misinformation
or disease can lead to disruptions in social stability and hinder economic development,
effective mitigation strategies can serve as a safeguard against potential losses. In this
thesis, we pursue the challenge of enabling an effective intervention in spreading pro-
cesses on temporal networks.

The effectiveness of existing mitigation strategies critically depends on the insight
into the effect of the intervention on the dynamic process in the future, which depends
on the future dynamics of a complex system itself. However, in reality, a future topology
of the temporal networks underlying those spreading processes is unknown. Hence, we
first design methods to predict temporal networks in the future and also provide insight-
ful interpretation regarding which inherent properties of temporal networks or mech-
anisms of network formation to consider when generating these predictions. For this
prediction problem, we focus on network-based prediction models due to their general
advantages, namely low computational complexity and analytic insights into the mech-
anisms that influence the evolution of the temporal network. Given that the develop-
ment of such methods needs an understanding of patterns underlying the temporal net-
works that possibly facilitate the prediction, we start with investigating two interpretable
learning algorithms i.e., Lasso Regression and Random Forest for temporal network pre-
diction. We find that the previous activity of the target link itself contributes more than
that of the neighboring links in predicting the target link’s future activity. Equipped with
such insights, we then design network-based methods to predict temporal networks.
Additionally, predicting temporal networks like physical contact networks in the long-
term future beyond the short-term i.e., one step ahead is crucial to forecast and mitigate
the spread of epidemics and misinformation on the network. This long-term prediction
problem has been seldom explored. Therefore, we propose basic methods that adapt
each aforementioned prediction model to address classic short-term network prediction
problems for long-term network prediction tasks.

Assuming the temporal network in the future is perfectly predicted or known, we
further design advanced strategies beyond the current state-of-the-art to effectively mit-
igate the spreading process on temporal networks. We investigate the intervention in
information transport on a temporal network to link removal. The objective is to un-
derstand the removal of which types of links negatively influence the efficiency of infor-
mation transport the most. Identifying such critical links via their properties will enable
better protection (intervention) to facilitate (prohibit) the spread of (mis)information.

ix



x SUMMARY

To identify the types of links whose removal decreases the efficiency of the network the
most, we propose link-removal strategies based on transport efficiency between two end
nodes of each link, and based on properties/measures of links in the aggregated network
and in the fastest time-respecting paths. We find that our proposed strategies can reduce
the transport efficiency of the network more significantly than random removal in seven
physical contact networks and six virtual networks. Most importantly, the most effec-
tive strategy for identifying critical links is the one based on time-respecting paths. We
find that the links whose contacts appear more often and occur early in the fastest time-
respecting paths are critical for the spread of information.

The last chapter summarizes and reflects upon the insights from our research and
provides suggestions for possible future directions.



1
INTRODUCTION

If you want to live a happy life,
tie it to a goal,

not to people or things.

Albert Einstein
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2 1. INTRODUCTION

1.1. BACKGROUND
Complex systems can be represented as networks, where nodes represent the compo-
nents of a system and links denote the interaction or relation between the components
[1]. The interactions are, in many cases, not continuously active. For example, two cars
or individuals in a communications network (such as an opportunistic mobile network,
vehicle network, and social contact network) are connected (or have a contact) at a dis-
crete time step if they are close to each other or interact with each other at that time step.
The time-varying nature of such systems makes it less suitable to represent them using
static network topologies, requiring temporal network [2], [3] to represent these systems
more realistically. In temporal networks, links activate or deactivate over time. Temporal
networks facilitate the propagation of information or epidemics on them, where a piece
of information or a virus is transmitted from one node to another node through their
time specific contacts (or activation of links) [4], [5].

One of the fundamental objectives in the field of complex systems is to devise strate-
gies to intervene in the dynamic processes on temporal networks, like epidemic spreading
and information diffusion. Given that the spread of misinformation or disease can lead
to disruptions in social stability and hinder economic development, effective mitigation
strategies can serve as a safeguard against potential losses. Progress has been made in
prohibiting the spreading of information/epidemics starting from one seed node by se-
lecting and removing a given number of links or contacts based on their properties. Here,
links are node pairs that have at least one contact in a temporal network. The effective-
ness of these strategies critically depends on the insight into the effect of the intervention
on the dynamic process in the future, which again depends on the future dynamics of a
complex system itself. In reality, however, a future topology of the temporal networks
underlying those spreading processes is unknown.

In this thesis, we pursue the challenge of enabling an effective intervention in spread-
ing processes without knowing future temporal network topology. We design methods to
predict the development of temporal networks in the future and also provide insightful in-
terpretation regarding which inherent properties of temporal networks or mechanisms
of network formation to consider when generating these predictions. Both the predicted
future temporal network and the detected underlying mechanisms of network formation
may facilitate the development of mitigating strategies. Following this contribution, we
also make a first step towards devising advanced mitigation strategies. For this, we as-
sume the temporal network in the future is known or perfectly predicted and investigate
how to select links to block based not only on classic network properties of links, but also
on the new type of link properties/centralities in spreading trajectories.

1.2. RESEARCH CHALLENGES
Given that dynamic processes on temporal networks are heavily influenced by the evo-
lution of the networks, the prediction of temporal networks plays a key role in both de-
signing and testing mitigation strategies. Recently, machine learning methods have been
developed to predict temporal networks. Embedding algorithms embed each node in a
low-dimensional space based on the network observed. If the learned representations
of two nodes are closer in the vector space, it is more likely to have a contact between
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this node pair one time step ahead [6]–[10]. Restricted Boltzmann machine (RBM) based
methods [11] and graph neural networks [12]–[14] have also been developed for this pre-
diction task and they can achieve relatively high prediction accuracy. These methods,
however, are at the expense of high computational costs and only provide limited insight
(if any) regarding which mechanisms enable the prediction and thus could possibly in-
fluence the evolution of temporal networks in the future. Another category of prediction
methods is network-based methods that exploit a network property, also called similarity,
of a node pair to model whether a new link will appear between the node pair [15], [16]
or not. The main advantage of network-based methods is low computational complex-
ity and an analytic insight into the mechanisms that form temporal networks. However,
these methods have been proposed mainly to predict new links, i.e., the node pairs that
will have contact(s) in the future but have not had any contact in the past, instead of pre-
dicting all contacts at a specific future time step. These methods cannot predict temporal
networks in the future well since past activity of each target link and patterns underlying
the temporal networks have not been systematically utilized.

In this thesis, we focus on network-based models to predict future temporal net-
works due to the abovementioned general advantages. Given that the development of
such methods needs an understanding of patterns underlying the temporal networks
that possibly facilitate the prediction, we start with investigating two interpretable learn-
ing algorithms i.e., Lasso Regression and Random Forest for temporal network predic-
tion. We find that the previous activity of the target link itself contributes more than that
of the neighboring links. Equipped with such insights, we then design network-based
methods to predict temporal networks. Additionally, predicting temporal networks like
physical contact networks in the long-term future beyond the short-term i.e., one step
ahead is crucial to forecast and mitigate the spread of epidemics and misinformation on
the network. This long-term prediction problem has been seldom explored. Therefore,
we propose basic methods that adapt each aforementioned prediction model to address
classic short-term network prediction problems for long-term network prediction tasks.

Moving on to address the development of mitigation strategies, recent efforts made
to intervene in the dynamic processes on temporal networks can be classified into two
main categories. The first line of research has explored the mitigation of epidemic spread
through node-level approaches. Génois et al. [17] have demonstrated that effectively
preventing epidemic outbreaks can be achieved by removing individuals who serve as
bridges between communities in the time-aggregated network. Gemmetto et al. [18]
investigated how to remove a sub-group of nodes in a temporal network to mitigate in-
fectious diseases in school environments. Apart from node blocking, strategies based on
link blocking [19] and contact blocking [20] in temporal networks have also been pro-
posed. In these works, a given number of links or contacts are selected and removed
based on their properties mainly in the aggregated network. Temporal properties of
temporal networks have been found to have a profound effect on the dynamic processes
deployed on them. For example, inter-event time influences the diffusion processes on
temporal networks [21], [22]. Consequently, this research aims to conduct a thorough
exploration to determine whether temporal information associated with links can be
leveraged to devise advanced strategies for more effective mitigation of the spreading
process.
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1.3. THESIS SCOPE AND CONTRIBUTION

Human 
communication 𝒕𝟏

𝒕𝟐

𝒕𝟑

Temporal 
network

Temporal network 
prediction

Design of advanced 
mitigation strategies

Chapter 1: Introduction

Chapter 2: Temporal network 
prediction using interpretable 
machine learning algorithms

Chapter 3: Temporal network 
prediction using network-based 

algorithms

Chapter 4: Intervention in 
information transport on 

temporal networks

Chapter 5: Conclusion

Intervention 
in dynamic

processes on 
temporal 
networks

Figure 1.1: The structure of the thesis.

In Chapters 2 and 3, we address the challenge of predicting a temporal network in
the future based on the network observed in the past of a given duration, and with the
goal in mind to enable effective intervening in the processes on the network. The tem-
poral network prediction problem is more challenging than the static network predic-
tion problem, which aims to predict the missing links based on the links observed and
assuming that the network topology is not changing over time. As explained in the previ-
ous section, we focus on network-based methods. These methods reveal directly which
mechanisms or properties are used for the prediction, and also they have low computa-
tional complexity. Given that the development of such methods needs an understand-
ing of patterns underlying the temporal networks that possibly facilitate the prediction,
we start with investigating two interpretable learning algorithms i.e., Lasso Regression
and Random Forest for temporal network prediction in Chapter 2. From the coeffi-
cients learned from each algorithm, we construct the prediction backbone network that
presents the influence of all links in determining each link’s future activity. Analysis of
the backbone, and its relation to the link activity time series and to the time aggregated
network reflects which properties of temporal networks are captured by the learning al-
gorithms. Via six real-world contact networks, we find that the next step activity of a
particular link is mainly influenced by (a) its current activity and (b) links strongly cor-
related in the time series to that particular link and close in distance (in hops) in the
aggregated network.

Equipped with insights into the mechanisms and network properties that enable
the prediction, we then design network-based methods to predict temporal networks
in Chapter 3. Specifically, we propose methods to predict the connection of each node
pair one step ahead based on the connections of this node pair itself and of node pairs
that share a common node with this target node pair in the past. The concrete design of
our two prediction models is based on the analysis of the memory property of real-world
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physical networks, i.e., to what extent two snapshots of a network at different times are
similar in topology (or overlap). State-of-the-art prediction methods that allow inter-
pretation are considered as baseline models. In seven real-world physical contact net-
works, our methods are shown to outperform the baselines in both prediction accuracy
and computational complexity. They perform better in networks with stronger memory.
Importantly, our models reveal how the connections of different types of node pairs in
the past contribute to the connection estimation of a target node pair.

To develop effective strategies to mitigate the epidemic or information spreading on
the network, it is essential to predict the contact network (activities of all links) in the
long-term future, instead of only one step ahead. This problem remains challenging as it
has yet been insufficiently explored. In Chapter 3, we pursue this challenge by adapting
our models for short-term network prediction to solve the long-term network prediction
problem. The prediction quality of all adapted models is evaluated via the accuracy in
predicting each network snapshot and in reproducing key network properties. We find
that the prediction based on one of our models tends to have the highest accuracy and
lowest computational complexity.

In Chapter 4, we assume the future temporal networks are given or perfectly pre-
dicted, and develop advanced strategies to mitigate an information diffusion process.
For this purpose, we investigate the intervention in information transport on temporal
networks. The objective is to understand the removal of which types of links deteriorates
the efficiency/speed of information transport the most. Identifying such critical links
will enable better intervention to facilitate/prohibit the spread of (mis)information. To
identify critical links, we propose link-removal strategies based on transport efficiency
between two end nodes of each link, properties of links in the aggregated network, and
in routing paths respectively. Each strategy ranks links according to their corresponding
properties and removes links with the highest measures. Strategies are evaluated via the
relative change in transport efficiency after link removal in real-world networks. We find
that the path-based strategy performs the best: links that appear more often and occur
early in the fastest time-respecting paths tend to be critical. Via comprehensive analysis,
we explain this strategy’s out-performance and its dependency on network properties.

1.4. PUBLICATION RELATED TO THIS THESIS
The following papers are completed by the author of this thesis while pursuing the Ph.D.
degree at the Delft University of Technology.

1. L. Zou, X.-X. Zhan, J. Sun, A. Hanjalic, and H. Wang, Temporal Network Predic-
tion and Interpretation, IEEE Transactions on Network Science and Engineering
9, 1215-1224 (2022). [Chapter 2]

2. L. Zou, A. Wang, and H. Wang, Memory Based Temporal Network Prediction, In
Conference on Complex Networks and Their Applications XI, Springer, Cham, 661-
673 (2023).[Chapter 3]

3. L. Zou, C. Ceria, and H. Wang, Short- and long-term temporal network prediction
based on network memory, Applied Network Science 18, 639 (2023).[Chapter 3]
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4. L. Zou, and H. Wang, Intervention in information transport on temporal networks,
submitted to IEEE Transactions on Network Science and Engineering [Chapter 4]

1.5. HOW TO READ THIS THESIS
Chapters 2, 3, and 4 of this thesis comprise original publications. The corresponding
publication references can be found in the footnote at the beginning of each chapter.
Each chapter functions as a stand-alone work, capable of being read without reference
to previous chapters. The length and depth of chapters may vary in different chapters as
we publish the papers in different scientific journals or conferences.
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Temporal networks refer to networks like physical contact networks whose topol-
ogy changes over time. Predicting future temporal networks is crucial e.g., to forecast
epidemics. Existing prediction methods are either relatively accurate but black-box, or
white-box but less accurate. The lack of interpretable and accurate prediction methods
motivates us to explore what intrinsic properties/mechanisms facilitate the prediction
of temporal networks. We use interpretable learning algorithms, Lasso Regression and
Random Forest, to predict, based on the current activities (i.e., connected or not) of all
links, the activity of each link at the next time step. From the coefficients learned from
each algorithm, we construct the prediction backbone network that presents the influ-
ence of all links in determining each link’s future activity. Analysis of the backbone, its
relation to the link activity time series and to the time aggregated network reflects which
properties of temporal networks are captured by the learning algorithms. Via six real-
world contact networks, we find that the next step activity of a particular link is mainly
influenced by (a) its current activity and (b) links strongly correlated in the time series to
that particular link and close in distance (in hops) in the aggregated network.

2.1. INTRODUCTION
Real-world systems can be represented as complex networks, where nodes denote the
components and links denote relations or interaction between these components. In
many cases, however, the interactions are not continuously active. For example, indi-
viduals connect via email, text message, phone call or physical contact at specific time
stamps instead of constantly. Temporal networks [1]–[3] could represent these systems
more realistically with time-varying network topology. A temporal network can be re-
garded as a static network where each link is further associated with a time series spec-
ifying whether an interaction (contact) occurs or not at each time step. Temporal net-
works display non-trivial properties, which may have profound effect on the dynamic
processes deployed on them. For example, the inter-event (contact, activation) time be-
tween a node pair has been found to follow a heavy-tail or power-law distribution in
many temporal networks [4]–[6]. It has been shown that temporal network properties
such as community structure, the degree distribution in the aggregated network, and
inter-event time influence the diffusion processes on the temporal network [7]–[15].

Temporal network prediction is a task of predicting temporal interactions/contacts
at a future time step based on the temporal network topology observed in the past. Pre-
dicting the temporal network such as a physical contact network in the future is essential
to forecast performance of a process upon the network like the prevalence of epidemic
spreading. The temporal network prediction problem is also equivalent to problems in
recommender systems, e.g., predicting which user will purchase which product, which
individuals will become acquaintance [16]–[18].

Existing prediction methods are either relatively accurate but black-box, or white-
box but less accurate, although progress has also been made recently in evaluating the
predictability of a temporal network [19]. Markovian Methods and machine learning al-
gorithms have been developed to predict temporal network in short term, i.e., at the next
time step based on the network observed so far within a given time window. Markovian
models [20] can be developed by considering the time series or activity of each link and
predict a link’s future activity based on its previous activities. Markovian models have
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also been built by regarding the temporal network or the link activated at each time step
as the state [21], [22]. Deep learning methods have been further developed to improve
the temporal link prediction. Examples include temporal network embedding [23]–[25],
restricted Boltzmann machine (RBM) based methods [26], [27] and Graph neural net-
works [28]–[31]. These methods, however, do not allow for insightful interpretation re-
garding which inherent property or mechanism of the temporal networks could these
methods capture when predicting temporal networks.

In this work, we address the problem of temporal network prediction, and its inter-
pretation with respect to what underlying properties of temporal networks a prediction
algorithm possibly captures or utilizes. We confine ourselves to the problem of predict-
ing the activity of each link at a given time step based on the activities of all the links
at the previous step. A statistical learning algorithm, i.e., Lasso Regression and a ba-
sic machine learning algorithm, i.e., Random Forest have been used for network pre-
diction because of their interpretability. We further construct the prediction backbone
network using the coefficients learned from the algorithms. The weighted backbone net-
work suggests the influence of every link in determining a given’s activity. Characterizing
the backbone network in relation to the time series of all the links and the aggregated
network unveils other patterns underlying the temporal networks that possibly facilitate
the prediction. We find that a link's current state is largely determined by its own activity
but also influenced by the activities of other links, at the previous time step. Links tend
to influence each other more if they have a shorter and/or more shortest paths in the
aggregated network and are more strongly correlated in their time series.

These findings, when combined with modern deep learning techniques can poten-
tially lead to interpretable yet accurate prediction models. They may also inspire the
development of temporal network models and strategies to mitigate epidemic spread-
ing on physical contact networks.

2.2. TEMPORAL NETWORK REPRESENTATION

A temporal network, denoted as G , can be represented as a sequence of network snap-
shots: G = {G1,G2, ...,GT }, where T is duration of the observation window, Gt = (V ;Et ) is
the snapshot at time step t with V and Et being the set of nodes and contacts, respec-
tively. If node j and k have a contact at time step t , ( j ,k) ∈ Et . Here, we assume all snap-
shots share the same set of nodes, i.e., V . The links in the aggregated network Gw are
defined as E =∪T

t=1Et . That is, a pair of nodes is connected with a link in the aggregated
network if at least one contact occurs between them in the temporal network. Hence,
the link set E in the aggregated network contains all the node pairs that have contact(s)
in the temporal network and the total number of links is M = |E |. We give each link in
the aggregated network an index i , where i ∈ [1, M ]. The temporal connection or activity
of link i over time could then be represented by a T -dimension vector xi whose element
is xi (t ), where t ∈ [1,T ], xi (t ) = 1 when node pair i has a contact at time t and xi (t ) = 0 if
no contact occurs at t . The activity of all links can be captured by a M ×T dimensional
matrix X with its element X (i , t ) = xi (t ) where t ∈ [1,T ] and i ∈[1,M ].
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2.3. EMPIRICAL DATA SETS
Most real-world temporal network data sets available are contact networks. Without los-
ing the generality, we choose six empirical networks that range from physical and virtual
human contact networks to animal contact networks: Hypertext 2009 [32], [33], High-
school [34], Call [35], Sms [35], Baboons [36], and Ant [37]. Basic description is given in
section 2.9.1 in Supplementary and properties of these data sets are given in Table 2.1.
Note that the time steps at which there is no contact in the whole network have been
deleted. Basic description of how each temporal network is measured and constructed
explains to some extent the difference of these networks in, for example, the average
number of contacts per link.

We report the distribution of inter-event(contact) time in Figure 2.1, i.e., the interval
between two consecutive contacts between a node pair. As it is often the case for human
dynamics, the distributions of inter-contact time are heterogeneous. All our six systems
show a heavy-tail distribution. It means the networks we consider exhibit burstiness
which corresponds to frequent activities over a short period of time followed by a long
period of inactivity [38]–[40].

Table 2.1: The number of nodes (N = |V |), the number of node pairs that have contact(s) (M),
the length of the observation time window (T ), time resolution (δ sec), the average number of
contacts within the observation time window per link (η) and the type of contacts in each empirical
network.

Network N M T δ η Type
Hypertext 2009 113 2196 5246 20 9.5 Human contact

(conference)
Highschool 312 2242 899 20 12.8 Human contact

(high school)
Call 75 270 8597 1 34 Human contact

(phone call)
Sms 110 210 60932 1 291 Human contact

(message)
Baboons 26 303 10072 5 1401 Animal contact

(Baboons)
Ant 89 649 993 0.5 2.8 Animal contact

(ants)

2.4. TEMPORAL NETWORK PREDICTION METHODS
In this section, we propose our methodology which allows not only temporal network
prediction but also the deduction of the relationship between links in the aggregated
network Gw in influencing each other’s activity, i.e., the dynamic of link activities. Specif-
ically, we aim to understand to what extend a link’s activity (active/having contact or not)
at a given time step is determined by the other links’ and its own activity at the previous
time step.

Firstly, we introduce a statistical learning algorithm, i.e., Lasso Regression and a basic
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Figure 2.1: The probability distribution Pr [∆ = k] of the inter-event time ∆ in number of time
steps in log-log scale for (a) Baboons, (b) Hypertext 2009, (c) Call, (d) Highschool, (e) Sms and (f)
Ant.

machine learning algorithm, i.e., Random Forest, to predict temporal networks. In view
of the heavy-tail distribution of inter-event time, thus the possibility that the activity of
a link remains the same within a short period, we introduce two baseline models that
assume the activity of a link is determined only by its own activity at the previous time
step. These four models predict the activity of a link at a given time based on its and/or
other links’ activities at the previous time step.

Afterwards, we illustrate how to deduce the influence between links in activities via
applying these proposed models to real-world temporal network data. This requires the
calibration of the coefficients of the models and entails the the setup of training and test
data sets.

2.4.1. LASSO REGRESSION AND RANDOM FOREST MODEL

Our method applies to a generic temporal network with N nodes and M links (node pairs
that have at least one contact) whose activities are recorded within a time window [1,T ].
The activities of the M links are recorded by a M ∗T matrix X . The state or activity of
link i at time t +1 is xi (t +1) (t ∈ [p, p +L −1]), which equals 1 when link i is active, and
equals 0 otherwise. We assume that the activity of link i at time t +1 is a function of the
activities of all the links at time t , i.e.,

xi (t +1) = fi (x1(t ), x2(t ), ..., xM (t )). (2.1)
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The mapping function fi is unknown and link-specific. It can be learned from the activ-
ities of all links, i.e., [xi (p), xi (p +1), · · ·, xi (p +L)] where i ∈ [1, M ] within a time window

[p, p +L], and denoted as f p,L
i . We construct in total L training data samples for each

link i based on the temporal network observed within [p, p +L]: we use link i ′s state at
each time step t +1 ∈ [p+1, p+L] as target and the corresponding features are the states
of all links at time step t . The training data samples for node pair i is expressed as a set
Di (p,L):

Di (p,L)={xi (t+1); x1(t ), x2(t ), · · · , xM (t )}p+L−1
t=p . (2.2)

A learning algorithm assumes a given function f p,L
i , whose coefficients can be learned

from a training set Di (p,L). The learned function f p,L
i tells us to what extent xi (t+1) can

be estimated by the activity of each link at t respectively.
We explore a statistical learning (Lasso Regression) and a machine learning algorithm

(Random Forest) to learn f p,L
i .

Lasso Regression assumes fi to be a linear function [41], [42]

xi (t +1) =
M∑

j=1
x j (t )βi j + ci . (2.3)

The objective is

min
βi

{
p+L−1∑

t=p
(xi (t+1)−

M∑
j=1

x j (t )βi j − ci )2+α
M∑

j=1
|βi j |}. (2.4)

where L is the number of training samples, M is the number of features as well as the
number of links, ci is the constant coefficient and βi = {βi 1,βi 2, · · · ,βi M } are the regres-
sion coefficients of all the features for link i . A large coefficient βi j indicates that feature
x j (t ) influences or determines significantly the target xi (t +1).

We use L1 regularization, which adds a penalty to the sum of the magnitude of co-
efficients

∑M
j=1 |βi j |. The parameter α controls the penalty strength. The regularization

forces some of the coefficients to be zero and thus lead to models with few non-zero coef-
ficients (relevant features). Ifα is zero, Lasso Regression reduces to the classical linear re-

gression algorithm. Given a training data set Di (p,L) = {xi (t+1); x1(t ), x2(t ), · · · , xM (t )}p+L−1
t=p

, the coefficients βi (p,L) of the Lasso Regression model for each node i can be learned.
The optimalα that achieves the best prediction is chosen from 50 logarithmically spaced
points within [10−4,10].

Random Forest is a non-linear ensemble learning algorithm for tasks such as classi-
fication [43], [44]. A large number of decision trees can be constructed from a training
set. A decision tree is a flowchart-like structure in which each internal node represents
a “test” on a feature, each branch represents the outcome of the test, and each leaf node
represents a class label. The paths from root to leaf represent classification rules. Each

tree is grown based on each training set Di (p,L) = {xi (t +1); x1(t ), x2(t ), · · · , xM (t )}p+L−1
t=p

as follows: 1) choose randomly a set of m (m << M) features out of the M features as
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the nodes in the tree 2) collect from each training sample the m features and the corre-
sponding target 3) construct the decision tree based on the data collected from 2). The
optimal m that leads to the highest prediction precision is chosen.

Random Forest could rank the importance of the features in estimating the target in a

nonlinear way. Considering training set Di (p,L) = {xi (t +1); x1(t ), x2(t ), · · · , xM (t )}p+L−1
t=p ,

the value of the j th feature in the first sample is x j (p), the value in the second sample is
x j (p +1). The values for the j th feature are ordered as {x j (p), x j (p +1), · · · , x j (p +L−1)}
from the first sample to the (p + L)th sample. To measure the importance of the j th
feature, its values {x j (p), x j (p+1), · · · , x j (p+L−1)} are randomized/permuted. Random
Forest model is then trained by the original training set and the permuted training set
respectively. The importance of a feature is reflected by the difference between the pre-
diction errors of the model learned from the original and permuted training set respec-
tively. The coefficient βi j is obtained as the normalized difference in prediction error.
A larger difference in prediction error means a larger contribution of the feature to the
target prediction. We use TreeBagger implementation in Matlab with 1000 trees and use
default values for other parameters.

2.4.2. TRAINING AND TEST DATA

The temporal network observed in each sub-window [p, p +L] where p ∈ [1,T −L −1] is
considered as a training set and the learned model function will be tested in predicting
the temporal network observed at p + L + 1, using the temporal network observed at
p + L. For each learning algorithm, the coefficients {βi (p,L)}, i = 1,2, · · · , M , learned
from each training set Di (p,L) will be used to predict the activity of the links in the test
set Qi (p,L) = {xi (p +L+1); x1(p +L), x2(p +L), · · · , xM (p +L)}. In total, T −L−1 training
sets, together with their corresponding test sets, will be considered for each temporal
network.

2.4.3. BASELINE MODELS

We introduce two baseline models that predict a link’s future activity based on its current
activity. The probability that a link has the same state at two consecutive time steps
is high, above 0.93 in each network. Hence, the baseline model 1 predicts the activity
of a link at the next time step equal to the link’s own activity at the current step, i.e.,
xi (t+1) = xi (t ). If link i is active (inactive) at time step t−1, then its state at t is predicted
to active (inactive) in baseline model 1.

Baseline model 2 is the corresponding Lasso Regression, xi (t + 1) = βi ,i xi (t ) + ci

where a link’s current activity is a linear function its own previous activity. The same
training and test sets have been used as introduced in section 2.4.1.

2.5. MODEL EVALUATION
For a given length L of the training sets, we evaluate each model via its average quality
in predicting links’ activities in a test set Qi (p,L) using the coefficients {βi (p,L)} learned
from the corresponding training set Di (p,L), where i = 1,2, ...M . The average is over all
test sets, i.e., p ∈ [1,T −L−1].

The prediction quality in a test set is measured via the area under the ROC curve
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Figure 2.2: The prediction quality AUC for Lasso Regression, Random Forest and Baseline model
1 and 2 respectively in six temporal networks at different training set lengths L.

(AUC )[45], [46]. AUC provides an aggregate measure of performance across all possi-
ble classification thresholds. It ranges in value from 0 to 1. A high AUC implies high
prediction quality.

Different lengths L ∈ [1,T −50] of the training set are considered when evaluating the
performance of each model. The maximum Lmax = T − 50 ensures a minimum of 50
training/test sets for each temporal network.

Figure 2.2 shows that the training set length L indeed affects the prediction the qual-
ity AUC in all the networks. A relatively good performance tends to be obtained by a
medium training length L, e.g., L ∼ 100. A small length, e.g., L ∼ 10 is insufficient for a
model to learn the coefficients that to have reasonable prediction quality. A model with
a large length may not capture the change of network dynamics over time, if there is.
When the length is extremely large, e.g., L → T −50, the number of training set T −(L+1)
is small and the corresponding test sets lie mainly at the end of the observation win-
dow [0,T ]. Such boundary effect leads to low robustness of the model against abrupt
change in data at the end of the observation window. For example, Supplementary Fig-
ure 2.11 shows an abrupt change in the total number of contacts per time step at the
end of the time window in network Call. Correspondingly, the prediction quality AUC
changes sharply when L is around T −50.

Almost all the AUC values are larger than 0.5, which corresponds to the performance
of random guessing. This suggests that all the models including the simple baseline
models perform better than random guessing.

Lasso Regression performs the best in Hypertext 2009, Call, Sms and Ant networks.
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And for Baboons and Highschool networks, Lasso regression and Random Forest per-
form comparably, better than the baseline models. Random Forest does not perform
evidently better than the baseline model2 in Call, Sms and Ant, which have a lower num-
ber of contacts per step on average than the other networks (see Supplementary Figure
2.10). In general, the linear relationship of Lasso Regression models the link activity dy-
namic in temporal networks the best. In contrast, the baseline models that predict a link
activity based on the link’s own activity in the previous time step, gain a smaller AUC .
Hence, the activities of other links contribute to the prediction of a given link’s activity.
Both Lasso Regression and Random Forest could achieve a reasonably good prediction
quality via the choice of the training length L.

The area under the precision recall curve AU PR [47] is also considered to measure
the prediction quality. It is considered as a more suitable measure for imbalanced clas-
sification problems. A larger AU PR suggests a better prediction quality. Similar results
are obtained when AU PR is used to measure the link prediction quality for model eval-
uation (see Supplementary Figure 2.10). The prediction quality is the lowest in network
Ant, which is possibly due to its lowest average number of contacts per link observed
within the observation time window.

2.6. MODEL INTERPRETATION
The relatively good performance of the two models motivates us to further explore which
links’ activities influence a given link’s activity more via the coefficients learned from the
two models. We firstly introduce how to construct the prediction backbone network us-
ing the coefficients learned from a model. The backbone is a directed weighted network
where nodes are the links in the aggregated network and weight Bi j , i , j ∈ [1, M ] rep-
resents the influence of link j in the aggregated network on link i in predicting link i ’s
activity. Furthermore, we unravel which links’ activities influence a given link’s activity
more via analyzing properties of the backbone as well as its relation to the aggregated
network and the time series of the links.

2.6.1. CONSTRUCTION OF THE PREDICTION BACKBONE NETWORK USING

INFLUENCE COEFFICIENTS

The coefficients of each algorithm can be derived as follows. From a training set Di (p,L),
where i = 1,2, ..., M , we can obtain the coefficients or coefficient matrix {βi j (p,L)}M

i , j=1
for each learning algorithm, either Lasso Regression or Random Forest. Each element
βi j (p,L) indicates the contribution or influence of the activity of link j at a time t −1 in
determining the activity of link i at t , where t ∈ [p +1,L+p].

For each network, we consider from now on the training set length L at which the
Lasso Regression obtains the maximal AUC value. Furthermore, we randomly choose
50 out of T − (L + 1) training sets. We consider the coefficient matrices obtained from
these 50 training sets via Lasso Regression and Random Forest, respectively, as samples
to understand the influence between links.

We find a positive correlation between the coefficients βi j (p,L) obtained from the
two algorithms respectively. Their Pearson correlation coefficients is higher than 0.5 in
all networks and is higher than 0.8 in network Baboons, Hypertext2009, Call and Sms.



2

18 2. TEMPORAL NETWORK PREDICTION AND INTERPRETATION

It indicates that the coefficients, i.e., the influence between links, obtained by these two
learning algorithms are consistent with each other. Hence, we will focus on the coef-
ficients and the corresponding prediction backbone of Lasso Regression since now on,
which performs the best in link prediction.

The prediction backbone network can be constructed as follows. The nodes of the
backbone correspond to the M links in the aggregated network. The backbone is a di-
rected and weighted complete network with self-loops. The weight Bi j = E [βi j (p,L)]
where i , j ∈ [1, M ] is the average of the coefficient over the 50 samples, representing the
influence of link j in the aggregated network on link i in determining link i ’s activity. The
coefficient βi j (p,L) where i , j ∈ [1, M ] derived from a sample, possibly positive or neg-
ative, represents to what extent the contact of link j leads to the contact of link i at the
next step. Among the 50 samples, the coefficients of any two samples are positively cor-
related on average. The average Pearson correlation of the coefficients from two random
samples is 0.77, 0.72, 0.45, 0.74, 0.88 and 0.07 for Baboons, Hypertext 2009, Call, High-
school, Sms, and Ant respectively. Hence, the weight Bi j = E [βi j (p,L)] in the backbone
suggests the average influence of link j on link i in activity.

We evaluate to what extent a link’s activity is influenced by the activity of its own and
of the other links. The probability density function1 fBi j (x) where i = j of the influence
of a link on its own activity and fBi j (x) where i ̸= j of the influence of a different link
are given in Figure 2.3. The influence of the link itself Bi= j tends to be larger than the
influence of another link Bi ̸= j on link i ’s activity in most networks except for Hypertext
2009 and Ant, where the self-influence Bi= j can be negative. This suggests that Lasso’s
out-performance than the baseline model is because Lasso considers other links’ influ-
ence on a given link’s activity and Lasso considers a link’s its own influence differently
from the baseline model.

To have a better understanding of our backbone networks which are weighted di-
rected complete graphs with self-loops, we visualize the sub-network of a backbone net-
work. The sub-network includes only the none self-loop links in the backbone network
that have the highest weights/influence and the corresponding end nodes of these links,
such that the average degree of the sub-network is 2. We take the Sms backbone as an
example, since it has the smallest number of nodes among all data sets, and visualize
the sub-network of its backbone in Figure 2.4. Since the backbone is a directed network,
a node pair in the sub-network may have none, one or two unidirectional links. Figure
2.4 shows that few node pair is connected by two unidirectional links or a bidirectional
link, which is represented by two green links, whereas most node pairs are connected by
an unidirectional link, which is colored in red. This suggests that a high weight Bi j of
link from i to j in the backbone does not imply a high weight of B j i . This observation
is in line with the weak correction ρ(Bi j ,B j i ) between the weight of the two reciprocal
links of a node pair in the original un-sampled backbone network, as shown in in Table
2.2. Furthermore, node size and node color in Figure 2.4 are proportional to the node’s
in-strength and out-strength in the sub-graph respectively. A dark blue (white) color
of a node represents a large (small) out-strength. We find that a node with a large in-

1The probability density function fBi j
(x) of a continuous variable Bi j is defined as fBi j

(x) =
l i m∆x→0

Pr [x<Bi j ≤x+∆x]
∆x , the probability that the variable is within each range or bin (x, x +∆x] normalized

by the size of the bin ∆x.
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strength in the sub-network does not necessarily have a large out-strength. This finding
via visualization is consistent with the weak Pearson correlation ρ(Si n ,Sout ) between the
in-strength and out-strength of a node in the original un-sampled backbone network, as
given in Table 2.2.
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Figure 2.3: The probability density function fBi j (x) of the weight Bi j in the backbone network,
when i = j and i ̸= j respectively.

2.6.2. BACKBONE NETWORK IN RELATION TO TIME SERIES

To understand which kind of links influence a given link i ’s activity more, we explore the
relation between the weight Bi j in the backbone and the correlation of the time series
corresponding to link i and j .

Table 2.2: The Pearson correlation coefficient ρ(Si n ,Sout ) between in-strength and out-strength
of node, and ρ(Bi j ,B j i ) between the weight B(i , j ) and B( j , i ) of the two reciprocal links of a node
pair in the backbone network.

Network ρ(Si n ,Sout ) ρ(Bi j ,B j i )
Baboons 0.30 0.27

Hypertext 2009 -0.02 -0.01
Call 0.01 0.01

Highschool -0.22 0.00
Sms -0.40 0.08
Ant 0.19 -0.01
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Figure 2.4: Visualization of a sub-network of the Sms backbone network. The sub-network is com-
posed of only the none self-loop links in the backbone network that have the highest weights and
their corresponding end nodes, such that average degree of the sub-networks is 2. When a node
pair is connected by one (two) unidirectional links, the connection is represented by a link in red
(two links in green). Node size and node color are proportional to the node’s in-strength and out-
strength in the sub-graph respectively. A dark blue (white) color of a node represents a large (small)
out-strength.

We first explore whether the relatively high coefficients Bi i can be explained by the
auto-correlation of a link i ’s time series {xi (t )}t=1,2,··· ,T . Auto-correlation describes the
degree of similarity between a given time series and its lagged version. It measures the
correlation between current value of a time series and its past value. Our models use
links’ activities at the previous time step to predict a link’s activity at current time step.
Hence, we compute, for each link i , the Pearson correlation coefficient Rxi xi (t , t −1) be-
tween {xi (t )}t=1,2,...,T−1 and {xi (t )}t=2,3,...,T as its auto-correlation coefficient. The distri-
bution of the auto-correlation coefficient of a link in each empirical temporal network is
shown in Figure 2.5. In networks, such as Baboons (Hypertext 2009 and Ant) where the
average auto-correlation coefficient is high (low), the self-influence Bi= j tends (not) to
be evidently larger than the influence of another link Bi ̸= j on the given link i ’s activity.
Moreover, we find that the ranking of these networks in the average number of contacts
within the observation time window per link (see Table 2.1) is the same as their ranking
in the average auto-correlation (see Figure 2.5). Hence, a network with a large average
number of contacts per link tends to have a high auto-correlation. Correspondingly, its
self-influence Bi= j in the backbone tends to be evidently larger than the influence of
another link Bi ̸= j (see Figure 2.3).

Similarly, we study further the relation between the coefficient Bi j and the Pearson
correlation coefficient Rxi x j (t , t −1) between {xi (t )}t=2,3,...,T and {x j (t )}t=1,2,...,T−1, where
i ∈ [1, M ] and i ̸= j . This aims to understand whether the influence Bi j of another link j
on i can be explained by the cross correlation Rxi x j (t , t−1) between the two links’ activity
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Figure 2.5: The probability density function fRxi xi (t ,t−1)(x) of the auto-correlation coefficient

Rxi xi (t ,t−1) in each of the six networks.

series. The cross correlation is non-reciprocal Rxi x j (t , t −1) ̸= Rx j xi (t , t −1). The Pearson
correlation coefficients between Rxi x j and Rx j xi are 0.99, 0.29, 0.25, 0.42, 0.68 and 0.05
for Baboons, Hypertext 2009, Call, Highschool, Sms and Ant respectively. Specifically,
we compute the Pearson correlation coefficient at each node i between the influence
Bi j and cross correlation Rxi x j (t , t −1) where i ∈ [1, M ] and i ̸= j . The probability density
function of this Pearson correlation coefficient at a random node in Figure 2.6 shows that
the influence Bi j tends to be positively correlated with thus can be partly explained by
the cross correlation coefficient Rxi x j (t , t −1). The correlation Rxi x j (t , t −1) between the
activities of link i and j allows our models to predict the activity of link i at t using the
activity of link j at t −1. The Pearson coefficient BC between Bi j and cross-correlation
Rxi x j is the strongest in Sms. The skewed probability density function fRxi x j (x) of the

cross-correlation in Sms (see Supplementary Figure 2.12) explains the skewed distribu-
tion fBi j (x) where i ̸= j of the influence of another link in the backbone (see Figure 2.3).

2.6.3. THE BACKBONE NETWORK IN RELATION TO THE AGGREGATED NET-
WORK

The activities of other links have been shown to contribute to a better prediction of a
link’s activity. We would like to explore which kind of other links have more influence
Bi j on a link. Would links that are close in the aggregated network tend to have a high
influence on each other in activity prediction? Firstly, we define the topological distance
or hopcount between two links in the aggregated network. The topological distance, also
called hopcount, between two nodes on a static network is the number of links along the
shortest path between the two nodes. The distance Hi j between two links i and j is
defined on the aggregated network. The distance Hi i between the same link i is 0. The
distance Hi j between two different links i and j is defined as the minimal hopcount
between one end node of link i and one end node of link j plus one. Hence, two links
that share one end node in common have a hopcount 1. The line graph, e.g, G∗

w of an
aggregated network Gw can be constructed by considering each link in Gw as a node, and
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Figure 2.6: The probability density distribution of Pearson coefficient BC between Bi j and cross-
correlation coefficient Rxi x j .

two nodes are connected in G∗
w if the two corresponding links in Gw share a common

end node. The distance between two links in Gw equals the hopcount between their
corresponding nodes in the line graph G∗

w .

Figure 2.7 shows the distribution Pr [H = k] of link distance for all the six networks.
The distance is in general small, except that few nodes are isolated from the largest con-
nected component, leading to an infinite distance to the other nodes. Networks that are
measured within a small (large) spatial space like Ant, Baboons, Hypertext (Call, Sms,
Highschool) tend to have a small (large) average hopcount and a large (small) link den-
sity in the aggregated network, which is the number of links M normalized by N (N−1)/2.
Of course, the average hopcount of a network could be also influenced by the number N
of nodes.

Ref. [48] has shown that nodes that are closer to a target node have more influence on
the target node’s state. So here we further explore whether links that are closer in topo-
logical distance tend to have more influence on each other’s activity. Figure 2.8 illustrates
the influence between two links E [Bi j |Hi j = k] given their topological distance. Still,
we focus on Lasso Regression. The influence E [Bi j |Hi j = k] in general decreases with
k. This is also supported by the negative Pearson correlation between the Bi j and the
distance Hi j of two links for Baboons (-0.32), Hypertext 2009 (-0.13), Call (-0.014), High-
school (-0.068), Sms (-0.035) and Ant (-0.027). In network call and Ant, the probability
that two links have a distance 4 or larger is small. The average influence E [Bi j |Hi j = k]
when k ≤ 4 is thus derived from few link pairs and can be noisy. Since Bi j can be nega-
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Figure 2.7: The probability distribution Pr [H = k] of the topological distance H of two random
links in the aggregated network. All six real-world networks are considered.

tive, E [Bi j |Hi j = k] represents to what extent on average the contact of link j could lead
to the contact of link i given that i and j have a distance k. The average strength of in-
fluence E [|Bi j ||Hi j = k] also tends to decrease with k, as shown in Supplementary Figure
2.13.

It is interesting to notice that the average weight E [Bi j |Hi j = i n f ] is none zero when
the distance is infinity in network Call and Sms. Normally, it is assumed that links can in-
fluence each other at least when they are connected. The none zero coefficient E [Bi j |Hi j =
i n f ] may suggest that the two links are possibly connected in the aggregated network,
but not observable in the current aggregated network or the temporal network measured
within the short time window [1,T ].

Figure 2.8 shows that E [Bi j |Hi j = k] is relatively large when k = 1,2. We consider fur-
ther the link pairs that have a distance Hi j = 1 and Hi j = 2 respectively. Among those link
pairs, we explore whether link pairs that are well connected tend to have a high influence.
How well link i and j are connected can be measured by the number of common neigh-
bors ni j of their corresponding nodes in the line graph G∗

w . Figure 2.9 demonstrates the
influence between two links E [Bi j |Hi j = 1,ni j = k] and E [Bi j |Hi j = 2,ni j = k] respec-
tively as a function k of the number of common neighbors. We find no clear relation
between E [Bi j |Hi j = 1,ni j = k] and k. The distance Hi j = 1 means that node i an j are
connected by a link in the line graph G∗

w . In this case, the number of common neighbors,
which equals the number of two-hop paths, paths that are longer than the shortest path
is not correlated with the influence. However, E [Bi j |Hi j = 2,ni j = k] does increase with
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Figure 2.8: The average weight in Lasso Regression E [Bi j |Hi j = k] given the distance of the two
links in each of the six networks.

k. Node pairs that have more shortest paths, i.e., two hop paths tend to have a higher
influence. Similarly the average influence strength E [|Bi j ||Hi j = 2,ni j = k] also tends to
increase with k, as shown in Supplementary Figure 2.14. Links that have a short distance
and are connected by many shortest paths tend to influence each other strongly.

2.7. LONG-TERM EFFECT
The Lasso regression assumes that a link’s current state is a linear function of the activ-
ities of all the links at the previous step. In this section, we generalize this assumption
as:

xi (t ) =
M∑
j=1

{x j (t−1)β1
i j +x j (t−2)β2

i j +...+x j (t−p)βp
i j + ci }. (2.5)

where a link’s current state is a linear function of the activities of all the links in the previ-
ous p steps. The Lasso regression (see Eq. 3.3) that we have investigated in the previous
sections corresponds to the case when p = 1. The prediction quality AUC is shown in Ta-
ble 2.3 for different choices of p. In general, considering the activity of a longer influence
period, i.e., p > 1 can hardly improve the link prediction quality. The same is observed
when the prediction quality is evaluated via AU PR (see Supplementary Table 2.4). The
current activity of a link is mainly influenced by the activities of links at the previous time
step.
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Figure 2.9: The average weight E [Bi j |Hi j = 1,ni j = k] and E [Bi j |Hi j = 2,ni j = k] in Lasso Regres-
sion coefficient given the distance Hi j and number of common neighbors ni j between link i and
j .

The small memory length p that we have considered is insufficient to capture peri-
odic or pseudo-periodic behavior, in view the time resolution or duration of a time step,
which is in the order of seconds. This choice is limited by two factors: the observation
window of most real-world temporal networks is short and the computational complex-
ity of Lasso Regression [49] is high: O((M p)3 + (M p)2L), where M and L are number of
nodes in the backbone and the length of training set, respectively. We deem it as an
important future work to explore how underlying periodic behavior in the temporal net-
work is captured by a learning model and influences the link prediction. Our finding
with regard to which kind of links in the backbone tend to have a high weight may shed
light on the selection of model features to reduce the computational complexity.

2.8. CONCLUSION
In this work, we illustrate our method that enables interpretable temporal network pre-
diction. Interpretable learning algorithm Lasso Regression and Random Forest are em-
ployed to predict the activity (connected or not) of each link at the next time step based
on the current activities of all links. The coefficients learned from each algorithm are
further used to construct the prediction backbone network, presenting the influence or
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Table 2.3: The prediction quality AUC for Lasso Regression for different influence period p.

Network p = 1 p = 2 p = 3 p = 4 p = 5
Hypertext 2009 0.97 0.97 0.97 0.93 0.93
Highschool 0.93 0.94 0.93 0.93 0.93
Call 0.97 0.97 0.96 0.96 0.96
Sms 0.96 0.96 0.96 0.96 0.96
Baboons 0.96 0.96 0.96 0.96 0.96
Ant 0.76 0.77 0.76 0.76 0.76

contribution of all links in determining each link’s activity. Via exploring the properties of
the backbone network and its relation to the activity time series of links and its relation to
the aggregated network, we find the following in six real-world physical and virtual con-
tact networks. A link’s next step activity is mainly influenced by the current activity of the
link itself and of other links that are better connected with the link. Two links are better
connected if they have shorter and/or more shortest paths in the aggregated network.
The influence between two links tend to be large if their corresponding activity time se-
ries are strongly correlated.Hence, the learning algorithm also captures the underlying
network properties and correlation in activity time series, which are usually utilized by
network property based prediction methods. Finally, both algorithms’ performance can
be hardly improved by considering the activities of more than one time steps in the past.
The physical contact networks considered differ in the average number of contacts per
link observed due the nature of these networks and the methods they are measured or
defined. A low average number of contacts per link, e.g., in Ant, may suggest a low pre-
diction quality, a low auto-correlation of the time series in the network and a less evident
self-influence in the backbone.

These findings, when combined with modern deep learning techniques, can poten-
tially lead to interpretable and more accurate prediction. Our findings may also shed
lights on the modeling of the long-term temporal network evolution, in contrast to short-
term network prediction. Such models are crucial to forecast the long-term performance
of e.g. epidemic/information spreading on the network. The linear regression assumed
by Lasso could be one elementary mechanism to model temporal networks. The in-
fluence patterns that we have discovered can be further used to adapt other dynamic
processes to model temporal networks. Our findings of the backbone network and its
association with other network properties may also inspire the solution of network clas-
sification and optimization problems. For example, the spread of epidemic/information
can be mitigated by blocking the temporal interactions of selected links [50], [51]. The
influence of a link on and by the other links could possibly help with the selection of the
links to block.

High-order models have been explored recently to account for various types of high-
order dependencies in data on complex systems [52]. It has been found, for example,
high-order models of paths in temporal networks, could improve node ranking [53], [54]
and community detection [55]. Our Lasso Regression and Random Forest Model are
high-order in broad sense: the state of a node pair depends on the states of many node
pairs in the past over a period. These models together with the interpretations may shed
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Table 2.4: The prediction quality AUPR of Lasso Regression for different influence period p.

Network p = 1 p = 2 p = 3 p = 4 p = 5
Hypertext 2009 0.23 0.25 0.26 0.08 0.09
Highschool 0.59 0.59 0.59 0.59 0.59
Call 0.11 0.13 0.14 0.14 0.14
Sms 0.14 0.15 0.13 0.07 0.07
Baboons 0.71 0.71 0.72 0.72 0.72
Ant 0.04 0.05 0.03 0.04 0.04

light on the possible mechanism by which the temporal network may emerge and pat-
terns in paths [52] may emerge.

2.9. APPENDIX

2.9.1. DATA DESCRIPTION
Here, we describe the data we used.

Baboons: 10 testing booths are connected with an outdoor enclosure (100m2) where
the baboons live. At each time step, a temporal contact is recorded for two baboons if
they are present in two adjacent booths.

Ant: At each time step of half a second, the location and body angle of every ant
is recorded. Two ants are considered to have an interaction if the angle between their
bodies is greater than 70◦ and if there is more than 1 second in a position where at least
one ant could reach the body of the other. Any interaction that lasts between 1 and 10
seconds is recorded as a contact happening at the first time step that this interaction has
been observed. An interaction that lasts 20 seconds, for example, will be recorded as two
contacts separated by 10 seconds in time.

Sms (Call): At each time step, two nodes have a contact if one sends a message (make
a call) to the other at that time step. We consider the undirected temporal network.

Highschool (Hypertext 2009) records the face-to-face proximity of students (confer-
ence participants) via radio badges they wear. At each time step, two individuals are
considered to have a contact if their sensors exchanged at least one packet during that
time step.

2.9.2. SUPPLEMENTARY FIGURES AND TABLES
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Figure 2.10: The prediction quality AU PR of Lasso Regression, Random Forest and Baseline model
respectively in six temporal networks at different training set length L.
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Temporal networks are networks whose topology changes over time. Two nodes
in a temporal network are connected at a discrete time step only if they have a con-
tact/interaction at that time. The classic temporal network prediction problem aims to
predict the temporal network one time step ahead based on the network observed in the
past of a given duration. This problem has been addressed mostly via machine learn-
ing algorithms, at the expense of high computational costs and limited interpretation
of the underlying mechanisms that form the networks. Hence, we propose to predict
the connection of each node pair one step ahead based on the connections of this node
pair itself and of node pairs that share a common node with this target node pair in the
past. The concrete design of our two prediction models is based on the analysis of the
memory property of real-world physical networks, i.e., to what extent two snapshots of
a network at different times are similar in topology (or overlap). State-of-the-art pre-
diction methods that allow interpretation are considered as baseline models. In seven
real-world physical contact networks, our methods are shown to outperform the base-
lines in both prediction accuracy and computational complexity. They perform better
in networks with stronger memory. Importantly, our models reveal how the connec-
tions of different types of node pairs in the past contribute to the connection estimation
of a target node pair. Predicting temporal networks like physical contact networks in
the long-term future beyond short-term i.e., one-step ahead is crucial to forecast and
mitigate the spread of epidemics and misinformation on the network. This long-term
prediction problem has been seldom explored. Therefore, we propose basic methods
that adapt each aforementioned prediction model to address classic short-term network
prediction problem for long-term network prediction task. The prediction quality of all
adapted models is evaluated via the accuracy in predicting each network snapshot and
in reproducing key network properties. The prediction based on one of our models tends
to have the highest accuracy and lowest computational complexity.

3.1. INTRODUCTION
Complex systems can be represented as networks, where nodes represent the compo-
nents of a system and links denote the interaction or relation between the components.
The interactions are, in many cases, not continuously active. For example, individuals
connect via email, phone call, or physical contact at specific times instead of constantly.
Temporal networks [1]–[3] could represent these systems more realistically with time-
varying network topology.

The classic temporal network prediction problem aims to predict the interactions
(or equivalently the network) one step ahead based on the network observed in the pre-
vious L steps. This problem is also equivalent to problems in recommender systems,
e.g., predicting which user will purchase which product, which individuals will become
acquaintances at the next time step [4], [5]. The temporal network prediction problem
is more challenging than the static network prediction problem, which aims to predict
the missing links or future links based on the links observed [6]–[10]. Recently, machine
learning algorithms have been developed to predict temporal networks. Embedding al-
gorithms embed each node in a low-dimensional space based on the network observed.
If the learned representations of two nodes are closer in the vector space, it is more likely
to have a contact between this node pair one-time step ahead[4], [11]–[15]. Restricted
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Boltzmann machine (RBM) based methods [16] and Graph neural networks [17]–[19]
have also been developed for this prediction task and they can achieve high prediction
accuracy. These methods, however, are at the expense of high computational costs and
are limited in providing insights regarding which mechanisms enable the prediction and
thus could possibly form temporal networks.

Network-based methods have been proposed to predict new links, i.e., the node pairs
that will have contact in the future but have not had any contact in the past, instead
of predicting all contacts at a specific future time step. These network-based methods
consider a network property, also called similarity, of a node pair as the tendency that
a new link will appear between the node pair [20]–[22]. Network-based methods tell
directly which mechanisms or properties are used for the prediction and tend to have a
low computational complexity. Recently, network properties of a node pair have been
combined with learning algorithms to address the classic temporal network prediction
problem [23].

In this work, we aim to design network-based methods to solve the classic temporal
network prediction problem and to unravel which mechanisms and network properties
enable the prediction.

A temporal network measured at discrete times can be represented as a sequence of
network snapshots G = {G1,G2, ...,GT }, where T is the duration of the observation win-
dow, Gt = (V ;Et ) is the snapshot at time step t with V and Et being the set of nodes
and contacts, respectively. If node j and k have a contact at time step t , ( j ,k) ∈ Et . We
assume all snapshots share the same set V of nodes. The time aggregated network Gw

contains the same set V of nodes and set of links E = ∪T
t=1Et . That is, a pair of nodes is

connected with a link in the aggregated network if at least one contact occurs between
them in the temporal network. We give each link in the aggregated network an index i ,
where i ∈ [1, M ] and M = |E | is the total number of links. The temporal connection or
activity of link i over time could then be represented by a T -dimension vector xi whose
element is xi (t ), where t ∈ [1,T ], xi (t ) = 1 when link i has a contact at time t and xi (t ) = 0
if no contact occurs at t . A temporal network can be thus equivalently represented by its
aggregated network, where each link i is further associated with its activity time series
xi.

Specifically, the prediction task is to predict the activation/connection tendency of
each link i at the next time step t +1 based on the network observed in the previous L
steps [t −L +1, t ], where 1 ≤ t −L +1 < t ≤ T . The aggregated network Gw is assumed to
be known in the prediction problem because it represents social relationships and varies
relatively slowly in time compared to contacts. The prediction accuracy is evaluated via
the area under the precision-recall curve (AUPR), which compares the predicted activity
tendency and the ground-truth connection of each link at the prediction time step.

Firstly, we explore the structural similarity between two network snapshots at any
two time steps with a given time lag. We find the similarity or so-called network mem-
ory is relatively high when the time lag is small and decays as the time lag increases
in the seven real-world physical contact networks considered. Based on this observed
time-decaying memory in temporal networks, we design two network-based temporal
network prediction models.

The self-driven (SD) model assumes that the activation tendency of a link at a pre-
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diction step is solely influenced by its past activity states, with a stronger influence from
more recent states. This concept is not new [23], [24]. The SD model is emphasized
as one model here because we will explore in depth the choice and interpretation of its
parameter and it is the basis to build our self- and cross-driven (SCD) model [25]. In
the SCD model, the activity tendency is firstly derived for each link at the prediction
time step based on SD model. SCD assumes the connection tendency of a target link
at a prediction step depends not only on the SD activity tendency of the link itself at
the same prediction step but also of the neighboring links (links share a common end
node with the target link) in the aggregated network. State-of-the-art models that allow
interpretation are considered as baselines: Common Neighbor, Lasso Regression, Cor-
related Discrete Auto-regression model, and the Markov model. In several real-world
contact networks, we find that SCD outperforms SD model and both SCD and SD mod-
els perform better than the baselines. Both SD and SCD perform better in networks with
a stronger memory. Additionally, the SCD model allows us to understand how different
types of neighboring links (depending on whether they form a triangle with the target
link or not) contribute to the prediction of a target link’s future activity.

It is essential to predict the contact network in the long-term future, instead of one
step ahead, in order to develop strategies to mitigate the epidemic or information spread-
ing on the network. However, this long-term prediction problem on temporal networks
remains unexplored. Hence, we further propose basic methods that adapt the afore-
mentioned models for short-term network prediction to solve the long-term network
prediction problem. Specifically, the long-term temporal network prediction problem
is to predict the network (activities of all links) at each time step within the prediction
period [t + 1, t +L∗] based on the network observed within [t −L + 1, t ]. Moreover, the
aggregated network Gw and the total number of contacts at each time step within the
prediction period are assumed to be given. The latter assumption aims to simplify the
problem, also because the number of contacts can be influenced by factors like weather
and policy other than the network observed in the past. The prediction quality is evalu-
ated via whether the predicted network within the prediction period is precise and could
reproduce key network properties. We find in general, the adapted SD model performs
the best among all models in all data sets. Its prediction accuracy decays as the predic-
tion step is further ahead in time and this decay speed is positively correlated with the
decay speed of network memory. Finally, networks predicted by various models respec-
tively within the prediction period have a heterogeneous distribution of inter-event time
of contacts along a link, similar to real-world networks.

The rest of the paper is organized as follows. We will introduce real-world temporal
networks to be used to design and evaluate temporal network prediction methods in
Section 4.3. Key temporal network properties will be analyzed in Section 3.3 to motivate
our network-based models (Section 3.4) for the classic short-term network prediction
problem. The proposed models will be evaluated and interpreted in Section 3.5. Finally,
our network-based models and baseline models will be further developed and evaluated
for the long-term prediction problem in Section 3.6 and Section 3.7 respectively.
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3.2. EMPIRICAL DATA SETS
To design and evaluate temporal network prediction methods, we consider seven empir-
ical physical contact networks: Hospital [26], Workplace [27], PrimarySchool [28], High-
School [29], LH10 [27], SFHH [30] and Hypertext2009 [31]. The basic properties of these
data sets are given in Table 3.1. The time steps at which there is no contact in the whole
network have been deleted.

Table 3.1: The number of nodes (N = |V |), the number of node pairs that have contact(s) (M), the
length of the observation time window (T ), time resolution (δ sec), the type of contacts and the
location where the data is collected.

Network N M T δ Type Location
Hospital 75 1139 9453 20 Physical hospital

Hypertext2009 113 2196 5246 20 Physical conference
Workplace 92 755 7104 20 Physical office

LH10 73 1381 12605 20 Physical hospital
HighSchool 327 5818 7375 20 Physical school

PrimarySchool 242 8317 3100 20 Physical school
SFHH 403 9565 3509 20 Physical conference

3.3. MEMORY IN TEMPORAL NETWORKS
In this section, we explore whether a temporal network has memory, i.e., the network
observed at different times share certain similarity. Such memory property may inspire
the design of network-based temporal network prediction methods and influence pre-
diction quality.
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Figure 3.1: (a) The average auto-correlation coefficient Rxx over all links as a function of the time
lag ∆ and (b) the average Jaccard similarity of two snapshots of a temporal network with a given
time lag ∆ in each of the seven data sets.

Auto-correlation Firstly, we explore the correlation of the activity of a link at two
times with a given interval ∆, called time lag, via the auto-correlation of the activity se-
ries of each link. The auto-correlation of a time series is the Pearson correlation between
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the given time series and its lagged version. We compute, for each link i , the Pearson
correlation coefficient Rxi xi (∆) between {xi (t )}t=1,2,...,T−∆ and {xi (t )}t=∆+1,∆+2,...,T as its
auto-correlation coefficient. Figure 3.1 (a) shows that the average auto-correlation coef-
ficient over all links decays with the time lag ∆ in every real-world network. The average
auto-correlation decays slower as the time lag increases.

Jaccard similarity Furthermore, the similarity of the network at two times with a
given time lag ∆ is examined via Jaccard similarity (JS). JS measures how similar two
sets are by considering the percentage of shared elements between them. Given two
snapshots of a temporal network Gt and Gt+∆, their Jaccard similarity is defined as the
size of their intersection in contacts divided by the size of the union of their contact sets,
that is, JS(Gt ,Gt+∆) = Et∩Et+∆

Et∪Et+∆ . Large JS means a large overlap/similarity between the two
snapshots of the temporal network. Figure 3.1 (b) shows the average Jaccard similarity
over all possible pairs of temporal network snapshots that have a time lag ∆. Similar to
auto-correlation in link activity, the similarity between temporal snapshots decays with
their time lag in all empirical data sets, manifesting the time-decaying memory of real-
world temporal networks.

3.4. SHORT-TERM NETWORK PREDICTION METHODS
In this subsection, we will propose two network-based prediction models and four base-
line models for the classic short-term temporal prediction problem, that is, predict-
ing the activation tendency of each link in the aggregated network Gw (Gw is given) at
the next time step t + 1 based on the network observed in the previous L steps within
[t −L+1, t ].

3.4.1. OUR NETWORK-BASED MODELS
Inspired by the time-decaying memory of temporal networks, we propose two network-
based temporal link prediction models. In our previous work [32] that uses Lasso Regres-
sion for short-term prediction explained in section 3.4.2, it has been found that a link’s
state at the next step is largely determined by the current state of the link itself and of
the neighboring links that share a common node with the target link in the aggregated
network. Hence, our two network-based models will estimate a link’s activity tendency
one step ahead based on the past activities of the link itself and of its neighboring links
respectively by taking the memory effect into account.

SELF-DRIVEN (SD) MODEL

The self-driven (SD) model predicts the tendency wi (t +1) of the link i to be active at the
prediction time t +1 as:

wi (t +1) =
k=t∑

k=t−L+1
e−τ(t−k)xi (k). (3.1)

where the decay factor τ controls the rate of the memory decay and xi (k) is the state of
link i at time step k. A large τ corresponds to a fast decay of memory, such that a small
number of previous states affect the tendency of connection. When τ= 0, all past states
have equal influence on the future connection tendency, and wi (t + 1) reduces to the
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total number of contacts of link i during the past L steps. Such exponential decay has
also been considered in [23], [33]. In Section 3.5.1, we will show that the SD model per-
forms well for a common wide range of the decay factor τ among all real-world networks
considered and we do not need to learn τ from the temporal network observed in the
past.

SELF- AND CROSS-DRIVEN (SCD) MODEL

Furthermore, we generalize the SD model to a self- and cross-driven (SCD) model. The
SCD model assumes that the activity tendency of a target link one step ahead depends on
the SD connection tendency defined in Eq. (3.1) of the link itself and also of neighboring
links that share an end-node node with the target link in the aggregated network. The
union of the target link and its neighboring links is also called the ego-network centered
at the target link, exemplified in Figure 3.2. Furthermore, we differentiate three types of
links in an ego-network, colored differently in Figure 3.2: the target link itself (in grey
in Figure 3.2), links that form a triangle with the target link (in blue), and the remaining
links (in green). We assume that the previous states of these three types of links may
contribute differently to the connection tendency of the target link. This is motivated by
a) our finding that, when Lasso Regression is used to estimate connection tendency [32],
the previous activity of the target link itself contributes more than that of the neighboring
links, b) the common neighbor similarity method in static network prediction and c) the
observation of temporal motifs (e.g., three contacts that happen within a short duration
with a specific ordering in time, and form a triangle in topology) in temporal networks
[34], [35].

Figure 3.2: An illustrative example of an ego-network centered at a targeted link i . The target link
itself, links that form a triangle with the target link, and the other neighboring links, are colored in
grey, blue and green respectively.

Specifically, our SCD model assumes that the tendency hi (t +1) for link i to be active
at time step t +1 is a linear function

hi (t +1) =β∗
0 +β∗

1 wi (t +1)+β∗
2 ui (t +1)+β∗

3 gi (t +1). (3.2)

of the contributions of the link itself wi (t + 1) as defined in Eq. (3.1), the neighboring
links that form a triangle with the target link ui (t + 1) and the other neighboring links
gi (t +1). The latter two factors ui (t +1) and gi (t +1) will be defined soon as a function
of the SD tendency at t +1 of links in the ego-network.

The contribution ui (t+1) of the neighboring links that form a triangle with the target
link i is defined as follows. For each pair of neighboring links j and k that form a triangle
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with the target link i , the geometric mean
√

w j (t +1) ·wk (t +1) suggests the strength
that the two end nodes of link i interact with the corresponding common neighbor. We
define ui (t+1) as the average geometric mean over all link pairs that form a triangle with
the target link. This design of ui (t +1) aims to capture the weighted version of common
neighbor similarity. The contribution of the other links gi (t + 1) in the ego-network is
defined as the average of their SD activity tendency. For each prediction time step t+1, a
set of coefficients β∗

0 , β∗
1 , β∗

2 , and β∗
3 in Eq.(3.2) will be learned through Lasso Regression

from the temporal network observed in the past L steps for all possible target links.

3.4.2. BASELINE MODELS
Our goal is to develop network-based models for predicting temporal networks. This
is because they usually have low computation complexity and allow us to understand
the underlying mechanism that enables the prediction, thus mechanism that potentially
forms temporal networks. Hence, as baselines, we introduce four models that are rela-
tively interpretable in their mechanisms of prediction.

COMMON CEIGHBOR

We generalize the common neighbor method from static network prediction [20] to the
temporal network prediction problem. The number of common neighbors of a target
node pair can be computed for each of the previous L snapshots. The total number
of common neighbors (CN) over the past L snapshots is used as the target node pair’s
tendency of connection at the prediction time step t +1.

Scholz et al. [36] and Tsugawa et al. [37] have used the number of common neigh-
bors (CNag g ) of a target node pair in the unweighted aggregated network over the past L
snapshots to estimate if there will be a new link between this node pair at the prediction
time step. Later, we will show that the CNag g method performs overall worse than the
CN method in all real-world networks.

LASSO REGRESSION

Lasso Regression [38] assumes that the activity of link i at time t +1 is a linear function
of the activities of all the links at time t , i.e.,

xi (t +1) =
M∑

j=1
x j (t )βi j + ci . (3.3)

The objective is

min
βi

{
∑
t=1

(xi(t+1)−
M∑
j=1

x j(t )βi j −ci )2+α
M∑
j=1

|βi j |}. (3.4)

where M is the number of features, as well as the number of links in the aggregated
network, ci is the constant coefficient, and βi = {βi 1,βi 2, · · · ,βi M } are the regression co-
efficients of all the features for link i . The coefficients will be learned from the temporal
network observed in the past L steps for each link. We use L1 regularization, which adds
a penalty to the sum of the magnitude of coefficients

∑M
j=1 |βi j |. The parameter α con-

trols the penalty strength. The regularization forces some of the coefficients to be zero
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and thus leads to models with few non-zero coefficients (relevant features). The opti-
mal α that achieves the best prediction is chosen by searching 50 logarithmically spaced
points within [10−4,10].

CDARN MODEL

The correlated Discrete Auto-Regression Network (CDARN) model has been shown to be
able to capture the non-Markovian evolution of temporal networks and also the correla-
tion between links in their activities [39]. It assumes that the state of a link at each time
step t is either a copy of a previous state of the link itself or another link or is a Bernoulli
random variable. The dynamics of each link i is governed by the process:

xi (t ) =Qi (t )xCi (t ) (t −Zi (t ))+ (1−Qi (t ))Yi (t ). (3.5)

where Qi (t ) ∼ B(q1) is a Bernoulli variable and Qi (t ) = 1 (or Qi (t ) = 0) with probability
q1 (or 1 − q1), the current state xi (t ) of a link i is equal to the state of link Ci (t ) at a
past time t − Zi (t ) if Qi (t ) = 1, and Yi (t ) ∼ B(q2) is a Bernoulli variable with average q2

controlling the density of the network.
Zi (t ) is a discrete random variable that is uniformly distributed within {1,2, . . . ,P }

and it means that states of previous P steps have equal probability to be chosen as xi (t ).
This random variable Ci (t ) encodes which link’s state would be copied by link i and dis-
tributed as

Pr [Ci (t ) = j ] =


1− c, if j = i ;

c 1
|Γi | , if j ∈ Γi ;

0, otherwise.

(3.6)

Where Γi is the set of neighboring links of link i in the aggregated network Gw . Two links
in the aggregated network are neighboring links if they share a common end node.

At any time t , Qi (t ) is an independent and identically distributed random variable.
The same holds for Ci (t ), Zi (t ) and Yi (t ). The parameters q1, q2, and c can be estimated
via Maximum Likelihood Estimation as described in [39] based on the network topology
observed in the previous L steps. The same as Lasso Regression models, we confine
ourselves to the CDARN model with memory length P = 1, where a link’s current state
is determined probabilistically by the states of the link itself or its neighboring links at
the previous time step. This choice is also motivated by the high computational cost of
CDARN.

Based on the estimated parameters (q1, q2 and c), the CDARN tendency for each link
i to be active at t +1 has been derived in [39] for link prediction task, as

Si (t +1) = q1((1− c)D̃i (t +1)+ cC̃i (t +1))+ (1−q1)q2. (3.7)

with

D̃i (t +1) = δ(1, xi (t )), (3.8)

C̃i (t +1) = ∑
j∈Γi

1

|Γi |
δ(1, x j (t )) (3.9)
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where δ(a,b) is the Kronecker delta, equal to 1 if a = b, otherwise 0, and Γi is the set
of neighboring links of link i in the aggregated network. The term C̃i (t + 1) represents
the fraction of active links among all the neighboring links of link i at t . The term (1−
c)D̃i (t +1)+ cC̃i (t +1) interprets the probability that the state of link i at t +1 is active
given it is a copy of a previous state of the link itself or its neighboring links.

MARKOV MODEL

Markov model [40], [41] assumes that the activity or time series of a link in a temporal
network is independent of that of other links and a link’s activity at the current time step
depends only on its state at the previous time step. For each link, we can obtain a 2×2
transition matrix, where each element represents the transition probability from each
possible state (either 0 or 1) at any time step to each possible state at the next consec-
utive time step, based on the states of the link observed in the last L steps. The Markov
tendency for each link being active at t +1 is the transition probability from its state at t
to an active state.

3.5. PERFORMANCE ANALYSIS IN SHORT-TERM PREDICTION
In this section, we will evaluate and interpret the performance of these short-term net-
work prediction models in the aforementioned set of real-world physical contact net-
works.

3.5.1. MODEL EVALUATION
We first introduce the method to evaluate the prediction accuracy of a model. Secondly,
we explore how to choose the decay factor in the SD model. Thirdly, we compare the
performance of all the models.

TEMPORAL NETWORK PREDICTION ACCURACY OF SHORT-TERM PREDICTION

Each model predicts the activation tendency of each link at time step t +1 based on the
temporal network observed in the past L steps. The prediction step t +1 is sampled 1000
times from [T /2+1,T ] with equal space.

The average proportion of the M links that are active at a time step is lower than 1% in
all the real-world networks we considered. The classification labels (the number of active
links and inactive links per time step) are imbalanced. Hence, we evaluate the prediction
accuracy via the area under the precision-recall curve (AUPR) [42]. An AUPR can be
derived for the prediction of each network snapshot, using the connection tendency of
each link derived by a given model and the actual network snapshot. AUPR provides
an aggregated accuracy across all possible classification thresholds. The average AUPR
of a model over the 1000 prediction snapshots quantifies the prediction accuracy of the
model. A high AUPR means high prediction accuracy.

CHOICE OF DECAY FACTOR

How to choose the decay factor τ will be motivated by comparing two possibilities. We
first consider a simple case where τ is a control parameter and does not vary over time,
i.e., remaining the same for the 1000 samples of the prediction time step t +1. Given a τ,
the tendency wi (t +1) (i ∈ [1,2, ..., M ]) can be obtained at each prediction step based on
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Figure 3.3: Link prediction accuracy AUPR of the SD model as a function of the decay factor τ in
seven data sets.

Eq.(3.1). Figure 3.3 shows that the decay factor τ indeed affects the prediction accuracy
AUPR of the SD model. A universal pattern is that the optimal performance is obtained
by a common and relatively broad range of τ ∈ [0.5,5] in all networks. This implies that
our real-world physical contact networks measured at school, hospital, workplace, etc.,
may be formed by a universal class of time-decaying memory. Hence, τ can be chosen
arbitrarily within [0.5,5].

In the second method of choosing τ, a τ(t +1) for each prediction step t +1 is learned
from the network observed in the past L steps. The τ(t + 1) is chosen as the one that
allows the SD model to best predict the temporal network at t based on the network ob-
served in the past L steps. The prediction accuracy achieved by the first (second) method
of choosing τ are 0.63 (0.61), 0.68 (0.67), 0.69 (0.63), 0.75 (0.74), 0.68 (0.67), 0.34 (0.33) and
0.65 (0.63), for the seven data sets, respectively.

Hence, τ could be chosen arbitrarily from [0.5,5], which has lower computational
complexity and better prediction accuracy than learning τ dynamically over time. We
consider τ= 0.5 to derive the SD tendency and SCD tendency in the rest analysis.

COMPARISON OF MODELS

We further compare the prediction accuracy of all models. As shown in Figure 3.4, both
SD and SCD models perform better than the baselines. The SCD model, which predicts a
link’s connection utilizing SD tendency of the neighboring links and of the link itself, in-
deed performs better than the SD model that uses only the SD tendency of the link itself.
Moreover, the SD and SCD models perform the best (worst) in LH10 (PrimarySchool), in
line with the strongest (weakest) memory/similarity of LH10 (PrimarySchool) observed
in Figure 3.1.

Previous studies have shown that the number of common neighbors (CNag g ) in the
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Figure 3.4: Temporal network prediction accuracy AUPR of Common Neighbor model (CN and
CNag g ), Lasso Regression (LR), CDARN model, Markov model, SD model, and SCD model. All
methods consider L = T /2 and τ = 0.5 except for SD (τ = 0.5, L = 3), which is needed only for
Section 3.5.2.

unweighted aggregated network over the past observation period could relatively accu-
rately predict new links to appear in the aggregated network [36], [37]. However, our
CN method, though performs better than the CNag g , performs poorly in the short-term
network prediction problem. This is likely because when the neighboring links that form
a triangle with the target have contacts is crucial for the short-term network prediction
problem, but largely ignored by CN and CNag g methods. The SCD model, in contrast,
weighs events that happen earlier in time less and estimates implicitly the chance those
two neighboring links have contacts at the same time, giving rise to its superior perfor-
mance. CN method uses the sum of the number of common neighbors over the past L
snapshots to estimate a target node pair’s tendency of connection at the prediction time
step. In this case, every two contacts of a node with the target node pair respectively
at the same time contribute to the connection tendency. The CN method taking into
account more time information of contacts than CNag g , performs better than CNag g .

3.5.2. MODEL INTERPRETATION
In this subsection, we interpret firstly the SCD model, to understand how the past states
of different types of links in the ego-network (neighborhood) of a target link contribute to
the activation tendency of the target link. Afterwards, we interpret the decay factor τ and
the duration L of past observation to understand how past contacts over time contribute
to the prediction.

INTERPRETATION OF SCD MODEL

As defined in Eq. (3.2), SCD model predicts a link’s future connection, based on the SD
tendency of the link itself, links that form a triangle with the link, and the rest of the
links that share a common node with the link. The contributions of these three types of
links are reflected in the learned coefficients in Eq. (3.2). The average of each coefficient
over all prediction steps is given in Table 3.2. In all networks except for Primary School,
|β∗

1 | > |β∗
2 | > |β∗

3 | ≈ 0. This means that the activity of a target link in the future is mainly
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influenced by the past activity of the link itself, slightly influenced by the activity of the
neighboring links that form a triangle with the target link, and seldom affected by the ac-
tivity of the other neighboring links. The predictive power of neighboring links that form
a triangle with the target link may come from the nature of physical contact networks:
contacts are often determined by physical proximity; two people that are close to a third
but not yet close to each other are likely to already be in relatively close proximity.

One exception is the PrimarySchool, where β∗
2 > β∗

1 . Table 3.2 shows the aggregated
network of PrimarySchool has the largest clustering coefficient1 in the aggregated net-
work as shown in Table 3.2. In general, we find the contribution β∗

2 of links that form
a triangle with the target link tends to be more significant in temporal networks with a
larger clustering coefficient cc.

Table 3.2: The learned coefficient β∗1 , β∗2 , and β∗3 in SCD model averaged over 1000 prediction
steps and the clustering coefficient (cc) of the aggregated network in each empirical network.

Network β∗
1 β∗

2 β∗
3 cc

Hospital 0.31 0.07 0.00 0.37
Hypertext2009 0.32 -0.02 0.00 0.32

Workplace 0.32 0.00 0.00 0.28
LH10 0.32 0.21 0.00 0.41

HighSchool 0.33 0.04 0.00 0.38
PrimarySchool 0.24 0.48 -0.02 0.54

SFHH 0.32 0.03 0.01 0.21

DURATION L OF PAST OBSERVATION

According to the definition of SD tendency of connection in Eq.(3.1), only the coeffi-
cients/contributions e−τ(t−k) of the previous 24 steps (3 steps) are larger than 10−5 when
τ= 0.5 (τ= 5), out of L = T /2 > 1000 previous steps observed. We wonder whether con-
sidering only a few previous steps instead of L = T /2 steps would be sufficient for a good
prediction. As shown in Figure 3.4, the prediction accuracy of SD model when L = 3 and
τ = 0.5 is worse than that when L = T /2 and τ = 0.5. This suggests that although the
contribution of each early state of a target link is small, the accumulated contribution of
many early states improves the prediction accuracy. The prediction accuracy of the SD
model when L = 3 and τ= 0.5, whose computational complexity is extremely low, is still
better or similar to that of Lasso Regression, reflecting the prediction power of recent
states of a link.

The choice of L may influence the prediction accuracy of all models. Hence, we com-
pare further the prediction accuracy of all models when L = T /4 in Figure 3.5. We find the
same conclusion holds as that when L = T /2: both SD and SCD models perform better
than the baselines, and SCD performs better than SD model. Additionally, we observe a
significant decrease in prediction accuracy when L decreases from L = T /2 to L = T /4 for
both Lasso regression and CDARN models, likely because these learning models need a
sufficiently long period of observation for training. In contrast, the prediction accuracy

1The clustering coefficient of a network is the probability that two neighbors of a node are connected.
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remains relatively stable for the SD, SCD, Makrov, and CN models, despite the change in
L. This suggests that the SD, SCD, Markov, and CN models are more resilient to variations
in L compared to Lasso regression and CDARN models.

Hospital Hypertext2009 Workplace LH10 HighSchool PrimarySchool SFHH
0

0.2

0.4

0.6

0.8

A
U

P
R

CN CN
agg LR CDARN Markov SD SCD

Figure 3.5: Link prediction accuracy AUPR of all models when L = T /4, and τ = 0.5 in seven data
sets. The prediction accuracy is averaged over 1000 prediction snapshots for all models except that
the accuracy of the CDARN model is averaged over 100 prediction snapshots due to its computa-
tional complexity.

3.6. LONG-TERM PREDICTION METHODS
Strategies to mitigate epidemics or information spreading are supposed to be carried out
for a relatively long period instead of only one time step. Hence, predicting the temporal
network in the long-term future is essential for the development of mitigating strategies.

The long-term prediction problem is to predict the temporal network in the long-
term future within [t + 1, t + L∗] based on the network topology observed in the past
L time steps within [t −L + 1, t ]. The number of contacts m(t +∆t ) at each prediction
step and the aggregated network over the whole time window [1,T ] of each data set are
known. We introduce two basic methods that adapt each short-term network prediction
model for the long-term prediction task: recursive long-term prediction and repeated
long-term prediction. The common neighbor model is not considered in view of its low
performance in short-term prediction.

3.6.1. RECURSIVE LONG-TERM PREDICTION
In short-term prediction, the SD model differs from all the other models in the sense
that SD model has only one parameter τ, which can be chosen arbitrarily from [0.5,5]
to achieve approximately the optimal performance, whereas parameters for the other
models (Eq. 3.2 for SCD model, Eq. 3.3 for Lasso regression, Eq.3.7 for CDARN model,
and transition matrix for Markov model) need to be trained from the network observed
in the past. Hence, we will explain how to make recursive long-term predictions using
these two kinds of models respectively.

For SD model, the SD connection tendency for each link at t + 1 can be obtained
according to Eq. 3.1 based on the network observed in the past [t −L +1, t ] and τ= 0.5.
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Since the number of contacts m(t + 1) is known, we predict the temporal network by
considering the m(t + 1) links with the highest connection tendency as contacts. The
predicted network G ′

t+1 at t +1 could be represented by the predicted state of each link
{x ′

1(t + 1), x ′
2(t + 1), . . . , x ′

M (t + 1)} at t + 1. The predicted network G ′
t+1 at t + 1 and the

network observed within [t−L+2, t ] will be used to compute the SD connection tendency
of each link at t +2 and to derive further the predicted network G ′

t+2 at t +2, equivalently
the m(t +2) contacts. The connection tendency of each link at each future step t +∆t ,
where 2 ≤∆t ≤ L∗ is derived recursively using the network observed in [t +∆t −1−L, t ]
and network predicted in [t +1, t +∆t −1] according to

wi (t+∆t )=
k=t∑

k=t+∆t−1−L
e−τ(t−k)xi (k)+

k=t+∆t−1∑
k=t+1

e−τ(t−k)x ′
i (k). (3.10)

The SD connection tendency of each link and the given number of contacts at each fu-
ture step t +∆t are used to predict the temporal network at that time step.

For SCD model, Lasso regression, CDARN model, and Markov model, we train each
model only once based on the network observed in the past L steps within [t −L+1, t ] to
obtain its parameters. Each trained model will be used to derive the activation tendency
of each target link at t +1 using the network observed at t . Then we predict the temporal
network at t +1 by considering the m(t +1) links with the highest connection tendency
to be active. The same trained model will be applied recursively to derive the activation
tendency at t +∆t using the network G ′

t+∆t−1 predicted at t +∆t −1 and predict the net-
work G ′

t+∆t as the set of contacts along the m(t +∆t ) links with the highest connection
tendency.

3.6.2. REPEATED LONG-TERM PREDICTION
The repeated long-term prediction based on each of the aforementioned models is de-
fined as follows. We firstly derive the connection tendency of each link at t + 1 in the
same way as in short-term prediction based on the network observed within [t − L, t ]
using a given model. Then the connection tendency of each link at any prediction step
t +∆t where ∆t ∈ [2,L∗] is assumed to be the same as the connection tendency of that
link at t + 1. Given the connection tendency of each link at any prediction step t +∆t
where ∆t ∈ [1,L∗], we predict the network G ′

t+∆t by considering the m(t +∆t ) links with
the highest connection tendency to be active.

Our short-term prediction models can be applied thus either recursively or repeat-
edly to predict the network in the long-term future. The repeated long-term prediction
assumes that the connection tendency of each link remains the same over the long-
term prediction period. In contrast, the recursive long-term prediction uses both the
observed network and predicted network to predict the network further in time. Hence,
it possibly captures the evolving nature of the network over time but leads to accumula-
tive prediction error over time.

3.7. PERFORMANCE ANALYSIS IN LONG-TERM PREDICTION
In this section, we explore the performance of different models applied either repeat-
edly or recursively in long-term prediction and its relation with the memory property of
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temporal networks.
The prediction quality of any method is evaluated via the accuracy in 1) predicting

the network at each prediction step within the prediction period [t+1, t+L∗], 2) predict-
ing the weighted aggregated network over the prediction period and 3) reproducing the
inter-event time distribution of contacts along a link within the prediction period. The
accuracy in these three perspectives is, in general, desirable for long-term network pre-
diction since the network per snapshot, the aggregated network, and the distribution of
inter-event time of contacts along a link affect evidently spreading processes unfolding
on the network [43]–[46].

The prediction length L∗ is chosen as 10%T , and the starting point t +1 of each pre-
diction period [t +1, t +L∗] is sampled 1000 times from [T /2+1,90%T ] with equal space,
to illustrate our method.

3.7.1. NETWORK SNAPSHOT

MODEL EVALUATION

Since the number of contacts m(t +∆t ) in each prediction step t +∆t ∈ [t + 1, t + L∗]
is given, the number of contacts in the network predicted G ′

t+∆t at time step t +∆t is
the same that of the real-world network (ground-truth) Gt+∆t . Hence, we evaluate the
accuracy of the network predicted at each time step t +∆t ∈ [t +1, t +L∗] via recall, the
number of contacts that exist both in the predicted network snapshot G ′

t+∆t and the real-
world network Gt+∆t divided by m(t +∆t ).
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Figure 3.6: The prediction accuracy, Recall, for SD, SCD, Lasso Regression, CDARN, and Markov
model, respectively applied recursively or repeatedly, in Hospital at each ∆t step ahead.

Firstly, we compare the prediction accuracy recall of each model using the recursive
and repeated prediction methods respectively, as a function of prediction time gap ∆t ,
the number of time steps that the prediction step t +∆t is ahead of the observation win-
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dow [t −L + 1, t ]. For each ∆t ∈ [1,L∗], the prediction accuracy recall is averaged over
the 1000 samples of the prediction period. From Figure 3.6 (for network Hospital) and
Figure 3.11 (for other networks) in Appendix, we could not recognize any difference be-
tween the repeated and recursive methods for SD and SCD models, while Lasso Regres-
sion, CDARN, and Markov model tend to perform better using the repeated prediction
method.

The similar performance of the SD model when it is applied recursively and repeat-
edly can be explained by the following. When SD model is applied recursively to predict
the network at step t+1, the m(t+1) links with the highest connection tendency are pre-
dicted to have contacts, which in return makes their connection tendency at t +2 higher
than the other links. In this way, the ranking of links in connection tendency at each
prediction time step within [t+1, t+L∗] remains nearly the same, as in the SD model ap-
plied repeatedly. At any prediction step, it is the ranking of links in connection tendency
that decides the predicted network.

The prediction accuracy of Lasso Regression, CDARN model, and Markov model is
low in short-term prediction. When we use the network predicted by any of these mod-
els at t +∆t to predict a network at t +∆t + 1 using the recursive prediction method,
the prediction error is accumulated. This is likely why these three models tend to per-
form better using the repeated prediction method. We consider the repeated prediction
method in the rest analysis of this section.

Secondly, we compare the performance of all models using the repeated prediction
method in each data set. Figure 3.7 shows the average Recall decreases as the prediction
gap ∆t increases for all models in all temporal networks. In general, SCD performs the
best among all models in all data sets when ∆t = 1, as observed in the short-term pre-
diction in section 3.5.1. When ∆t > 2, SD achieves roughly the best prediction accuracy.

PREDICTION ACCURACY IN RELATION TO NETWORK MEMORY

As SD achieves roughly the best prediction accuracy among all models, we further ex-
plore the relation between the prediction accuracy of SD model and the memory prop-
erty of temporals, aiming to understand in which kind of temporal networks the SD
model predicts better.

The prediction accuracy recall of SD model in general decreases as the prediction
time gap ∆t increases. The decrease is faster when ∆t is smaller, as shown in Figure 3.7.
We will focus on the prediction gap within [1,1%T ] since the prediction accuracy is too
low when ∆t > 1%T .

Intuitively, it’s probably difficult to predict a temporal network if the network has a
weak memory, i.e., the network observed at different times shares low similarity, espe-
cially for models like SD and SCD that utilize network memory in network prediction.
Hence, we explore the relation between the prediction accuracy of the SD model and the
memory property of the temporal network. Figure 3.8 (a) shows the recall of SD model
as a function of the normalized prediction time gap ∆t

1%T . Figure 3.8 (b) illustrates the
average Jaccard similarity of two snapshots of a temporal network when their time lag
equals ∆t

1%T . We observe that approximately the prediction accuracy tends to be better in
networks with stronger memory (Jaccard similarity). For example, the recall is the largest
(smallest) in LH10 (PrimarySchool, Workplace, and Hospital), whose Jaccard similarity
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Figure 3.7: The prediction accuracy, Recall, for SD, SCD, Lasso Regression, CDARN, and Markov
model applied repeatedly, respectively in seven temporal networks at each prediction step t +∆t .
In the Random model, the m(t+∆t ) predicted contacts are randomly chosen at the prediction step
t +∆t .

is also the largest (smallest). Furthermore, the decay rate of the prediction accuracy with
prediction time gap ∆t

1%T in Figure 3.8 seems to be related to the decay rate of Jaccard

similarity with the time lag ∆t
1%T in Figure 3.8 (b). The decay rate of recall within the in-

terval [ 1
1%T , ∆t

1%T ] is defined as
Recal l ( ∆t

1%T )−Recal l ( 1
1%T )

∆t
1%T − 1

1%T
, and the same definition holds for

the decay rate of Jaccard similarity. Figure 3.8 (c) and (d) show the decay rate of recall
and JS respectively within [ 1

1%T , ∆t
1%T ] as a function of ∆t

1%T . We find the ranking of the
real-world networks in the decay rate of recall approximates that in decay rate of JS at
any ∆t

1%T . This means that prediction accuracy of SD model decays fast in networks with
fast decaying memory.

3.7.2. AGGREGATED NETWORK
We evaluate further the precision of the predicted aggregated network G ′

w (t +1, t +L∗),
which is the network predicted per time step aggregated within the prediction period
[t +1, t +L∗]. The aggregated network Gw (t +1, t +L∗) of the real-world network is con-
structed as follows. Two nodes are connected by a link in Gw (t + 1, t + L∗), if the two
nodes have at least a contact in the real-world network within [t+1, t+L∗]. Moreover, the
weight of each link is defined as the number of contacts along the link within [t+1, t+L∗].
The weighted aggregated network Gw (t +1, t +L∗) could be represented by a weighted
adjacency matrix AGw (t+1,t+L∗) whose element in row i and column j is the number of
contacts between node i and node j within [t +1, t +L∗]. Similarly, we can construct the
predicted aggregated network G ′

w (t + 1, t +L∗), a weighted network, based on the net-
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Figure 3.8: (a) The prediction accuracy, recall, of SD model applied repeatedly, (b) the Jaccard
similarity (JS), (c) the decay rate of recall and (d) the decay rate of JS as a function of normalized
prediction time gap ∆t

1%T .

work predicted within [t + 1, t +L∗] and represent it by the weighted adjacency matrix
A′

Gw (t+1,t+L∗). Note that the number of contacts in the predicted network is the same as
that in the real-world network at any prediction step.

We evaluate the accuracy in predicting the aggregated network via the generalized
recall (Recal lwei ): ∑

i ̸= j mi n{AG ′
w (t+1,t+L∗)(i , j ), AGw (t+1,t+L∗)(i , j )}∑
i ̸= j AGw (t+1,t+L∗)(i , j )

, (3.11)

which measures the extent that the two weighted aggregated networks G ′
w (t +1, t +L∗)

and Gw (t +1, t +L∗) overlap.
We first compare the generalized recall of each model using the recursive and re-

peated prediction methods respectively, as a function of the prediction period L∗. In-
stead of considering L∗ = 10%T as in the previous sections, we consider the general sce-
nario where L∗ is a variable L∗ ∈ [1,10%T ]. We have observed the same when evaluating
the prediction accuracy per snapshot and per aggregated network. We could not recog-
nize any difference in prediction accuracy between the repeated and recursive methods
for both SD and SCD models, while Lasso Regression, CDARN, and Markov model tend
to perform better using the repeated prediction method (see Figure 3.12 in Appendix).

When all models are applied repeatedly, SD achieves roughly the best prediction ac-
curacy (see Figure 3.13 in Appendix). The SD model tends to predict better in networks
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with a strong memory, and the prediction accuracy of SD model decays fast in networks
with fast-decaying memory as shown in Figure 3.14 in Appendix.

3.7.3. THE DISTRIBUTION OF INTER-EVENT TIME
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Figure 3.9: The probability density function of inter-event time (Λ) in each real network and net-
work predicted by various models applied repeatedly.
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Figure 3.10: The scaled probability density functionΛ0 fΛ(x) of the inter-event times derived from
each group of links as a function of x/Λ0, where Λ0 is the average inter-event time of the same
group, in each real temporal network (circle) and network predicted by SD model (asterisk). Dif-
ferent colors indicate the distribution derived from different groups of links. Links are sorted into
10 groups with a logarithmically increasing width based on their number of contacts.

The inter-event time (Λ) is the time between two consecutive contacts of a link.
Firstly, we derive the inter-event distribution of a real-world (predicted) temporal net-
work within [t +1, t +L∗] from the inter-event times collected from all links that have at
least two contacts within [t +1, t +L∗]. The objective is to explore whether the predicted
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network and corresponding real-world network during the prediction period have a sim-
ilar inter-event distribution. Figure 3.9 (Figure 3.15 in Appendix) shows the inter-event
time distribution in each real-world network and the corresponding predicted networks
when each model is applied repeatedly (recursively). In each data set, the networks pre-
dicted by various models possess almost the same heterogeneous inter-event time dis-
tribution, which can be explained as follows.

For repeated prediction, the tendency for each link to be active at each prediction
time step t +∆t (∆t ∈ [2,L∗]) is the same as its activation tendency at t + 1, and m(t +
∆t ) links with the highest connection tendency are considered to have contacts at t +
∆t . When no links have the same rank in tendency, the total number of contacts in the
network at each time step over time decides the distribution of inter-event time. The link
whose connection tendency is the r th largest among all links will be active at a prediction
step if the total number of contacts at that prediction step is no less than r . Links with
high (low) link tendency are likely to be active (inactive) at each time step, leading to
many (few) small (large) inter-event times, which leads to a heterogeneous distribution
of inter-event time. The distribution of inter-event time observed in predicted networks
approximates roughly the distribution in the corresponding real-world network.

Still, this does not mean that predicted networks have the burstiness of inter-event
time as observed in real-world networks: contacts between a pair of nodes usually oc-
cur in bursts of many contacts close in time followed by a long period of inactivity. To
systematically explore the burstiness property of inter-event time along a link, we group
links based on their total number of contacts within [t + 1, t +L∗] as in the method of
[47] and derive the probability density function fΛ(x) of inter-event times (Λ) collected
from all links in each group. Figure 3.10 shows the scaled probability density function
Λ0 fΛ(x) for each group of links as a function of x/Λ0, where Λ0 is the average inter-
event time of the same group. As shown in Figure 3.10, the distributions of inter-event
time of all groups in both the real-world network and the network predicted by SD model
follow a similar heavy-tail distribution. Networks predicted by our SD model reproduce
approximately the burstiness of inter-event times as observed in real-world networks.

3.8. CONCLUSION
In this work, we propose two network-based models to solve the short-term tempo-
ral network prediction problem. The design of these models is motivated by the time-
decaying memory observed in temporal networks. The proposed self-driven (SD) model
and self- and cross-driven (SCD) model predict a link’s future activity based on the past
activities of the link itself, and also of the neighboring links, respectively. Both models
perform better than the baseline models. Interestingly, we find that SD and SCD models
perform better in temporal networks with a stronger memory.

The SCD model reveals that a link’s future activity is mainly determined by (the past
activities of) the link itself, moderately by neighboring links that form a triangle with
the target link, and hardly by other neighboring links. However, if the temporal network
has a high clustering coefficient in its aggregated network, the contribution of the neigh-
boring links that form a triangle with the target link tends to be significant and possibly
dominant.

We further apply these short-term network prediction models either recursively or
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repeatedly to make the long-term network prediction., that is the prediction of the tem-
poral network in the long-term future based on the network topology observed in the
past and given the number of contacts at each prediction step. The accuracy of long-
term prediction accuracy is evaluated from the perspective of the network predicted per
snapshot and the predicted aggregated network. The repeated method performs, in gen-
eral, better for all prediction models. This is likely because the iterative method uses both
the observed network and the predicted network which is not precise enough to predict
the network further in time. In general, SD model performs the best among all models
in all data sets. It predicts better in networks with a stronger memory. The prediction
accuracy decays as the prediction step is further ahead in time and this decay speed is
positively correlated with the decay speed of network memory. Finally, networks pre-
dicted by various models respectively have a heterogeneous distribution of inter-event
time similar to real-world networks, and also the burstiness of inter-event times of a link.

Our work is a starting point to explore network-based temporal network prediction
methods. Our findings may shed light on the modeling of the formation of temporal net-
works which is crucial in understanding and controlling the dynamics of and on tempo-
ral networks. Our finding that activities of neighboring links that form a triangle with a
target link have prediction power on the connection of the target link may suggest that
higher-order events [48], [49] like triangles in each network snapshot may contribute to
the prediction of (pairwise and higher-order) temporal networks. It is also interesting to
evaluate the prediction accuracy of network-based prediction methods in comparison
with state-of-the-art machine learning methods that target at high accuracy.

3.9. APPENDIX



3.9. APPENDIX

3

57

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e
c

a
ll

Hypertext2009 (SD)

10
0

10
1

10
2

t

0.2

0.4

0.6

R
e
c

a
ll

Hypertext2009 (SCD)

10
0

10
1

10
2

t

0.2

0.4

R
e
c

a
ll

Hypertext2009 (Lasso)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e
c

a
ll

Hypertext2009 (CDARN)

10
0

10
1

10
2

t

0.2

0.4

R
e
c

a
ll

Hypertext2009 (Markov)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

Workplace (SD)

10
0

10
1

10
2

t

0.2

0.4

0.6

R
e

c
a

ll

Workplace (SCD)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

Workplace (Lasso)

10
0

10
1

10
2

t

0

0.5

R
e

c
a

ll

Workplace (CDARN)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

Workplace (Markov)

10
0

10
1

10
2

10
3

t

0.2

0.4

0.6

R
e
c

a
ll

LH10 (SD)

10
0

10
1

10
2

10
3

t

0.2

0.4

0.6

R
e
c

a
ll

LH10 (SCD)

10
0

10
1

10
2

10
3

t

0.2

0.4

0.6

R
e
c

a
ll

LH10 (Lasso)

10
0

10
1

10
2

10
3

t

0

0.5

R
e
c

a
ll

LH10 (CDARN)

10
0

10
1

10
2

10
3

t

0.2

0.4

0.6

R
e
c

a
ll

LH10 (Markov)

10
0

10
1

10
2

t

0.2

0.4

0.6

R
e

c
a

ll

HighSchool (SD)

10
0

10
1

10
2

t

0.2

0.4

0.6

R
e

c
a

ll

HighSchool (SCD)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

HighSchool (Lasso)

10
0

10
1

10
2

t

0

0.5

R
e

c
a

ll

HighSchool (CDARN)

10
0

10
1

10
2

t

0.2

0.4

0.6

R
e

c
a

ll

HighSchool (Markov)

10
0

10
1

10
2

t

0.1

0.2

0.3

R
e

c
a

ll

PrimarySchool (SD)

10
0

10
1

10
2

t

0.1

0.2

0.3

R
e

c
a

ll

PrimarySchool (SCD)

10
0

10
1

10
2

t

0.1

0.2

0.3

R
e

c
a

ll

PrimarySchool (Lasso)

10
0

10
1

10
2

t

0.1

0.2

0.3

R
e

c
a

ll

PrimarySchool (CDARN)

10
0

10
1

10
2

t

0.1

0.2

0.3

R
e

c
a

ll

PrimarySchool (Markov)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

SFHH (SD)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

SFHH (SCD)

10
0

10
1

10
2

t

0.2

0.4

R
e

c
a

ll

SFHH (Lasso)

10
0

10
1

10
2

t

0.1

0.2

0.3

0.4

0.5

R
e

c
a

ll

SFHH (CDARN)

10
0

10
1

10
2

t

0.2

0.4

R
e

c
a

ll

SFHH (Markov)

Repeated prediction

Recursive prediction

Figure 3.11: The prediction accuracy, Recall, of SD, SCD, Lasso Regression, CDARN, and Markov
model, respectively applied recursively (blue curve) or repeatedly (yellow curve) in each real-world
network at each prediction step that is ∆t step ahead of the training/observed network.
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Figure 3.12: The accuracy Recal lwei in predicting the aggregated network within [t+1, t+∆t ], for
SD, SCD, Lasso Regression, CDARN, and Markov, respectively applied recursively or repeatedly, as
a function of ∆t .
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Figure 3.13: The accuracy Recal lwei in predicting the aggregated network within [t +1, t +∆t ], of
SD, SCD, Lasso Regression, CDARN, and Markov model applied repeatedly, respectively in seven
temporal networks.
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Communications networks such as vehicle and social contact networks are tempo-
ral networks, where autos/individuals are connected only when they are close to each
other. These networks facilitate the propagation of information. Traffic between any
two nodes demanded at any time is routed along the fastest time-respecting path. In
this work, we investigate the intervention in information transport on temporal net-
works. The objective is to understand the removal of which types of links deteriorate
the efficiency/speed of information transport the most. Identifying such critical links
will enable better intervention to facilitate/prohibit the spread of (mis)information. To
identify critical links, we propose link-removal strategies based on transport efficiency
between two end nodes of each link, properties of links in the aggregated network and
in routing paths respectively. Each strategy ranks links according to its corresponding
property and removes links with the highest measures. Strategies are evaluated via the
relative change in transport efficiency after link removal in real-world networks. We find
that the path-based strategy performs the best: links appear more often and occur early
in the fastest time-respecting paths tend to be critical. Via comprehensive analysis, we
explain this strategy’s out-performance and its dependency on network properties.

4.1. INTRODUCTION
Complex systems can be represented as networks, where nodes represent the compo-
nents of a system and links denote the interaction or relation between the components
[1]. The interactions are, in many cases, not continuously active. For example, two autos
or individuals in a communications network (such as an opportunistic mobile network,
vehicle network, and social contact network) are connected (or have a contact) at a dis-
crete time step if they are close to each other at that time step. Temporal networks [2],
[3] could represent these systems more realistically with time-varying network topol-
ogy. These communications networks facilitate the propagation of information where a
piece of information is transmitted from one node (auto or individual) to another node
through their contacts [4], [5]. In this work, we are going to explore the vulnerability of
information transport on a temporal network to link removal. The objective is to un-
derstand the removal of which types of links deteriorate the efficiency of information
diffusion the most. Identifying such critical links via their properties e.g., in the network
will also allow us to better protect the network. Here, links are node pairs that have at
least one contact in a temporal network. When a link is removed, all contacts along the
link, i.e., between its two end nodes are removed.

Progress has been made in understanding the vulnerability of a temporal network,
i.e., how the efficiency of information transport is influenced when the underlying net-
work is subject to node removal. Scellato et al. [6], [7] and Lu et al. [8] investigated
networks with which properties, are more robust against random node removal. The
vulnerability of temporal networks subject to intentional attacks has also been investi-
gated [9]–[12]. Intentional attacks remove nodes based on nodal properties like nodal
degree. Trajanovski et al. [9] explored the vulnerability of both real-world networks and
networks generated by synthetic models, such as Erdős-Rényi and Markov temporal net-
work models. The Erdős-Rényi temporal model, for example, generates a sequence of
Erdős-Rényi static random graphs as a temporal network. They found in real-world net-
works, where nodes are heterogeneous in their properties (like node degree), informa-
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tion transport is affected more significantly by intentional attacks than by random node
removal. In synthetic networks, where nodes are homogeneous in their network prop-
erties, random node removal, and intentional attacks affect similarly the efficiency of
information transport on temporal networks. The change of network properties, such as
the average degree [10] and the network reachability (the average number of nodes can
be reached through time-respecting paths starting from any node at any time) [11], after
node removal have also been studied.

Existing works have only considered basic attack methods that remove nodes based
on simple nodal centrality metrics. However, how to identify the set of nodes whose
removal decreases transport efficiency the most remains an open question. Beyond,
the vulnerability of information transport on temporal networks to the removal of links,
the fundamental building block of temporal networks, has not been unexplored either.
Hence, in this work, we aim to understand the removal of which types of links deteriorate
the efficiency of information diffusion the most.

Information transport demand (i , j , t0) from any source node i to any target node j
starting at any time t0 is assumed to be routed along the fastest time-respecting path
p(i , j , t0) on the underlying temporal network G . Time-respecting paths are sequences
of links that can be traversed in a temporal network under the constraint that the next
link to be traversed is activated (connected) at some point after the current one [13].
The duration of a time-respecting path is the length of time it takes to traverse that
path. The fastest time-respecting path p(i , j , t0) for a traffic demand (i , j , t0) is the time-
respecting path with the minimum duration. Its duration τ(i , j , t0) is called the temporal
distance from the source node i to the target node j starting at t0. The transport effi-
ciency σ(i , j , t0) of traffic demand (i , j , t0) is defined as the reciprocal temporal distance,
i.e.,σ(i , j , t0) = 1

τ(i , j ,t0) . It measures how fast information can be transported from source
node i to target node j starting at t0. The efficiency of information transport on a tempo-
ral network G is defined asσ(G) = 1

N (N−1)T

∑
i , j ,t0

1
τ(i , j ,t0) , the average transport efficiency

over all possible traffic demands, where N is the number of nodes and T is the duration
of the observation window [1,T ] of the temporal network [6]. Note that if the information
cannot reach node j from node i starting at t0, τ(i , j , t0) is set as infinity. Similarly, the
transport efficiency between a node pair is the average efficiency for all traffic demands
between the node pair σ(i , j ) = 1

2T

∑
t0 ( 1

τ(i , j ,t0) + 1
τ( j ,i ,t0) ).

In order to identify the links whose removal decreases the transport efficiency of the
network the most, we propose link-removal strategies based on transport efficiency be-
tween two end nodes of each link, and based on the properties of each link in the time-
aggregated network and in the fastest time-respecting paths. Each strategy ranks links
according to a property of links and then removes a given number of links with the high-
est rankings. The performance of each strategy is evaluated via the relative change in
transport efficiency of the network after link removal. Our work reveals that our pro-
posed strategies are more effective in identifying critical links for information transport
than random link removal in seven physical contact networks and six virtual networks.
Moreover, one strategy based on time-respecting paths tends to be the most effective. We
observe that removing links, that appear frequently and are active earlier in the fastest
time-respecting paths, deteriorates the efficiency of information transport the most.

The rest of the paper is organized as follows. We will introduce the representation
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of temporal networks in section 4.2. Real-world temporal networks to be used to evalu-
ate link removal strategies are introduced in section 4.3. Their basic network properties
are analyzed, which also inspires the design of link removal methods. Key link removal
strategies are proposed in section 4.4 to motivate us to design link-removal strategies. Fi-
nally, our proposed link-removal strategies will be evaluated and interpreted in section
4.5.

4.2. TEMPORAL NETWORK
A temporal network measured at discrete times can be represented as a sequence of net-
work snapshots G = {G1,G2, ...,GT }, where T is the duration of the observation window
[1,T ] and Gt = (V ;Et ) is the snapshot at time step t with V and Et being the set of nodes
and contacts, respectively. If two nodes, j and k, have a contact at time step t , ( j ,k) ∈ Et .
Here, we assume all snapshots share the same set of nodes V . The corresponding time
aggregated network Gw contains the same set of nodes V and the set of links E =∪T

t=1Et .
That is, a pair of nodes is connected with a link in the aggregated network if at least one
contact occurs between them in the temporal network. The weight of each link in the ag-
gregated network is the total number of contacts occurring along the link within [1,T ].
The total number of nodes and links are N = |V | and M = |E |, respectively. In this paper,
links refer to links in the aggregated network.

Table 4.1: The number of nodes (N = |V |), the number of links (M) in the giant component of the
aggregated network, the length of the observation time window (T ), the time resolution (δ sec),
the type of contacts and the location where the data is collected.

Network N M T δ Type Location
Hospital 75 1139 9453 20 Physical hospital

Hypertext2009 113 2196 5246 20 Physical conference
Workplace 92 755 7104 20 Physical office

LH10 73 1381 12605 20 Physical hospital
HighSchool 327 5818 7375 20 Physical school

PrimarySchool 242 8317 3100 20 Physical school
SFHH 403 9565 3509 20 Physical conference

Eu1 101 745 10354 1 Virtual email
Rad 167 3250 57791 1 Virtual email

DNC 1833 4366 18190 1 Virtual email
SMS 457 628 21898 1 Virtual phone
Cal 347 477 2671 1 Virtual phone

CollegeMsg 1089 5908 22101 1 Virtual phone

4.3. EMPIRICAL DATA SETS
To evaluate the strategies that identify the critical links for the transport of informa-
tion on temporal networks, we consider 7 empirical physical contact networks measured
at various contexts (Hospital[14], Workplace [15], PrimarySchool [16], HighSchool [17],
LH10 [15], SFHH [18] and Hypertext2009 [19]) and 6 virtual contact networks (SMS [20],
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Figure 4.1: The relation between the efficiency σ(G) of information transport and (a) the density
ρ of the temporal network and (b) the average number of paths µ between a node pair in the ag-
gregated network, respectively. The results of physical and virtual networks are marked in red and
blue, respectively. The Spearman correlation coefficient between the efficiency σ(G) of informa-
tion transport and the density ρ of the temporal network (the average number of paths µ between
a node pair in the aggregated network) is also shown in the upper-left corner of the left (right) fig-
ure.

Call [20], Eu1 [21], Rad [22], DNC [23] and CollegeMsg [24]). All these networks can be
collected on the SociaPatterns website1. To make the simulation more computationally
feasible, we have selected a sample of the CollegeMsg network. Specifically, we focus on
the contact sequence from the first 30 days of the network, while the original network
spans a duration of 193 days. The basic properties of these data sets are given in Table
4.1. The time steps at which there is no contact in the whole network have been deleted
in order to consider the steps that are relevant for the transport of information and to
avoid the periods that have no contact due to technical errors in measurements. Also,
we consider only nodes that belong to the largest connected component in the aggre-
gated network and contacts among these nodes.

Figure 4.1 illustrates the relation between a network property of a temporal network
and the efficiency of transport on the temporal network. We consider two properties of
a temporal network: density which is defined as the average number of contacts per link
per time step and the average number of paths between a node pair in the aggregated
network. Figure 4.1 shows that the transport efficiency of a network is strongly and pos-
itively correlated with the density of the temporal network and the average number of
paths of the network, respectively. This implies that the information tends to be trans-
ported faster in temporal networks that have a higher density, as well as in networks that
have a larger number of paths between each node pair in their aggregated networks.
Hence, the total number of contacts of a link and the number of paths that traverse a
link will be used to design link-removal strategies in the following section.

1SociaPatterns website: http://www.sociopatterns.org/datasets/
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Figure 4.2: Spearman correlation of rankings of links based on two link-removal strategies respec-
tively in 13 temporal networks.

4.4. LINK-REMOVAL STRATEGIES
To understand the removal of which kind of links deteriorates the efficiency of infor-
mation diffusion the most, in this section, we propose systematic link-removal strate-
gies. These strategies are based on the transport efficiency of the two end nodes of each
link and the properties of each link in the aggregated network and in the fastest time-
respecting paths. Each strategy ranks links according to a property of links and then we
remove a given number of links with the highest rankings.

4.4.1. TRANSPORT EFFICIENCY OF THE TWO END NODES OF A LINK
• The transport efficiency (TE) of the two end nodes of a link (i , j ) has been defined

as the average reciprocal temporal distance of traffic demands between node i
and node j starting at all possible times, that is σ(i , j ) = 1

2T

∑
t0 ( 1

τ(i , j ,t0) + 1
τ( j ,i ,t0) ). It

measures how fast information can be transported between these two nodes. The
transport efficiency of a temporal network is the average transport efficiency over
all node pairs. Removing links with a larger contribution to the transport efficiency
of a temporal network may reduce effectively the efficiency.

4.4.2. AGGREGATED NETWORK-BASED PROPERTIES
• The number of contacts (NC) of a link is the number of contacts occurring along

the link within [1,T ]. It is also the weight of the link in the aggregated network.
In Figure 4.1 (a), we observed that temporal networks with more contacts per link
per time step are more efficient for information transport. This motivates us to
remove links with a large number of contacts to reduce the transport efficiency of
a network.

• Resistance Distance (RD) of a link (i , j ) is defined as the effective resistance r (i , j )
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Figure 4.3: The relative change of transport efficiency RD ( f ) as a function of the fraction f of links
removed according to random removal and 6 link-removal strategies (NC, RD, BET, TE, NP, and
GNP) respectively in each temporal network. The results of random removal are averaged over
1000 simulations for each temporal network.

between node i and node j in the aggregated network Gw times the weight w(i , j )
of the link in Gw . The effective resistance r (i , j ) in Gw is the effect resistance be-
tween i and j in the electrical network othat is constructed from Gw by replacing
each link with a resistor whose resistance is 1

w(i , j ) [25], [26]. Mathematically, the
effective resistance r (i , j ) of link (i , j ) can be calculated as:

r (i , j ) = (ei −ej)
T L+(ei −ej). (4.1)

where ei is the column vector with all elements being 0 except that the i − th ele-
ment is 1 and L+ is the pseudoinverse of the Laplacian matrix L of the aggregated
network Gw . The Laplacian matrix L of Gw is an N ×N matrix defined by

L(i , j ) =
{∑N

k=1 w(i ,k), if i = j ;

−w(i , j ), otherwise.
(4.2)

The effective resistance r (i , j ) between i and j tends to be higher if there are fewer
paths, and these paths tend to be longer between node i and node j in the aggre-
gated network Gw . If node i and node j have many contacts and also few alter-
nate paths in the aggregated network, their resistance distance tends to be high.
In this case, the direct link between i and j is likely the only path between this
node pair in the aggregated network. Removing such links with high resistance dis-
tances might significantly slow down the transport of information between these
two nodes. Hence, we consider resistance distance as a link-removing strategy.
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Table 4.2: The average effectiveness S of each link-removal strategy in each temporal network. For
each temporal network, the most effective link-removal strategy is highlighted in blue color.

Data Random NC RD BET TE NP GNP
Hospital 52.63 24.74 26.05 33.10 21.84 26.58 21.27

Hypertext2009 56.88 29.90 30.29 34.47 29.78 31.06 27.28
Workplace 43.78 27.18 28.11 33.95 26.08 29.42 25.89

LH10 62.75 23.06 23.69 33.99 20.53 29.36 19.76
HighSchool 52.43 24.51 25.13 31.98 25.35 25.76 23.76

PrimarySchool 53.87 30.42 30.15 38.90 30.21 30.54 27.96
SFHH 60.93 42.22 39.99 40.90 41.51 41.45 37.33
SMS 46.17 16.28 18.21 30.26 15.39 30.69 18.58
Call 44.55 24.79 26.98 34.14 23.01 30.88 25.25
Eu1 42.99 14.77 15.68 22.44 16.57 15.90 14.72
Rad 45.72 16.52 17.61 23.12 20.13 16.40 15.84

DNC 38.92 18.44 19.34 26.63 21.13 18.31 19.44
CollegeMsg 38.31 33.71 31.49 32.98 35.43 28.70 33.43

• Betweenness (BET) of a link counts the number of shortest paths between all node
pairs that traverse the link in the aggregated network [27]. To compute the shortest
path of each node pair, the distance of each link is defined as 1

w(i , j ) , i.e., inversely
proportional to its weight of the link in the aggregated network. The Betweenness
strategy has been found effective in prohibiting the spreading of information start-
ing from one seed node to minimize the average prevalence [28]. This motivates us
to explore its performance in deteriorating the efficiency of information transport.

4.4.3. PATH-BASED PROPERTIES
We design link-removal strategies based on the properties of links in the fastest time-
respecting paths, since links that do not contribute to the propagation of information,
thus not appear in any path are likely less relevant to identify the critical link for infor-
mation transport. Path-based or spreading trajectory-based properties are a special type
of centrality metrics and have been seldom explored. Mainly the betweenness of a link
in static networks have been studied. Recently, we have shown the effectiveness of using
the frequency a link appears in the spreading trajectories/trees of an epidemic starting
from each seed node respectively to identify the links to block in order to suppress the
spreading [28], [29]. Hence, we design two path-based properties as a start and explore
their performance in identify the critical links for information transport.

• The number of paths (NP) of a link counts the number of fastest time-respecting
paths between all node pairs starting from all possible times that traverse the link.
Removing links that participate more in routing paths affects the information trans-
port of more traffic demands and thus may reduce effectively the efficiency of in-
formation transport σ(G) on the network.

• Generalized Number of Paths (GNP). The number of paths only counts how many
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Figure 4.4: The distribution of the hopcount η of the fastest time-respecting path to transport a
random traffic demand from a random source node to a random target node starting at a random
time on each temporal network.

times a link appears in the fastest time-respecting paths, and ignores the temporal
information of the link, i.e., when the link is active (appear) in each of the fastest
time-respecting paths. Hence, we propose to consider the generalized number of
paths of a link. The generalized number of paths for any link l is defined as the
sum of the reciprocal relative active time of the link in each fastest time-respecting
path. The relative active time tl (p(i , j , t0)) of the link l in the fastest time-respecting
path p(i , j , t0) is the time when the link is active in the path minus the starting time
t0 of the path (traffic demand). If the path does not traverse link l , tl (p(i , j , t0)) is
infinity. Thus, the generalized number of paths of a link is σ(G) =∑

i , j ,t0
1

tl (p(i , j ,t0))
Removing links that participate early in many routing paths may increase the tem-
poral distance much for many traffic demands and thus may reduce effectively the
efficiency of information transport σ(G) on the network.

In order to investigate the relationship between any two link-removal strategies, we
analyze the Spearman correlation between their rankings of links. This correlation pro-
vides insight into how similar or dissimilar the rankings assigned by different strategies
are. In Figure 4.2, we observe a positive correlation between the rankings assigned by
most pairs of link-removal strategies. In particular, the link ranking assigned by the NC
strategy exhibits a strong correlation with those of other strategies. On the other hand,
the link rankings of the BET strategy are less correlated with other strategies. This corre-
lation analysis will be used to explain the different performance of link-removal strate-
gies in deteriorating the efficiency of information transport in the next section.
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Figure 4.5: Normalized temporal distance of traffic demands before (τ/T ) and after (τ∗/T ) link
removal in Hospital, LH10, DNC, and CollegeMsg. (a) and (b) illustrates the number of traffic de-
mands in logarithm that have a temporal distance τ in the original network Hospital and temporal
distance τ∗ after link removal according to NP and GNP strategy respectively. (c) shows the dif-
ference between (a) and (b). Same for other rows for other networks. A fraction f = 10% links are
removed.

4.5. RESULTS
In this section, we will evaluate and interpret the performance of our proposed link-
removal strategies.

4.5.1. EVALUATION

Given a temporal network G , each link-removal strategy ranks the links in the aggregated
network Gw according to a property of each link. A fraction f , where 0 ≤ f ≤ 1, of links
with the highest ranks are selected/removed. After removing all the contacts associated
with the selected links, the resultant temporal network is denoted as G f . The vulner-
ability of information transport on the temporal network G to this removal of links, or
equivalently the effectiveness of the strategy in deteriorating information transport, is

evaluated by the relative change of transport efficiency RD ( f ) = σ(G f )
σ(G) and 0 ≤ RD ( f ) ≤ 1.

A more effective link-removal strategy will lead to a smaller RD ( f ).

Figure 4.3 shows the relative change of transport efficiency RD ( f ) as a function of the
fraction f of removed links in 13 real-world temporal networks. We find all our proposed
strategies can reduce transport efficiency more significantly than random link removal
in all networks. Moreover, for most link-removal strategies, removing just e.g., 10% of the
links can result in a drop of over 50% in transport efficiency. This implies that the removal
of a small percentage of links can lead to a large impact on the transport efficiency of
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Figure 4.6: The probability density function of transport efficiency σ of traffic demands from any
source node to any target node starting at any time. After removing all the contacts associated with
the selected 10%M links based on NP (GNP) strategy, the resultant temporal network is denoted
as GN P

f (GGN P
f ). The probability density function in the networks G , GN P

f , and GGN P
f are denoted

by grey, blue, and orange, respectively.

temporal networks. This motivates us to find such critical links.

We also observe that link-removal strategies that exhibit a larger (smaller) discrep-
ancy in their RD ( f ) curve in Figure 4.3 also display a lower (larger) degree of correlation
in their rankings of links in Figure 4.2. For instance, the RD ( f ) curve corresponding to
strategy BET is significantly higher than the other strategies at each f , whereas the cor-
relation between BET and any other strategy in ranking links is relatively low.

We further calculate the area under each RD ( f ) curve, denoted as S, for each link-
removal strategy in each temporal network. This variable implies the average effect of a
link removal method over all possible fraction f of links removed. The result is presented
in Table 4.2. A smaller S of a link-removal strategy suggests that the strategy better iden-
tifies critical links for information transport. GNP strategy performs the best in most
networks.

Figure 4.1 shows that our networks are divided into two categories. The first cate-
gory of networks (virtual network SMS, Call, DNC, and CollegeMsg) have evidently lower
transport efficiency, lower network density, and a smaller number of paths between a
node pair in aggregated networks than the second category (all the other networks: all
physical contact networks and two virtual networks). We find that our GNP strategy
works the best in networks of the second category. In the four networks of the first cat-
egory, the performance of GNP is close to the optimal, whereas TE is the most effective
in SMS and Call, and NP performs the best in DNC and CollegeMsg. In practice, usually,
a small percentage of links are removed or attacked. The same has been observed when
link removal strategies are evaluated by the area under the RD ( f ) curve where f ∈ [0,0.5],
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Figure 4.7: The probability density function of transport efficiency σ of traffic demands from any
source node to any target node starting at any time before link removal in each temporal network.

i.e., the average effectiveness of a strategy when a percentage of links, between 0 and 50%
are removed.

4.5.2. EXPLANATION
Here, we perform further analysis to explain: (1) why the transport efficiency σ(G) in
networks of the first category is lower than that of the second category of networks; (2)
why GNP works better than NP in most networks; and (3) why TE works the best in SMS
and Call in identifying critical links for information transport.

TRANSPORT EFFICIENCY IN RELATION TO NETWORK PROPERTIES

As traffic demand from any source node to any target node at any time is routed along
the fastest time-respecting path, we will begin with examining the properties of these
paths, specifically the distribution of their hopcounts. The hopcount η of a path is the
number of links contained in the path.

The distribution of the hopcount η of the fastest time-respecting path to transport
a random traffic demand from a random source node to a random target node starting
at a random time on each temporal network is given in Figure 4.4. This distribution is
derived from the hopcounts of all fastest time-respecting paths to transport all traffic
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Figure 4.8: The transport efficiency of each traffic demand before (σ) and after (σ∗) 10%M links
are removed based on the GPN strategy in 13 temporal networks. Each point in each subgraph
corresponds to a traffic demand. Traffic demands between two end nodes of a removed link are
marked in orange, otherwise in blue. The black dashed line represents σ=σ∗.

demands, between all possible node pairs starting at each possible time step. If there is
not any feasible fastest time-respecting path for a given traffic demand, the correspond-
ing hopcount is defined as infinity. The networks (virtual network SMS, Call, DNC, and
CollegeMsg) in the first category have an evidently higher probability for the hopcount
to be infinity than those in the second category, in line with their lower network density
compared with networks of the second category. In other words, a higher percentage
of traffic demands have no time-respecting paths in the first category of networks than
that in the second category. This explains why the transport efficiency σ(G) in networks
of the first category is relatively lower.

WHY GNP WORKS BETTER THAN NP
Our GNP strategy performs better than GN in all networks except DNC and CollegeMsg.
Here, we explain why GNP works better than NP.

The removal of any link l in the fastest time-respective path p(i , j , t0) that routes
the traffic demand (i , j , t0) will lead to a larger temporal distance τ(i , j , t0) of the traf-
fic demand. If the relative time tl (p(i , j , t0)) that link l is active in the fastest time-
respective path p(i , j , t0) is small, the temporal distance τ(i , j , t0) tends to small, because
τ(i , j , t0) > tl (p(i , j , t0). The removal of such a link l with a small tl (p(i , j , t0)), tends to
lead to a far smaller transport efficiency 1

τ∗(i , j ,t0) than the efficiency 1
τ(i , j ,t0) before link

removal. Hence, removing links that appear in many fastest paths and appear relatively
early in each path tends to effectively reduce the transport efficiency of the given net-
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Figure 4.9: The total transport efficiency Λ(k) of traffic demands that have hopcount k, as a func-
tion of k in each temporal network.

work. This explanation is further supported by the following analysis.

We compare temporal distance of traffic demands before and after link removal, us-
ing Hospital, LH10, DNC, and CollegeMsg as examples. The objective is to understand
the temporal distance of which traffic demands are more likely to be influenced by link
removal. Figure 4.5 (a) and (b) illustrates the number of traffic demands in logarithm
that have a temporal distance τ in the original network Hospital and temporal distance
τ∗ after link removal according to NP and GNP strategy respectively. We find that strategy
GNP tends to affect more traffic demands that have a low temporal distance before link
removal, than NP. This comparison is clearer in Figure 4.5 (c) which shows the difference
between Figure 4.5 (a) and (b). We observe that GNP (NP) affects more traffic demands
with a small (medium and large) temporal distance τ in the original network to have a
large temporal distance τ∗ after link removal. This is reflected in the positive values on
the left top corner in Figure 4.5 (c), as well as (f), but less evidently in (i) and (l). As a
consequence, GNP effectively reduces the transport efficiency of traffic demands with a
large transport efficiency in the original network. This is supported by the probability
density function of the transport efficiency σ of traffic demands from any source node
to any target node starting at any time in Figure 4.6 before and after link removal (a).
After removing links according to GNP(NP), the probability of having a large transport
efficiency is evidently (slightly) lower than that in the original network. The same has
been observed most networks (not evident in DNC and CollegeMsg).

From Figure 4.7, we can see that the percentage of traffic demands with a large ef-
ficiency is the smallest in DNC and CollegeMsg among all networks. In other words,
transport efficiency of traffic demands varies less in DNC and CollegeMsg. The trend
that, if the relative time tl (p(i , j , t0)) that link l is active in the fastest time-respective
path p(i , j , t0) is small, the temporal distance τ(i , j , t0) tends to small, is thus not evident



4.6. CONCLUSION

4

79

in DNC and CollegeMsg. This might limit the effectiveness of GNP. On the other hand,
DNC and CollegeMsg have the lowest density among all networks. Removing links that
appear in many fastest paths could be possibly the most effective in reducing network ef-
ficiency. These two perspectives might explain why NP performs the best, slightly better
than GNP in DNC and CollegeMsg.

WHY TE WORKS THE BEST IN SMS AND CALL

The removal of a link could decrease the transport efficiency of traffic demands between
its two end nodes and also other node pairs if this link appears in the fastest time-
respective paths of these node pairs. SMS and Call differ from all the other networks
in the sense that the probability that there is not any feasible time-respective path for a
traffic demand is the highest in these two networks, as shown in Figure 4.4. Hence, once
a link is removed from SMS or Call, the chance is high that there is no time-respective
path for any traffic demand between its end nodes starting at any time. This is sup-
ported by Figure 4.8, where we examine the transport efficiency of each node pair before
and after removing 10%M links based on GPN strategy. The node pairs are grouped into
Type 1 (including the pair of end nodes of each removed link) and Type 2 node pairs (all
the other node pairs). In SMS and Call, the efficiency of Type 1 node pairs is almost re-
duced to 0 after link removal. This confirms that after link removal there is hardly any
feasible time-respective path between the end nodes of each removed link. In contrast,
the transport efficiency of Type 2 node pairs hardly decreases in SMS and Call. This is
because the removed links seldom appear in the fastest time-respective path of a traffic
demand between a type 2 node pair, supported by the low probability for the hopcount
of a random traffic demand to be larger than one but not infinity (see Figure 4.4). Even if
the removed link appears in the path between a type 2 node pair, the influence of the link
removal on the efficiency of a type 2 node pair is small. This is because the efficiency of
any node pair depends largely on the efficiency of the traffic demands between the node
pair that have hopcount 1, as shown in add Figure 4.9 (h) and (i).

In general, removing links in SMS and Call only reduces the efficiency of type 1 node
pairs to zero without affecting evidently the efficiency of type 2 node pairs. This has been
observed when different percentages of links are removed according to diverse link re-
moval methods. Hence, removing links whose end nodes have the the highest transport
efficiency TE is the most effective in reducing the transport efficiency of the network in
SMS and Call.

4.6. CONCLUSION
In this work, we investigate the intervention in information transport on temporal net-
works to link removal to understand the removal of which types of links deteriorate the
transport efficiency of information diffusion the most. Link removal strategies have been
proposed systematically, based on the transport efficiency of the two end nodes of each
link, properties of each link in the aggregated network, and in the fastest time-respecting
paths.

We evaluate the effectiveness of these link removal strategies in reducing the effi-
ciency of information transport on a given temporal network. Seven physical contact
networks and six virtual networks have been considered. Interestingly, we find that the
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strategy based on the property of each link in the fastest time-respecting paths performs
the best in most networks. Links that appear in more paths and occur earlier in each
path better identify critical links for information transport.

We explain why and in which kind of networks this strategy performs the best via
comprehensive analysis, such as the temporal network properties, and the influence of
link removal on the transport efficiency of different types of traffic demands and of dif-
ferent kinds of node pairs.

Properties of a link in diffusion trajectories or routing paths are special types of cen-
trality metrics, that have not been explored systematically. Within this class, mainly the
betweenness of a link in a static network has been widely studied. In this work, we have
designed two properties of a link in the fastest time-respecting paths, by taking into ac-
count how frequently a link appears in these routing paths, and when it is activated
in these paths or equivalently when it propagates the information. This illustrates the
possibilities in designing such centrality metrics. Our findings also reveal the relation
between the property of a link in diffusion paths and the effect of moving the link on
information transport.

Our work is a starting point to explore the intervention in dynamic processes on tem-
poral networks to link removal. Properties of links in spreading paths can be further de-
signed, e.g., by considering the properties of the paths that a link belongs to. Properties
of links in spreading paths usually have a high computational complexity. It is interest-
ing to explore their relation with other network properties of links, especially those with
a low computational complexity. This may enable efficient identification of critical links.
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5
CONCLUSION

In this thesis, we aim to contribute to the development of mitigation strategies as means
to intervene in spreading processes on temporal networks. We focus on two aspects.
Firstly, we design methods to predict temporal networks in the future and also provide
insightful interpretation regarding which inherent properties of temporal networks or
mechanism of network formation these prediction methods capture or utilize. The fu-
ture temporal network predicted and the underlying mechanism of network formation
detected may facilitate the development of mitigating strategies. Secondly, assuming
the temporal network in the future is known or perfectly predicted, we investigate the
design of advanced mitigation strategies that select links to block based not only on clas-
sic network properties of links, but also new type of link properties/centralities, such as
properties of links in spreading trajectories.

The previous part of the thesis is organized into an introduction chapter and three
technical chapters where we describe our proposed methodologies, findings, and empir-
ical results. In this final section, we will provide a concluding summary of our research
and reflect on its main contributions. Additionally, we will outline potential avenues for
future research given the insights gained and the limitations identified during our study.

5.1. MAIN CONTRIBUTION AND REFLECTIONS
We first address the following temporal network prediction problem: predict the tempo-
ral network in the future based on the network observed in the past of a given duration.
We develop two types of interpretable network prediction methods, described in chap-
ters 2 and 3.

In Chapter 2, we propose a method that deploys interpretable learning algorithms,
Lasso Regression and Random Forest, to predict the activity (connected or not) of each
link at the next time step based on the current activities of all links. The coefficients
learned from each algorithm are further used to construct the prediction backbone net-
work, presenting the influence or contribution of all links in determining each link’s ac-
tivity. Via exploring the properties of the backbone network and its relation to the activity
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time series of links and its relation to the aggregated network, we conclude the following
based on six real-world physical and virtual contact networks: (a) A link’s next step activ-
ity is mainly influenced by the current activity of the link itself and of other links that are
better connected with the link; (b) Two links are better connected if they have shorter
and/or more shortest paths in the aggregated network; (c) The influence between two
links tends to be large if their corresponding activity time series are strongly correlated.
The linear regression assumed by Lasso could be one elementary mechanism for mod-
eling temporal networks. The influence patterns that we have discovered can be further
used to adapt other dynamic processes to model temporal networks. Our findings of the
backbone network and its association with other network properties may also inspire
the solution of network classification and optimization problems.

To overcome the problem of a high computational cost of machine learning algo-
rithms, we further design network-based models for temporal network prediction in
Chapter 3. The design of these models is motivated by the time-decaying memory ob-
served in temporal networks. The proposed self-driven (SD) model and self- and cross-
driven (SCD) model predict a link’s future activity based on the past activities of the link
itself, and also of the neighboring links, respectively. Both models perform better than
the baseline models. Interestingly, we find that SD and SCD models perform better in
temporal networks with a stronger memory. The SCD model reveals that a link’s fu-
ture activity is mainly determined by (the past activities of) the link itself, moderately
by neighboring links that form a triangle with the target link, and hardly by other neigh-
boring links. However, if the temporal network has a high clustering coefficient in its
aggregated network, the contribution of the neighboring links that form a triangle with
the target link tends to be significant and possibly dominant.

We further apply these short-term network prediction models to generate long-term
network predictions, that is, the prediction of the temporal network in the long-term
future based on the network topology observed in the past and given the number of
contacts at each prediction step. The accuracy of long-term prediction accuracy is eval-
uated from the perspective of the network predicted per snapshot and the predicted
aggregated network. The repeated method performs, in general, better for all predic-
tion models. This is likely because the iterative method uses both the observed network
and the predicted network which is not precise enough to predict the network further
in time. In general, SD model performs the best among all models in all data sets. It
predicts better in networks with a stronger memory. The prediction accuracy decays as
the prediction step is further ahead in time and this decay speed is positively correlated
with the decay speed of network memory. Finally, networks predicted by various models
respectively have a heterogeneous distribution of inter-event time similar to real-world
networks, and also the burstiness of inter-event times of a link.

This work is a starting point to explore network-based temporal network prediction
methods. Our findings may shed light on the modeling of the formation of temporal net-
works which is crucial in understanding and controlling the dynamics of and on tempo-
ral networks. Our finding that activities of neighboring links that form a triangle with a
target link have prediction power on the connection of the target link may suggest that
higher-order events like triangles in each network snapshot may contribute to the pre-
diction of (pairwise and higher-order) temporal networks.
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In Chapter 4, we assume the future temporal networks are given or perfectly pre-
dicted, and develop advanced strategies to mitigate an information diffusion process.
Specifically, we investigate the intervention in information transport on temporal net-
works to link removal to understand the removal of which types of links deteriorate the
transport efficiency of information diffusion the most. Link removal strategies have been
proposed systematically, based on the transport efficiency of the two end nodes of each
link, properties of each link in the aggregated network, and in the fastest time-respecting
paths. We evaluate the effectiveness of these link removal strategies in reducing the ef-
ficiency of information transport on a given temporal network. Seven physical contact
networks and six virtual networks have been considered. Interestingly, we find that the
strategy based on the property of each link in the fastest time-respecting paths performs
the best in most networks. Links that appear in more paths and occur earlier in each path
better identify critical links for information transport. We explain why and in which kind
of networks this strategy performs the best via comprehensive analysis, such as the tem-
poral network properties, and the influence of link removal on the transport efficiency
of different types of traffic demands and of different kinds of node pairs.

Properties of a link in diffusion trajectories or routing paths are special types of cen-
trality metrics, that have not been explored systematically. Within this class, mainly the
betweenness of a link in a static network has been widely studied. In this work, we have
designed two properties of a link in the fastest time-respecting paths, by taking into ac-
count how frequently a link appears in these routing paths, and when it is activated in
these paths or, equivalently, when it propagates the information. This illustrates the
possibilities in designing such centrality metrics. Our findings also reveal the relation
between the property of a link in diffusion paths and the effect of moving the link on
information transport.

Our work is a starting point to explore the intervention in dynamic processes on tem-
poral networks to link removal. Properties of links in spreading paths can be further de-
signed, e.g., by considering the properties of the paths that a link belongs to. Properties
of links in spreading paths usually have a high computational complexity. It is interest-
ing to explore their relation with other network properties of links, especially those with
a low computational complexity. This may enable efficient identification of critical links.

5.2. FUTURE WORK
Based on the results and insights in this thesis, we raise some promising future directions
related to temporal network prediction and interpretation.

Temporal network modelling. In this thesis, we mainly focus on temporal network
prediction, i.e., what is the future structure of a temporal network once we observe the
structure of the temporal network in the past. We revealed the relation of links, i.e., to
what extent the activity of a link in the future is influenced by the activity of other links
in the past. This link relation may shed light on the modeling of the formation of tempo-
ral networks which is crucial in understanding and controlling the dynamics of and on
temporal networks.

Predicting higher-order temporal networks. A social interaction (so-called higher-
order event/interaction) among any number of people can be regarded as the activation
of a hyperlink. Hence, social interactions can be represented as higher-order temporal
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networks, that record the higher-order events occurring at each time stamp over time.
The prediction of higher-order interactions is usually overlooked in traditional temporal
network prediction methods, where a higher-order interaction is regarded as a set of
pairwise interactions. Our finding that activities of neighboring links that form a triangle
with a target link have prediction power on the connection of the target link may suggest
that higher-order events like triangles in each network snapshot may contribute to the
prediction of higher-order temporal networks

Intervention in information transport on temporal networks via blocking higher-
order structure. The higher-order interactions on temporal networks have been found
to impact the dynamic process on temporal networks. The understanding of the removal
of which types of higher-order interactions negatively influence the efficiency of infor-
mation diffusion on temporal networks the most is important to identify critical higher-
order interactions. Such understanding also can enable better protection (intervention)
to facilitate (prohibit) the spread of (mis)information. Therefore, studying the Interven-
tion in information transport on temporal networks via blocking higher-order structures
is also a promising topic for future studies.
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