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Propositions
accompanying the PhD dissertation

FLIGHT MECHANICS AND PERFORMANCE OF
DIRECT LIFT CONTROL

APPLYING CONTROL ALLOCATION METHODS

TO A STAGGERED BOX-WING AIRCRAFT CONFIGURATION

by
Carmine Varriale

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotors prof. dr. ir. Leo L.M. Veldhuis and prof. dr. ir. Mark Voskuijl

1. Direct Lift Control is completely irrelevant to the environmental sustain-
ability of future aviation (Ch. 1 and Ch. 7)

2. For commercial transport applications, Control Allocation methods with
closed-form solutions should always be preferred to those based on nu-
merical iterations, as safety must precede optimality at all costs (Ch. 5 and
Ch. 7)

3. Drag in trimmed cruise conditions is the only flight mechanics performance
parameter worth investigating for commercial transport aircraft (Ch. 6)

4. Global optimization methods using complex physical models should be
adopted only to obtain results, not explanations (Ch. 4)

5. Trusting the results of flight mechanics simulations is always a leap of faith,
since complete validation is basically impossible

6. Geometric interpretations are the only truly effective way to convey a given
concept, as they combine the perfection of mathematics with the beauty of
art

7. Source code should always be as well written as a book, and it should
be obligatorily integrated in scientific publications to improve the under-
standing of a task, approach, or entire discipline

8. Artificial Intelligence is dumb
9. The most important personal skill required to stay healthy and strong dur-

ing a PhD research project, as if on a windy bicycle journey, is being able to
realize when to ride at constant speed and when to ride at constant power

10. The outcome of every PhD research project is fundamentally twofold: the
acquired knowledge for the human kind, which is almost insignificant, and
the acquired comprehension of the human self, which is completely life-
changing



FLIGHT MECHANICS AND PERFORMANCE
OF DIRECT LIFT CONTROL

APPLYING CONTROL ALLOCATION METHODS
TO A STAGGERED BOX-WING AIRCRAFT CONFIGURATION





FLIGHT MECHANICS AND PERFORMANCE
OF DIRECT LIFT CONTROL

APPLYING CONTROL ALLOCATION METHODS
TO A STAGGERED BOX-WING AIRCRAFT CONFIGURATION

Dissertation

for the purpose of obtaining the degree of doctor
at Delft University of Technology,

by the authority of the Rector Magnificus prof. dr. ir. T.H.J.J. van der Hagen,
chair of the Board for Doctorates,

to be defended publicly on
Tuesday 1st March 2022 at 10am

by

Carmine VARRIALE

Master of Science in Aerospace Engineering,
Università degli Studi di Napoli Federico II, Naples, Italy

Born in Naples, Italy



This dissertation has been approved by the promotor.

Composition of the doctoral committee:

Rector Magnificus chairperson
Prof. dr. ir. L.L.M.Veldhuis Delft University of Technology, promotor
Prof. dr. ir. M.Voskuijl Netherlands Defence Academy, copromotor

Independent members:
Prof. dr. ir. M. Mulder Delft University of Technology
Prof. dr.-ing. F. Holzapfel Technical University of Munich, Germany
Prof. dr. A. Frediani University of Pisa, Italy
Prof. dr. J. Rauleder Georgia Institute of Technology, USA
Dr. ir. G.H.N. Looye German Aerospace Center, Germany
Prof. dr. ing. G. Eitelberg Delft University of Technology, reserve member

This research has been funded by the European Union Horizon 2020 Research and
Innovation Program, under Grant Agreement No.723149 – PARSIFAL.

Keywords: Direct Lift Control, Control Allocation, Flight Mechanics, Box-Wing

Printed by: Ridderprint

Front & Back: In the foreground: altitude response of a staggered box-wing aircraft
in turbulent atmosphere, for different reference positions of the Con-
trol Center of Pressure. In the background: a stylized close-up view of a
three-dimensional convex hull representing a generic Effective Action
Set for the traditional “three-moment” Control Allocation problem.

Copyright © 2022 C.Varriale

ISBN 978-94-6366-510-0

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

http://repository.tudelft.nl/


A mio fratello Matteo,
ai miei genitori,
a nonna Ninna.





Per sviluppare una mente completa,
studia la scienza dell’arte,
studia l’arte della scienza.

Sviluppa i tuoi sensi,
impara soprattutto a vedere.

Comprendi che tutto è connesso.

To develop a complete mind,
study the science of art,
study the art of science.

Develop your senses,
especially learn how to see.

Understand that everything is connected.





SUMMARY

The objective of the present dissertation is to show how redundant control surfaces can
be exploited to shape an aircraft dynamic behavior and obtain desired flight mechanics
performance. This is achieved by introducing novel approaches and methods for flight
mechanics and control, mainly revolving around original implementations of traditional
formulations of the Control Allocation (CA) problem. Control surfaces and, more in gen-
eral, control effectors are defined as redundant if they are capable to independently con-
trol the same motion axis of the aircraft.

Redundant effectors can be linked together, and to the pilot input, in many ways
according to different optimality criteria and/or performance objectives. In particular,
the research presented in this dissertation focuses on the possibility to achieve Direct
Lift Control (DLC). The latter is intended as the ability to use control effectors to alter the
aircraft lift “without, or largely without, significant change in the aircraft incidence, and
ideally is meant not to generate pitching moment.”

The ability to do so is essentially dependent on the position of the Control Center of
Pressure (CCoP), which is the center of pressure of aerodynamic forces solely due to con-
trol surface deflections. In case of a single control surface dedicated to DLC, the CCoP
coincides with the control surface itself. In case of redundant control surfaces, their de-
flections can be coordinated to induce the position of the CCoP towards some preferred
location, as allowed by the architecture of the aircraft and the available control effective-
ness.

All of the studies presented in this dissertation make use of a staggered box-wing air-
craft configuration, referred to as the PrandtlPlane (PrP), as the main application test
case for flight simulation analyses. The PrP has been conceived and designed for tran-
sonic commercial flight within the PARSIFAL project, funded by the European Union in
the scope of the Horizon 2020 Research and Innovation Program. The peculiar geometry
of the staggered box-wing allows to position multiple control surfaces both fore and aft
the aircraft center of gravity, hence representing the perfect platform to experiment with
new CA methods and DLC.

The scientific interest in box-wing aircraft, as well as in other disruptive and uncon-
ventional configurations, is justified by the necessity to address the future needs of the
aviation sector in terms of traffic increase and, most importantly, environmental sus-
tainability. The more fundamental scientific interest in DLC is justified by the necessity
to investigate flight control techniques revolving around the possibility to modulate an
aircraft lift in a fast and precise way, as it is believed that this can lead to increases in
tracking performance, safety and comfort on board.

In this context, the concepts and methods proposed in the following chapters are
applicable to any aircraft configuration, regardless of its shape and number of control
effectors. As a matter of fact, though, they have been conceived to exploit the possibility
of practically employing some form of DLC, hence expressing their full potential when

ix
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applied to aircraft configurations featuring control surfaces both fore and aft the center
of gravity. These include the staggered box-wing geometry of the PrP, but are not limited
to it.

The first three chapters of the dissertation are dedicated to establishing the societal,
scientific, and technical background underlying the subsequent research studies. Chap-
ter 1 moves from the many challenges that the aviation market is called to face in the
present and near future, to introduce unconventional aircraft configurations as a poten-
tial solution for the sustainability of the sector. Focusing on the particular characteristics
of the box-wing, it then proceeds to illustrate the fundamental theory of DLC, providing
derivations and examples. It elaborates on the motivation, the scope and objective on
the present dissertation, and presents a synthetic outline of the latter.

Chapter 2 presents an overview of the CA problem for redundant control effectors. It
focuses on the philosophy behind the most popular approaches, and illustrates the char-
acteristics and performance of the algorithms used for the following technical analyses.
It dedicates significant attention to the geometric interpretation of CA, by introducing
concepts such as the Effective Actions Set (EAS) and the Attainable Actions Set (AAS), in
light of the relevance it is going to have in some of the proposed studies.

Chapter 3 presents an overview of the various components behind the flight me-
chanics model used in all of the subsequent analyses, introducing the adopted conven-
tions and the equations behind the most important models. It provides a more detailed
characterization of the PrP, as designed within the PARSIFAL project, and describes the
software environment developed to perform the necessary flight simulations and gather
the relevant results.

Chapter 4 evaluates the mission performance of the PrP aircraft model, to character-
ize such a disruptive aircraft concept from an operational standpoint and compare it to
state-of-the-art competitors with a conventional tube-and-wing geometry. On the solid
ground of optimal control theory, but with consistent injection of rules and procedures
typical of realistic aeronautical operations, it presents a generic approach to aircraft mis-
sion performance assessment. It shows that the PrP is indeed competitive in terms of fuel
consumption per number of passengers, although this comes at the price of a relatively
low maximum range.

Chapter 5 compares the performance of different CA methods on the optimum con-
trol surface layout of a box-wing aircraft, and proposes a slight improvement on the most
traditional arrangement of control surfaces on the PrP. It formulates a design problem
aimed at positioning and sizing a given number of control surfaces under the constraints
of adequate flying qualities, with the objective to achieve minimum total control surface
span width. Flying qualities are evaluated through the simulation of a number of ma-
neuvering tasks, which are performed by exploiting different CA methods. Results allow
to make considerations on the correlation between the volume of the AAS of each CA
method and the final total control surface span width.

Chapter 6 presents a trim problem formulation which employs forces and moments
due to the aircraft control surfaces as decision variables. It shows how to use the geom-
etry of the AAS to define linear equality and inequality constraints for the control forces
decision variables. It defines control authority on the basis of control forces and mo-
ments, and interprets it geometrically as a distance within the AAS. It proposes novel
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trim applications to maximize control authority about the lift and pitch axes, and a “bal-
anced” control authority. In all cases, control forces and moments are mapped to control
surface deflections at every solver iteration through a CA method. Results show that the
method is able to capitalize on the angle of attack or the throttle setting to obtain the
control surface deflections which maximize control authority in the assigned direction.
The chapter also explores more conventional trim applications for minimum total drag
and for assigned angle of elevation, proving the flexibility of the proposed method.

Chapter 7 presents a CA approach aimed at altering the characteristics of the tran-
sient response of an aircraft by exploiting the properties of the CCoP. The approach is
based on a weighting matrix to prioritize control effectors, and is implemented in three
application studies to evaluate the dynamic performance of the PrP: a simple pull-up
maneuver, a trajectory tracking task, and an altitude holding task in turbulent atmo-
sphere. Results show that, in the best-case scenario, the aircraft is able to completely
cancel the non-minimum phase behavior typical of pitch dynamics, hence achieving a
sharp initial response to longitudinal commands. If compared to a standard CA method,
the proposed formulation results in improved tracking precision, better disturbance re-
jection, and a significant reduction in perceived overall acceleration when flying in tur-
bulent atmosphere, contributing to an improved feeling of comfort for passengers on
board.

Chapter 8 presents a comprehensive, top-level recap of the main aspects and topics
covered within the dissertation. It reflects on the classic meaning of DLC, and what it
means to achieve it with redundant control surfaces that are not expressly dedicated
to it. With some considerations on the needs of aviation market, it speculates on the
practical role of unconventional aircraft configurations in the near future. It synthesizes
the main results achieved in the previous chapters and provides answers to the research
questions formulated in Chapter 1. Lastly, it provides suggestions for improvements and
future research studies.
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1
INTRODUCTION

If we have learned one thing
from the history of invention and discovery,

it is that, in the long run, and often in the short one,
the most daring prophecies seem laughably conservative.

Arthur C. Clarke
The Exploration of Space

1951

I have not the smallest molecule of faith
in aerial navigation other than ballooning [. . . ].

I would not care to be a member of the Aeronautical Society.

William Thomson, Lord Kelvin
Letter to Baden Powell

1896

Before 2020, commercial transport aviation had been experiencing a tremendous and
steady market expansion in the past few decades. As shown in Figure 1.1, worldwide air
traffic had more than doubled since the beginning of the new millennium, and an analo-
gous forecast was expected to hold for the following twenty years. In multiple occasions,
the industry had already been able to prove its resilience to global catastrophic events
— the attacks of 9/11, the financial crisis of 2008 — making its growth appear seemingly
unstoppable [1, 2]. The global COVID-19 pandemic has definitely shocked the aviation
industry with literally unprecedented intensity, as shown by the steep drop — and only
partial recovery, as of 2021 — in the air traffic metrics reported in Figure 1.2.

Nevertheless, the aviation sector is expected to eventually recover and continue its
growth on a global scale [2]. According to the most conservative forecasts, this should

1
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2 1. INTRODUCTION

COVID-19

Figure 1.1 Historic trend and forecast, before the COVID-19 pandemic, of world annual traffic in Revenue Pas-
senger Kilometers. September 20191(© Airbus) [1].

happen by the end of the decade [3]. For the most optimistic predictions, an almost com-
plete recovery could also be envisioned in the time span of two to four years [4]. On one
hand, this is certainly owing to the constantly improving socio-economic background of
the main players and customers of the commercial aviation industry. On the other hand,
it is also undoubtedly due to the capability of the sector to overcome major challenges at
national and international system level. The profound changes we have been witnessing
in the past years about the logistics, comfort and safety of boarding an airplane are only
a few possible examples. But in an ever changing global scenario, while some of these
challenges seem to belong to the past, new ones are already awaiting at the doors of the
immediate future.

Whilst the average passenger number per flight has increased by twenty since 2002,
air traffic has not been spreading uniformly around the world. Many cities acting as in-
ternational hubs, especially for large aircraft, have developed or consolidated an infras-
tructure based on multiple airports. This is where 70% of long-haul passengers and 35%
of short-haul passengers concentrate. But the same has not happened for smaller cities
— the endpoints in the hub-and-spoke distribution paradigm — for which a significant
expansion is hindered by logistic and financial limitations [1].

In light of these trends, the growth in future passenger demand is predicted to re-
main unmatched by the increase in available and new airport connections. This raises
reasonable concerns about the potential congestion of future aviation traffic, especially
for short and medium range routes [5]. A possible passenger leak towards other means
of transportation is envisioned in this range segment, where the competition is already
fierce in many aspects. One of these, and probably the most fundamental factor that is
going to determine the success of aviation in the future transport market, is undoubtedly

1The COVID-19 annotation has been added and the 2020-2038 segment has been colored in red at the moment
of writing this dissertation.
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a) European traffic variation from March 13th 2020 to May 26th 2021 (© Eurocontrol2).

b) European traffic forecast for 2021-2024, with three scenarios depending on the progress and efficacy of vac-
cination campaigns (© Eurocontrol3).

Figure 1.2 Impact of the COVID-19 pandemic on the aviation market in Europe.

the environmental impact [6].
Commercial aviation is well known to be among the major contributors of green-

house gas emissions in the global transport sector. Reducing the carbon imprint is re-
garded as the biggest and hardest challenge the sector has to face in the immediate fu-

2Source: https://www.eurocontrol.int/covid19. Accessed on: June 9th, 2021
3Source: https://www.eurocontrol.int/publication/eurocontrol-forecast-update-2021-2024.

Accessed on: June 9th, 2021.

https://www.eurocontrol.int/covid19
https://www.eurocontrol.int/publication/eurocontrol-forecast-update-2021-2024
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ture, if it wants to survive and stay competitive. Crucial improvements have to be imple-
mented systematically and in the short term, “since the continuing growth in passenger
and freight activity could outweigh all mitigation measures”, if the latter are not effective
enough [7].

At the same time, present aviation is demanded to comply with ever more strin-
gent constraints on emissions and noise, in order to meet the ambitious and necessary
sustainability goals that have been set to keep the sector competitive and the planet
alive. Clean renewable energy sources have definitely been drawing the attention of re-
searchers and investors. As a matter of fact, they represent the most straightforward and
immediate way to achieve more sustainable operations, being tied to the development
of more efficient engines or novel forms of propulsions, such as hydrogen or distributed
(hybrid-)electric propulsive systems. Moreover, the consolidated know-how available for
state-of-the-art aircraft architectures is supposed to make the integration of new sub-
system technologies easier, faster, less risky and more cost-effective, at least in the short
and medium term.

On the other hand, only looking at propulsive efficiency may not be enough [8–
11]. Incremental innovation is, by definition, more prudent than radical revolution, and
the history of aviation has not failed to demonstrate this concept throughout the last
century. But it is also apparent that incremental improvements are not sufficient any-
more to safeguard the needs of our future. Several recent analyses suggest that the well-
refined, conventional tube-and-wing aircraft configuration seems to have reached its
maximum potential, and its inherent performance and efficiency is deemed stagnant
nowadays [12–14]. What is the way forward then?

Disruptive aircraft configurations have lately received renewed attention as a pos-
sible solution towards the sustainable future of commercial aviation. These are uncon-
ventional and highly innovative aircraft designs, which attempt to reshape the aviation
market by abandoning the traditional paradigm of the slender fuselage connected to
a cantilever wing. With such aircraft designs, potential benefits can be achieved in es-
sentially two, non-mutually exclusive ways: a straightforward, inherent improvement in
aero-propulsive performance, and the capability to exploit innovative operations and pi-
loting techniques. As shown in Figure 1.3, some examples of disruptive aircraft designs
are represented by the Blended Wing Body (BWB) [15], the more recent Flying-V con-
cept [16], and a wide range of aircraft employing non-planar wing geometries [17, 18].

The present dissertation finds its main application subject in an innovative box-wing
aircraft configuration, referred to as the PrP and shown in Figure 1.4. Brought to fame
by an intuition of Ludwig Prandtl, the box-wing geometry uses two full-size, upper and
lower wings, which are connected at the wing tips in a way to create a closed box. As
in the case of other multi-wing architectures, its aerodynamic behavior is heavily influ-
enced by the vertical distance between the two wings. But regardless of the value of this
parameter, the box-wing has been known for almost a century as the “best wing system”
for induced drag performance. This is in light of the fact that the box-wing geometry
generates the least possible induced drag, for a given span and lift [19]. Such fundamen-
tal optimal behavior is retained even if the box-wing is swept and/or staggered, since the
induced drag of a multi-plane is independent of the stream wise position of its elements,
as stipulated by Munk’s stagger theorem [20].
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Interestingly, these notable properties have been formally proven for every possible
multi-wing configuration only in very recent times [21]. But already in the past few years,
they have constituted the scientific ground of several engineering research efforts. The
latter have been mainly aimed at integrating the complex box-wing geometry into com-
plete aircraft architectures [22, 23]. This is certainly not a trivial task, since many top-
level traditional design practices have to be completely reconsidered in this case. For
example, the double wing-fuselage connection creates a structurally over-constrained
system. This can lead to a lighter structure, with smaller wing chords, but also to aeroe-
lastic and fuel capacity problems [17]. Additionally, maximizing the wings vertical stag-
ger prevents the propulsive units to be placed under the front wings, because of ground
clearance concerns. Obviously, these particular considerations are always accompanied
by overarching evaluations of the mass, balance and stability characteristics of the com-
plete aircraft design [24].

One of the most down-to-earth arguments that has led to believe in box-wing aircraft
configurations as potential contenders for the sustainable future of aviation maintains
that their geometry is “not too unconventional”. For this reason, unlike in the case of
other disruptive aircraft concepts, such as BWBs or the Flying-V, it has been argued that
it could be easier for the box-wing to be accepted by the general public. Moreover, given
its resemblance to a tube-and-wing aircraft with a very large horizontal tail, the adoption
of the PrP for commercial transport aircraft could be expected not to involve a complete
revolution in the procedures and facilities already available for aircraft certification and
operations.

With its swept wings and the wide-body fuselage, the PrP has been conceived for
commercial transonic applications. The horizontal stagger between the wings allows the
necessary sweep angle for transonic flight, without affecting the minimum induced drag
performance of the box-wing system [20]. At the same time, it allows the installation of
redundant control surfaces both fore and aft of the aircraft center of gravity. While pos-
ing an interesting design challenge, this opportunity sets the PrP apart from most other
disruptive aircraft configurations. It allows the aircraft to make use of unconventional
piloting techniques, among which, in particular, innovative forms of DLC.

Such control strategy allows the pilot to modulate the aircraft lift directly, without
necessarily generating a pitch moment to alter the aircraft angle of attack. For this rea-

a) Airbus ZEROe BWB concept (© Airbus) b) TU Delft Flying-V concept

Figure 1.3 Two examples of disruptive aircraft configurations.
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Figure 1.4 Renderings of the PrandtlPlane (PrP) aircraft configuration (parsifalproject.eu).

https://parsifalproject.eu/
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son, it also allows the pilot to have precise control over the aircraft vertical dynamics. As
lift acts perpendicularly to the aircraft velocity vector, by definition, DLC is theoretically
the fastest and most effective way to obtain a change in aircraft trajectory. As explained
in more detail in the following Section 1.1, the possibility to implement DLC usually re-
sults in improved handling qualities and trajectory tracking precision. As introduced in
Section 1.2, the availability of redundant control surfaces makes it possible to partially or
completely decouple the control of pitch and vertical dynamics. If this is the case, DLC
effectively represents an additional, independent degree of freedom to control the ver-
tical dynamics of the aircraft, and can be exploited to achieve some performance gains
also in terms of aerodynamic efficiency — trim drag in cruise conditions, for example —
and control power — or control authority.

While it is certainly improper to state that DLC contributes significantly to the envi-
ronmental impact of the PrP, it should be easy to understand that any available control
strategy concurs to shaping the dynamic characteristics of the aircraft configurations
which are able to employ it. As it is necessary, on one side, to investigate disruptive air-
craft designs to ensure the sustainability of the future aviation sector, it is equally impor-
tant, on the other side, to demonstrate that such new aircraft concepts could be prac-
tically operated with similar — and hopefully better — flying qualities, as compared to
current ones. To the author’s knowledge, only a single research study has explicitly fo-
cused on proposing and evaluating new, DLC-specific flying qualities criteria [25]. The
study has been applied to two conventional aircraft models, for which a pilot stick dis-
placement causes the simultaneous deflection of flaps — on the main wing — and el-
evators — on the horizontal tail. The two control surfaces are linked through a simple
mechanical linkage, as shown in Figure 1.5. The study also quantifies the impact of the
gearing ratios between the two movables and the pilot stick on the DLC flying qualities
of the aircraft.

δlon

δflap

δele

∆Lflap

∆Lele

Figure 1.5 Mechanical linkage between the pilot command stick, the front flap and the tail elevator to achieve
DLC of conventional aircraft configurations. Adapted from [25].

Moving from this example, the focus of the present dissertation lies exclusively on
the flight mechanics of DLC, to the extent that such control strategy can be obtained
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by control surfaces lying both in front and after the aircraft center of gravity. With this
intention in mind, the PrP configuration is only treated as a mere application case for all
the studies proposed in the following chapters. The staggered box-wing geometry simply
provides a practical and flexible platform to test the developed methods, and is justified
by the necessary exploration of innovative aircraft concepts to ensure the environmental
sustainability of future aviation operations.

The proposed methods and formulations explore the implications of DLC on the
various aspects of aircraft design, trim and dynamic response, while being completely
independent of the aircraft shape under investigation. For the sake of generality, when-
ever the context allows it throughout the whole dissertation, the discussion will revolve
around the broader concept of control effector, rather than being restricted to control
surfaces only. A control effector is here intended as any physical device which is able
to generate control forces and/or moments on the aircraft, in a sufficiently small time
span, for the sake of maneuvering flight [26]. The nomenclature “control effectors” in-
cludes aerodynamic control surfaces, throttle and thrust vectoring systems, but also de-
vices for active flow control, variable camber airfoils, or integrated architectures such as
the propulsive empennage concept employed by the Delft University Unconventional
Configuration (DUUC) aircraft.

A detailed presentation of the the fundamental characteristics of DLC is provided in
the next section.

1.1. DIRECT LIFT CONTROL (DLC)
DLC is defined as the capability to use control effectors to alter the aircraft lift “without,
or largely without, significant change in the aircraft incidence, and ideally is meant not to
generate pitching moment” [27]. In the case of DLC, the lift unbalance caused by control
effectors can rapidly result in a translational acceleration — dependent on the aircraft
mass — and hence in a variation of the aircraft trajectory, through alteration of the flight
path angle. This is synthetically expressed by the following Equation 1.1, making use of
the time-scale separation principle.

δ → ∆L(δ) → ẇ ∝ 1/m → ∆γ (1.1)

This is fundamentally opposed to Conventional Pitch Control (CPC) of all airplanes
with traditional architecture, which revolves around the use of a tail elevator to generate
a small, dislocated control lift. In this case, such lift contribution is only relevant insofar it
produces a significant pitch moment and gives raise to some angle of attack dynamics. In
the case of CPC, the control lift generated by the effectors is used to alter the aircraft pitch
moment, which in turn determines a change in attitude, in angle of attack, and finally a
variation of the aircraft lift. This ultimately results in some evolution of the trajectory,
which tends to become more sluggish with the increase of the aircraft moment of inertia
about its lateral axis [27, 28]. The time delay of the trajectory response achieved with CPC
should be evident in Equation 1.2.

δ → ∆L(δ) → ∆M → q̇ ∝ 1/Jy y → ∆θ → ∆α → ∆L(α) → ∆γ (1.2)

As a very indirect control technique, CPC also results in the classic, undesired non-
minimum phase behavior of pitch dynamics, with the initial aircraft response — due to
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∆LCPC

∆LDLC

t

h

Minimum phase

Non-minimum phase

Figure 1.6 Qualitative comparison between a minimum phase and non-minimum phase altitude response,
respectively associated with generic DLC and CPC pilot inputs.

control effectors dynamics — being opposite to the much larger steady-state response
— due to angle of attack dynamics. This is qualitatively represented in Figure 1.6, where
the inherent delay of CPC is made evident by comparison with DLC. In the case of CPC,
a pull-up maneuver is initiated with a deflection of the tail elevator. Such maneuver re-
sults first in a small downward acceleration — with related altitude loss — due to the lift
unbalance caused by the elevator upward deflection, and only then in a climb, due to the
increase in lift due to the angle of attack. Together with the inherent lag of pitch dynam-
ics, this behavior can be problematic in all flight conditions where fast, precise control is
desired or strictly required.

The definition of DLC reported at the beginning of this section is very general and
fundamental, and does not entail any practical implementation of the control system
architecture which is supposed to make such control strategy available to the pilot. For
this reason, many types of aircraft configurations can be said to have DLC capabilities,
although in very different forms and for very different applications.

Helicopter pilots, for example, are able to control vertical dynamics directly through
the collective control. This usually takes the form of a lever in the rotorcraft cockpit, and
makes it possible to change the pitch angle of all the rotor blades at the same time, hence
modulating the lift generated by them. For fixed-pitch propellers, as the ones typically
used on the remotely piloted “drones” of common use, the vertical force is controlled
simply through the alteration of the propeller speed. Two examples of these configu-
rations are shown in Figure 1.7. What all these aircraft designs have in common is the
ability to modify the lift force through some control action on the propulsive units. In
the aforementioned cases, pilot commands result in the alteration of the thrust supplied
by a set of rotors or propellers. To some extent, the vertical force produced by a thrust
vectoring system may also be included in the same definition of DLC, although alterna-
tive designations are also common, such as “powered lift” or “direct thrust” control. Two
examples of these cases are shown in Figure 1.8.

A radically different way to achieve DLC, and the only one of interest for the present
dissertation, is through the deflection of control surfaces located at key positions of the
aircraft geometry. For conventional aircraft configurations, existing implementations of
such forms of DLC can be traced to the use of flaps and spoilers [28–31]. For conventional
aircraft operations, flaps are typically only used as lift augmentation systems, and not as
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a) Bell 412 helicopter b) Quadcopter “drone”

Figure 1.7 Examples of rotorcraft configurations achieving DLC through various forms of thrust control.

a) Bell Boeing V-22 Osprey tiltrotor aircraft b) Lockheed Martin F-35 Lightning II

Figure 1.8 Examples of aircraft configurations achieving DLC through various forms of thrust vectoring.

control effectors. Therefore, they have no role in maneuvering flight. On the other hand,
a few experimental vehicles and in-flight simulators have been equipped with the possi-
bility to employ DLC through the deflection of modified trailing-edge flaps on the main
wing. Examples are provided by the Advanced Technologies Testing Aircraft Systems (AT-
TAS) of DLR, based on a VFW-Fokker 614 airframe [31], or the Lockheed L-1329 JetStar,
also employed in military operations under the designation of Lockheed C-140 [32].

Beyond operating as airbrakes, at full deflection upon landing, over-the-wing spoil-
ers can also be deflected by a specified, moderate angle to control the aircraft airspeed
and descent rate. Thanks to their position close to the aircraft center of gravity, the change
in pitch moment due to spoilers deflection is usually small, although not completely
negligible [28, 33]. The downside of this type of operation lies in the fact that they must
first be biased upwards, hence reducing the static lift and increasing the drag generated
by the wing. The best know aircraft to use DLC for commercial operations is with no
doubt the Lockheed L-1011 TriStar [28]. This 200 ton, three-engine, 250-passenger air-
liner used its four inboard spoilers to employ DLC during approach and landing phases.
Inboard spoilers were biased upwards in coordination with the deployment of trailing-
edge flaps, so that the steady-state change in lift due to the displacement of both types
of effectors would roughly cancel. Outboard spoilers were left to be used for roll coordi-
nation and air braking, since their deflection would result in a significant pitch contri-
bution, which would deteriorate (or completely countervail) the benefits of DLC.
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DLC was implemented to increases the pitch axis control bandwidth, in order to im-
prove the aircraft flight response to pilot commands, remove the non-minimum phase
behavior, and reduce the aircraft sensitivity to external disturbances. It was integrated in
the Flight Control System (FCS) through cross-feeds with the pitch control channel and
the α-based autothrottle, giving the L-1011 arguably the most advanced — and complex
— autolanding system of its time. Results from simulated and piloted flights report a
four-time reduction in the energy absorbed by gusts, significant reduction in touchdown
dispersions, a two-fold reduction in touchdown vertical speed, increase in pilot accept-
ability, cost and weight savings due to the relief of the CPC system, “large improvements
in terms of safety” and “vast improvement in ride comfort”. Figure 1.9 shows an advertis-
ing pamphlet by Trans World Airlines, boasting the L-1011 as the “the smoothest plane
in the air” and “the only widebody with DLC”.

Nowadays, it is common for both heavy airliners and gliders to use over-the-wing
spoilers to track an assigned flight path without altering the pitch attitude significantly.
Additionally, spoilers can also be used to counteract turbulence and wind shear effects in
proximity of the ground, and can be operated asymmetrically, on left and right wings, to
cooperate with ailerons in maintaining the wings levelled or performing roll maneuvers.
Two modern examples of over-the-wing spoilers in use are shown in Figure 1.10.

Other advanced applications of DLC are common in flight scenarios where maneu-
vering precision and response quickness are critical, like aircraft carrier landings, sta-
tion keeping, or air docking for refueling [34–37]. Unconventional and/or unmanned
aircraft configurations usually allow more design freedom, hence innovative solutions
like over-the-wing propellers, distributed propulsion and active flow control have also
started attracting the interest of researchers as plausible ways to practically implement
some forms of DLC [38, 39]. The present dissertation does not cover the DLC capabilities
of such novel and agile propulsion systems, but rather focuses exclusively on the use of
trailing-edge mounted control surfaces.

In the following Section 1.1.1, some peculiar aspects of the longitudinal dynamics of
DLC are gently introduced by means of two conceptual examples. Following a classic
derivation, the general response to a longitudinal control input is then formally pre-
sented in Section 1.1.2, where the dependency of DLC dynamic performance on key
aerodynamic parameters is highlighted. Lastly, Section 1.2 presents the innovative op-
portunity provided by the staggered box-wing geometry of the PrP to implement DLC
through the use of trailing edge control surfaces.

1.1.1. TWO CONCEPTUAL EXAMPLES

Consider a generic lifting body, equipped with some sort of movable device which allows
it to achieve different dynamic responses. Rather than focusing on the practical realiza-
tion of such control device, the purpose is now to show how different ways to generate
control lift can impact the characteristics of the dynamic response.

For the sake of a clear and fundamental derivation focused on the conceptual anal-
ysis of the short transient behavior triggered by the control device, some simplifying as-
sumptions are made [27]. The dynamic contribution of rotational inertia is neglected in a
quasi-steady approximation: Jy y q̇ ≈ 0. A linear aerodynamic model with constant stabil-
ity derivatives is adopted. The effect of pitch rate q on the lift coefficient is neglected, as
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Figure 1.9 Adverting pamphlet of the Lockheed L-1011 TriStar by Trans World Airlines, 1980.
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a) Boeing B737-800 during descent for approach b) Glider during a descent flight phase

Figure 1.10 Examples of aircraft configurations achieving DLC through over-the-wing spoilers.

well as all higher order derivatives, unsteady effects (α̇), and contributions that depend
on the longitudinal development of the flow. Pitch rotations and flight path variations
are considered small. Moreover, the airspeed V is assumed constant, and the deflection
of the control device is assumed to happen instantaneously. With these assumptions,
the equations of motion used to characterize the vertical and rotational dynamics of the
lifting body reduce to those in Equation 1.3.{

mẇ = q∞S
(
CLα∆α+CLδδ

)
0 =CLαxα∆α+CLδx δδ+CMq q

(1.3)

These equations express the variation of flight parameters from an equilibrium con-
dition in straight and level flight, and represent the starting point for the derivations
presented in the current and following section. In the equations, xα is the longitudinal
position of the neutral point with respect to the aircraft center of gravity. Analogously, x δ
is the longitudinal position of the CCoP, which is the application point of lift generated
through control devices. The overbar notation signifies that both variables have been
nondimensionalized with respect to the mean aerodynamic chord length c . The vertical
acceleration ẇ is exclusively due to a change in lift force, which in turn can be caused
by both a variation of the angle of attack α and the displacement of the control device δ.
It is also assumed that a positive displacement δ> 0 results in an upward shift of the lift
curve, and is able to impart an upward heave motion to the lifting body.

In the two following examples, some characteristics of the dynamic evolution spark-
ing out of a unit step input on the control device are assumed a priori. This unusual
approach allows to easily derive the vertical dynamics evolution of the lifting body, to-
gether with the conditions that allow to obtain it, in some particular flight scenarios.

PURE HEAVE MOTION

The basic kinematics of an upward translation with no alteration in rotational attitude
are shown in Figure 1.11. As it can be seen in the figure, this type of motion results in a
decrease of the angle of attack which is only due to the change in trajectory. In particular,
∆α is equal and opposite in sign to the variation of flight path angle γ, as summarized by
Equation 1.4.

q = θ̇ = 0 ⇒ ∆α+∆γ= 0 ⇒ ∆α=−∆γ≈−w

V
(1.4)



1

14 1. INTRODUCTION

x V

∆γ≈ w/V

w

x V

∆α=−∆γ ∆θ = 0

w

Figure 1.11 Basic kinematics of a hypothetical pure heave maneuver with no rotation about the pitch axis.

During such maneuver, the lift coefficient increases because of the action of the control
device, but also decreases in light of the reduction of the angle of attack, as represented
in Figure 1.13a. Because of this behavior, a pure heave maneuver should not be thought
of as the ideal outcome of a DLC input, since part of the new lift generated by the control
device is lost by the reduction in angle of attack, which is a direct consequence of the
necessity to maintain a constant pitch attitude.

In light of the latest additional assumptions, the system of equations of motion as-
sumes the form reported in the following Equation 1.5.

m

q∞S
ẇ + CLα

V
w =CLδδ

CLαxα
V

w =CLδxδδ

(1.5)

In the first equation, it can be seen that the term due to the vertical speed w — which
is responsible for the reduction of the angle of attack — results in a damping action for
vertical dynamics. This indicates that the dynamic evolution of vertical speed is damped
by aerodynamic forces due to the upward motion of the airfoil. The equation for vertical
dynamics allows to find the vertical speed and acceleration responses to a unit step input
of the control device in an unequivocal manner. These are expressed in the following
Equation 1.6, and represented in Figure 1.13b.

δ(t ) = 1 ⇒ ẇ(t ) =V
CLδ

CLα
K e−K t ⇒ w(t ) =V

CLδ

CLα

(
1−e−K t ) (1.6)

where K = q∞SCLα/mV . The vertical acceleration response is sharp but damped, as ex-
pected. The vertical speed increases to the maximum achievable value reported in Equa-
tion 1.7, which depends on the efficiency of the control device τδ.

wt→+∞ =V
CLδ

CLα
=−τδV (1.7)

By imposing that the evolution of ẇ must be the same for both the equations of ver-
tical and rotational dynamics, it is possible to formulate the condition required to obtain
such type of dynamics. This results in Equation 1.8, which shows that the position of the
CCoP is also a function of time. In particular, the CCoP has to move from its initial po-
sition towards the aircraft center of gravity, as it would be expected in a maneuver that
results in no rotation about the pitch axis. The time history of the CCoP position is shown
in Figure 1.13c, assuming xα < 0 for a statically stable lifting body.

x δ = xαK e−K t (1.8)
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CONSTANT ANGLE OF ATTACK

According to the classic definition reported at the beginning of Section 1.1, DLC maneu-
vers should result in no significant variation of the angle of attack. It feels intuitive, then,
to also investigate this type of motion. Assuming that the arising dynamics is character-
ized by no variation of α automatically implies that the lifting body has to accompany
the heave motion with some rotation about the pitch axis. In particular, the pitch rota-
tion about the body axis has to be equal in magnitude and sign to the change in flight
path angle. This is shown in Figure 1.12 and expressed by the following Equation 1.9.

x
V

x

V

∆θ =∆γ≈ w/V

∆θ =∆γ

∆α= 0

w

Figure 1.12 Basic kinematics of a hypothetical heave maneuver at constant angle of attack.

∆α= 0 ⇒ ∆θ =∆γ≈ w

V
⇒ q ≈ ẇ

V
(1.9)

This control strategy is classically referred to as “Pure DLC”, since the capability to
generate lift with changes in the angle of attack is completely unexploited [27]. On the
lift curve, it can be represented as in Figure 1.14a. In this case, the total lift and pitch
coefficients are altered only by means of the control device, and the system of dynamic
equations can be further simplified to the one in Equation 1.10.

mẇ = q∞SCLδδ

0 =CLδx δδ+CMq

ẇ

V

(1.10)

As done in the previous example, solving the equation for vertical dynamics allows
to obtain the evolution of vertical speed and acceleration as a result of a unit step input
on the control device. They are reported in Equation 1.11, which shows that the vertical
speed increases linearly with time, and is hence theoretically unbounded.

δ(t ) = 1 ⇒ ẇ = q∞SCLδ

m
⇒ w(t ) = q∞SCLδ

m
t (1.11)

The dynamic behavior of Pure DLC is graphically summarized in Figure 1.14b. By re-
calling that ∆θ ≈ w/V , it should be clear that this type of motion is not suitable for long
sustained maneuvers, as the rotation needed to neutralize the variation in angle of attack
would be unbounded as the vertical speed. In a similar fashion, extrapolating this con-
ceptual result to large values of ∆θ would be inconsistent with the assumptions made at
the beginning of Section 1.1.1 and with Equation 1.9.

As done in the previous example, the condition required to achieve such type of dy-
namics is obtained by imposing that the evolution of ẇ must be the same for both the
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equations of vertical and rotational dynamics. This is expressed by the following Equa-
tion 1.12

x δ =−
q∞SCMq

mV
(1.12)

where the term on the right-hand side can be traced to a simplified expression of the
maneuver margin [40]. This is the distance between the maneuver point and the aircraft
center of gravity, and can be expressed as in the following Equation 1.13

x m = xα+
q∞S

mV
CMq = xα−

q∞Sl

mV 2

CMδ

τδ
(1.13)

where τδ = ∂αzl/∂δ< 0 is the efficiency of the control device, and l is a suitable equiva-
lent longitudinal distance — for conventional aircraft configurations, it would be related
to the distance between the center of gravity and the horizontal tail, for example.

Combining the previous two equations shows that, in order to achieve vertical dy-
namics at constant angle of attack — or, in other words, Pure DLC — the control device
must be able to drive the CCoP to a position which falls ahead of the aircraft neutral
point, by a distance equal to the maneuver margin. This is expressed in the following
Equation 1.14, and the simple time history of the position of the CCoP is shown in Fig-
ure 1.14c.

x δ = xα−x m (1.14)

Moving on the path traced by the latter two examples, it should feel intuitive to en-
vision an even more effective type of longitudinal response to a DLC input, in which the
rotation of the lifting body contributes positively to the lift generation provided by the
control device. In such a case, the heave motion would benefit from an initial input due
to the control-dependent contribution of lift, and then from an additional boost due to
angle of attack dynamics. In the next section, the general expression of the vertical re-
sponse is formally derived, and the aerodynamic conditions to obtain a certain type of
longitudinal dynamics are presented.

1.1.2. GENERAL LONGITUDINAL RESPONSE
In order to characterize the longitudinal response in the most general way, by closing the
system of Equation 1.3 while retaining all of its elements, it is once again necessary to as-
sume that q ≈ ẇ/V . This kinematic assumption expresses the fact that a pitch rotation
accompanies the heave motion of the lifting body, in an attempt to obtain no variation
in angle of attack. Due to flow reorganization and delays due to its longitudinal devel-
opment, it is allowed in this case to retain that ∆α ̸= 0, hence the present derivation is
more general than the one obtained by imposing Equation 1.9. With these hypotheses,
combining the two dynamic equations results in the expression of the vertical response
to an input on the control device, which is reported in Equation 1.15.

ẇ

δ
= q∞S

m
CLδ

 xα−x δ

xα+ q∞S
mV CMq

= q∞S

m
CLδ

(
xα−x δ

x m

)
(1.15)
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ẇ

b) Time histories of vertical speed and acceleration

xα
(
q∞SCLα/mV

)

t
xδ

c) Time history of the Control Center of Pressure

Figure 1.13 Characterization of a hypothetical DLC maneuver resulting in pure heave motion, with no rotation
about the pitch axis, in response to a unit step input on the control device.
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w
ẇ
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Figure 1.14 Characterization of a hypothetical DLC maneuver resulting in vertical and rotational motion at
constant angle of attack, in response to a unit step input on the control device. This behavior can
also be referred to as Pure DLC.
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The term at the denominator, playing the role of a scale factor for the distance between
the CCoP and the neutral point, has been previously introduced in Equation 1.13 as a
simplified expression of the maneuver margin.

Equation 1.15 shows how the vertical response is, in general, majorly influenced by
the relative position of the CCoP with respect to the neutral point [27]. The position of the
center of gravity also plays a role, to the extent that it impacts the static and maneuver
stability of the aircraft. In the next section, the characteristics of the dynamic response
are briefly presented for various notable positions of the CCoP.

ROLE OF THE CONTROL CENTER OF PRESSURE (CCOP)
The CCoP has been introduced in the previous section as the center of pressure of the
aerodynamic forces generated solely by displacing the aircraft control effectors. In this
section, the vertical dynamics of the aircraft is qualitatively described for notable ar-
rangements of the CCoP and the neutral point. Once again, this is done without focus-
ing on any specific aircraft configuration or practical implementation of DLC. All of the
aircraft design parameters can be retained fixed, but the control device is supposed to
be able to shift the application point of the control lift it generates [27]. The different
dynamic behaviors are represented in Figure 1.15 for a hypothetical pull-up maneuver.

The most classic case of CPC is obtained with a control force very far aft the aircraft
center of gravity, and is characterized by the CCoP roughly coinciding with the location
of the control effector itself. As explained before, when the CCoP falls aft of the neutral
point, the initial and steady-state vertical acceleration responses are discordant in sign.
This condition results in the conventional, undesired non-minimum phase pitch behav-
ior shown in Figure 1.15a, and already discussed at the beginning of Section 1.1.

As the CCoP advances towards the neutral point, the magnitude of the adverse initial
response increases, while the one of the steady-state response decreases. The theoreti-
cally maximum difference occurs when the CCoP is aft of the neutral point by a distance
equivalent to the maneuver margin (Figure 1.15b). In this condition, control lift acts suf-
ficiently close to the neutral point to have a significant impact on the aircraft initial verti-
cal acceleration. At the same time, it is also sufficiently far aft of the neutral point to trig-
ger a significant aircraft rotation about its center of gravity, counteract the aerodynamic
damping due to pitch rotation, and start a relevant angle of attack dynamics, which in
turn causes an opposing vertical acceleration.

By further advancing the CCoP, the magnitude of the steady-state acceleration re-
sponse keeps decreasing, until vanishing when the CCoP coincides with the neutral point
itself, as shown in Figure 1.15c. In this condition, the angle of attack dynamics triggered
by the pitch rotation of the aircraft is just sufficient to neutralize the large initial vertical
acceleration.

If the CCoP moves fore of the neutral point, the initial and steady-state acceleration
responses are concordant in sign. Consequently, in order to perform an actual pull-up
maneuver, the control device has to be displaced in the opposite direction of the pre-
vious cases. Only in this case it is possible to properly talk about DLC. In particular, if
the CCoP is fore of the neutral point by a distance equivalent to the maneuver margin,
the steady-state acceleration response is theoretically equal to the initial one. Such be-
havior coincides with how “Pure DLC” has been characterized in Section 1.1.1, and is
represented in Figure 1.15d.
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If the CCoP is between the neutral point and the Pure DLC position, the angle of at-
tack dynamics tends to dampen the initial peak response (Figure 1.15e). A longitudinally
stable aircraft can achieve this behavior if the CCoP coincides with the center of gravity,
for example. A longitudinal maneuver with this very particular configuration would re-
sult in the pure heave vertical dynamics presented in Section 1.1.1. If the CCoP is in front
of the Pure DLC position, the angle of attack dynamics tends to further feed the initial
peak response, as in the case of a canard wing configuration (Figure 1.15f).

1.1.3. SUMMARY
As compared to CPC, the most notable case of “Pure DLC” allows the pilot to have faster
and more precise control of the aircraft lift and trajectory, by canceling any response
delay due to non-minimum phase dynamics. Even if at the cost of limited control power,
DLC represents an additional, independent degree of freedom in vertical axis dynamics,
and can be exploited to improve aircraft performance in many different ways. This is
especially true for larger aircraft, for which the longitudinal response to CPC tends to be
inherently sluggish because of the large moment of inertia about the later axis.

A few examples — some of which may seem rather speculative at this stage — are
provided in the following list:

• DLC results in improved vertical maneuver precision, which can have important
consequences on

– the dispersion of the aircraft position and vertical speed at touch-down, with
significant impact on the design and weight of landing gears;

– aerodynamic efficiency, as it can be used to make small altitude adjustments
without alteration of an optimally trimmed attitude;

– obstacle avoidance, in cases of emergency;

• DLC results in faster vertical maneuvers, with consequences on

– the aircraft response quickness to the pilot inputs, with reduced chance to
incur in the undesired phenomenon of pilot-in-the-loop oscillations;

– the capability to reject high-frequency external disturbances — such as tur-
bulence — with improved comfort on board and reduction of structural stress
due to fatigue;

• DLC results in additional control authority, and can be used to

– improve the transient response obtained with CPC, without altering the sta-
bility and short period characteristics of the aircraft;

– achieve steeper descent profiles and/or facilitate the implementation of con-
tinuous descent schedules in modern air traffic management operations, lead-
ing to important reductions of fly-over noise in urban areas.

In light of this short overview, DLC can be beneficial in all flight scenarios when
fast and precise trajectory tracking is of great importance. Extreme scenarios where this
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ẇ

e) CCoP between the neutral point and the Pure DLC
position

xδ≫ xα−x m

t

ẇ
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Figure 1.15 Time histories of the vertical acceleration response to a unit step input on a hypothetical control
device which is able to impose different positions of the CCoP [27].
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might be the case are landings on complex terrains or short/narrow runways, in-flight re-
fueling or remote sensing applications. When redundant control surfaces are also avail-
able, the possibility to achieve DLC can also aid in rearranging aerodynamic loads along
the wings, in order to obtain better aerodynamic efficiency in steady flight, and ulti-
mately improved mission performance.

1.2. THE OPPORTUNITY WITH REDUNDANT EFFECTORS
As mentioned earlier, CPC is attained when a single effector controls the aircraft rota-
tional and vertical dynamics by means of pitch moment generation. This set-up has two
very important implications. Firstly, having only one effector dedicated to longitudinal
control, independently of its location, prevents any ruling on the position of the CCoP.
Secondly, and consequently, longitudinal control characteristics are tightly connected to
longitudinal dynamic stability [27]. As a simple proof of the latter statement, it should be
sufficient to consider that the aircraft transient response, after any kind of longitudinal
control input, is heavily influenced by the characteristics of the short period motion,
which in turn is characterized by stability parameters such as the maneuver margin.
Equivalently, it should be intuitive to realize that a higher longitudinal stability results
in a stiffer transient response, smaller stability in high maneuverability, and instability
in a diverging response to any longitudinal input.

By adding more degrees of freedom than needed for motion control about a given
axis, redundant effectors make it possible to break the connection between the stability
and control characteristics of an aircraft. When these are perfectly uncoupled, the former
only depend on clean aerodynamics, mass and balance properties, while the latter only
depend on the effectors themselves and the architecture of the FCS. With restriction to
longitudinal flight, in the example of a whole commercial mission, it could be possible
to express the gearing ratio between front and rear control surfaces as a function of the
position of the aircraft center of gravity. In this case, while the stability of the aircraft
would evolve accordingly to the emptying of the fuel tanks, control characteristics would
stay constant by design.

Control effectors can be said to be redundant if they are capable to independently
control the same motion axis. Redundant effectors can be linked together, and to the pi-
lot input, in different ways to drive the position of the CCoP and achieve desired dynamic
properties. This definition does not imply that some of such effectors are not necessary
at all. For example, high- and low-speed ailerons are surely redundant effectors for the
roll control of conventional aircraft architectures. Each pair of ailerons is required in dif-
ferent flight phases, but high-speed ailerons, in the inboard section of the wing, can also
be linked to the low-speed ones, to improve the roll control power of the aircraft. Al-
ternatively, high-speed ailerons could be linked to move symmetrically, in response to
longitudinal commands and in conjunction with the tail elevators and/or over-the-wing
spoilers. In this case, they would contribute to the rotational and vertical dynamics of
the aircraft, becoming redundant in the pitch and vertical axes.

It has already been shown in Figure 1.5 how front and rear longitudinal effectors
could be coordinated through a simple mechanical linkage to achieve DLC flying qual-
ities in the case of a a conventional aircraft configuration [25]. The staggered box-wing
geometry of the PrP introduces innovative ways to exploit various levels of control sur-
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face redundancy. This is especially true for pitch and vertical dynamics in the longitudi-
nal plane. A synthetic representation of the main control forces in play along the vertical
axis, and a comparison with the case of a conventional aircraft configuration, is repre-
sented in the free-body diagrams of Figure 1.16. The sketch of Figure 1.16b has been
realized with a staggered box-wing in mind, but it can easily be interpreted as a generic
bi-wing aircraft layout, which is capable to employ DLC in the way it is of interest in the
scope of this dissertation.

x

Lwing

Ltail

∆Lail

∆Lspoil

∆Lele

a) Conventional aircraft geometry, with one main wing equipped with ailerons and over-the-wing spoilers, and
a smaller horizontal tail wing equipped with elevators

x

Lwing,1 Lwing,2

∆Lele,1 ∆Lele,2∆Lail,1 ∆Lail,2

b) Staggered box-wing geometry, with two main wings equipped with inboard (elevators) and outboard
(ailerons) control surfaces

Figure 1.16 Vertical aerodynamic forces generated by wings and control effectors, for two generic aircraft con-
figurations.

A mechanical linkage system is the most straightforward and traditional way to con-
strain the relative motion of any number of control effectors, and link them to the pilot
input device. Historically, it can be said to represent the first instance of a FCS. Conceptu-
ally, from the most high-level perspective, a mechanical linkage realizes two fundamen-
tal operations: gearing and ganging. Although similar in meaning, a different connota-
tion is given to these concepts in the present dissertation. Gearing is defined as linking a
control effector to the pilot input command, by means of a constant gearing ratio. On the
other hand, ganging is the operation of constraining the motion of one control effector
with respect to another one.

Gearing and ganging strategies are both essential for the realization of a mechanical
linkage, and explicit ganging may be desired for fly-by-wire ones as well. In all cases, both
approaches and their combination clearly have an impact on the position of the CCoP,
and hence on the type of transient response that can be achieved in maneuvering flight.
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The major drawback of these strategies lies in the fact that gearing ratios and ganging
matrices need to be selected a priori, and usually need to be tailored to — and optimized
for — different flight scenarios. This can result in inefficient control, and clearly hinders
the potential range of achievable dynamic responses.

One of the several, more advanced approaches that can be used to calculate the con-
trol effectors position required to perform a given maneuvering task is represented by
CA methods [41]. These algorithms are in charge of distributing the FCS commands to
a given set of control effectors, in the most efficient way possible, according to some
optimization criterion. CA methods are going to be the core mathematical instrument
underlying the different approaches presented in the following chapters of this disser-
tation. In particular, in an effort to diverge from classic flight control studies, several at-
tempts are going to be made to evaluate the performance of well-established and novel
CA methods in the scope of multi-disciplinary analyses, including top-level considera-
tions on aircraft design.

1.3. MOTIVATION, OBJECTIVE AND SCOPE
The work presented in this dissertation is partially motivated by the interests of the PAR-
SIFAL4 project5, funded by the European Union within the Horizon 2020 Research and
Innovation Program. The objective of the project was to design a transonic PrP aircraft
configuration, with a payload capacity of about 300 passengers, to be competitive in the
short and medium range sector. Among other tasks, and springing from early prelim-
inary studies [42, 43], advanced flight mechanics and control concepts were to be ex-
plored, with the ambition to obtain performance benefits with respect to conventional
aircraft configurations of similar category.

The main motivation of this study lies in the necessity to investigate innovative flight
control techniques revolving around the possibility to modulate an aircraft lift in a fast
and precise way, without spoiling its aerodynamic efficiency. Such control techniques
are, in principle, rather independent of the aircraft geometry, and can therefore be imple-
mented for both conventional and unconventional configurations. But in a more prac-
tical sense, this research is motivated by the intention to quantify the innovative flight
mechanical behavior of DLC on the basis of a innovative realization of it, such as the
staggered box-wing geometry of the PrP.

The objective of the dissertation is to show how redundant control surfaces, located
fore and aft the aircraft center of gravity, can be exploited to shape an aircraft dynamic
behavior and obtain desired flight mechanics performance. This is achieved by introduc-
ing novel flight control methods, mainly revolving around original implementations of
traditional formulations of the CA problem. The simulation of several different flight sce-
narios attempts to provide multiple examples to support the significance of the present
research effort in different aspects of aeronautical engineering. Various effects of imple-
menting DLC with trailing-edge control surfaces are analyzed: from the improvement
of open-loop handling qualities, to top-level mission performance; from optimal trim
conditions for maximum control authority, minimum drag, or an assigned pitch angle,

4Prandtlplane ARchitecture for the Sustainable Improvement of Future AirpLanes (PARSIFAL)
5Homepage: https://parsifalproject.eu/

https://parsifalproject.eu/
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to the achievement of desired transient dynamic responses. Various flight mechanics
performance indices are monitored in different studies, from fundamental parameters,
such as control authority or tracking precision, to more practical ones, such as agility
quickness or comfort level on board.

In light of the aforementioned motivations and objectives, the present dissertation
attempts to answer the following research questions:

1. What is the impact of different Control Allocation (CA) methods on the design of a
control surface layout and on the sizing of redundant control surfaces, for a given
aircraft configuration? (Chapter 5)

2. How can redundant control surfaces be fully exploited to obtain maximum control
authority about one or more specified motion axes in trim conditions? (Chapter 6)

3. How can the concept of Control Center of Pressure (CCoP) be leveraged to shape
the aircraft transient response in a controlled manner and remove the typical non-
minimum phase behavior of pitch dynamics? (Chapter 7)

The concepts and methods proposed in the following chapters are applicable to any
aircraft configuration, regardless of its shape and number of control effectors. As a mat-
ter of fact, though, they have been conceived to exploit the possibility of practically em-
ploying DLC, hence expressing their full potential when applied to aircraft configura-
tions featuring control surfaces both fore and aft the center of gravity. These include the
PrP, but are not limited to it.

1.4. OUTLINE
The present dissertation consists of eight main chapters. A conceptual flow chart of its
outline is represented in Figure 1.17.

Following the introduction, Chapter 2 presents an overview of the CA problem for re-
dundant control effectors. The most popular approaches and algorithms are illustrated
in detail, and relevant properties, such as the AAS, are explored in the scope of the up-
coming applications.

Chapter 3 illustrates the models and methods developed to perform the subsequent
analyses and gather relevant results. All studies have been performed by means of flight
simulation, hence significant space is devoted to the description of the implemented
software framework.

A mission performance study of the PrP aircraft model is then presented in Chapter 4,
to characterize such disruptive aircraft concept from an operational standpoint. By mak-
ing comparisons with a potential competitor aircraft with conventional tube-and-wing
geometry, this chapter proves that box-wing aircraft configurations can be competitive
in modern and future market scenarios.

In the core part of the dissertation, and using a more complex and detailed flight me-
chanics model, Chapter 5 deals with the problem of positioning and sizing redundant
control surfaces on a box-wing aircraft geometry. In order to obtain good flight mechan-
ics performance, it is indeed first necessary to have a good aircraft design. In this chapter,
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the impact of various classic CA algorithms on the optimum control surface arrange-
ment is evaluated by correlating aircraft design parameters to the inherent properties of
the CA approaches.

The trim problem is then comprehensively analyzed in Chapter 6. A general trim
formulation based on the concept of the AAS is here presented, with many applications
for maximum control authority, minimum drag and assigned pitch angle.

Lastly, an in-depth study on the aircraft transient response to longitudinal commands
is presented in Chapter 7, where a novel CA approach based on the definition of the CCoP
is presented. Several applications performing different flight tasks show how being able
to induce the position of the CCoP can result in performance benefits such as tracking
precision, handling qualities, disturbance rejection and improved comfort on board.

Finally, a comprehensive overview of the work is presented in Chapter 8, with con-
siderations on the practical development of box-wing aircraft configurations, and on the
implementation of DLC in case of redundant control surfaces. The research questions
are answered, conclusions are drawn, and an outlook on future research perspectives is
given.
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A book cannot by itself teach how to play.
It can only serve as a guide, and the rest

must be learned by experience.

Jose Raul Capablanca
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Wayne Durham
Aircraft Control Allocation

2017

The possibility to install multiple control surfaces, as in the case of box-wing con-
figurations, raises an important question about the architecture of the FCS. FCSs based
on mechanical linkages traditionally rely on a collection of cables, rods and pulleys to
transmit the control input from the pilot to the control surfaces. Those based on a fly-
by-wire system feature an electronic layer between the pilot interface and the actuated
effectors, hence allowing the implementation of arbitrarily complex automatic control
laws and augmentation systems. In all cases, it is often, if not always, necessary to con-
strain the relative motion of some control effectors. But doing so according to some pre-
defined, discretional design criterion can be an inefficient solution towards the achieve-
ment of optimal control characteristics in every flight scenario. This chapter introduces
and reviews the main concepts and methods relative to Control Allocation (CA), a more
advanced technique used to calculate the optimal effectors displacements necessary to
achieve an assigned control goal.

27
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The following Section 2.1 presents an overview of the flight control problem in pres-
ence of redundant control effectors, and defines the fundamental CA problem formu-
lation. Section 2.3 provides its geometric interpretation, by introducing the concepts of
Control Space and Action Space. An overview of notable CA approaches is presented
in Section 2.4, with focus on the methods used in the upcoming chapters. Lastly, Sec-
tion 2.5 formally defines the key concept of Attainable Actions Set (AAS), which is going
to have an important role in several subsequent applications.

2.1. THE PROBLEM WITH REDUNDANT EFFECTORS
The most conventional aircraft configurations dedicate one set of control effectors to
each motion axis. One or two elevators control the pitch axis, one pair of ailerons con-
trols the roll axis, and a rudder controls the yaw axis. As for translational dynamics, a
propulsive effector is normally employed to control the longitudinal axis, while there is
usually no way to directly control the lateral axis. Some existing solutions to control the
translation about the vertical axis — basically DLC — have been presented in Section 1.1.

If two or more effectors are devoted to control the same motion axis, as in the classic
case of ailerons, these are constrained to move together according to some rule. They
will then be displaced as a single “virtual” effector. The total number of virtual effectors
is lower than the number of actual effectors, and it should match the number of axes to
be controlled. In the case of conventional control techniques, revolving around the roll,
pitch, and yaw moments about the aircraft center of gravity, this number is three.

The process of constraining the relative motion among two or more actual effectors,
hence defining the set of virtual effectors, is here referred to as “ganging”. A ganging ma-
trix G can be designed to establish a simple linear relationship between the real effectors
u and the virtual ones u , as shown in Equation 2.1. For example, for an aircraft with two
ailerons, two elevators and a rudder, virtual and actual control effectors could be intu-
itively related through a conventional ganging matrix as shown in Equation 2.2. In this
case, a displacement of the virtual aileron effector corresponds to an opposite motion of
the actual ailerons, while a displacement of the virtual elevator corresponds to a concor-
dant motion of the actual ones. Lastly, the virtual rudder coincides with the real rudder.

u =Gu (2.1)
uail,1
uail,2
uele,1
uele,2
urud

=


1 0 0
−1 0 0
0 1 0
0 1 0
0 0 1




u ail

u ele

u rud

 (2.2)

The virtual effectors can then be linked to the pilot inputs through a gearing matrix
H , as shown in Equation 2.3. In the most simple case of H being a diagonal matrix of con-
stant gearing ratios, each pilot input is mapped to only one set of virtual effectors, and is
completely decoupled from the other ones. Continuing on the previous example, if the
pilot input commands are normalized in the [−1,+1] interval, while the virtual ailerons,
elevators and rudders are respectively limited to ±45deg, ±30deg, ±60deg, a possible
gearing matrix can assume the simple form reported in the following Equation 2.4. This
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gearing matrix maps the position limits of the pilot input controls to the position limits
of the virtual effectors.

u = Hupil ⇒ u =G Hupil (2.3)
u ail

u ele

u rud

=
π

4 0 0
0 π

6 0
0 0 π

3


ulat

ulon

udir

 (2.4)

Gearing and ganging operations are representative of a mechanical FCS architecture,
and are clearly not an optimal approach to link the pilot inputs to all the available effec-
tors. Primarily, it is immediate to realize that the ganging operation reduces the number
of control Degrees of Freedom (DoFs) of the aircraft. This fact is simply represented by
G having more rows than columns. At the same time, it limits the capability of the effec-
tors to control other motion axes. In the previous example, the elevators are incapable of
aiding with roll control, and the ailerons are incapable to provide pitch or yaw control.

In more general terms, if the control effectiveness matrix of the actual effectors is de-
fined as in Equation 2.5, control forces can be approximated as in Equation 2.6. In these
two relations, the symbol A indicates a generic resultant aerodynamic action with the
dimensions of a force (lift, drag, forces in body axes) or moment (roll, pitch or yaw). This
notation is necessary, in the present and following chapters, to congregate quantities
that have different dimensions but serve the same conceptual purpose: the calculation
of the total control effectiveness of the aircraft effectors, about either all of its axes of
motion or only the ones that are relevant for a specific investigation.

B = ∂C A

∂u
=


∂C A1 /∂u1 ∂C A1 /∂u2 . . . ∂C A1 /∂uNu

∂C A2 /∂u1 ∂C A2 /∂u2 . . . ∂C A2 /∂uNu

...
...

. . .
...

∂C ANA
/∂u1 ∂C ANA

/∂u2 . . . ∂C ANA
/∂uNu

 (2.5)

∆C A ≈ Bu = BGu (2.6)

In light of Equation 2.6, the combined effectiveness BG of symmetrically ganged ef-
fectors is null on lateral-directional axes, while effectors ganged anti-symmetrically have
no authority on longitudinal dynamics (if drag effects are not accounted for). As a matter
of fact, the capability of each effector to affect the control of all motion axes can be seen
as an unwanted coupling effect, as in the case of adverse yaw dynamics triggered by the
deployment of ailerons. On the other hand, it can also be a beneficial source of available
control power, if exploited properly.

The problem with ganging matrices, and to a smaller extent with gearing ratios, is
that they need to be selected a priori and somewhat arbitrarily, and usually need to be
optimized for different flight scenarios. For example, high-speed ailerons are ganged to
move anti-symmetrically to provide roll control in cruise phases, but can also be ganged
to move symmetrically, in order to work as air-brakes after landing. Similarly, gearing
ratios for all control surfaces can be expressed as a function of the airspeed, when con-
siderations on the pilot effort on the control stick are also necessary. The necessity to cal-
culate multiple ganging and gearing matrices to be employed in different flight phases
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generally hinders the potential range of achievable aircraft dynamic responses. Further-
more, while it can be rather intuitive to gang effectors on a conventional aircraft, it may
not be so straightforward for unconventional aircraft geometries. Configurations such
as the BWB, with all control surfaces along the trailing edge, the Flying-V, with no clear
separation between elevators and ailerons, and box-wings, with redundant control sur-
faces both in front and behind the center of gravity, all pose interesting challenges for
the design of the control surface layout and the FCS [44, 45].

2.2. FUNDAMENTAL CONTROL ALLOCATION PROBLEM
One of a few more advanced approaches to calculate the control effectors displacements
required to perform a given maneuvering task is represented by CA methods. As shown
in Figure 2.1, these methods typically use the output of an overarching flight control law
to calculate the displacement of all control effectors, on the basis of the available con-
trol effectiveness and according to a prescribed optimality criterion. In these regards, CA
methods allow a neat separation between the definition of the control logic and the dis-
tribution of the control effort to the effectors. They differ from multi-input multi-output
control approaches, since the latter typically combine both of the aforementioned tasks,
at the cost of additional modeling complexity.

The baseline, generic CA problem consists in finding the value of the control effectors
displacements u which solve the following Equation 2.7.

Bu =ν (2.7)

In this simple relation, ν is an array of control objectives to be achieved by displacing
the effectors. Reference values for ν are typically the output of the control law, and can
represent control forces and moments as well as angular rates, in the most common
applications. If B is the effectiveness matrix defined in terms of aerodynamic actions
(forces and moments) as in Equation 2.5, then ν is an array of control forces and/or
moments to be generated by the effectors. In all of the applications presented in this
dissertation, the elements of ν are picked from the set of aerodynamic control force and
moment coefficients shown in Equation 2.8, on the basis of the application of interest.

ν= {
∆CL , ∆CD , ∆CX , ∆CY , ∆CZ , ∆CL, ∆CM, ∆CN

}
(2.8)

The number of elements of ν and the number of rows of B depend on which control
actions are commanded by the flight control law and are allocated to the effectors. The
most classic CA problem is referred to as the “three moment problem”, since it allocates
the roll, pitch and yaw moments (or angular accelerations) to a given set of effectors [41].
In principle, the latter could be anything ranging from control surfaces to thrust vector-
ing mechanisms [46, 47].

The number of elements of u and the number of columns of B depend on the num-
ber of effectors that are chosen to take part in the allocation problem. If the number
of control effectors Nu is equal to the number of control objectives Nν, the B matrix
is square and the solution is unique. The effectors positions can be immediately deter-
mined by matrix inversion. This is generally the case for conventional aircraft configura-
tions with ganged control surfaces. If the aircraft configuration has more control effec-
tors than strictly required to achieve the control objectives, the B matrix is not square
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and cannot be inverted to immediately solve Equation 2.7. In this case, the solution to
the CA problem may not be unique. In other words, the same control objectives could be
achieved in more than one way because of the redundant control DoFs of the aircraft.

CA methods define an analytic or algorithmic function fCA to calculate the optimal
effectors displacements u that obtain the required control objectives ν, on the basis
of the available effectiveness B and, optionally, other flight or design parameters. The
generic solution to the CA problem may be expressed as in Equation 2.9.

u = fCA(B ,ν, . . . ) (2.9)

The selected effectors can be treated as completely independent from one another
or as virtually ganged within the CA method itself. For some applications, as in the ex-
ample of rudders on a V-tail aircraft configuration, the latter approach may be desired.
If the rudders are left completely free to move, any given CA method would make them
deflect symmetrically, as elevators, in order to exploit their significant pitch moment ef-
fectiveness due to the cant angle of the V-tail. This could be undesired, as it would reduce
directional control authority. In order to avoid incurring in this type of behavior, selected
groups of control effectors can be ganged to move in a specified way, and the CA problem
can be solved only for the virtual effectors, as shown in Equation 2.10.

u =Gu ⇒ ν= Bu = BGu ⇒ u = fCA(BG ,ν, . . . ) ⇒ u =Gu (2.10)

The same considerations on the uniqueness of the solution hold, but must be expressed
in terms of the ganged effectiveness matrix BG .

A geometric interpretation of the overall CA problem is presented in the next section,
before moving on to an overview of the many techniques available to obtain these types
of solutions.

2.3. GEOMETRIC INTERPRETATION
Before venturing into the geometric interpretation of Equation 2.9, it is necessary to
clarify a few preliminary definitions [41]. As already mentioned with the introduction
of Equation 2.8, the case in which the CA objectives are control forces and moments is
considered for the remainder of this dissertation. In other words: ν = ∆C A . If NA aero-
dynamic control actions are allocated onto Nu control effectors, the following concepts
can be introduced:

Control Space is a Cartesian axis system in the RNu space, with a control effector dis-
placement varying on each axis. Each combination of control effectors displace-
ments is resented by a point in Control Space.

Control Law Control Allocation Actuators Aircraft

upil ν u δ

Figure 2.1 Top-level block scheme of a FCS employing CA methods.
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Action Space is a Cartesian axis system in the RNA space, with a control aerodynamic
action — force or moment, dimensional or dimensionless — varying on each axis.
Each resultant control action generated by a combination of effectors displace-
ments is represented by a point in Action Space.

The Admissible Controls Set (ACS) is the set of all possible effectors displacements ad-
mitted by the physical realization of the FCS and the aircraft architecture.

The Effective Actions Set (EAS) is the set of all control forces and moments that can be,
in principle, generated by the effectors.

The nomenclature chosen for the Action Space and the EAS represents an original
tentative to expand the well-established designations of “Moment Space” and “Moments
Set”. The use of the latter are dominant in the field, since early studies of the CA prob-
lem focused exclusively on the “three moment problem” already mentioned in the pre-
vious section. Other attempts to include different types of control objectives have been
made in the past, opting for the obvious designation of “Objective Set” [48, 49]. This was
deemed too abstract in the scope of the present dissertation, for which a nomenclature
closer to flight dynamics applications has been chosen.

In any case, in light of these definitions, it should be intuitive to understand that the
EAS is a function of the Admissible Controls Set (ACS) and of the specified flight condi-
tion. Due to non-linearities and possible coupling effects in the aerodynamic model, it
is usually hard to characterize the EAS in Action Space. One notable analytic effort has
been presented for pairs of left-right control surfaces, for which the roll and pitch mo-
ments are linear with the deflection, but the yaw moment is quadratic due to the contri-
bution of drag [50]. A numeric application in the maritime engineering field can be seen
in [51], while a more recent work defines and exploits the concept of robust EAS, with
applications to fighter aircraft with uncertainties in their control effectiveness [52].

If control forces and moments are linearized with respect to the effectors positions,
the control effectiveness matrix B defines a linear function which maps the ACS to an
approximation of the EAS, according to Equation 2.11. The goodness of such approxima-
tion obviously depends on how accurately the linearized aerodynamic model represents
the non-linear one for the selected flight condition.

B : RNu →RNA

u 7→∆C A = Bu
(2.11)

If the effectors positions are simply bounded, the ACS is a hyper-rectangle in Control
Space (a rectangle in R2, a parallelepiped in R3). If B is constant and the ACS is a convex
set, it can be proven that the EAS is a bounded convex polytope in RNA (a polygon in R2,
a polyhedron in R3) [53], as shown in Figure 2.2. The convexity of the EAS guarantees the
existence of a well defined internal, boundary and external region of its geometry. The
algorithm to construct the EAS, given a constant B matrix and the saturation limits of
the effectors positions, is described in [41] for NA = 2 and NA = 3. For some applications
presented in this dissertation, it has been generalized to any number of dimensions of
the Action Space.
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While it is always straightforward to associate every point in the ACS to its coun-
terpart in the EAS, the opposite is not trivial, and sometimes not even possible. This is
exactly the objective of the CA problem: to associate a given point in Action Space, either
inside or outside of the EAS, to a point belonging to the ACS. If the prescribed point in
Action Space belongs to the interior of the EAS, there is at least one combination of ef-
fectors positions which maps to it. If it belongs to the boundary of the EAS, one or more
effectors are at their limit positions. In both of these cases, the CA method should be able
to find the optimal combination of effectors displacements, although, unfortunately, this
is not always the case.

On the other hand, if the prescribed point in Action Space belongs to the exterior of
the EAS, the effectors are uncapable to generate the corresponding combination of con-
trol forces and moments, and the best alternative solution must be found, according to
some criterion. Common criteria are the minimization of the allocation error, the min-
imization of the control effort, or the preservation of the direction of the prescribed re-
sultant action in Action Space. The following section presents a few CA methods in more
detail, after a small overview of the most common CA approaches and applications.

2.4. NOTABLE APPROACHES
A vast variety of CA methods is available in scientific literature. Most of them rise from
the formulation of an optimization problem, but may differ in both the main idea behind
the formulation, and the algorithm to implement it. A broad and detailed survey of CA
approaches, algorithms and applications is presented in [54], for both linear and non-
linear physical models and not only pertaining to the field of aeronautics. A survey and
evaluation of optimization methods for the most classic approaches is provided in [55].

The most straightforward approach to solve Equation 2.7 for u consists in finding a
matrix P for which the following Equation 2.12 holds.

u = Pν (2.12)

The P matrix is usually referred to as a generalized inverse of B — since BP = I must
hold — and can be defined in many different ways to give desired characteristics to the
CA problem. A brief presentation of generalized inverses is given in the following Sec-
tion 2.4.1.

The most intuitive, optimization-based formulation is targeted at minimizing the dif-
ference between the requested and the generated control objectives. This is usually re-
ferred to as the “error minimization problem”, and its baseline formulation is reported in
Equation 2.13, where the p-norm can be chosen according to the application study.

min
u

∥ν−Bu∥p

subj. to ulb ≤ u ≤ uub

(2.13)

An evaluation study on the effect of the p-norm on the type of solutions provided by
common optimization algorithms is presented in [56].

An additional step, which builds on top of the solution u∗ of the previous equation,
aims at achieving the same control objectives while driving the effectors towards a refer-
ence position uref. If uref represents the neutral position of the effectors, this approach
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u1,lb

u1,ub

u2,lb

u2,ub

u3,lb

u3,ub

u1

u2

u3

a) Admissible Controls Set (ACS) in R3: u = [u1, u2, u3]

∆CL ∆CM

∆CN

b) Effective Actions Set (EAS) in R3: ν= [
∆CL, ∆CM, ∆CN

]
Figure 2.2 Illustrative geometry of a generic “three moment” CA problem with three control effectors.
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results in the minimum control effort solution. For this reason, it is usually referred to
as the “effort minimization problem” and its baseline formulation is reported in Equa-
tion 2.14.

min
u

∥u −uref∥p

subj. to Bu = Bu∗

ulb ≤ u ≤ uub

(2.14)

By combining the two former philosophies, “mixed allocation” methods attempt to
achieve minimum control error while also optimizing a secondary objective, at the same
time. The latter is given minor importance thanks to a scaling factor ε, but the formu-
lation of the optimization problem in a single stage greatly improves the quality of its
solutions and the time efficiency to achieve them. In the most common formulation,
reported in Equation 2.15, the secondary objective is again control effort, but several
original approaches have also been presented, trying to minimize control drag [57], or
structural loads on the wing [58].

min
u

∥ν−Bu∥p +ε∥u −uref∥p

subj. to ulb ≤ u ≤ uub

(2.15)

Lastly, “direct” allocation methods rely on the geometry of the EAS, hence setting them-
selves apart from all of the aforementioned approaches. The principles behind these
methods are going to be presented in more detail in Section 2.4.3.

For any given CA method, the most prominent application in aeronautics is the so
called “three moment” CA problem, where the roll, pitch and yaw moments (or an-
gular rates) constitute the vector of control objectives to be allocated. Applications to
problems with four, more or different control objectives have also been explored in the
past [48, 49], but are becoming more popular with the development of new, unconven-
tional aircraft configurations [59]. Several fundamental works have also explored cas-
caded or compound formulations, where one of the above mentioned approaches is
applied recursively to selected groups of independent effectors, which are assigned de-
creasing levels of execution priority [41, 53].

A more advanced implementation of CA methods is referred to as “incremental” or
“frame-wise”. Incremental formulations do not calculate the absolute position of the
effectors, but rather the relative deviation from the position calculated in the previous
time step [41, 60]. Such discrete-time techniques are much closer to realistic implemen-
tations in actual flight control computers, and allow to also include rate limits of the
effectors actuators in the problem statement. Most importantly, these formulations are
inherently suitable to exploit local control effectiveness, which is based on the current
state of the aircraft, including the effectors positions themselves. On the other hand, they
also result in history-dependent solutions, meaning that the effectors positions at one
instant depend on the whole series of CA problems solved before. This can be due to
the employment of a varying local effectiveness matrix during the frame-by-frame solu-
tion, or simply to the properties of the solving algorithm. For this reason, incremental
CA approaches usually need additional filters, or extra allocation steps exploiting the
null-space of the B matrix, to drive the effectors to some preferred position [41].
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Several research efforts have focused on evaluating the practical implications of the
differences in performance among these formulations and their solution algorithms. A
comprehensive study, relying on a high-fidelity wind-tunnel database for a BWB aircraft
model, estimates the impact of classic CA methods on trim drag and control surface de-
sign [61, 62]. Others have also proposed modifications of classic CA methods to solve
specific engineering problems. From a multi-stage frame-wise direct method to mini-
mize aerodynamic drag [48], to the inclusion of aerodynamic interactions among the
effectors [46]. From the exploitation of local control effectiveness in a non-incremental
approach to improve the CA of non-linear effectors [63], to the inclusion of information
on actuator dynamics in the CA problem formulation [64].

While it is definitely important to study the mathematical and numerical properties
of the different CA approaches, implementations and solutions, the scope of this disser-
tation is focused more on flight mechanics than on flight control. For this reason, some
of the methods presented in this section are merely used or only slightly modified in
the following sections. The intention behind the presented applications is to explore the
possibilities for innovative dynamic responses, enabled by the ability to exploit redun-
dant controls on an unconventional box-wing aircraft configuration.

The next three sections present in more detail some well known CA methods, with
very different characteristics and performance, which have been employed in the appli-
cations presented further on in this dissertation.

2.4.1. GENERALIZED INVERSES AND GANGING
Generalized inverses are a vast category of matrices P which solve the most simple, lin-
ear formulation of the inverse CA problem. This has already been introduced in Equa-
tion 2.12, and is reported here for convenience.

u = Pν (2.16)

A generalized inverse matrix can be expressed, with no loss of generality, as

P =Q [BQ]−1 (2.17)

where Q is an auxiliary matrix which can have arbitrary values, as long as BQ is invertible.
Such freedom of choice allows generalized inverses to grant very diverse characteristics
to the CA problem, since they can easily be tailored to different applications of interest.

On the other hand, the same flexibility comes at the price of some important draw-
backs. As a consequence of their simple formulation, all generalized inverse methods do
not hold any information about the effectors positions saturation limits. For this reason,
solutions of Equation 2.16 may not actually be admissible for the given aircraft archi-
tecture, in case of large demanded control objectives. Additionally, it can be proven that
control effectors displacements resulting from any generalized inverse formulation can-
not form a basis for their respective Control Space [41]. This means that the control ef-
fectors positions resulting from Equation 2.16 are never able to cover the entirety of the
ACS, but only a subspace of it. When such subspace is mapped to Action Space through
the B matrix, the obtained set of control objectives is not capable to cover the entirety
of the EAS. This has important consequences on the actual control authority that can be
exploited by such CA methods, and is going to be discussed in more detail in Section 2.5.
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In light of these limitations, an interesting strategy to assemble the P matrix may
be targeted to provide admissible solutions for specified control objectives ν. This ap-
proach can be repeated as many times as necessary, to obtain and store different P ma-
trices which cover different regions of Action Space. Alternatively, a numeric optimiza-
tion problem may be designed to find the auxiliary matrix Q which results in the largest
set of admissible controls.

Once a desired generalized inverse matrix has been obtained by any means, its im-
plementation to solve the CA problem requires no computational time or resources at
all, since all is required to find the control effectors displacement is a simple matrix mul-
tiplication. Because of this, it is common to employ generalized inverse formulations
in iterative approaches, such as daisy-chain or “cascaded” methods. In short, these ap-
proaches consist in prioritizing entire groups of effectors, and distributing the control
objective to secondary groups only when the primary ones have reached their satura-
tion limits. They can be used to improve the quality of the solutions provided by a given
CA method, and increase the control power it is able to exploit.

As mentioned already in Section 2.1, gearing and ganging control effectors are pos-
sible ways to model a mechanical linkage between the pilot inputs and the effectors dis-
placements. At the end of Section 2.2, it has also been shown how any type of CA problem
can include a given set of pre-ganged effectors, by exploiting the ganged effectiveness
matrix BG . A particular occurrence of such possibility is represented by a generalized
inverse matrix P obtained by choosing the ganging matrix G as the auxiliary matrix Q, as
shown in the following Equation 2.18.

Q =G ⇒ P =G (BG)−1 ⇒ u = Pν=G (BG)−1ν (2.18)

Such P matrix represents a linear expression of the generic fCA function which solves the
CA problem with ganged effectors. This can be easily seen by left-multiplying both terms
the second equality in Equation 2.10 by P .

In this scope, ganging control effectors can also be intended as one of the simplest
CA methods possible. Because of the properties of the generalized inverse and the arbi-
trariness in the choice of the ganging matrix, it should be understandable that such CA
method is not able to achieve optimal performance, in general. This is also going to be
shown in Section 2.5.

2.4.2. WEIGHTED PSEUDO INVERSE (WPI)
A particular expression for a generalized inverse matrix can be found by solving the op-
timization problem reported in Equation 2.19. In this relation, Wu is a weighting matrix
used to prioritize the effectors, and uref is a preferred combination of effectors displace-
ments. Both of these parameters need to be prescribed according to some criterion.

min
u

∥Wu (u −uref)∥2

subj. to Bu −ν= 0
(2.19)

The particular expression of P resulting from such problem is usually referred to as the
Weighted Pseudo Inverse (WPI), and is reported in the following Equation 2.20. By com-
parison with Equation 2.17, it can be seen that the weighted control effectiveness matrix
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also takes the role of the auxiliary matrix Q in this case.

P =W −1
u B T (

BW −1
u B T )−1

(2.20)

The WPI matrix is a very common choice when it is desired to allocated the given control
objectives while obtaining minimum control effort with respect to a reference combina-
tion of effectors displacements.

The most basic formulation of such approach consists in not prioritizing any of the
effectors, and using their neutral position as the reference one. This variation of the WPI
method is usually referred to as the Moore-Penrose Pseudo Inverse (PSI), and can be ob-
tained by setting Wu = I and uref = 0. Another classic approach consists in prioritizing
the effectors that can afford broader position excursions. This could be achieved, for ex-
ample, by setting the elements on the diagonal of Wu equal to Wi i = 1/|ui ,ub−ui ,lb|. This
is a convenient method to introduce information about the effectors saturation limits in
all CA problems based on a generalized inverse matrix.

In general, the control effectors displacements which solve the WPI and PSI problems
can be expressed as in the following Equation 2.21 [54], for a diagonal weighting matrix.

u = uref +W −1
u B T (

BW −1
u B T )−1

(ν−Buref) (2.21)

As for any other CA method based on generalized inverse matrices, such closed-form
solution makes these approaches very robust and reliable in every application. This is
proven by the fact that a cascaded PSI method has been implemented on the actual
FCS of the Lockheed Martin X-35 demonstrator first [65], and the Lockheed Martin F-
35 Lightning II fighter jet later [66]. On the other hand, the simplicity of its formulation
comes at the price of sub-optimal allocation performance, as already explained in the
previous section.

An alternative WPI formulation, including upper and lower bounds for the effectors
directly in the optimization problem, is reported in Equation 2.22. For this formulation,
generally referred to as Constrained Weighted Pseudo Inverse (CWPI), the analytic solu-
tion is not available anymore, and the CA problem must be solved via an iterative algo-
rithm.

min
u

∥Wu (u −uref)∥2

subj. to Bu −ν= 0

ulb ≤ u ≤ uub

(2.22)

2.4.3. DIRECT ALLOCATION (DA)
The Direct Allocation (DA) method has been explicitly conceived on the basis of the ge-
ometric representation of the EAS itself. The logic behind the baseline approach could
be summarized as follows [41, 55]. For a prescribed control objective ν in Action Space:

1. the half-line from the origin passing through ν is calculated;

2. the intersection between the half-line and the EAS geometry is found;

3. the combination of effectors positions which generates the control objective at the
intersection is calculated;
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• if ν is inside or on the boundary of the EAS, the solution from step 3 can be
scaled down to achieve exactly ν;

• if ν is outside of the EAS,hence being infeasible, the solution from step 3 can
be used, which preserves the direction of ν in Action Space.

By definition, DA is hence capable to attain all of the prescribed control objectives within
the EAS or on its boundary [41].

The method is usually formulated as the optimization problem shown in the follow-
ing Equation 2.23. In this relation, the auxiliary variable w ≡ u is used to indicate the
candidate solution, and the scale factor ρ is used to evaluate the control objectives in
the same direction of ν.

max
ρ,w

ρ

subj. to B w = ρν
ulb ≤ w ≤ uub

⇒
{

u = w/ρ, if ρ > 1

u = w , if 0 ≤ ρ ≤ 1
(2.23)

Several iterative algorithms have been proposed for the solution of such problems. They
are usually slow and hard to implement, as they require the geometric construction of
(parts of) the EAS. In its most computationally efficient formulation, DA is reshaped into
the smallest standard linear programming equivalent problem, also relying on an itera-
tive algorithm for its solution [55]. This formulation yields several advantages over the
original, geometry based ones, and is going to be used in the remainder of the present
dissertation. Most importantly, it can be scaled to any number of control objectives, al-
locating both forces and moments at the same time, without loss of computational effi-
ciency. On the other hand, its solution relies on an iterative algorithm, which may not be
sustainable for real-time computation at very high-frequency ( ≈ 100Hz) . Additionally,
for frame-wise formulations, solutions depend on the entire history of previous results,
while in general, they may depend on the initial guess assigned at the first iteration [41].
These non-deterministic properties make its certification for practical applications ex-
tremely time consuming and costly, if not impossible at all. As a matter of fact, to the
author’s knowledge, the DA method has not been employed for any online application
yet.

The DA method takes into account effectors saturation limits and preserves direc-
tionality in Action Space for unattainable desired moments, but does not allow any pri-
oritization of effectors via weighting matrices. Its behavior is therefore basically comple-
mentary to the one of generalized inverse methods. It is important to remark that the
solutions of the DA method are unique as long as any combination of NA columns of
B is linearly independent. This means that DA cannot be applied directly to problems
involving failed actuators, which result in a full column of zeroes in B . Also, particular
attention should be placed to symmetric effectors, such as a pair of elevators, if only
longitudinal forces and moments are allocated. In this case, in order to respect the sym-
metry of the problem and avoid numerical complications, it would be recommended to
define a single virtual elevator, and formulate the CA problem as in Equation 2.10.
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2.5. THE ATTAINABLE ACTIONS SET (AAS)
In the previous sections, the fundamental CA problem has been presented as having
the goal to associate every point in Action Space to a combination of feasible positions
of the effectors in the ACS. But not all CA methods are capable of returning admissible
effectors positions for every control objective, even if the latter falls in the interior or on
the boundary of the EAS. In other words, not all CA methods are capable of mapping the
EAS in its entirety back to the ACS.

The subset of the EAS which a CA method can trace to feasible positions of the effec-
tors is here referred to as the Attainable Actions Set (AAS). The AAS is, in general, a subset
of the EAS. Control objectives of the EAS which are outside of the AAS are unattainable
by the given CA algorithm, despite being actually attainable by the control power avail-
able to the aircraft. For a given B matrix, and given characteristics of the effectors, this is
only dependent on the formulation of the CA problem. A CA method which is capable to
attain the entirety of EAS is commonly referred to as “optimal”. This is the case of the DA
method, for example. Otherwise, it is referred to as “sub-optimal”, as in the case of the
generalized inverse methods, including the WPI and its variations. It can be proven that
there cannot exist an optimal CA method with an analytic, closed-form solution [41]. In
other words, no generalized inverse matrix can result in a AAS which coincides with the
full EAS. Therefore, CA optimality must come at the price of robustness.

In Figure 2.3, the AAS of the DA method is compared to the one of the PSI method,
and to the EAS corresponding to the same B matrix and effectors saturation limits. For
both examples with a 2D and 3D Action Space, the DA method is able to attain the com-
plete EAS, while the PSI method only attains a subset of it. This means that a large set of
prescribed control objectives, all near the boundary of the EAS and theoretically achiev-
able in light of the control effectiveness of the aircraft, are not practically attainable using
the PSI method, because the latter is not capable of mapping them to an admissible set
of control effectors positions u.

Numerical data is obtained by using a box-wing aircraft model, with four pairs of
control surfaces on the main wings — two on the front wing and two on the rear wing, in
the inboard and outboard regions — and two rudders on a V-tail. More information on
the aircraft model is given in Section 3.1, in the next chapter. The same aircraft architec-
ture has been used also to evaluate the AASs of different ganging strategies. In a similar
way to the previous example, the geometries of the AASs are compared to the one of the
EAS in Figure 2.4. To easily reference the main results of this application, control surfaces
are labelled as Inboard (I) or Outboard (O), and as belonging to the Front wing (F), the
Rear wing (R), or the Vertical tail (V), on the Port (P) and Starboard (S) side of the aircraft.
They are conveniently ordered as shown in the following Equation 2.24.

u = {uIFP, uIFS, uOFP, uOFS, uIRP, uIRS, uORP, uORS, uVP, uVS}T (2.24)

The 2D allocation problem of the lift force and pitch moment coefficients using dif-
ferent ganging logics is represented in Figure 2.4a. In this case, the G1 ganging matrix as-
sociates a pilot lift command to a concordant deflection of all outboard control surfaces,
which act as trailing-edge flaps/spoilers. At the same time, it associates a pitch command
to a discordant deflection of front and rear inboard control surfaces, which act as eleva-
tors. This approach completely decouples the two sets of inboard and outboard control
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surfaces, assigning them to entirely different control functions, and indeed results in a
relatively small AAS. The G2 matrix drastically increases the volume of the AAS by de-
manding a concordant deflection of all control surfaces for a given lift command, and a
discordant deflection for all front and rear control surfaces for a given pitch command.
For this 2D problem in the longitudinal plane, rudders are never used. With reference
to the vector of effectors displacement shown in Equation 2.24, these ganging logics are
summarized in the following Equation 2.25.

u =Gi

{
uL

uM

}
for i = 1,2with

G1 =
[

0 0 1 1 0 0 1 1 0 0
1 1 0 0 −1 −1 0 0 0 0

]T

G2 =
[

1 1 1 1 1 1 1 1 0 0
1 1 1 1 −1 −1 −1 −1 0 0

]T

(2.25)

A similar approach has been adopted for the “three moment” allocation problem in
the 3D Action Space shown in Figure 2.4b. The ganging matrices for this example are re-
ported in the following Equation 2.25. In the case of G3, the outboard control surfaces
respond to a roll command and act as ailerons, the inboard ones respond to pitch com-
mands and act as elevators, and the rudders respond to yaw commands as it would be
expected. In the case of G4, the inboard control surfaces also aid with roll control, and
the outboard control surfaces also aid with pitch control.

u =Gi


uL

uM
uN

 for i = 3,4with

G3 =
0 0 1 −1 0 0 1 −1 0 0

1 1 1 1 −1 −1 −1 −1 0 0
0 0 0 0 0 0 0 0 −1 −1

T

G4 =
1 −1 1 −1 1 −1 1 −1 0 0

1 1 0 0 −1 −1 0 0 0 0
0 0 0 0 0 0 0 0 −1 −1

T

(2.26)

Both these examples show that there exist some ganging strategies which are able to
attain a large part of the EAS, also outperforming the generalized inverse resulting from
the WPI method. On the other hand, they also show how the AAS can vary significantly as
a function of the chosen ganging matrix. The latter remains dictated by considerations
on the practical implementation of the FCS and on the role which is (arbitrarily) assigned
to each control effector in a given flight scenario.

For several applications presented in the following chapters, the volume of the AAS,
in relation to the one of the corresponding EAS, is often used as a criterion to choose
the most appropriate CA method to be implemented. In a similar way, it is a characteris-
tic parameter which can be used to compare given performance metrics achieved with
different CA methods, as done in Chapter 5.
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Figure 2.3 Comparison of the EAS with the AASs of two classic CA methods, for a box-wing aircraft with four
pairs of control surfaces (two on the front and two on the rear wing) and two rudders on a V-tail, at
α= 0deg,β= 0deg and M = 0.5.
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Figure 2.4 Comparison of the EAS with the AASs of different ganging strategies, for a box-wing aircraft with
four pairs of control surfaces (two on the front and two on the rear wing) and two rudders on a V-
tail, at α= 0deg,β= 0deg and M = 0.5.
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2.6. CONCLUSIONS
This chapter has presented an overview of the CA problem, which has the purpose of
distributing an assigned control objective to a set of redundant effectors. From a more
general perspective, a geometric interpretation of the fundamental CA problem has been
provided, introducing the concepts of ACS and EAS. The main ideas behind classic CA
approaches and formulations have been outlined, and the properties and formulations
of three particular methods has been presented in more detail. Lastly, it has been shown
that CA methods are, in general, capable of returning admissible effectors positions for
only a subset of the EAS, referred to as the AAS. The AAS has been presented as an im-
portant property of the CA method itself, which can be used as a performance metric to
compare different CA methods for the same control effectiveness matrix and effectors
saturation limits.

Arbitrarily ganging the effectors has been introduced as the conventional, but rather
arbitrary technique to solve the CA problem. It can be cast as a CA method based on
generalized inverse matrices, but is fundamentally equivalent to the creation of a me-
chanical linkage among the effectors. Ganging can result in rather inefficient allocation
if the choice of the ganging matrix is not sensible for the specific flight scenario.

The WPI method is also based on a generalized inverse matrix formulation, but the
resulting control effectors displacements solve the fundamental CA problem while min-
imizing the total control effort. Since the outcome of this method is the solution of an
optimization problem, there is no arbitrariness in its value. The WPI presents a closed-
form solution, hence being easier to implement in real applications, but is not capable
to exploit the entire EAS of the aircraft.

Lastly, the DA method is formulated on the basis of the geometry of the EAS. For this
reason, its AAS coincides with the corresponding EAS, hence the method is capable to
extract all available control power from the effectors. Contrarily to the previous two ap-
proaches, the solution can only be obtained with an iterative procedure, hence requiring
much more computational resources.

These CA methods have been presented in detail in this chapter, as they are going to
be employed systematically in the remainder of this dissertation. They have been cho-
sen in light of the very different properties they present. The dynamic characteristics
and flight performance they achieve allow to make several considerations on the impact
that these CA formulations have on other aeronautic disciplines, such as control surface
sizing, trim or transient response.
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Part of the inhumanity of the computer is that
once it is competently programmed and working smoothly,

it is completely honest.

Isaac Asimov
Change! Seventy-One Glimpses of the Future

1981

Man can’t help hoping, even if he is a scientist.
He can only hope more accurately.

Karl A. Menninger
Love Against Hate

1942

After having introduced the core mathematical methods underlying all the applica-
tions presented in this dissertation, the present chapter focuses on delineating the main
models and tools used and developed to perform the required flight simulations.

The following Section 3.1 presents the top-level design and geometric parameters of
the PrP aircraft configuration, which has been used as the main test case throughout
the entire dissertation. As it will be evident in the following sections, the methods and
models used to characterize it are completely physics based and aircraft configuration-
agnostic. Hence, they are applicable to any other aircraft geometry, in principle. Sec-
tion 3.2 dives into the characterization of external forces on the aircraft. It presents the
main workflow used to model the geometry of the PrP and its potential competitors with
conventional architecture, and obtain their aerodynamic and propulsive models.

Section 3.3, presents the most relevant characteristics of the overarching flight me-
chanics model, which synthetizes and coordinates all of the aspects presented in the
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previous sections. In particular, Section 3.3.1 discusses the modeling of the FCS, includ-
ing considerations on pilot commands, auto-pilots and trim. Lastly, Section 3.3.2 focuses
on the formulation of the dynamic equations of motion, based on a multi-body physics
approach.

3.1. THE PRANDTLPLANE (PRP)
As already mentioned in Chapter 1, disruptive aircraft configurations are becoming in-
creasingly popular in modern research studies, from concepts for future commercial op-
erations to unmanned aircraft systems applications. This is due to the inherent perfor-
mance benefits that they may allow to obtain, but also to their potential capability of
reshaping the aeronautical sector in a more profound way. These capabilities are go-
ing to be required to meet the necessarily ambitious sustainability goals which the avi-
ation sector is demanded to face in the next decades [1, 6], since the well-refined tube-
and-wing aircraft configuration seems to have reached its performance and efficiency
limit [12, 13, 67, 68].

While the concepts and approaches introduced in the present dissertation are appli-
cable to any aircraft configuration, in principle, the proposed investigations focus on a
commercial transport box-wing aircraft model, referred to as the PrandtlPlane (PrP). In
the case of the PrP, the box-wing is employed to achieve minimum induced drag perfor-
mance, but is also substantially swept and staggered to account for transonic effects [19,
20, 22]. The front wing is attached to the lower part of the fuselage, while the rear one is
connected to a twin vertical tail. This is in order to provide a significant vertical stagger,
which critically affects the aerodynamic efficiency of the box-wing [19, 21]. Overall, such
complex wing system is integrated in a modern wide-body aircraft design, with the pur-
pose of obtaining higher payload and better aerodynamic efficiency than conventional,
single-wing aircraft with the same wing span.

The specific aircraft category under examination targets high passenger capacity in
the short and medium range segment. This version of the PrP has been designed within
the scope of the Prandtlplane ARchitecture for the Sustainable Improvement of Future
AirpLanes (PARSIFAL) project, in the attempt to address the forecasted increase in air
passenger demand in such range segment [5]. For this purpose, the PrP aims to board
a greater number of passengers than the current aircraft flying in these range segments,
but without modifying their overall dimensions. The latter requirement is necessary to
satisfy slot constraints for the already existing airports, which is important since the
available ground infrastructures are not expected to grow as fast as the passenger traffic
they should accommodate in the near future [69]. This objective translates into adopting
two top-level design requirements, according to which the wingspan must not exceed
36 m, and the wheel span must not exceed 9 m. These values are aimed to place the PrP
in the ICAO Aerodrome Reference Code C category, the same one adopted for the most
common aircraft models flying nowadays: the Airbus A320 and the Boeing 737.

In summary, the market target of the PrP is to match the dimensions and fuel con-
sumption of A320/B737 category aircraft, and the payload capacity of A330/B767 cat-
egory ones [67, 70, 71]. With a passenger capacity about double the one of the most
widespread aircraft models, and with their same wingspan, the main objective of the PrP
is to sustain the forecasted increase in passenger traffic, while retaining the use of ex-
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Table 3.1 Selected top-level aircraft requirements for the PrP.

Variable Value Description

b 36 m Maximum wing span for ICAO Aerodrome Ref. C
Rhar 4000 km Maximum range at maximum payload (harmonic range)
Mcr > 0.78 Minimum Mach number at cruise
hcr 11 km Initial cruise altitude
Npax 250 – 308 Number of passengers, depending on cabin configuration
Neng 2 Number of engines

isting ground infrastructures, thus attempting to relieve pressure on congested airports.
By exploiting the unique aerodynamic properties of the box-wing, and integrating its ge-
ometry in a transonic commercial aircraft architecture, the PrP strives to be competitive
in the modern and future commercial aviation market.

The reference set of top-level aircraft requirements that have guided the develop-
ment and improvement of the PrP configuration throughout the PARSIFAL project is re-
ported in Table 3.1. The several studies presented in the following chapters have had
different sub-versions of the PrP as a test case, following its design process during the
course of the project itself. For this reason, a consistent and detailed summary of the
aerodynamic and propulsive performance of the aircraft model cannot be shown at this
stage. Instead, selected characteristics of the PrP will be disclosed in the chapter where
they are required. Nevertheless, all of the proposed applications retain the fundamental
characteristics of the staggered box-wing configuration. The most relevant one, in the
scope of this dissertation, is the possibility to install multiple control surfaces on the
main wings, both fore and aft the aircraft center of gravity.

3.2. DISCIPLINARY SUB-MODELS
The following sections provide an overview of the techniques and tools used to char-
acterize the aerodynamic and propulsive models of the PrP and its competitor aircraft
configurations. These workflows and approaches have been selected to promote, as far
as possible, physics-based analyses that are not tailored to a specific aircraft configura-
tion. This criterion is important to allow fair evaluation and comparisons of any flight
performance metric of interest.

Since the PrP design has been in continuous development throughout the time span
of the PARSIFAL project, it is impossible to provide a single, complete and consistent
characterization of its performance at this stage. For this reason, the present section
focuses on the description of methods and approaches used to create the disciplinary
sub-models that constitute the global flight mechanics model of the aircraft. Relevant
data resulting from these analyses is conveniently presented in the chapter or section
where they are needed.

As explained more in depth in the following sections, the aircraft aerodynamics is
characterized in terms of the global aerodynamic actions — forces and moments — ex-
pressed in body axes as a tabular function of the angle of attack, angle of sideslip, Mach



3

48 3. FLIGHT MECHANICS MODEL

T

L

Y

D

mg

M

N

L

Figure 3.1 Free body diagram representing the result of the adopted disciplinary models. All forces are applied,
all moments are pure torques. The scheme remains valid for all number of propulsive units, and for
any aircraft configuration.

number, body angular rates and control surface deflections (always modelled as plain
flaps). Forces are applied at an assigned, fixed reference point close to the quarter of the
mean aerodynamic chord. Due to time constraints, it has been impossible to generate
more refined aerodynamic models, also including unsteady effects or detailed modelling
of local phenomena, such as gaps, slots, interferences and interactions. At the same time,
such high-level of detail was deemed unnecessary for flight mechanics and control ap-
plications on an aircraft configuration at conceptual/preliminary design stage.

The total propulsive actions generated by each engine results in a thrust force which
is function of altitude, Mach number and throttle setting. The thrust force vector is ap-
plied at a given reference point in proximity of the engine itself, and oriented according
to the engine mounting angles. The resulting moment due to pure torques and all ap-
plied forces is then expressed with respect to the aircraft center of gravity, which can
slightly move as a consequence of fuel consumption. Methods to characterize the mass,
balance and inertia models have been made available by various partners of the PARSI-
FAL project, and therefore are not described here.

A representative free-body diagram which can be used as a reference for the following
sections is shown in Figure 3.1, in the case of a conventional aircraft configuration.

3.2.1. GEOMETRY

During the conceptual and preliminary design phases, aircraft geometry models are not
mature and detailed enough to support medium- or high-fidelity disciplinary analyses
(aerodynamics, mass and balance, propulsion integration,...). Nevertheless, an aircraft
geometry model has to be generated with the available information, with the aim of re-
fining it in future, more detailed studies. In the scope of this dissertation, the geometric
representation of the aircraft has been necessary as a means to provide a sufficiently de-
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tailed aerodynamic model, including the effects of control surfaces deflections and the
propulsive system. The geometry model presented in this section has been conceived to
support low- and medium-fidelity aerodynamic analyses, such as the ones provided by
vortex-lattice and panel methods. At the same time, it can serve as a starting point to be
refined for higher fidelity Computational Fluid Dynamics (CFD) analyses.

For all of the proposed applications, the aircraft geometry is automatically modelled
and meshed using the Multi-Model Generator (MMG), a Knowledge Based Engineering
toolbox developed in-house [72–74] and built on top of the ParaPy software libraries1.
The MMG provides automatic geometry modeling and meshing capabilities, which are
completely aircraft configuration-agnostic and can be easily interfaced with selected
aerodynamic solvers. To this end, the MMG facilitates aircraft designers in the modelling
of diverse aircraft configurations, and in the fast preparation of input files for further dis-
ciplinary analyses, such as aerodynamic, weight and balance or propulsive studies.

In order to generate the aircraft geometry, conceptual design information must be
provided to the MMG in the form of numerical values and option strings. This can be
done in one of the following three formats:

• a Common Parametric Aircraft Configuration Schema (CPACS) based representa-
tion of the aircraft [75];

• a JSON2 input format generated specifically to capture relevant conceptual design
information, necessary for geometry generation;

• a MATLAB3 output file generated by the Aircraft Design Initiator.

The Initiator is an in-house conceptual aircraft design tool, which synthesizes a feasi-
ble aircraft configuration from assigned top-level aircraft requirements. It makes use of
several, nested design iteration loops, implementing design and analysis methods of in-
creasing fidelity: from handbook methods, to semi-empirical rules, to physics based cal-
culations. It can be used to obtain complete and consistent aircraft models — including
geometry and performance — for further evaluation, optimization and sensitivity stud-
ies [76–79]. Although the Initiator can be used to synthesize conventional or unconven-
tional aircraft designs, including box-wing configurations, the PrP geometry used in this
dissertation has been provided by the technical consortium of the PARSIFAL project.

Conceptual design data is processed by the MMG, and the geometric model of dif-
ferent aircraft components is created using pre-defined, high-level primitives [80], such
as:

• wings: swept and tapered wings, with or without kinks, trapezoidal wings, curved
leading and trailing edges as for BWBs, connecting wing elements, like side-wings
in box-wing configurations;

• fuselages: either with or without wing fairings, depending on the level of detail of
the available conceptual design data;

1https://www.parapy.nl/
2https://www.json.org/
3https://www.mathworks.com/products/matlab.html

https://www.parapy.nl/
https://www.json.org/
https://www.mathworks.com/products/matlab.html
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Figure 3.2 PrP aircraft model, as rendered in the Multi-Model Generator.

• movable surfaces: the MMG can generate a movable surface and deflect it, as nec-
essary for different aerodynamic solvers on any type of wing described above. In
the current state, only plain movables are modelled;

• turbofan engines and nacelles: the external geometry is modelled to make it pos-
sible to include the effects of these components in the aerodynamic analysis and
allow for engine integration design studies.

After all components are instantiated, their shapes are fused and merged together,
on the basis of conceptual design information, using classic geometric operations. Fig-
ure 3.2 shows the final version of the PrP, as rendered in the user interface of the MMG.

During the geometry generation phase, the MMG creates an ontology of the whole
aircraft topology. In other words, it retains information about the relationship between
geometry primitives, such as edges and facets, and their corresponding functional el-
ements, such as wings, fuselages or engines. In this way, it is able to further process
the aircraft geometry and generate a structured or unstructured mesh for an assigned
aerodynamic solver. For example, a structured mesh of the whole aircraft geometry is
automatically generated by systematically splitting each surface primitive and placing
equal number of nodes on the opposite edges of all quadrilateral facets. The whole split-
ting and meshing process is independent of the actual geometry of the aircraft, and can
therefore be used to perform meshing irrespective of the aircraft configuration. An ex-
ample of surface mesh automatically generated by the MMG is shown in Figure 3.3.



3.2. DISCIPLINARY SUB-MODELS

3

51

Figure 3.3 Example of a structured surface mesh of the PrP geometry, automatically generated by the MMG.

In addition to the mesh model, a discretized wake model may also be necessary to
perform some type of aerodynamic analyses. The MMG can automatically generate both
a flexible and rigid wake model, depending on the mesh type and the aircraft topology. A
particular mention is required for the treatment of movable surfaces at the trailing edge
of a wing element. After the movable geometries are generated and deflected, a gap is
created between the movable surface and the fixed part of the wing, which can become
problematic when resolving the wake in that region. In order to avoid complications, the
MMG automatically constructs transition surfaces between the movable and fixed parts,
as shown in Figure 3.4. This is deemed acceptable — and even preferable when exporting
the geometry to aerodynamic solvers based on vortex-lattices and 3D panel distributions
— for the flight mechanics and control applications presented in this dissertation.

With such a bottom-up approach, the MMG can generate, pre-process and mesh the
geometry of practically any aircraft configuration. This configuration-agnostic behavior
makes the use of the tool extremely beneficial in the conceptual design phase of uncon-
ventional aircraft. For this reason, even though the analysis tools and approaches used to
characterize the aircraft aerodynamic and propulsive models have changed on the basis
of the application, as mentioned in the following chapters, the geometry of the aircraft
has always been treated with such tool.

3.2.2. AERODYNAMICS

In order to perform non-linear flight mechanics simulations, an extensive aerodynamic
database is needed to reproduce the aircraft dynamic behavior in different regions of the
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a) With gaps, without transition surfaces b) Without gaps, with transition surfaces

Figure 3.4 Automatic generation of transition surfaces in movables gaps to support different types of aerody-
namic analyses.

flight envelope. Depending on the application of interest, this database should model
the dependency of the aerodynamic forces on a certain set of flight and configuration pa-
rameters [81]. The time required to generate it depends on the level of fidelity of the aero-
dynamic analyses used: possible examples range from handbook and semi-empirical
methods, to CFD techniques such as panel methods or Reynolds Averaged Navier-Stokes
(RANS) equations, to wind-tunnel test campaigns. In practice, irrespectively of the fi-
delity level, the large number of aerodynamic analyses needed — from several hundreds
to a few thousands — makes the production of the aerodynamic database a critical bot-
tleneck in the design and analysis process [82, 83].

The first step to be taken before generating such a database is to understand what
effects must be included in the analysis, as required by the specific application under in-
vestigation. On the basis of this modeling choice, the type of aerodynamic solver that has
to actually perform the analysis can be chosen. For the present research effort, two main
considerations have been made. Firstly, the PrP has been in the conceptual/preliminary
design stage during the entire development of the analyses presented in this dissertation.
In this time span, relatively fast aerodynamic analyses were needed to assess a given PrP
design, or to be included in an iterative design loop. Secondly, the purpose of the pro-
posed analyses is not to provide a detailed aerodynamic characterization of any given
aircraft configuration. It is to explore innovative applications of DLC, as allowed by the
non-conventional geometry of the staggered box-wing aircraft, but also as applicable to
any other aircraft configuration, in principle.

To this extent, the aerodynamic analysis serves the only purpose of providing a con-
sistent set of forces and moments, expressed as a function of the main flight parame-
ters and allowing to perform meaningful flight simulations. The functional dependen-
cies that must be captured for this purpose are surely the ones on the angle of attack, the
angle of sideslip, and the control surface deflections. The dependency on the Mach num-
ber is strictly necessary only for the mission performance estimation of Chapter 4, as
compressibility effects are not necessarily important for the fundamental flight control
studies presented in the other chapters. Since the aircraft dynamics are always studied
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Figure 3.5 VSAERO simulation results for the PrP, using aircraft geometry and wake models generated by the
MMG. Clean aircraft configuration, steady simulation with α= 3deg, β= 0deg, M = 0.3.

in flight conditions far away from the flight envelope boundaries, a linear quasi-steady
aerodynamic model is deemed suitable for all the proposed applications.

In light of these considerations, the commercial 3D panel method VSAERO4,5 has
been employed in most of the applications presented in the following chapters, in light of
the attractive trade-off it offers between computational time and solution accuracy [84].
In the specific application presented in Chapter 5, for which the required computational
effort has been the most significant impediment to the gathering of results, the simpler
open-source vortex lattice method AVL6,7 has been employed.

Panel methods can be used to calculate the flow field around a watertight geom-
etry, in the hypotheses of steady, irrotational and inviscid flow. In the specific case of
VSAERO, the potential flow around the assigned geometry is corrected in a series of it-
erations accounting for boundary layer effects. The solver uses integral boundary layer
equations to alter the original geometry and recalculate the potential flow field around
it. Additionally, it accounts for compressibility effects using the Karman-Tsien rule or the
Prandtl-Glauert correction [85]. A visualization of a converged flow field around the PrP,
as determined by a VSAERO simulation, is shown in Figure 3.5. Vortex lattice methods
are simpler panel methods, which additionally neglect the effect of thickness of the as-
signed geometry. For this reason, the latter are only appropriate for representing thin
lifting surfaces, and are most accurate for small values of the angles of attack.

Panel methods of different fidelities are probably the most common choice for flight
mechanics studies at conceptual or preliminary design stage, especially for flight at low
Reynolds numbers and/or experimental vehicle geometries [86–96]. They are certainly

4Vortex Separation Aerodynamics (VSAERO)
5https://www.amiaerollc.com/Software.html
6Athena Vortex Lattice (AVL)
7http://web.mit.edu/drela/Public/web/avl/

https://www.amiaerollc.com/Software.html
http://web.mit.edu/drela/Public/web/avl/
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attractive in light of the relatively small time and effort required for the modelling and
analysis process. Additionally, the pre- and post-processing operations for the appro-
priate software tools are usually easy to automate, as it has been done to assemble the
workflow here presented. This allows to easily perform many parameter sweeps — which
is especially important for a great number of control surfaces, as in the case of the PrP
— and characterize the aircraft aerodynamic model in steady, quasi-steady, symmetric
and/or asymmetric flight conditions.

On the other hand, panel methods are unsuitable for accurate estimations, especially
when capturing local aerodynamic phenomena due to complex geometries, flow sepa-
ration, compressibility, friction and/or aerodynamic interactions. Possible examples are
wing-fuselage intersection regions, effects of gaps and slots in control surface geometry,
and basically everything related to drag not dependent on lift. Quantifying these effects
in general terms is almost impossible, as they depend on the given aircraft geometry, the
flight conditions under observations, the specific solver in use, and are usually sensi-
tive to the mesh characteristics. Overlooking on the impossibility to model stall-related
phenomena, several applications on conventional aircraft geometries report satisfying
match with other methods at low angles of attack and subsonic flight [86, 92, 94, 96]. On
the other hand, discrepancies in both the values and slopes of aerodynamic forces and
moments, with drag being basically always underpredicted, are also regularly reported
in literature [87–91, 95].

Figure 3.6 shows the aerodynamic efficiency of a preliminary version of the PrP con-
figuration, with no vertical tail or control surfaces. The curve corresponding to VSAERO
simulations results in a maximum efficiency of L/D = 23.7. A more reliable value of
L/D = 19.4 (about 18% less) is obtained with high-fidelity RANS analyses available within
the PARSIFAL project [97, 98]. It can be seen how the two approaches start differing quite
significantly at higher angles of attack, due to different ways to model flow transition and
separation effects. While the RANS analysis predicts incipient stall around α= 3deg, the
panel method is not capable to capture anything related to it, and returns solutions up
to α= 6deg with questionable reliability.

In the scope of the present dissertation, the main advantage of using panel methods
and adopting their low/medium fidelity lies in their robustness and quickness when per-
forming large numbers of evaluations in different flight conditions. On the other hand,
the smooth trends in the variation of aerodynamic forces and moments returned by
panel methods are only reliable as long as the underlying aerodynamics is actually lin-
ear. Since the flight mechanics formulations presented in the following chapters can be
applied to any aircraft configuration, obtaining the most accurate numerical values for
the aerodynamic model of the PrP is of little to no interest in this case. In light of these
considerations, the aforementioned limitations of panel methods have been deemed ac-
ceptable for the purpose of the proposed flight mechanics applications.

As for many other flight mechanics applications making use of the aforementioned
assumptions, a vast aerodynamic database is generated for the PrP in the form of look-
up tables [91, 99]. The database for steady aerodynamics expresses the six dimensionless
aerodynamic actions on the aircraft as tabular functions of α, β, M and control surface
deflections δ. In particular, the aerodynamic model can be conceptually divided into the
following three contributions:
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Figure 3.6 Aerodynamic efficiency of a preliminary PrP clean configuration, at M = 0.3.
Comparison between VSAERO and high-fidelity CFD analyses [97, 98].

• the steady aerodynamic actions due to the clean aircraft configuration, with no
control surface deflected, expressed as a function of α, β and M ;

• the control aerodynamic actions obtained through the deflection of control sur-
faces, expressed with respect to the clean aircraft configuration as a function of α,
β, M and δ;

• the quasi-steady derivatives of the aerodynamic actions with respect to the roll,
pitch and yaw angular rates, as a function of α, β and M .

Each aerodynamic action is then expressed as in Equation 3.1, exploiting the assumption
of superposition of effects.

CF =CF0

(
α,β, M ,δ= 0

)
︸ ︷︷ ︸

steady, clean

+
Nδ∑
i=1
∆CF

(
α,β, M ,δi

)
︸ ︷︷ ︸

steady, control effectors

+
∑

ω=p,q,r
CFω

(
α,β, M ,δ= 0

)
ω︸ ︷︷ ︸

unsteady, clean

(3.1)

This model assumes linear dependence of the aerodynamic actions on the angular
rates p, q , r , and decouples the aerodynamic models for the clean aircraft and its con-
trol surfaces. Quasi-steady derivatives with respect to angular rates are calculated with
a second order finite difference formula, for each flight condition and for an assigned
position of the aircraft center of gravity. For a given flight condition, the differential ac-
tions due to control surface deflections are determined by subtracting the aerodynamic
actions generated by the clean configuration from the ones obtained with a single con-
trol surface deflected. In this way, it also disregards possible interaction effects between
control surfaces. As explained in the previous section, movable surfaces are modelled in
the MMG as plain flaps, and their deflection obtained by geometry deformation. This is
sufficient as long as they are required to act as primary control surfaces.
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Table 3.2 Comparison of numerical values of dimensionless q- and α̇-derivatives, as obtained by high-fidelity
RANS computations on a preliminary version of the PrP. Reference condition: h = 3048m, M = 0.5,
α= 0deg [97, 98].

CLq CLα̇

4.76 1.65

CMq CMα̇

-25.47 -2.461

Unsteady aerodynamic effects, in the form of the so-called “acceleration derivatives”
— with respect to α̇, β̇, q̇ or higher order terms [100–102] — have not been included in
the model. The purpose of these quantities is to model the time delay which is neces-
sary for the flow to develop in the longitudinal (α̇) and lateral (β̇) directions [100, 101,
103]. Because the pressure field does not adjust to the aircraft shape instantaneously,
the quasi-steady model of Equation 3.1 formally becomes less and less accurate as flight
maneuvers get faster. On the other hand, it must also be noted that the condition that
has been refereed to as Pure DLC in Section 1.1, results in vertical motion with α̇= 0.

The decision to not include these effects has been partially motivated by the im-
possibility to calculate them in the chosen physics-based analysis framework [85]. An
additional motivation lies in the order of magnitude of α̇-derivatives for lift and pitch
coefficients, as compared to q-derivatives for the box-wing aircraft. Some indicative val-
ues, calculated within the PARSIFAL project for a preliminary and incomplete version
of the PrP, are summarized in Table 3.2 [97, 98]. It can be seen that the α̇-derivatives
are ≈ 5 to 10 times smaller than the q derivatives, in this reference flight condition. For
these reasons, neglecting unsteady effects is believed to have only a minor impact on the
numerical results presented in Chapters 5 and 7, but does not diminish in any way the
validity of any of the proposed flight mechanics applications.

Lastly, it is worth mentioning that the CFD techniques used to calculate unsteady
derivatives usually require to simulate some type of harmonic motion of the aircraft
within the aerodynamic solver. This is not representative of any realistic flight scenario,
and is applicable to flight mechanics studies only with several assumptions. Overcoming
the “severe limits on the motion rates and motion forms for which” [101] the unsteady
derivatives so calculated are applicable to realistic flight maneuvers, together with the
complexity required to implement sophisticated unsteady formulations in the flight me-
chanics model, has been deemed well beyond the scope of this dissertation [101, 102].

The high-level of automation injected in the aerodynamic analysis workflow can af-
fect the capability to capture detailed or very specific phenomena which may be of inter-
est for a particular application. In these cases, or if the aerodynamic solver is not capa-
ble to capture desired characteristics because of modelling limitations, semi-empirical
methods can be used. They represent a simple and quick resource to augment, or modify,
the aircraft aerodynamic model in conceptual and preliminary design stage, but should
not be preferred for higher-fidelity analyses in more advanced design stages, obviously.
Semi-empirical methods do not require any computational effort, as they are usually
based on statistical datasets or handbook rules. They are typically unreliable, or even
not existent, for straightforward applications to unconventional aircraft configurations,
and therefore must be used with care. Small modifications to the aerodynamic model of
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Equation 3.1, based on semi-empirical methods, have been necessary in Chapter 4, to
model the lift and drag increase due to complex flaps, and the transonic drag effects due
to control surfaces.

3.2.3. PROPULSIVE SYSTEM
The propulsive model of the PrP is generated by an in-house, physics-based method for
turbofan engine sizing, referred to as GTpy [104]. This tool takes the required thrust, a
reference design flight condition and a few engine geometric requirements as input, and
performs a physics based design and sizing of the whole engine assembly, including the
nacelle. It builds up on the gas turbine performance simulation method GSP [105], and
connects it to a design methodology based on thermodynamic cycle calculations [106].
Moving from the assigned reference flight condition, regarded as the engine design point,
GTpy generates engine thrust and fuel flow maps in off-design conditions, as a function
of altitude, Mach number and corrected fan speed. The dependency on the latter pa-
rameter is then mapped to a normalized excursion of the pilot throttle command, as
summarized in Equation 3.2. {

T = T (M ,h,δT )

TSFC = TSFC (M ,h,δT )
(3.2)

The propulsive system of the PrP configuration has been designed according to spe-
cific performance and size requirements, among which the ability to deliver at least
180 kN of thrust at take-off. The thrust variation with Mach number and altitude is shown
in Figure 3.7, for the maximum throttle condition. Each engine has a BPR of 11, although
alternative designs with very large BPR up to 18 have also been explored within the PAR-
SIFAL project [107]. In light of the low/medium fidelity adopted to generate both the
aerodynamic and propulsive models, the forces and moments resulting from these anal-
yses are completely uncoupled and do not interact. For example, there is no aerody-
namic effect of mass flow through the engine on the aerodynamics of nearby elements.
On the other hand, the geometry of the nacelles is included in the aerodynamic analysis
of the PrP at the latest stages of the PARSIFAL project, hence the aerodynamic effects of
their shape and position is indeed taken into account.

3.3. FLIGHT DYNAMICS
Once generated and parsed, the aerodynamic and propulsive databases have to be inte-
grated, together with other relevant information, into the global flight mechanics model
of the aircraft. The purpose of a flight mechanics model is to calculate the solution of the
aircraft dynamics equations of motion, and the time evolution of relevant parameters in
some specified flight scenario. The solution of the flight dynamics equations of motion
can be carried out with simplified analytical models, or through numerical simulations.
The flight mechanics analysis can have the objective to assess the flight performance of
the aircraft, its stability and control characteristics, or its flying and handling qualities.
It is obviously an essential process in the evaluation of the aircraft operational behavior,
and a fundamental one to support aircraft design and optimization studies.

For all of the applications presented in this dissertation, the flight mechanics model
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Figure 3.7 Maximum available thrust of the PrP as a function of Mach number and alti-
tude, excluding the effects of nacelles drag.

of the PrP and its competitor aircraft has been developed in a MATLAB/Simulink en-
vironment referred to as PHALANX8. PHALANX is a modular toolbox for non-linear,
6 DoFs flight simulation and analysis. Its main purpose is to provide a framework of
synthesis and analysis functions, with the objective to quickly and automatically gen-
erate a complete flight mechanics model of a given aircraft, starting from the datasets
and information pertaining to its disciplinary sub-models. Each baseline flight mechan-
ics model can always be manually tailored to the specific application, while retaining the
possibility to rely on an ample array of functions to assess its performance.

The practical implementation of the flight mechanics model consists of a small net-
work of interconnected disciplinary modules. The fidelity of each module depends on its
underlying model and dataset, making PHALANX a data-driven toolbox. The fidelity of
the resulting flight mechanics analyses will then depend on the fidelity of the input mod-
els. Such flexible structure, together with the capability to operate regardless of the air-
craft configuration, allow PHALANX to be implemented consistently at different stages
of the design process, and to make fair comparisons among application cases. The tool-
box has been used in previous works for studies on novel aircraft configurations, like the
BWB [108], the DUUC — featuring the propulsive empennage concept [109] — and the
PrP itself [42, 43].

A block-scheme overview of PHALANX is shown in Figure 3.8. From this top-level
perspective, PHALANX links a simple pilot module to a FCS module, which allows to de-
sign custom Automatic Flight Control System (AFCS) architectures on the basis of the
application. The FCS takes charge of determining the position of the control effectors

8Performance, Handling Qualities and Load Analysis Toolbox (PHALANX)
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Figure 3.8 Block scheme overview of the PHALANX flight mechanics model.

at every time step of the simulation, also using CA methods, if necessary. Together with
the other flight parameters, the control effectors positions are used to access the aerody-
namic and propulsive databases, and calculate the external forces acting on the aircraft
at every time step of the simulation. Once these are known, the equations of motion can
be solved numerically, and the aircraft state can be propagated to the following time step
and fed back for control purposes.

The following sections present an overview of the FCS and flight dynamics module
of PHALANX.

3.3.1. FLIGHT CONTROL SYSTEM (FCS)
The FCS module connects the pilot and autopilot models to the aircraft control effectors.
It provides a flexible but robust baseline architecture, which is easy to customize for ev-
ery particular application. The specific AFCSs developed for the presented applications
are going to be presented in more detail in the appropriate chapters, while this section
only gives an overview of the baseline PHALANX module in question. A top-level scheme
of the FCS architecture in PHALANX is shown in Figure 3.9

Pilot commands can be modelled in multiple ways. In the most common case, the
time histories of the pilot inputs on the control stick and/or the throttle can be defined
explicitly before the time simulation is launched. A slightly more advanced approach
consists in triggering pre-defined pilot maneuvers on the basis of specific simulation
events. Possible examples are represented by a pull-up maneuver during the take-off run
when the decision speed is reached, or a flare maneuver when reaching a minimum alti-
tude. Additionally, PHALANX can be interfaced with external hardware, such as a joystick
or a joypad, which gives a human user the ability to inject pilot commands in real time.
This can be useful for testing or prototyping a new model, or to record visualizations in
external simulators as FlightGear9.

Pilot commands are transmitted to the effectors either through a basic mechanical
gearing chain, or through an arbitrarily complex control law. They can also be mixed
with inputs from an AFCS, or be left completely unused, leaving the whole burden of
the control task to the latter. The mechanical gearing branch maps the normalized pilot
inputs, ranging in the [−1,1] interval, to the control surface deflections and the throttle

9https://www.flightgear.org/

https://www.flightgear.org/
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Figure 3.9 Block scheme overview of the baseline FCS architecture in PHALANX.

setting, making use of a ganging matrix and appropriate gearing ratios. While the throttle
effector ranges in the [0,1] by default, the gearing ratios for control surfaces have to be
calculated automatically on the basis of their saturation limits and the chosen ganging
matrix. The standard approach in PHALANX is to associate the maximum input on the
pilot stick to the saturation limit of each control surface.

Control inputs, coming from either the mechanical gearing branch or the AFCS one,
are then input to the actuator models, which regulate the motion of the control effectors.
Actuators can be modeled as ideal systems, with no delay or oscillations, or first and sec-
ond order systems, depending on the application. They can be assigned both a position
saturation limit, and a rate saturation limit as well.

Because the mechanical gearing chain does not necessitate any control logic, it can
also be conveniently used to trim the aircraft model at specified initial flight conditions.
A trim branch runs through the mechanical gearing chain in parallel to the aforemen-
tioned one, and has the objective to overlay constant trim commands to the ones that
are calculated at runtime. The trim branch takes its inputs in the form of constant pi-
lot commands on the stick and throttle, which have to be calculated before any simula-
tion by a selected trim routine. It outputs constant effectors positions, which supposedly
keep the aircraft trimmed in case of no additional pilot or auto-pilot inputs. The trim ef-
fectors positions are not affected by actuator dynamics and are summed to the runtime
values obtained through the pilot or AFCS models.

Several trim methods are available in PHALANX, in the form of different optimiza-
tion problem formulations. Chapter 6 formally introduces the trim problem, presents an
original formulation and illustrates several application studies in detail. For this specific
approach, the mechanical gearing trim branch is replaced by one based on CA.

3.3.2. EQUATIONS OF MOTION
The external forces and moments — as calculated using the models introduced in Sec-
tion 3.2, for example — act on the aircraft body and determine the evolution of all flight
parameters in time. In order to propagate the aircraft state in PHALANX, the system of
Ordinary Differential Equations (ODEs) describing aircraft dynamics is not encoded ex-
plicitly in the flight mechanics model, but generated through a multi-body dynamics
reference framework. This acts as the flight simulation core of PHALANX, and is devel-
oped by exploiting the Simscape Multibody Dynamics library in Simulink10. With this
approach, it is possible to model complex phenomena like relative motion of aircraft
parts — as the center of gravity due to fuel consumption — or wing flexibility, and mea-

10https://nl.mathworks.com/products/simscape-multibody.html

https://nl.mathworks.com/products/simscape-multibody.html
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sure local flight parameters at specific aircraft locations.

In the baseline flight mechanics model, the main aircraft body is modelled as a con-
stant mass with inertia. A prescribed variable mass can also be included, in order to form
a body compound. This is necessary when the effects of fuel consumption on the perfor-
mance to study are relevant. The variable mass is treated as a point, but its contribution
to the overall balance and inertia of the compound is automatically calculated by the
framework, making use of the Huygens-Steiner theorem [110]. The simulation can be al-
lowed to have 6 DoFs, or limited to a vertical plane, hence only granting the aircraft its
longitudinal 3 DoFs. Alternatively, it is always possible to define custom dynamic mod-
els, as done in Chapter 4 for a point mass mission optimization study.

In all cases, a flat and non-rotating Earth model is assumed. The equations of motion
are rendered in the aircraft body reference frame, exploiting classic kinematic transfor-
mations from a Cartesian, topocentric reference frame. These approximations are ac-
ceptable for almost all types of flight mechanics studies, also in light of the small spa-
tial and temporal scale of classic flight simulations. They are also acceptable for mis-
sion performance evaluations, as long as the purpose of the investigation is to assess
and compare aircraft performances on a generic mission profile, rather than studying
real-world point-to-point navigation problems. The International Standard Atmosphere
(ISA) model is adopted, together with the assumption of constant gravitational acceler-
ation and still air.

Initial values of all necessary parameters must be explicitly assigned or calculated
via a trim routine. Flight parameters in the wind reference frame — such as the angle
of attack, angle of sideslip, or the flight path angle — are calculated at the end of each
time iteration, using the latest value of the aircraft states in body axes. Both of these
reference frames are represented in Figure 3.10, together with the aerodynamic reference
frame. The system of dynamic equations is closed by expressing aero-propulsive forces
as functions of the various flight and control variables, as shown in Equations 3.1 and 3.2.

In principle, this framework also allows to model each aircraft component as a sep-
arate, individual body, characterized by its own properties and disciplinary sub-models.
The position and orientation of each component can be independently defined with re-
spect to an inertial reference frame, and rigidly — or elastically — connected to the other
parts, if necessary, to form the aircraft assembly as a whole. Local flight parameters, such
as the angle of attack or the airspeed, can be measured at runtime. And if each compo-
nent is associated to its corresponding aerodynamic dataset, every aircraft part is able to
generate its own aerodynamic actions from its own position relative to the aircraft center
of gravity. In this way, it is possible to exploit the difference in local speed and incidence
to artificially simulate unsteady aerodynamic effects. This could be the case, for exam-
ple, of the aerodynamic pitch damping due to the horizontal tail plane. Such approach
has been used to study the longitudinal dynamics of the DUUC, for which three sepa-
rate aerodynamic models based on CFD datasets, were available for the aircraft wing,
fuselage and horizontal tail [109].

In the most simple case, when the aircraft compound only features one body, and it
has no moving parts or variable mass components, the underlying equations of motion
reduce to the classic 6 DoFs rigid body dynamic equations, written in the body reference
frame as in Equation 3.3. In this case, and if not specified otherwise in the remainder of
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this dissertation, the “b” superscript indicating that the X , Y , Z forces and the L, M, N
moments are expressed in the body reference frame is omitted.
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(3.3)

3.4. CONCLUSIONS
This chapter has presented an overview of the tools and approaches used to character-
ize the various aspects of a complete aircraft flight mechanics model. These are neces-
sary to perform significant flight dynamics simulations and analyses, and to estimate the
aircraft performance within an acceptable level of accuracy. Emphasis has been placed
on the added value of physics-based approaches, which can be employed to perform
fair comparisons among different aircraft configurations. The proposed overall analysis
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workflow has been presented as highly automated, in order to streamline the design and
evaluation process, and leave small margin for human error. On the other hand, specific
studies always require customizations of the baseline models presented in this chapter.
These particular modifications to the flight mechanics model are going to be presented
in the following chapters, in the scope of the particular application they have been tai-
lored for.

The PrP has been presented as the main test case for all the flight control methods
proposed in the following chapters. Its design has been in continuous development,
within the PARSIFAL project, throughout the time period that led to this dissertation.
For this reason, low/medium fidelity tools have been chosen to characterize its aerody-
namic and propulsive models, and a complete and consistent overview of the aircraft
performance at this stage has not been presented. For this research, the relevance of
the PrP lies in the geometry of its staggered box-wing, which allows innovative applica-
tions of DLC. With this scope in mind, relatively little importance has been placed on
the actual numerical values resulting from the aerodynamic and propulsive analyses.
The latter mainly serve the purpose of providing a consistent set of external forces and
moments, expressed as a function of the most relevant flight and configuration param-
eters. Rather than to characterize the performance of the specific aircraft in detail, they
make it possible to perform flight simulations to test and evaluate the methods proposed
in the following chapters.





4
MISSION PERFORMANCE

Sometimes you’re ahead, sometimes you’re behind.
The race is long, and in the end,

it’s only with yourself.

Larry Mann
The Big Kahuna

1999

Simplicity does not precede complexity, but follows it.
Optimization hinders evolution.

Alan J. Perlis
Epigrams in Programming

1982

Once the properties of box-wing aircraft have been introduced in Chapter 1, and the phi-
losophy behind the development of the PrP configuration have been outlined in Chap-
ter 3, the present chapter attempts to characterize the PrP from an operational stand-
point. Its objective is to assess the optimal mission performance of the PrP, and compare
it to the one of a competitor aircraft with conventional tube-and-wing geometry. This is
done by making use of the definition, modeling and simulation of operational, globally
optimal mission profiles for different aircraft models. A simplified point-mass model is
used for all the analyses performed in this chapter, in order to leverage the full power of
optimal control theory.

After the brief introduction to the problem of mission performance optimization
provided in the following Section 4.1, Section 4.2 presents a generalized approach to cre-
ate a mission model in the framework of an optimal control study. A simplified flight me-
chanics model is presented in Section 4.3 for the PrP and a candidate competitor aircraft,

Parts of this chapter have been published in the MDPI Aerospace journal in 2020 [111].

65



4

66 4. MISSION PERFORMANCE

together with an overview of the numerical approach implemented to perform flight
simulations. Trajectories, time histories and top-level performance metrics are then pre-
sented in Section 4.4, for missions with design and harmonic ranges. Lastly, conclusions
and limitations for the present study are presented in Section 4.5.

4.1. INTRODUCTION
The determination of optimal aircraft trajectories and the quantification of related per-
formance metrics have always been of fundamental interest for all aircraft operators. In
particular, commercial aviation stakeholders have in mission performance optimization
one of the most natural ways to gain an economic advantage over their competitors, by
seeking minimum operative costs and maximum profits. On the other hand, in more re-
cent times, several scientific investigations have also employed trajectory analysis and
optimization techniques for proposing the development of a more sustainable aviation
ecosystem.

The most common approach, in these regards, is to explore innovative mission sched-
ules and air traffic management procedures, and assess their impact on the mission per-
formance of state-of-the-art aircraft models [112, 113]. But with unconventional aircraft
configurations rising in popularity as one of the feasible solutions for a more sustain-
able future aviation, it should be equally relevant to evaluate the mission performance
of such disruptive geometries. This can be done with respect to currently available reg-
ulations, but also with respect to innovative mission profiles. In the latter case, specific
mission schedules or procedures can be tailored to the aircraft configuration of interest,
in order to exploit its peculiar properties and the new piloting techniques it allows.

In the particular example of box-wing aircraft, the optimal induced drag character-
istics are nowadays well established from a theoretical and experimental standpoint,
and confirmed by multiple static aerodynamic analyses. Additionally, it has already been
mentioned how the staggered box-wing geometry allows an efficient and practical im-
plementation of DLC. In light of these properties, it seems intuitive to expect the PrP to
have a performance advantage on mission schedules with longer climb or descent seg-
ments, or in general when flying at higher angles of attack. As a matter of fact, it is in
these scenarios of relatively low flight speed that induced drag effects on mission perfor-
mance become more relevant. On the other hand, detailed and configuration-specific
studies should be carried out in any case to prove that the control surface deflections
required to fly the given mission profile do not undermine the optimal induced drag
performance of the clean box-wing too much.

A wide variety of approaches is available in literature to model well-established, re-
alistic commercial mission schedules. For example, the Base of Aircraft Data (BADA) air-
line procedure model prescribes a set of mission speed schedules as a function of the
aircraft altitude, in tabular format [114]. A very different approach uses the notion of
capture conditions and flight objectives to define flight phases in a more operational, yet
conceptual, fashion [115]. Flight objectives are variables that are kept constant through-
out a phase, whereas capture conditions determine the termination of a given flight
phase. This approach has been selected for the present study, as it can be easily paired
with a completely physics-based, aircraft configuration-agnostic flight mechanics model.
It is presented in more detail in Section 4.2.
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For all of these types of models and applications, global optimization techniques de-
liver the most accurate and comprehensive results [116]. These complex mathematical
methods aim at finding the optimal value of a cost function, resulting from the evolution
of a given dynamic system over a certain period of time. They are usually computation-
ally expensive in their numerical implementation, and hence require simplified models
for the dynamic simulation of the system of interest. The equations of motion that are
typically used for global mission optimization usually represent the aircraft as a sim-
ple point-mass dynamic system, with selected states and control variables [117–119]. In
almost all cases, these reduced-order dynamic models disregard the relation between
rotational dynamics and control surfaces, and assume attitude angles as the top-level
control variables for aircraft dynamics [120]. Moreover, they neglect all aspects related to
rotational trim, unless some form of trimmed lift and drag polars are provided in the un-
derlying aerodynamic model. Notably, optimal control applications for mission analysis
of unconventional aircraft configurations have not been found in the available scientific
literature.

The theoretical background underlying the selected mission simulation approach,
and a brief state-of-the-art review of relevant mission optimization applications is pre-
sented in the following sections.

4.1.1. OPTIMAL CONTROL THEORY
Originating from the calculus of variations, optimal control theory has become the cor-
nerstone of modern aircraft trajectory optimization [116, 121–124]. The goal of any op-
timal control problem is to find the time histories of the states σ∗(t ) and of the con-
trols u∗(t ) that minimize the cost functional J to J ∗, while respecting the problem con-
straints [123, 125, 126]. In the most general Bolza formulation, the cost functional J is
composed of the Mayer end-cost term Ma and the Lagrange running cost La, as shown
in Equation 4.1 [123, 125, 126].

J (σ,u, t ) =
Np∑

p=1

[
Map
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p
tini

, t p
ini,σ

p
tfin

, t p
fin

)
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∫ t p
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t p
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La(σ (t ) ,u (t ) , t )

]
(4.1)

Several gradient-based methods exist for solving such a continuous-time optimal
control problem. They are usually categorized as direct or indirect methods, on the ba-
sis of the set of optimal control equations, and as shooting or collocation methods, on
the basis of the set of variables that are discretized [122–124]. For the present applica-
tion, a direct collocation method has been adopted. The main reason behind the choice
of a direct method is the ease and flexibility guaranteed for the formulation of different
problems, with no need to provide unintuitive initial guesses and derive different opti-
mality conditions for each slight problem adaptation. The main reason for choosing a
collocation method is the relative robustness of this approach. In any case, the choice
of the optimal control solver is not expected to affect any high-level conclusion on the
performance of the PrP.

Direct collocation methods have been successfully applied to commercial aircraft
trajectory optimization, for both conventional mission studies and novel formation flight
performance assessments [118, 127, 128]. These studies use either the lift coefficient or
the flight path angle as a control variable, hence allowing for discontinuities in the time
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histories of the angle of attack and/or the aircraft attitude angles. Moreover, they imple-
ment the well-established parabolic drag polar model, for the purpose of simplicity and
robustness of the underlying aerodynamic model. Another study on an existing com-
mercial aircraft configuration [129] makes use of BADA as its underlying flight mechan-
ics model [114, 130]. This can be quite restricting, or even inapplicable, for a disruptive
aircraft geometry.

The following sections describe the abstraction process required to model and link
diverse, realistic mission segments within the domain of multi-phase optimal control
theory. Particular emphasis is placed on the injection of common piloting techniques
and aeronautical practices in the mission mathematical model. These are required to
make the modelled mission realistic from an operational point of view, in the current
state of air traffic management regulations.

4.2. MISSION MODEL
A commercial aircraft mission profile is inherently composed of several flight phases
with different characteristics. For this reason, multi-phase optimal control methods are
naturally applicable to mission performance analysis problems. This section aims at pre-
senting a general method to translate an intuitive and realistic aircraft trajectory model
to its multi-phase optimal control problem-compatible counterpart.

4.2.1. CAPTURE CONDITIONS

In order to simulate realistic commercial aviation flight procedures, flight phases are of-
ten characterized by a certain subset of constant flight parameters, referred to as flight
objectives, and flight phase termination conditions, referred to as capture conditions [115].
Flight objectives serve the purpose of modeling classic pilot procedures, to some ex-
tent. Examples include cruise flight at constant Mach number and altitude, or climb at
constant Calibrated Airspeed (CAS). Capture conditions ensure the convergence of the
whole mission simulation, through proper linkage of flight phases.

If a capture variable — a flight parameter that is “monitored to determine the junc-
tion of the current segment with an adjacent one” [115] — reaches a specified threshold
value, the capture condition is satisfied and the simulation switches to the new mission
phase. Examples of capture variables are altitude for a climb phase, speed for a take-off
ground roll phase, or heading angle for a turn phase. Their respective threshold values
could be the initial cruise altitude, the lift-off speed, and the desired route heading, for
instance. Specific capture conditions for each relevant flight phase are presented in more
detail in Section 4.2.3.

The fulfilment of a capture condition, and consequent adequate linkage of neighbor-
ing phases, is automatically guaranteed when the capture variable behaves monotoni-
cally. Choosing a capture variable which behaves monotonically during a specific flight
phase is therefore a sufficient condition to obtain a well defined linkage criterion for that
phase. On the other hand, a capture condition could also be achieved if the correspond-
ing capture variable is not monotonic. This would make the linkage criterion less robust
and the phase connection more unpredictable [115]. Although imposing capture condi-
tions and prescribing flight objectives is necessary only for time-stepping, locally opti-
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mal trajectory simulations, this is not strictly the case for integral, globally optimal con-
trol approaches. Nonetheless, the concepts of capture conditions and flight objectives
are an intuitive and realistic representation of real-life operations, and are thus adopted
in the current methodology, using them wherever applicable.

4.2.2. CONSTRAINTS
The aircraft flight envelope is limited in several ways by physical considerations. Firstly,
the aircraft is not allowed to fly within a specified tolerance of its stall speed. Practically,
this limit will not be sought by any trajectory optimization algorithm, because of the low
speed combined with the high drag penalty which characterize this flight regime. Sec-
ondly, structural limitations bound the aircraft within a minimum and maximum value
of the aircraft load factor. In common commercial mission operations, these limit con-
ditions are rarely approached and are therefore not included in the present framework.
The last main limitation is represented by the high-speed buffet onset boundary. Due to
the limitations of the 3D panel method used for generating the aerodynamic database,
this effect cannot be properly captured, and it has been replaced by the explicit prescrip-
tion of a Mmo value.

Physical and operational limitations can be injected in the optimal control frame-
work as various forms of constraints on flight variables. In the first place, the set of
differential-algebraic equations of motion is the most fundamental physical constraint
that the system has to comply with. These are referred to as dynamic constraints and
synthetically expressed in terms of state and control variables in Equation 4.2.

σ̇p = f
(
σp (t ) ,up (t ) , t

) ∀p = 1, . . . , Np (4.2)

Additionally, path constraints can be imposed to continuously restrict the trajectory
during each mission phase. In general, these constraints can be formulated as in Equa-
tion 4.3, where the inequality constraint can become an equality constraint if the same
lower and upper bounds are imposed.

lbp
path ≤ Cp

path (σ (t ) ,u (t ) , t ) ≤ ubp
path ∀p = 1, . . . , Np (4.3)

In a similar way, bound constraints can be imposed to limit variables between a fixed
minimum and maximum value, at all times. It must be underlined that bounds are math-
ematically equivalent to path constraints, if the constraint function coincides with the
bounded variable. From a numerical solver standpoint, though, they are treated in a
substantially different way. Constraints generally increase problem complexity whereas
tighter bounds decrease it.

In a different manner, phase endpoint constraints can be imposed on time and state
variables to constrain their values at the interface between two phases. They can be for-
mulated directly, as an explicit prescription of desired values, or indirectly, by defining
an event constraint function, as shown in Equation 4.4.
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event ≤ Cp
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event ∀p = 1, . . . , Np (4.4)

A specific, indispensable instance of phase endpoint constraints are phase linkage
constraints. These ensure that time and states are continuous at phase interfaces, by re-
quiring that the state variables and time should be equal at the end of phase p and at the
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start of phase p+1.

t p
fin = t p+1

ini and σ
p
fin =σp+1

ini ∀p = 1, . . . , Np −1 (4.5)

This result is obtained by modeling Cp
event as the difference between two phases trajec-

tories at their common interface, and setting both the lower and upper bounds equal to
zero. Periodic variables, such as the heading angle, are instead linked by using a sinu-
soidal function. The optimal control transcription method adopted for the current work,
described in Section 4.3.5, does not allow setting event constraints as a function of con-
trol variables. For this reason, the continuity of the controls at phase interfaces cannot
be guaranteed.

Lastly, selected mission boundary conditions are imposed on the aircraft states and
controls. These concern the initial condition of the first phase and final condition of the
last phase. For commercial aviation missions, like all of those presented in this chapter,
a mission boundary condition is imposed to ensure that the overall distance flown at
the end of the mission equals the specified mission range. Another mission boundary
condition ensures that the aircraft arrives at its destination at its zero-fuel weight, while
the initial take-off mass of the aircraft is determined accordingly by the solver, and lim-
ited by an imposed upper bound on the mmto value. In this way, the aircraft is driven to
burn all and only the necessary fuel for the mission profile of interest, in an attempt to
simulate the most efficient mission planning possible. On the other hand, this approach
is not well suited to take into account missions with multiple legs and stop-overs, and
regulatory contingency fuel requirements are disregarded for simplicity.

4.2.3. MISSION PHASE STEREOTYPES

In order to easily create a consistent, well-posed mission profile model for optimal con-
trol problem formulations, typical flight operations and piloting schedules have been
formalized in so called phase stereotypes. These are specific mission segments definitions
and implementations, based on only few top-level parameters, which collect and cou-
ple all relevant sets of constraints and capture conditions relative to each phase. Their
formulation is synthetically presented in Table 4.1.

On the highest level, a nominal commercial aviation mission can be divided into a
take off, climb, cruise, approach, and landing phase [129]. A critical mission profile may
also include a holding (or loitering) phase, and a diversion phase to another airport [131].
On a more-detailed level, each of those phases can be in turn broken down into more
specific, shorter flight segments.

In the proposed implementation, climb and descent are substantially mirrored phases,
the latter terminating at a specified Final Approach Point (FAP). Cruise stereotypes can
be used to assemble a variable number of level flight segments connected by step climb
segments. Their length and duration are flexibly determined on the basis of the other
mission phases, in order to match the prescribed total mission range. Similarly, the air-
speed and/or Mach number are also left free to be determined by the optimizer, al-
though being limited by the Mmo value. The possibility to employ continuous cruise-
climb schedules has not been employed since this flight strategy is not allowed by con-
ventional air traffic management rules.
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Ṁ

=
0

h
cr

M
<

M
m

o
—

C
ru

is
e

[1
32

,1
36

,1
37

]

Le
ve

lfl
ig

h
t

γ
=

0
—

M
<

M
m

o
—

St
ep

cl
im

b
—

—
M

<
M

m
o

—

ḣ
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4.2.4. MISSION COST INDEX

The mission cost functional is set to minimize a linear combination of the total flight
time and fuel consumption, both good indicators of an aircraft’s Direct Operating Costs
(DOC) [118]. By defining a Cost Index (CI) as in Equation 4.6, and prescribing its value
for a given mission, the monetary impact of fuel usage can be traded off against the one
of turnaround time [129].

CI = Timecost[$/s]

Fuelcost[$/kg]
(4.6)

The overall mission cost can then simply be determined as in Equation 4.7, where as-
signing a value of the CI corresponds to prescribing an operative strategy to fly the given
aircraft model.

J =
(
m1

ini −m
Np

fin

)
+CI

(
t

Np

fin − t 1
ini

)
(4.7)

A null CI, for which there is no cost associated to having a high mission duration,
drives the trajectory to its minimum-fuel solution. Contrarily, the trajectory tends to
its minimum-time solution as the CI tends to infinity, since the cost of mission time is
deemed way higher than the one of burning fuel. Finally, in case the CI is prescribed a
finite non-zero value, the resulting trajectory will minimize both fuel usage and mission
time, with the assigned relative importance and in relation to the units of measurement
used to express Equation 4.6. For example, if CI = 1kg/s the cost for burning 1 kg of fuel
is assumed to be the same of the one for spending 1 s more in flight.

In the remainder of the chapter, the first (CI = 0kg/s) and last (CI = 1kg/s) scenarios
are going to be analyzed. For brevity, they are going to be referred to as the efficient and
balanced trajectories, respectively.

4.3. SIMPLIFIED FLIGHT MECHANICS MODEL
As mentioned in Chapter 3, the PrP version implemented in the current work has been
designed for a range of 4000 km, with the same wingspan of an Airbus A320, and approx-
imately double its passenger capacity. Because of its vast popularity over similar range
segments, an aircraft resembling the A320, the common research CeRAS Short Range
(CSR) model, has been identified within the PARSIFAL project as a possible competitor
of the PrP [139]. Such aircraft model has been developed as part of the CeRAS project1,2

[140], and its most relevant top-level design parameters are compared to those of the PrP
in Table 4.2.

For both aircraft in this specific study, the flight mechanics model presented in Chap-
ter 3 has required some simplifications and modifications. These are mostly owed to
the necessity of containing the computational effort demanded by the optimal control
solver. For this reason, the generic multi-body model presented in the previous chapter
is temporarily sacrificed in favor of a more pragmatic point-mass model. The following
sections briefly outline the major characteristics of the modified flight mechanics model,
and present relevant aspects of the aero-propulsive model of both aircraft in more detail.

1Central Reference Aircraft data System (CeRAS)
2https://ceras.ilr.rwth-aachen.de

https://ceras.ilr.rwth-aachen.de
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Table 4.2 Top-level design parameters of the PrP and CSR aircraft.

Parameter Unit PrP CSR

mmto kg 125000 79000
mzf kg 98000 62000
moe kg 69000 42000

S m2 266.7 122.4
b m 36 34.1

Mcr − 0.79 0.79
hcr km 11 11

Npax − 308 150

4.3.1. POINT-MASS EQUATIONS OF MOTION
The aircraft attitude and instantaneous trajectory are obtained in the wind reference
frame, previously depicted in Figure 3.10, and indicated by the “w” superscripts. The
adopted equations of motion are reported in Equation 4.8, where the “ae” subscript in-
dicates aerodynamic force contributions, and the “gd” subscript indicates ground reac-
tions. They identify the aircraft as a point-mass with 6 DoFs and variable weight. Rota-
tions about the wind axes are obtained in terms of the body angular rates p, q , r , which
are treated as top-level control variables for the aircraft dynamic system. This approach
is proven to be more accurate and less computationally demanding than an approach
based on the body Euler angles [141]. The latter can be easily calculated from the body
rotational rates using the classic kinematic auxiliary equations [142]. Further details be-
hind the choice of state and control variables, and their impact on computational effi-
ciency, are given in Section 4.3.4.

σ̇=



ẋe

ẏe

ḣ

ψ̇

V̇

γ̇

µ̇

α̇

β̇

ṁ



=



V cosγsinχ

V cosγcosχ

V sinγ
1

mV cosγ

[
T cosαsinβ+

(
Z w

gd +L
)

sinµ+
(
Y w

ae +Y w
gd

)
cosµ

]
1
m

[
T cosαcosβ−

(
D +X w

gd

)]
− g sinγ

1
mV

[
T sinα+

(
Z w

gd +L
)

cosµ−
(
Y w

ae +Y w
gd

)
sinµ−mg cosγ

]
p cosαcosβ+q sinβ+ r sinαcosβ

1
cosβ

(
q cosα−p sinβ− γ̇)

χ̇+p sinα− r cosα

−T ·TSFC



(4.8)

These equations are simplified even more for every particular mission phase. For
example, coordinated flight is obtained by setting β = 0, level flight is enforced by set-
ting γ = 0, and two-dimensional flight in a vertical plane can be obtained by imposing
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ψ̇ = β = 0. In a similar way, the ground reaction forces are calculated for the on-ground
flight phases by solving for vertical and transverse equilibrium (γ̇= ψ̇= 0) while they are
automatically set to zero in airborne phases.

4.3.2. SIMPLIFIED AERODYNAMIC MODEL

The baseline aerodynamic dataset has been generated for both the PrP and the CSR us-
ing the same workflow outlined in Chapter 3. In the present study, α ranges from −6deg
to 6deg, β ranges from −3deg to 3deg, both in steps of 3 deg, and Mach numbers be-
tween M = 0 and M = 0.8 have been analyzed. For the latter, five data points were used
to model the PrP, whereas four for the CSR.

The lift and drag polars of the clean PrP and CSR configurations, corresponding to the
first term in the aerodynamic model of Equation 3.1, are shown in Figure 4.1. While the
PrP exhibits a clear increase in drag at high angles of attack and/or Mach numbers, the
CSR seems to be able to contain its drag divergence, at least within the range of angles
of attack and Mach numbers analyzed. Despite VSAERO results were expected not to
be reliable for the high-transonic regime, data points for M = 0.8 are necessary to allow
interpolations of the aerodynamic dataset at least up to the design cruise Mach number,
equal to M = 0.79 for both aircraft. Anticipating the requirements for the optimal control
problem solver, presented in Section 4.3.5, all the tabular data output from VSAERO has
been interpolated using a twice continuously differentiable spline function.

In light of the simplified flight mechanics model used, it has not been necessary to
evaluate the aerodynamic contribution due to control surfaces. To simulate the deploy-
ment of high-lift devices, a constant lift and drag coefficient increase has been added to
the aerodynamic dataset during the take-off and landing mission phases. The lift coef-

ficient increase at a given angle of attack is assumed to be ∆C flap
L = 0.6, on the basis of

a conservative representation of the CLmax values reported in [143]. The same value is
taken for the PrP and the CSR. For the former, preliminary VSAERO lift coefficient data
due to flaps indicate that this value is feasible. For the latter, existing references indicate
that this value is reasonable and even somewhat conservative [144]. In a similar fashion,
the drag increase due to high-lift devices is taken as ∆C flap

D0
= 0.055, for both the PrP and

CSR [144].

4.3.3. PROPULSIVE MODEL

The propulsive model for both aircraft has been created by exploiting the same workflow
outlined in Section 3.2.3. No modifications have been made for the specific application.
While the PrP has been designed with a tailor-made propulsive system, the CSR has been
equipped with a modern CFM LEAP-1 engine model [145]. The available thrust maps and
the TSFC maps at maximum throttle are shown for both aircraft in Figures 4.2 and 4.3.
The maximum thrust available for the PrP is about double the one available for the CSR,
in light of the similar difference in weight between the two aircraft. Both engine models
feature a BPR equal to 11, with comparable TSFC maps. In particular, the design point
TSFC of the CSR is 4.8% higher than its counterpart for the PrP.



4.3. SIMPLIFIED FLIGHT MECHANICS MODEL

4

75

−0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2
0

0.05

0.1

0.15

0.2

CL

C
D

M = 0.0
M = 0.2
M = 0.4
M = 0.6
M = 0.8

a) PrandtlPlane (PrP)

−0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2
0

0.05

0.1

0.15

0.2

CL

C
D

M = 0.0
M = 0.3
M = 0.6
M = 0.8

b) CeRAS Short Range (CSR)

Figure 4.1 Lift-drag polar of the PrP and CSR for different values of the Mach number.

4.3.4. CONTROL VARIABLES
The selection of states and controls that has been chosen for this work is synthesized in
Table 4.3. The body rotational rates p, q , r are used to control the aircraft attitude at all
times. Preferring these over the attitude angles allows to prevent the insurgence of in-
stantaneous discontinuities in the aircraft attitude time histories. This is easily done by
setting appropriate bounds on p, q , r themselves. Additionally, this choice is advanta-
geous as the body rates have an explicit impact on the aerodynamic model described in
Section 3.2.2, and hence eliminate the need for computationally costly matrix transfor-
mations.

On the other hand, bang-bang control can occur in light of the linear dependence of
aerodynamic forces on the body rotational rates, presented in Equation 3.1. This control
strategy is typically not representative of aircraft mission performance simulations, as it
can give rise to unrealistic oscillations in the time history of several flight parameters. In
an attempt to discourage the excessive use of bang-bang control, the penalization term
shown in Equation 4.9 is added to the objective functional of Equation 4.7.

Ju =Cu

∫ tfin

tini

(
p2 +q2 + r 2) dt (4.9)

The constant Cu is a measure of the severity of the control penalization. Generally, set-
ting a very small value for Cu suffices, for it makes the equations of motion non-linear in
the controls. As a result, the impact of such term on J ∗ is negligible [146].

Table 4.3 Selected grouping of flight parameters into state and control variables.

State variables σ Control variables u

h, m, V , xe, ye, µ, γ, χ, α, β δT , p, q , r
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Figure 4.2 Maximum available thrust carpet plots for the PrP and CSR.
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Figure 4.3 Thrust specific fuel consumption carpet plots at max thrust for the PrP and CSR.
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Lastly, the engine throttle setting δT is assumed the same for all engines, hence al-
lowing no differential thrust. Throttle usage is not penalized in the present applications.
The default bound constraints used for the applications presented in this chapter are
reported in Table 4.4.

Table 4.4 Default bound constraints imposed on state and control variables.

Variable Unit Lower bound Upper bound

h km 0 14
V m/s 0 330
m kg mzf mmto

α deg -6 +9
β deg -3 +3
γ deg -25 +25
µ deg -30 +30
δT − 0 1

p, q , r deg/s -5 +5

4.3.5. OPTIMAL CONTROL SOLVER

For this specific application, PHALANX serves the purpose of a frame environment, which
contains the execution flow of the optimal control transcription solver and the non-
linear programming optimizer.

To solve the trajectory optimization problem outlined so far, the commercial opti-
mal control transcription software GPOPS-II3,4 has been used. This software employs a
Legendre-Gauss-Radau (LGR) direct pseudo-spectral (orthogonal) collocation method
and serves as an optimal control transcription program with built-in mesh refinement
and error quantification [147]. At the lowest level, the open-source IPOPT5,6 is used as
non-linear programming optimization program [148].

A schematic overview of the execution flow of the simulation framework is shown
in Figure 4.4, in the form of a Unified Modelling Language (UML) activity diagram. The
figure also shows which parts of the program are owned by which software application,
keeping in mind that the whole execution flow is contained in the PHALANX environ-
ment.

4.4. SIMULATIONS AND RESULTS
In the following sections, the mission performance of the PrP and its competitor air-
craft are compared and discussed on the basis of several case studies, all complying
with current air traffic management practices. All application studies are completely

3General Purpose Optimal Control Software (GPOPS-II)
4https://www.gpops2.com/
5Interior Point Optimizer (IPOPT)
6https://github.com/coin-or/Ipopt

https://www.gpops2.com/
https://github.com/coin-or/Ipopt
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Figure 4.4 UML activity diagram of the trajectory optimization program in PHALANX.
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characterized by 2D flight, for which the equations of motion are obtained by setting
ye =µ=β= p = r = 0, and χ= 90deg, in order to make the aircraft fly in the xe direction.

In every case, both aircraft fly the same mission profile, schematically summarized
in Table 4.1, in chronological order from top to bottom. In particular, the following val-
ues are assigned: Vrot = 50m/s, hscreen = 50m, hcr = 11km, hF AP = 610m, hflare = 15m,
hrunway = 0m. During ground roll phases, the rolling friction coefficient is assumed to be
constant and equal to 0.02 [149]. Despite these parameters are all necessary to simulate
the required missions, the phases for take-off, landing, first climb out, and terminal de-
scent represent an extremely small part of the entire mission profile. For this reason, the
assigned numerical values bear a small impact on the resulting optimal mission profile
and the related top-level performance metrics of both aircraft.

The following section presents the design mission optimal trajectories of both the
PrP and the CSR aircraft for two CIs: a fuel efficient flight strategy (CI = 0kg/s), and a
balanced flight strategy (CI = 1kg/s). Section 4.4.1 focuses on the fuel consumption and
mission duration over a specified (design) range. Section 4.4.2 deals with off-design per-
formance, namely with finding the the maximum range at maximum payload and fuel
capacity (harmonic range) for both aircraft. Lastly, a top-level overview of the most rele-
vant performance metrics is given in Section 4.4.3.

4.4.1. DESIGN RANGE PERFORMANCE

The design range requirement is fulfilled by imposing that the distance travelled at the
final time instant is xe (tfin) = 4000km. The corresponding efficient and balanced trajec-
tories are displayed in Figure 4.5, for both the PrP and CSR, in the case of an imposed
altitude of 11 km. This value was indicated as a top-level aircraft requirement within the
PARSIFAL project, as reported in Table 4.2.

For the fuel efficient trajectory (CI = 0kg/s), the CSR immediately reaches and main-
tains the prescribed initial cruise altitude, whereas the PrP seems to postpone it by adopt-
ing a very small rate of climb in the last segment of the climb phase. This indicates that
the fuel-optimal cruise altitude of the PrP is actually lower than the imposed 11 km,
which was indicated as a top-level aircraft requirement within the PARSIFAL project. As
shown in Figure 4.7, the efficient trajectory of the PrP is flown at a significantly lower
Mach number than the one chosen by the CSR. This is because the CL for minimum
drag of the PrP is much higher than the one of the CSR, as it can be appreciated in Fig-
ure 4.1. Since the difference in wing loading is not so drastic, this makes the PrP fly at
higher angles of attack and, therefore, lower speeds than its competitor.

For the balanced trajectory (CI = 1kg/s), the PrP makes use of one step climb, whereas
the CSR maintains its initial altitude throughout the whole cruise phase. The reason for
this different behavior can be sought in the relative importance given to fuel consump-
tion in the case of the two aircraft models. While the mission duration is comparable for
both aircraft, the PrP burns approximately double the amount of fuel of the CSR, as il-
lustrated in Figure 4.6. Since the cost of burning fuel is the same, but the amount of fuel
available is very different, a unit CI emphasizes fuel over time performance in a differ-
ent manner for each aircraft. The PrP is driven to a slightly more fuel-efficient trajectory,
whereas the CSR tends towards a faster mission. Hence, the PrP climbs during cruise for
fuel economy, whilst the CSR seeks greater temporal gain.
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Figure 4.5 Design mission profile for the PrP and CSR, for different CIs.
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Figure 4.6 Design mission fuel consumption for the PrP and CSR, for different CIs.
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Figure 4.7 Design mission Mach number for the PrP and CSR, for different CIs.
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Additional simulations have been performed with an initial cruise altitude which is
left free to be determined by the optimizer. For the fuel efficient mission, Figure 4.8a con-
firms the aforementioned hypothesis according to which the design altitude of 11 km is
not optimal in absolute terms. Instead, the trajectory optimization indicates that an alti-
tude of approximately 9.3 km is more appropriate, as it results in a 2.2% fuel savings with
respect to the efficient mission with the imposed cruise altitude. On the other hand, the
aircraft flies even more slowly (M ≈ 0.63) than in the previous case, as shown in Fig-
ure 4.8b. This results in an increase of the mission duration of approximately 7%.

For the balanced mission profile, the optimizer converges to a cruise altitude of just
10 m below the design cruise altitude of 11 km. This indicates that in the case both time
and fuel considerations are of similar importance to the optimizer, the design cruise alti-
tude can be deemed appropriate. In spite of the seemingly minor trajectory differences,
the effects on the fuel performance of the aircraft are notable: flying level cruise at an
altitude of 10990 m gives the aircraft an approximate fuel gain of 1.7% over the design
mission for CI = 1kg/s. The overall objective function value for this optimal mission is
however nearly equal, since the fuel gain is offset by the nearly 2.7% increased mission
time.
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Figure 4.8 Optimal trajectory and speed profile over a mission with imposed design range and free cruise alti-
tude, for the PrP, for different CIs.

4.4.2. HARMONIC RANGE PERFORMANCE
For the harmonic mission profile — the mission for maximum range at maximum pay-
load — no boundary condition is imposed on the final position xe (tfin). Instead, the
objective function is defined as J = −xe (tfin) to maximize the range. In this analysis,
therefore, no distinction is made between the efficient or balanced flight schedules.

The 2D trajectories of the PrP and CSR are shown in Figure 4.9a, in which the range
advantage of the CSR is clearly recognizable. Unsurprisingly, the trends in the altitude
profiles show striking resemblance to those in the design mission trajectories for mini-
mum fuel. After all, both maximum-range and minimum-fuel missions seek to maximize
the specific air range. The same resemblance holds for the time histories of the Mach
number, shown in Figure 4.9b. Whilst the CSR flies at or near its design cruise Mach



4

82 4. MISSION PERFORMANCE

number for fuel-economic travel, the PrP flies notably slower. Both aircraft make full use
of their fuel capacity at maximum payload, as shown in Figures 4.9c and 4.9d.

A summary of the performance metrics of the PrP and CSR corresponding to the
harmonic range mission is shown in Table 4.5.

Table 4.5 Harmonic range performance of the PrP with respect to the CSR.

Aircraft Range (km) Fuel (kg) Fuel/pax/km (kg/km) Duration (h:mm:ss)

PrP 5417.2 27000 0.0146 7:27:42
CSR 6218.6 16500 0.0162 7:39:48
∆ -12.9 % +63.6 % -8.5 % -2.6 %
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Figure 4.9 Harmonic mission performance of the PrP and CSR.

4.4.3. TOP-LEVEL MISSION PERFORMANCE SUMMARY
The top-level performance metrics of an additional 2000 km mission simulation, the de-
tails of which are not reported to promote brevity, are aggregated to those presented in
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the previous sections and summarized here.
The time and fuel performance of both aircraft is shown in Figures 4.10a and 4.10b.

Earlier findings according to which the PrP tends to fly slower than its competitor are
confirmed. The CSR has an approximately 10 % higher average velocity on the minimum
fuel missions. Although the fuel consumption of the PrP is obviously higher in abso-
lute terms, it must be remembered that it also carries over twice as many passengers as
the CSR. As shown in Figures 4.10c and 4.10d, the PrP outperforms the CSR in terms of
fuel consumption per number of passengers. At a fuel consumption of approximately
15 g/pax/km, the PrP is 14.5 % more efficient than its competitor on the short-range,
minimum fuel mission, 10 % on the design range minimum fuel mission, and nearly
8.5 % on the maximum range mission.

In summary, the CSR is more versatile than the PrP due to its higher maximum range.
On the other hand, the PrP does confirm the expected performance for which it was
conceived and designed: more efficient flight in the short-range segment.

4.5. CONCLUSIONS
The aim of this chapter has been to assess the mission performance of a box-wing air-
craft under the constraint of common air traffic management procedures and practices.
A unified approach has been presented to model commercial aviation missions, from
a realistic point of view, in the framework of multi-phase optimal control theory. The
implemented analysis framework is completely aircraft configuration-agnostic, hence
allowing the evaluation and comparison of mission performance for aircraft with very
distinct geometries.

Several analyses have been carried out to compare the mission performance of the
PrandtlPlane (PrP) to the one of a conventional aircraft with a similar design range:
the CeRAS Short Range (CSR), which is intended to replicate an Airbus A320. Both air-
craft under consideration have been modelled as a point mass with 6 DoFs and variable
weight. Trim and rotational inertia have been neglected, as angular rates are treated as
the top-level control input for the aircraft system, together with the engine throttle. With
only slight adaptations to the problem setup, mission profiles have been analyzed for
various ranges and two flight strategies. The analysis has shown that the PrP outperforms
its competitor in terms of fuel consumption per number of passengers, when flying on
a minimum fuel schedule. Nonetheless, this benefit comes at the price of a harmonic
range of 5400 km, which is significantly lower than the one of the CSR, equal to 6200 km.

A question remains about whether the comparison between the PrP and the CSR
is indeed fair, and useful to draw meaningful conclusions. Since the PrP has been con-
ceived to tackle a design range of 4000 km while accommodating about 300 passengers,
it occupies a completely empty region of the payload-range diagram. For this reason, a
perfectly matching competitor does not really exist at this moment in time. The choice
of a A320-like aircraft as potential competitors of the PrP can be justified by similar de-
sign ranges and wing span limits. These shared characteristics result in the possibility
to exploit already existing airport infrastructure, and grant the PrP the potential to be
adopted in already existing markets. Larger aircraft models, such as the Airbus A330 or
A350, have similar passenger capacity to the one of the PrP, but miss on the other afore-
mentioned top-level design requirements. As observed in early preliminary studies per-
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Figure 4.10 Top-level mission performance metrics of the PrP and CSR, as a function of CI and range.

formed within the PARSIFAL project, the latter discrepancies would jeopardize the com-
parison with the PrP even more. In particular, a comparison based on fuel consumption
— either in absolute terms, or normalized to the number of passengers and/or kilome-
ters — would be made especially unfair by operating a long-range aircraft on a short-haul
mission, thereby in severely off-design conditions [150].

Further research can be devoted to studying the performance of advanced box-wing
configurations featuring innovative propulsive system technologies, such as electric or
hydrogen, and/or distributed architectures. Also, in order to gain an operative advan-
tage out of its control surface redundancy, it would be interesting to explore whether the
employment of DLC could be beneficial towards the adoption of unconventional flight
strategies, such as continuous descents procedures for approach and landing. Lastly, it
could be helpful to quantify the impact of employing DLC not only as a means for fast
attitude control, but also as an additional device to optimize trim drag in cruise phases.
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Later on in this dissertation, Chapter 6 constitutes a first attempt in these regards, as
it looks at trim conditions for minimum aerodynamic drag. Before that, the next chapter
is devoted to designing a meaningful control surface layout for the box-wing architec-
ture, which can be then exploited to perform more complex flight mechanics simula-
tions.
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CONTROL SURFACE LAYOUTS

When you find a good move,
look out for a better one.

William Wayte
The Chess Player’s Chronicle

1878

To have breakthroughs,
you must have confidence in nonsense, okay?

Elbert L. “Burt” Rutan
Inside the New Space Race

2017

After having assessed the mission performance of the PrP as a point mass, and be-
fore being able to perform any type of flight control task, it is first necessary to have the
aircraft model equipped with a set of control effectors. For conventional aircraft con-
figurations, the specific roles of elevators, ailerons or rudders can be explicitly assigned
to each Control Surface (CS). This allows to conceptually separate the available control
power on each motion axis, and makes it easier to conceive an iterative procedure to
position and size Control Surfaces (CSs). As already mentioned in Section 2.1, such de-
cision cannot be taken for granted in the case of box-wings, and the CS design problem
is therefore not trivial.

This chapter presents a completely physics-based and aircraft configuration-agnostic
methodology to optimize an initial CS layout, in order to obtain desired Flying Qualities
(FQs) according to a selection of classic, well-established criteria. It is applied to the PrP
aircraft configuration, but is suitable to any conventional aircraft geometry as well. Mak-
ing use of the AAS concept, the methodology proposes a way to quantify the impact of

87
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different CA methods on top-level CS layout parameters, such as cumulative CS span
width. Additionally, it explores novel CS layouts for the box-wing geometry, evaluating
the performance and design benefits of a mid-wing CS on the rear wing.

The following Section 5.1 presents an overview of the CS design problem for box-
wing aircraft, and briefly contrasts it to the one of conventional aircraft geometries with
ganged CSs. Section 5.2 describes the optimization framework developed to perform the
CS sizing iteration. In particular, Section 5.2.3 presents the FQs requirements enforced
to make sure that the CS layout complies with common performance standards. The
overall design optimization problem is then formulated in Section 5.2.4. The first appli-
cation study, in Section 5.3.1, presents the comparison of different CA methods, and a
quantification of their impact on the final CS layout. The second investigation regard-
ing improved CS layouts is reported in Section 5.3.2. Lastly, conclusions are provided in
Section 5.4.

5.1. INTRODUCTION
It has already been mentioned in Chapter 1 that the double-wing system of box-wing
aircraft allows additional space and design freedom for the positioning and sizing of
CSs [23, 42]. Section 1.2 has highlighted the opportunities linked to the fact that a stag-
gered box-wing, such as the one of the PrP, can accommodate more CSs than strictly
required for controllability, both in front and behind the aircraft center of gravity. Such
arrangement of redundant CSs can be desired to increase safety in case of failure, dis-
tribute the aerodynamic load between the two wings, minimize trim drag, or allow inno-
vative techniques in maneuvering flight, such as DLC [151].

While many research studies have been dedicated to the preliminary design of the
box-wing aircraft configuration and to the optimization of its aerodynamic behavior, the
newly available design space for CS positioning and sizing has rarely been explored [42,
152–154]. An interesting recent effort has investigated the effects of placing the elevator
on only one or both front and aft wings [152]. Conclusions highlight that having CSs on
both wings yields the lowest trim drag, and substantiate the idea that it is advantageous
to fully exploit the additional design space offered by two full-size wings. In all cases,
including the latter, existing studies are limited to explicitly assigning a determined role
to CSs, hence utilizing each of them as an elevator or an aileron, responding only to pitch
and roll commands, respectively [42, 153, 154].

This is equivalent to establishing an arbitrary mechanical FCS architecture — which
gangs CSs together and links them to the pilot input with pre-defined gearing ratios —
and is analogous to the design approach commonly adopted for conventional aircraft
configurations [155]. Some considerations in these regards have already been made in
Section 2.1. But while the standard ganging approach may lead to non efficient control
allocation in all possible flight scenarios, it can tend to simplify the design problem. As a
matter of fact, since a specific role is assigned to each control surface a priori, it is easier
to understand what role it will have during a particular maneuver, and to anticipate the
required control power that it must supply to achieve good FQs.

But with a set of redundant CSs that spread over the entire surface of the box-wing,
the control function of each one of them does not need to be determined a priori. For
example, an outboard surface on the rear wing can be used for roll control as well as for



5.1. INTRODUCTION

5

89

pitch control, due to its significant longitudinal distance to the aircraft center of grav-
ity. This flexibility should definitely be exploited to improve the control and handling
qualities characteristics of the aircraft. Moreover, since an improved CS arrangements
may also lead to other weight and performance benefits, it should be taken into account
from the early stages of aircraft conceptual and preliminary design. A possible way to
exploit the newly available design space, in conjunction with the CS redundancy of the
box-wing configuration, is through the use of CA methods.

As explained in Chapter 2, CA methods exploit all available control effectors by uti-
lizing them independently, on the basis of their control effectiveness. In the case of CSs,
they find the best combination of CS deflections which results in the aerodynamic forces
and moments required by the FCS, and optionally optimize other performance parame-
ters, such as total control effort or control drag, for example. With the employment of CA
methods, assigning a predetermined function to each CSs is not necessary anymore, as
each effector can individually contribute to the aircraft control in the best way possible
according to its own capabilities [41, 54].

The impact of different CA methods have already been compared, from the pure
point of view of flight control, for over-actuated unconventional configurations such as
tailless aircraft [55] and BWBs [61]. A classic CA method has been implemented in the
preliminary design of the CS layout of a BWB aircraft [44]. In a very recent effort, a de-
sign optimization study is carried out to shape the AAS of a multi-rotor aircraft, with the
aim to fully encircle the set of moments required by the aircraft to fulfill selected mission
tasks [156, 157].

The objective of this chapter is to assess the impact of different CA methods on the
optimal design parameters of a given set of CSs. While this is especially interesting for the
box-wing geometry, which constitutes the main test case of the presented applications,
the purpose of this investigation remains relevant also for other conventional and un-
conventional aircraft configurations. A first study focuses on the minimum total CS span
required for the aircraft to achieve desired flight control performance. For this study, the
position of the movable surfaces on the wings is assigned, and is based on past PrP de-
sign experiences. The performance of the following CA methods are compared:

• a conventional ganging strategy, as the benchmark case;

• the CWPI method, as the example of a simple optimization-based CA approach;

• the DA method, as the example of a high-performance, optimization-based CA
approach.

Together with the resulting total CS span, the volume of the AAS is used as a criterion
to evaluate and compare the selected CA methods. Using the most effective CA method
from the latter application, a second study is performed to evaluate two novel CS layouts
on the rear wing of the PrP. The new layouts feature a CS close to the central section of
the wing, which can play the role of an elevon more effectively than the one close to the
symmetry plane of the aircraft.
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5.2. OPTIMIZATION FRAMEWORK
To assess and compare the impact of different CA methods on aircraft design parame-
ters, a multi-disciplinary optimization framework has been developed. The objective is
to achieve the smallest set of CSs on the main wings of the PrP, under the constraints
of desired FQs requirements. In particular, for a fixed number of CSs with an assigned,
constant chord ratio, the design optimization problem is aimed at minimizing the total
span width dedicated to CSs. The requirement of small CSs span widths, together with
a contained number of CSs themselves, may be desired to reduce system complexity,
reduce weight and/or reserve more space for high-lift devices [42, 158].

The top-level layout of the framework is shown in Figure 5.1, in the form of an Ex-
tended Design Structure Matrix (XDSM) [159]. This is a standard diagram format to vi-
sualize multi-disciplinary analysis and optimization processes. The formal statement of
the multi-disciplinary optimization problem is provided in Section 5.2.4, after a detailed
overview of all of its components. In the aforementioned Figure 5.1, the design optimizer
(in blue) acts as the driver and coordinator of all the evaluations that need to be carried
out to converge to an optimal solution. The disciplinary analyses (in green) are executed
sequentially, while the objective function and constraints (in red) are evaluated at the
same time. The diagram also shows, in a qualitative way, how variables and parameters
are exchanged among the different tools within the process. Several important compo-
nents can be identified:

1. The optimizer evaluates the objective function, determines the feasibility and op-
timality of the current design point, and finds the candidate point for the following
iteration.

2. The aerodynamic analysis module uses the CS layout at each iteration to create an
aerodynamic database with static and dynamic force and moment coefficients.

3. The flight mechanics module simulates different flight scenarios and evaluates the
corresponding FQs performance.

4. The objective function to be minimized is formulated as the sum of all CS span
widths.

5. The design variables are defined as the CS span widths ∆ηi (∀i = 1, . . . , Nδ); chord
ratios are assigned and held fixed, as well as the number of CSs.

Span widths are subject to a combination of geometric bounds and constraints which
prevent CSs to overlap, exceed assigned maximum and minimum span width limits, and
clash with other airframe elements, such as the vertical tails intersection with the rear
wing or wing-podded engines, if present. In all cases, only one of the inboard and out-
board stations of each CS is free to shrink or extend, whereas the other is held fixed,
hence anchoring the CS to its position within the layout. This approach is necessary to
prevent the whole CSs from moving towards the middle of the wing section, which is a
space dedicated to high-lift devices. As in the case of conventional aircraft geometries,
keeping outboard CSs close to the wing tip sections helps maximizing their roll moment
contribution. Additionally, given the backward sweep of the front wing and the forward
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sweep of the rear wing of the PrP, keeping the inboard ones close to the root wing section
also helps maximizing their pitch moment contribution.

A more traditional flow-chart representation of the optimization framework is shown
in Figure 5.2. Within the flight mechanics simulation, CS deflections are determined by
the selected CA method. The results of the FQs evaluations are then passed to the opti-
mizer as nonlinear inequality constraints. All of these aspects are going to be described
in more detail in the following sections.

5.2.1. AERODYNAMIC ANALYSIS
As anticipated in Section 3.2.2, the AVL solver has been chosen to characterize the aero-
dynamic behavior of the box-wing for this particular optimization study. This has been
an almost obligated choice, in light of the very large number of aerodynamic analyses re-
quired to characterize the aircraft model, and the inclusion of the aerodynamic analysis
module in an outer design iteration loop.

To increase iteration efficiency and reduce computational time, a simple database
feature is also implemented. The flowchart presenting its principle of operation is shown
in Figure 5.3. This database stores the aerodynamic model of a CS on the basis of the wing
it belongs to, its span wise location and its span width. In the course of the optimization,
if the combination of these characteristics is already in the database, the correspond-
ing aerodynamic analysis is not performed again in AVL, but the pre-computed results
are retrieved directly for the specific CS. Unless the underlying aircraft geometry is al-
tered, this database constantly grows when more and more aerodynamic analyses are
performed, hence the aerodynamic computations require less time as the design opti-
mization progresses.

On one hand, the AVL solver allows rapid evaluation of the data point with accept-
able accuracy by approximating the wing planform using two-dimensional quadrilateral
panels. On the other hand, the 2D assumption restricts the analysis to wing elements
only, making it fundamentally impossible to include fuselage and nacelles effects in a
reliable way. For this reason, the shape and influence of the fuselage has been neglected
in the present study, and only the lifting surfaces are included in the flight mechanics
model. While it is true that fuselage and nacelles have significant contributions to the
aircraft trim and stability, especially in the case of very large bodies [40], the aim of the
present study is to compare the outcome of different CA methods on top-level aircraft
design parameters. Despite absolute numerical results are probably biased by the ab-
sence of the fuselage and nacelles, the comparison among CA methods is deemed fair
since the underlying flight mechanics model is the same for all applications.

The box-wing geometry under investigation is based on an early layout of a PrP de-
signed in the PARSIFAL project, and is represented in Figure 5.4. The continuous trailing
edges on the front and rear wings are beneficial for this investigation, as they allow CSs to
be placed at any span wise station, without requiring additional geometric constraints,
such as kinks or engine gates.

5.2.2. FLIGHT CONTROL SYSTEM ARCHITECTURE
The baseline FCS architecture and propulsive model are used for the flight mechanics
module of the overall design optimization problem. They are thoroughly described in
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Figure 5.3 Flowchart showing the principle of operation of the aerodynamic database, conceived to speed up
the aerodynamic analysis with AVL.
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Figure 5.4 Box-wing geometry under investigation.

Section 3.3.1 and Section 3.2.3, respectively.
For all of the applications presented in this chapter, the PHALANX toolbox is used to

perform open-loop flight simulations, taking pre-defined inputs in the form of pilot stick
commands. No control law, or closed-loop logic has been implemented for this study.
Every pilot command is given by deflecting the simulated pilot stick, pedals and throttle,
and has the purpose of performing simple flight maneuvers to evaluate the inherent FQs
performance of the unaugmented aircraft model.

In case the conventional ganging approach is used to distribute the pilot commands
to the CS deflections, pilot inputs on the stick are simply scaled, mixed through a con-
stant ganging matrix and routed to the effectors. An example of this approach is provided
in Section 2.1, while CS ganging is presented in the scope of CA theory in Section 2.4.1.
These operations correspond to the mechanical branch of the FCS in Figure 3.9.

For the other CA methods, the AFCS branch is used. First, the natural dynamics of
the aircraft are eliminated by using Non-linear Dynamic Inversion (NDI) [160, 161]. This
approach utilizes the dynamic equations of motion to provide a model-based transfor-
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mation between the pilot inputs and the control moments that need to be allocated to
the effectors. The implemented formulation is reported in Equation 5.1, where ν is the
input to the CA problem — in other words, the control moments — and the pilot inputs
on the stick are interpreted as the desired angular accelerations in body axes. The aero-
dynamic moments that are due to angle of attack, angle of sideslip and Mach number
are assumed to be know perfectly by the FCS. Methods to measure and filter their values
from flight sensors are out of the scope of this dissertation.
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Once calculated, the control moments are transformed into CS deflections by the se-
lected CA algorithm. For both FCS architectures, control inputs to the effectors are passed
through a second-order actuator model with a natural frequency of 30 rad/s, a damping
ratio of 0.7, a rate limit of 45 deg/s and saturation limits of ±30deg.

5.2.3. FLYING QUALITIES CONSTRAINTS
The term Flying Qualities (FQs) is here adopted to indicate those aircraft stability and
controllability characteristics that must be assured to “provide adequate mission per-
formance and flight safety, regardless of design implementation or FCS mechanization”
[162]. Contrarily to handling qualities, which involve the pilot maneuvering experience
and are therefore more subjective [163], FQs can be measured objectively through flight
simulation and/or flight testing. Their values should comply with specific, quantitative
criteria in order to qualify the aircraft performance as satisfying, acceptable or unaccept-
able.

The flight mechanics model is used to evaluate a selection of FQs criteria which are
typically considered for the certification of a new aircraft design. Each of these criteria
is translated into a nonlinear constraint in the overall optimization problem with total
CS span as objective. Since the aim of this chapter is to assess and compare the perfor-
mance of different CA methods, the focus is placed exclusively on controllability criteria.
The aircraft is assumed to be statically stable, regardless of the CS layout, by imposing a
convenient position of its center of gravity.

The selected flight scenarios, and the corresponding target performance metrics, are
extracted from the MIL-F-8785C handbook of the U.S. Department of Defense [162]. De-
spite not being an official set of certification specifications, this manual and its more
modern extension [164] are the de facto official standard in the field of FQs definition
and evaluation. The following FQs tests are reproduced in PHALANX, and their outcome
is evaluated against the numerical requirements for Category III transport aircraft.

• Trim in straight and level flight. The aircraft must be trimmable at a given flight
condition. This test is assumed successful if the magnitude of residual accelera-
tions after trim is lower than

∥∥a lim
∥∥= 1×10−6 m/s2.

• Push/pull maneuver. Full longitudinal stick deflections must result in normal load
factors of at least nlim

z = 2.0 for a pull-up maneuver, and nlim
z = 0.5 for a push-down

maneuver.
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• Time to bank. A full lateral deflection of the stick must result in a roll angle ofϕlim =
30deg within a time span of ∆t lim

ϕ = 2.3s.

• One Engine Inoperative (OEI) conditions. The aircraft must be trimmable to fly in
steady flight with one engine being inoperative.

These tests are run in cruise and approach flight conditions, as well as with two differ-
ent cross-wind speeds. The experiment matrix detailing the selected combinations of
flight conditions and required tests is shown in Table 5.1. The cruise phase parameters
are taken from the PARSIFAL mission requirements, the approach speed is chosen as a
typical value for comparable commercial transport aircraft. The cross-wind magnitude
is set as Vw = 25 kts, as prescribed in current certification regulations for commercial
aircraft [132]. No tests about controllability in stall and post-stall conditions have been
implemented, since the underlying aerodynamic database is not able to capture such
phenomena at all.

Table 5.1 FQs test matrix used as constraints for the design optimization study. Aircraft mass and center of
gravity are assigned before each test.

Cruise (h = 11km, Approach (h = 0km,
M = 0.79) V = 120kts)

No wind Straight and level trim Straight and level trim
(Vw = 0kts) Push/pull Push/pull

Time to bank Time to bank
OEI trim

Cross-wind Straight and level trim Straight and level trim
(Vw = 25kts) Push/pull Push/pull

OEI trim

The trim test forms the basis for all subsequent maneuver simulations. If trim is not
achieved, all other tests are skipped and the optimizer moves on to the next layout eval-
uation. The trimming routine is formulated as an optimization problem itself, with the
objective to find the pilot stick inputs that minimize the residual accelerations around
all motion axes. Additional insight into the trim optimization problem may be found in
Chapter 6. The OEI test uses the same trim optimization algorithm, with the resultant
thrust vector lying outside of the longitudinal symmetry plane. The push/pull and time-
to-bank tests perform the corresponding flight maneuver by building upon the control
deflections from the trim solution. For the former, the maximum and minimum values
of the normal load factor are recorded. For the latter, the time interval to achieve the
desired roll angle is measured.

All tests conducted within this study are deemed successful if resulting in Level 1
FQs. For each test, the limit value which guarantees Level 1 FQs is used to formulate and
normalize the constraint inequalities. These are summarized in Equation 5.2.
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CFQs =



∥∥atr
∥∥≤

∥∥a lim
∥∥ for each trim FQs test

nmax
z ≥ nlim

z for each pull-up FQs test

nmin
z ≤ nlim

z for each push-down FQs test

∆tϕ ≤∆t lim
ϕ for each time-to-bank FQs test

(5.2)

5.2.4. OBJECTIVE FUNCTION
The objective of the present investigation is to find the CS layout, with minimum total
span width, which results in satisfying FQs criteria in various flight scenarios. Having
a small total CS span width reduces the weight of the control system [158], and allows
more space on the trailing edge for other subsystems, such as larger high lift devices,
which could be beneficial for improved take-off and landing performance. The afore-
mentioned goal can be achieved either by assigning a given layout and iteratively reduc-
ing the span width of each CS, or by exploring different layouts entirely. Both approaches
are attempted in this research effort, as presented in the following Section 5.3. Similar
approaches have also been adopted already in previous studies [42, 154].

In the current study, each CS is defined by three dimensionless parameters: the in-
board or outboard station (ηin or ηout), the span width ∆η, and the chord fraction. The
span wise parameters are nondimensionalized with respect to the aircraft full wing span.
In all cases, the inboard station of each inboard CS is always held fixed, as well as the
outboard station of each outboard CS. In this way, each CS span width is altered by
moving only the side of the CS which is closer to the middle of the wing. The CS non-
dimensional span widths ∆ηi constitute the decision variables for the optimizer. They
are bounded and constrained such that CSs cannot move outside of the wing limits, or
intersect each other and other wing elements. The chord fraction is assigned and held
constant throughout the optimization. Its value is chosen as 0.3 for all CSs, in compli-
ance with the wing spar position foreseen for the wings in the PARSIFAL project. The
formal expression of the optimization problem is reported in Equation 5.3.

min
∆ηi

Jη =
NCS∑
i=1

∆ηi

s.t. CFQs∣∣ηout
i

∣∣> ∣∣ηin
i

∣∣ ∀i = 1,2, ..., NCS (5.3)∣∣ηout
i

∣∣< ∣∣ηin
i+1

∣∣ ∀i = 1,2, ..., NCS −1

∆ηmin
i ≤∆ηi ≤∆ηmax

i ∀i = 1,2, ..., NCS

The problem is solved using the sequential quadratic programming algorithm within
the fmincon function in MATLAB. Such solver satisfies bound constraints at all itera-
tions, which is important to protect the AVL aerodynamic solver from infeasible CS sizes
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and layouts. Additionally, it is able to handle unconverged and infinite function values,
making it possible to recover from untrimmmable flight conditions. The solver stops ei-
ther by reaching an optimality tolerance of 10−6 or a step size of 10−2. All bounds and
constraints are respected with a tolerance of 10−6.

5.3. APPLICATIONS AND RESULTS
Two main application studies are presented in this section. In both cases, the box-wing
geometry model from Figure 5.4 is used. For both cruise and approach flight conditions,
the aircraft mass has been assigned as m = 115000kg. This values corresponds to fuel
tanks being at 75% of their full capacity, at the corresponding design stage within the
PARSIFAL project. The position of the aircraft center of gravity is assigned to achieve a
10% static margin in cruise conditions, and is kept fixed throughout each study. A syn-
thetic overview of both application studies presented in this section is reported in Ta-
ble 5.2.

Table 5.2 Overview of the application studies proposed in Section 5.3.

Section 5.3.1 Section 5.3.2

Purpose Impact of CA methods on
minimum CS span width

Exploration of new CS layouts
for box-wing aircraft

CA methods Ganging, CWPI, DA DA

CS layouts Traditional [42, 153, 154] Traditional
Traditional + central rear CS
Traditional, with inboard rear CS
replaced by central rear CS

Sensitivity 3 initial conditions per CA method —

The first application study is described in Section 5.3.1, and compares the minimum
total span width obtained with a conventional ganging matrix, and the CWPI and DA
methods, for the most traditional box-wing CS layout [42, 153, 154]. Such a layout fea-
tures one Inboard (I) and one Outboard (O) CS on each of the Front (F) and Rear (R)
wings. Each optimization loop, with a given CA method, is performed three times start-
ing from slightly different initial conditions, in order to test the sensitivity of the results
to the initial guess. Because all results of this study would comply with the aforemen-
tioned set of FQs, the resulting total CS span width is used to compare the performance
of the CA methods. This is done by correlating the optimal total CS span width with the
AAS volume that the final layout is capable to generate using the assigned CA method.

The second application study is detailed in Section 5.3.2, and explores and evaluates
a novel CS layout for box-wing aircraft, featuring a CS close to the central section of the
rear wing, outside of the twin vertical tail region. The DA method is used to perform the
same design optimization study as in the previous case, but starting from three different
initial layouts for the rear wing. The traditional layout with only one inboard and one
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outboard CS is used as a benchmark case. A second layout is obtained by adding an
extra Central (C) CS, close to the mid-wing section of the rear wing. A third layout is
obtained by entirely replacing the inboard CS (between the vertical tails) with the central
one (outside of the vertical tail region). In all cases, the front wing always features only
one inboard and one outboard CS.

All CSs are given a small clearance to other geometrically constraining elements,
such as the fuselage (of the complete aircraft model), wing tips, or the vertical tail inter-
section with the rear wing. For both application studies, the inner stations of the inboard
CSs are fixed, as well as the outer stations of the outboard ones. Thus, the optimizer only
operates on the outer stations of the inboard CSs, and on the inner stations of the out-
board ones. For the second application study, the central CS is treated as an inboard one,
since its inner station is constrained by the wing/tail intersection. In all cases, the rud-
dervators on the V-tail are assumed fixed in size, and hence not included in the CS sizing
process.

On the front wing, the space in between the two CSs is occupied by an additional
movable surface, representing a plain flap. The flap is set to a deflection of 30 deg for
the approach condition and 0 deg for cruise. The span wise position and size of this flap
are not design variables, but follow from the CSs positions and span widths. Flaps are
secondary flight controls and are thus not actively included in the CSs sizing process.
Nevertheless, the presence of the deflected flap has a significant impact on the control-
lability of the aircraft, and hence on the minimum size of the CSs. For this study, it is
assumed that there are no requirements on the airfield performance that would pre-
determine a certain flap size or type. Instead, the chosen optimization problem formu-
lation of Equation 5.3 will result in the set of CSs with the smallest total span width and,
as a consequence, in the largest possible flaps.

5.3.1. IMPACT OF CONTROL ALLOCATION METHODS

The present optimization study has been performed three times for each CA method,
adopting a different initial guess for CS span widths each time. The initial values and
bound constraints for the CS span widths are shown in Table 5.3. In all cases, the initial
CSs are all large enough to assure good FQs, and provide the optimizer a feasible, yet
improvable, solution.

The upper bound was set to limit the design space, in accordance with preliminary
investigations which showed that larger values of the CS span are not necessary. By choos-
ing these numerical values for the bounds, the additional geometric constraints reported
in Equation 5.3 are not necessary anymore for this specific application, but have been left
in the formulation for the purpose of generality. Figure 5.5 shows the CS layout under in-
vestigation, and summarizes how each CS span width can be altered by the optimizer.

For the conventional ganging approach, front and rear inboard CSs operate as ele-
vators, moving in phase opposition only in response to pitch commands. The outboard
surfaces deflect as ailerons, only in response to lateral commands, and the ruddervators
are constrained to deflect together, acting as pure yawing moment generators. The gang-
ing matrix used in this case is reported in the following Equation 5.4. For the other CA
methods, all CSs on the main wings operate independently, whereas ruddervators are
treated in the same way as before, for consistency.
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Table 5.3 Different sets of initial values and bound constraints for the CS span widths of
the traditional box-wing CS layout represented in Figure 5.5.

Initial
guess

∆ηIF ∆ηOF ∆ηIR ∆ηOR ∆ηmin
i ∆ηmax

i

1 0.08 0.08 0.08 0.08 0.01 0.10
2 0.08 0.06 0.08 0.06 0.01 0.10
3 0.06 0.08 0.06 0.08 0.01 0.10

Figure 5.5 Top-view of the traditional box-wing CS layout, with visualization of how each CS span width can
be altered by the optimizer.

u =
0 0 0 0 0 0 0 0 1 1

1 1 0 0 −1 −1 0 0 0 0
0 0 −1 1 0 0 −1 1 0 0

T 
u ail

u ele

u rud


with u =

{
uleft

IF ,uright
IF ,uleft

OF ,uright
OF ,uleft

IR ,uright
IR ,uleft

OR ,uright
OR ,uleft

rud,uright
rud

}T

(5.4)

Results are graphically reported in Figure 5.6, and summarized in Figure 5.7 and Ta-
ble 5.4. Despite significant variation in the single CS span widths, the choice of the initial
point has only a minor influence on the final value of the objective function. For each CA
method, the spread of the three objective function values is less than 3%. The conven-
tional ganging approach requires the largest overall CS widths. This is expected, since roll
and pitch moments are only achieved by the respective CSs, as explained at the begin-
ning of Section 5.3. The CWPI method is able to use all effectors in combination, hence
reducing the total required span width by about 9.5%. Lastly, DA reduces the required
span width even further, achieving a reduction of about 17% compared to ganging. This
is also an expected result, sparking from the geometric properties of the DA method,
highlighted in Section 2.4.3. Since it can attain the entirety of the AAS, and is able to
utilize every effector in the most efficient way, it requires less CS span width overall.

As shown in Figure 5.6a, the final CS dimensions are very similar for the three initial
conditions corresponding to the ganging approach. The main differences lie in the dis-
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tribution between the front and rear inner surfaces, but are consistent for all cases. On
the other hand, the CWPI results present relevant differences between the CS layouts,
as shown in Figure 5.6b. However, the final values of the objective function are similar.
From this, it may be deduced that the design space is complex, and admits different local
minima. Results for the DA method, reported in Figure 5.6c, show a similar behavior as
the CWPI, albeit less pronounced. The same considerations hold true.

This investigation clearly shows that CA methods do not allow a clear choice of a spe-
cific CS layout to achieve prescribed FQs objectives. All the optimal layouts show some
variation in the span widths of the individual effectors, while being equally optimal from
a global standpoint. Some CSs present particularly small values of the optimum span
width, for which significant non-linear aerodynamic effects could be expected. The in-
ability to evaluate them with the selected aerodynamic model likely causes an overes-
timation of the overall control effectiveness and hence an underestimation of the total
required CS span widths.

Table 5.4 Optimization results for the different CA methods and initial conditions. The latter are reported in
Table 5.3.

CA method
Initial
guess

∑
i ∆ηi ∆ηIF ∆ηOF ∆ηIR ∆ηOR

Ganging 1 0.259 0.076 0.057 0.080 0.051
2 0.265 0.080 0.055 0.075 0.055
3 0.257 0.081 0.055 0.066 0.054

CWPI 1 0.235 0.060 0.025 0.073 0.075
2 0.241 0.047 0.053 0.098 0.043
3 0.234 0.100 0.010 0.033 0.099

DA 1 0.214 0.097 0.027 0.016 0.074
2 0.213 0.091 0.053 0.013 0.056
3 0.215 0.047 0.036 0.089 0.043

Figure 5.8 correlates the total CS span width with the volume of its AAS, for every CA
method and initial layout, and shows the reduction of both variables achieved through
the design optimization. As explained in Section 2.5, the volume of the AAS is a common
measure to quantify the total control power that a CA method can provide. For the opti-
mal value of the total CS span width, the different CA methods are seen forming clearly
distinguishable clusters in the chart. The ganging cluster is positioned at large CS span
and medium AAS volume. The CWPI cluster presents smaller CS span widths than the
ganging one, and the minimum AAS volume overall. The DA cluster has both the lowest
required CS span width and the largest AAS volume. This confirms again that it is able to
achieve the highest control power with the smallest CSs.

The inspection of the shape of the AASs in Action Space makes it possible to further
analyze the performance of these CA methods. The three AASs geometries are compared
in Figures 5.9 and 5.10. As explained in Section 2.5, for their respective CS layout, both
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b) Constrained Weighted Pseudo Inverse (CWPI)

Inner
Front
(IF)

Outer
Front
(OF)

Inner
Rear
(IR)

Outer
Rear
(OR)

0

0.02

0.04

0.06

0.08

0.1

∆
η

i

Initial guess 1 Initial guess 2 Initial guess 3

c) Direct Allocation (DA)

Figure 5.6 Comparison of optimal CS span widths for different CA methods and initial conditions. The legend
refers to the initial conditions reported in Table 5.3.
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Figure 5.7 Comparison of cumulative optimal CS span widths for different CA methods and initial conditions.
The legend refers to initial conditions reported in Table 5.3.

the ganging and the CWPI approaches are only able to attain a certain subset of the EAS,
while the DA method is capable to attain it in its entirety. Overall, the AAS corresponding
to the CWPI and DA layouts present a more rounded, oval-like shape, in comparison to
the ganging method which results in a prismatic shape.

This is especially true in the roll-pitch plane of Action Space, visible in Figure 5.10.
The round shape of the AASs of the the CWPI and DA layouts clearly identifies a smooth
trade-off between the roll and pitch control power. This is in light of the fact that the
CSs on the main wings are all employed for both of these control objectives. As the
required control power increases about the roll axis, for example, the available control
power about the pitch axis decreases, and vice versa. The opposite is true for the layout
obtained with the ganging method, for which the roll-pitch section presents a rectangu-
lar shape. This is because the roll and pitch control tasks have been explicitly assigned
to two different and independent sets of CSs, in this case. The latter behavior can also
be observed in the pitch-yaw plane for all three layouts, since pitch and yaw moment
generation are fundamentally uncoupled in the current setup. Lastly, a small coupling
due to adverse yaw is visible in the roll-yaw plane for all three methods.

The maximum extension of all three AASs along the yaw axis is almost completely
the same for all three layouts, since yaw control effectiveness is mainly ascribed to rud-
ders, which have not been included in the design optimization problem. The AASs cor-
responding to the optimal layout of the ganging and CWPI method are basically over-
lapping in the roll-yaw plane of Action Space. On the other hand, the AAS of the layout
obtained with DA is significantly more extended along the roll axis. The AAS of the gang-
ing method is the most extended one along the pitch axis, although the difference with
the other methods is smaller in this case.

In summary, the CWPI method manages to be effective for all of the FQs tests that do
not require strongly coupled moments. It does need extra CS span width, as compared to
the DA method, to satisfy the FQs tests in presence of side-wind. The ganging method is
the most suitable to attain all combinations of coupled moments, in light of its reliance
on independent sets of CSs, although it does need the largest CS span width to satisfy all
FQs constraints. As the DA method accesses the entire EAS of its respective layout, it re-
sults in large moment generation capabilities, even in directions that are not specifically
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Figure 5.8 Evolution of the AAS volume and the total CS span width with the optimizer iteration, for different
CA methods and initial values. The design iteration for each study starts at the respective number
label. The final iteration is represented by the filled markers. Initial conditions are reported in Ta-
ble 5.3

required for the FQs tests. This property allows such method to obtain the smallest total
CS span width overall.

5.3.2. EXPLORATION OF NEW CONTROL SURFACE LAYOUTS
The baseline CS layout adopted in the previous application has its roots in the current
state of the art concerning box-wing design approaches. As it is typical for FCSs using
mechanically geared effectors, the wing roots represent the conventional positions of el-
evators, while the wing tips are the designated positions of ailerons. In combination with
the two wings of the box-wing aircraft, CA methods may allow for considerably more
flexible CS placements.

Moreover, for a transonic box-wing aircraft such as the PrP, the flow field around the
wing/tail intersection is complex, and aerodynamic interactions can have a detrimental
effect on interference drag and overall performance. In light of this, it may be in the in-
terest of aerodynamic performance to design this complex geometry without having to
mind additional complications due to CS placement. With these considerations in mind,
a second investigation is performed to explore new CS layouts, featuring a CS placed out-
side of the vertical wing/tail intersection, and hence closer to the mid-wing section.

A design optimization is carried out for each of the three different initial layouts, on
the rear wing. Namely:

Layout A is the one studied in the previous section, used now as a benchmark; it features
an Inboard (I) CS, between the two vertical tails, and an Outboard (O) CS, close to
the wing tip.

Layout B features an Inboard (I) CS, between the two vertical tails, an Outboard (O) CS,
close to the wing tip, and a “Central” (C) CS, close to the mid-wing section and
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Figure 5.9 Visualization of the AASs corresponding to the optimal CS layouts obtained with each CA method.
The legend entry refers to the CS layouts reported in Table 5.4.
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Figure 5.10 Comparison of the AASs corresponding to the optimal CS layouts obtained with each CA method.
The legend entry refers to the CS layouts reported in Table 5.4.
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outside of the vertical tail region;

Layout C features the aforementioned “Central” (C) CS, and an Outboard (O) CS, close
to the wing tip.

For all three layouts, the CSs on the front wing retain the same arrangement and be-
havior as in the previous study. The DA method is employed in all cases, in light of its
performance in the previous application study.

a) Layout A b) Layout B c) Layout C

Figure 5.11 Top view of CS Layouts A, B and C. Span widths are to scale and correspond to the assigned initial
values (in blue), and optimum final values (in orange).

The three layouts with initial and final CS span widths are shown in Figure 5.11. Re-
sults from the three optimization studies are summarized in Table 5.5 and Figure 5.12.
With respect to Layout A, Layout B shows a mere 2.3% reduction in total CS span width.
In spite of this modest enhancement, it seems that the addition of an extra CS clearly
leaves further margin of improvement for the selected objective function. As a matter of
fact, Layout C results in about 13% decrease in total CS span, as compared to Layout A.
This is due to the fact that the CS between the vertical tails has been completely replaced
by the one close to the mid-wing section, outside of the vertical tail region. The new po-
sition allows the mid-wing CS to contribute to both the roll and pitch maneuvers more
flexibly, effectively behaving like a proper elevon.
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Table 5.5 CS span width comparison among Layouts A, B and C.

Layout
∑

i ∆ηi ∆ηIF ∆ηOF ∆ηIR ∆ηCR ∆ηOR

A 0.214 — 0.097 0.027 0.016 — 0.074
B 0.209 -2.3% 0.078 0.028 0.016 0.040 0.047
C 0.186 -13.1% 0.100 0.010 — 0.038 0.038
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Figure 5.12 CS span width comparison among Layouts A, B and C.

For Layout B, the additional center rear CS achieves approximately the same span
width of its counterpart in Layout C. Despite both the inner front and outer rear CSs are
slightly smaller than in Layout A, their reduction is not sufficient to justify the addition of
an extra CS. As reported in Table 5.5, the value of the objective function is reduced from
0.209 of Layout B, to 0.186 of Layout C, which corresponds to an 11% decrease in total
CS span width. For Layout C, the remaining control power is provided mainly by CSs on
the rear wing. Whereas those are equal in span width, the front outer surface is reduced
to its minimum allowed size. This shows how the center rear surface is very effective in
both pitch and roll, and can allow smaller CSs span overall.

Lastly, it is interesting to note how the optimizer retains control surfaces on both the
front and rear wing for all final layouts. The inner front and the outer rear CSs, together
with the center rear one (when present), seem to be the most important ones, as they are
never reduced to a span width smaller than∆η= 0.038. The outer front and the inner rear
CSs become extremely small and ineffective in all the layouts where they appear, with
the former of the two reaching the minimum bound value for its span width in Layout
C. This suggests that they could probably be removed from the aircraft configuration
altogether, in favor of increased simplicity of its architecture. Replacing the inner rear CS
with a central one has indeed proved worthy, in light of the results achieved with Layout
C. Analogous investigations can be conducted for the outer front CS in the future.

5.4. CONCLUSIONS
This chapter has presented a design methodology to automatically size multiple, redun-
dant CSs on a given wing geometry. The design task has been formulated as a multi-
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disciplinary optimization problem. The problem aims to obtain a CS layout with mini-
mum total span width, while achieving desired FQs for a specified set of flight scenarios.

FQs criteria are evaluated through flight simulation, and encoded as constraints in
the overarching design optimization problem. The aircraft flight mechanics model makes
it possible to render different FCS architectures, in order to link the pilot input to CS de-
flections. Although the proposed optimization framework is applied to a staggered box-
wing configuration, it is vehicle configuration-agnostic in nature. Thus, it is suitable to
any wing geometry and of particular interest to other novel configurations that offer the
opportunity of installing redundant CSs (such as flying wings or BWBs).

The goal of this research has been to determine the impact of different CA methods
on the optimum CS layout of a box-wing aircraft. Results have been compared for the
CWPI method, the more advanced DA method, and a conventional ganging approach,
which is equivalent to establishing a mechanical linkage among CSs. In line with expec-
tations, the former two CA methods achieve CS layouts with lower total span, as com-
pared to those obtained with conventional ganging. In particular, the DA method obtains
the minimum total CS span, together with the maximum corresponding control power.
This result is clearly due to the ability of the DA method to attain the entirety of the EAS,
for any given CS layout. It makes it possible to extract all the control power made avail-
able by the effectors, while retaining an efficient use of each one of them, depending on
the prescribed maneuver.

For this reason, the latter has then been used to explore unconventional CS layouts
for the box-wing geometry. The new layout features a CS in the central region of the rear
wing, which can be apposed next to, or potentially replace, the most inboard surface
close to the aircraft plane of symmetry. Results show that the total CS span width is fur-
ther reduced if the inboard rear surface is completely replaced by the mid-wing surface.
This is because the mid-wing surface can aid in both longitudinal and lateral flight ma-
neuvers, hence functioning as a proper elevon and providing both roll and pitch control
power.

In light of these results, it is evident that CA methods should be included in similar
studies, already from the conceptual and preliminary aircraft design stages. Neverthe-
less, the studies presented in the following chapters have been applied to the most tra-
ditional box-wing CS layout, featuring one inboard and one outboard CS per wing. This
is because the present study has been concluded after the end of the PARSIFAL project,
within which the PrP configuration has been researched and improved continuously.

Continuing on the presented work, additional efforts could be devoted to verifying
if the findings presented in this chapter are confirmed when including fuselage aerody-
namic effects. A higher fidelity aerodynamic model is advised to also account for non-
linear aerodynamic effects due to CSs, especially when very limited in span or installed
next to each other (as in the case of flaps, on the front wing). A more accurate aero-
dynamic model would make it interesting to include trim drag as an additional design
objective, as well as to validate the proposed optimization method using a conventional
aircraft configuration.

Further research should generalize the proposed framework by also including sta-
bility considerations, as well as flight scenarios such as take-off and landing. In the de-
sign iteration, this would introduce a coupling between the span widths of flaps and
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CSs, which could be tackled by prescribing a supplementary set of flight performance
requirements. Additionally, the CS locations and/or chord ratios could be included as
additional design variables in the optimization problem, to further investigate optimal
CS placement on box-wing aircraft. In any manner, it is expected that the main conclu-
sions concerning the comparison of the selected CA methods will not be hindered by the
addition of these factors.

Different CA methods with more practical interest for real-life operations could be
analyzed. Examples may include the unconstrained WPI, and tailored generalized in-
verse formulations — such as the ones for maximum AAS volume or maximum control
power in a given direction — with their respective cascaded implementations. Lastly, it
would be interesting to explore other design objectives, such as minimum CS area, min-
imum required actuator power, or maximum AAS volume.
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The best we can do then,
in response to our incomprehensible and dangerous world,

is to practice holding equilibrium internally.

Elizabeth Gilbert
Eat, Pray, Love

2006

Equilibrium is a figment of the human imagination.

Kenneth E. Boulding
The Journal of Economic Education

1988

When directly including the effects of control surfaces on aerodynamics and flight me-
chanics, the problem of finding the combination of their deflections that guarantees
flight equilibrium must be explicitly faced. This chapter presents a novel formulation
of the trim problem, based on the geometry of the AAS. Similarly to many other studies,
trim conditions are found by solving an optimization problem. In the present case, the
geometry of the AAS is explicitly used to define inequality constraints for a set of trim
controls, among which control forces and moments, as well as to propose and exploit a
definition of control authority in Action Space.

The baseline trim problem is first introduced in Section 6.2 for generic dynamic sys-
tems, with a review of common approaches used in flight mechanics applications. In
particular, Section 6.1.1 presents a definition of control authority which does not de-
pend on the number of available control surfaces, but entirely belongs to Action Space.

Parts of this chapter have been presented at the 2020 AIAA SciTech Forum and Exposition conference [165]
and have been published in the CEAS Aeronautical Journal in 2021 [166].
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The actual trim optimization problem is formulated in Section 6.2, where it is explained
how the AAS geometry is used to enforce trim constraints and include control author-
ity as an objective function. Trim conditions that maximize control authority about a
specified motion axis are presented in Section 6.3.1, using a 3 DoFs and a 6 DoFs flight
mechanics model. Sections 6.3.2 and 6.3.3 present more classic and operational trim ap-
plications, such as trim for minimum aerodynamic drag and for a prescribed pitch angle,
respectively. Lastly, conclusions are drawn in Section 6.4.

6.1. INTRODUCTION
Trimming a dynamic system means finding the combination of input and state variables
values which set the system in a steady-state condition [167]. In the most general case,
system dynamics is expressed by non-linear, implicit or explicit equations, as shown in
Eq. 6.1. If the system is trimmed, none of the states is changing in time and Equation 6.2
holds. The trim problem consists in finding the values of σtr and utr such that Equa-
tion 6.2 is verified.

f (σ̇,σ,u) = 0 (6.1)

f
(
σ̇tr = 0,σtr,utr)= 0 (6.2)

In general, if S= {σ,u} is the set of system states and inputs, some subset τ0 ⊆S can
(or must) be characterized explicitly in order to define the desired trim condition. The
variables belonging to this subset have therefore known values. The remaining subset
τ=S−τ0 contains unknown variables, which are referred to as “trim controls”. By using
these definitions, it is possible to represent Str either in terms of system states and in-
puts, or in terms of assigned and unknown variables, as done in Equation 6.3. The trim
problem consists then in determining the values of the trim controls τ such that Equa-
tion 6.2 is verified.

Str = {
σtr,utr}= {τ0,τ} (6.3)

Formulations of the trim problem can be classified on the basis of the number of
dynamic equations N f and the number of trim controls Nτ. The trim problem is said to
be over-determined if N f > Nτ, determined if N f = Nτ, or under-determined if N f < Nτ.
This classification does not give any indication on the number of solutions that the trim
problem can have. Due to non-linearities and couplings in the dynamic equations, even
a determined trim problem can have zero or more than one solution. An example of this
is shown in Figure 6.1. In the figure, the leader is trimmed in straight and level flight,
while the followers are trimmed in an anti-symmetric, steady forward-slip flight in the
leader’s wake. This attitude requires additional contemporary deflection of ailerons and
rudders to maintain the asymmetric flight condition. The additional trim drag requires,
in turn, a higher engine setting to maintain the horizontal trajectory. The complexity
and the number of possible solutions of a given trim problem usually increases with the
number of trim controls, making under-determined problems generally tougher to solve
than determined ones.

An extensive and detailed analysis of the classic trim problem for rigid aircraft dy-
namics with 6 DoFs is presented in [168]. The trim problem is formulated as in Equa-
tion 6.4 and assumes the aircraft is trimmed when the objective function is close to zero,
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Figure 6.1 Three Northrop Grumman F2F-1 fighters in steady, aerobatic, formation flight, 19391. The leader
is trimmed in straight and level flight, while the followers are trimmed in steady, asymmetric flight
with forward slip.

within a very small tolerance. It is therefore, in essence, a root-finding problem.

min
τ

J = ∥σ̇∥2

subj. to τlb ≤τ≤τub

(6.4)

For every flight condition the number of assigned trim parameters τ0 is chosen so that
the trim problem is determined. By limiting the scope to conventional aircraft config-
urations, each trim problem can be designed to have exactly six trim controls: the four
conventional control effectors (throttle, elevator, aileron pair, and rudder), and the pitch
and yaw angles of the body reference frame, θ and ψ . This solid approach may show
its limitations when considering aircraft configurations with higher number of control
inputs, for example with redundant or unganged sets of control effectors, for which the
trim problem becomes under-determined.

An early attempt at solving an under-determined trim problem for aircraft longitu-
dinal dynamics is provided in [169]. The trim problem is formulated as an induced drag
minimization problem, with constraints on the vertical and rotational equilibrium in
the longitudinal axis. The equations of motion are linearized with classic assumptions
for the cruise condition and a closed form solution is derived. Examples are provided
for an aircraft with three lifting surfaces and a fighter jet with thrust vectoring capabil-
ities. The trim controls for the first application are the lifts of each surface, while those
for the second application are the lifts of wing and tail, and the engines’ thrust angle.
In all cases, therefore, control surfaces are not included in the flight mechanics model.
With this approach, Nτ = N f +1 and it is possible to minimize a single scalar parameter,
induced drag, while trimming the aircraft.

The case of under-determined trim problems due to control effectors redundancy

1Courtesy of the National Archives and Records Administration; catalog number: 80-G-409231.
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has been analyzed in [170], with applications to the BWB aircraft configuration. Two trim
problem formulations are proposed:

1. A Minimum Drag Trim Optimization (MDTO) applied to 6 DoFs dynamics.

2. A Root-Finding Trim with Direct Allocation (RFTDA), analogous in the objective
function to the one in Equation 6.4.

For the MDTO formulation, unganged control surface deflections are directly included
in the the trim controls set: δ ∈ τ. In this way, the dimension of τ increases linearly with
the amount of control effectors, making the trim problem more complex for highly re-
dundant aircraft configurations.

For the RFTDA formulation, the trim controls set does not contain the control surface
deflections, but a set of aerodynamic actions due to the control effectors ∆A. With this
approach, the dimension of τ does not depend on the control surface redundancy of the
aircraft configuration. The DA method is used to establish a relation between ∆A and δ.
The dimension of ∆A, here indicated with NA , is somewhat arbitrary and depends on
which motion axes are selected to be controlled. ∆A contains up to two elements (lift
and pitch moment) for flight simulations constrained in the longitudinal plane, or up
to four elements (lift, and roll, pitch, yaw moments) for 6 DoFs simulations. It is noted
that the number and type of elements in ∆A has a significant impact on the resulting
control surface deflections at trim. Lower and upper bounds for the ∆A trim controls
are selected on the basis of previously obtained solutions, or by manually inspecting
particular combinations of control surface deflections for the specific problem.

A synthetic scheme of the reviewed trim problem formulations is shown in Table 6.1.
Comparing the two approaches presented in [170] would be overall unfair. The MDTO
is an optimization-based approach that exploits controls redundancy to minimize drag
at trim conditions. The RFTDA is a root-finding trim approach that copes with control
redundancy through a CA algorithm. No parameter is explicitly optimized with the latter
formulation, and the method is indeed incapable of returning the minimum drag trim
condition. With reference to the RFTDA approach, it is shown that introducing lift in the
trim control vector results in trim conditions with lower drag, and better aerodynamic
efficiency. Control drag is not explicitly included in τ because the DA would poorly ap-
proximate its quadratic behavior with deflection angles.

Advanced CA algorithms that explicitly minimize control drag have been developed
in the past, but never applied to formulations of the trim problem. An incremental, or
frame-wise, expansion of the DA method is presented in [48]. A model-specific incre-
mental CA method is presented in [57], where drag is expressed as a quadratic function of
the effectors, and the CA algorithm solves a quadratic programming optimization prob-
lem.

This chapter presents a novel generic trim problem formulation, in the form of a con-
strained optimization problem, which employs forces and moments due to the aircraft
control surfaces as trim controls. The constraints (and, optionally, the objective func-
tion) of such optimization problem are obtained by exploiting the geometric properties
of the AAS. Control forces and moments are then mapped to the effectors using a linear
programming formulation of the DA method [55].
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Table 6.1 Summary of trim problem formulations from the reviewed literature.

Ref. DoFs Secondary Objective Trim Controls CA

[168] 6 None θ,ψ,δ,δT Ganging
[169] 3 Drag CL1 ,CL2 ,CL3 Not modeled

3 Drag CL1 ,CL2 ,δT Not modeled
[170] 3,6 None, drag α,θ,δ,δT None

3 None α,θ,M,δT DA
3 None α,θ,M,L,δT DA
6 None α,θ,ψ,ϕ,L,M,N ,L,δT DA

By using control forces and moments as decision variables, the proposed trim for-
mulation is well suited to be applied to aircraft configurations with a high number of
control surfaces. By relying on the geometry of the AAS, the formulation makes it possi-
ble to objectively define the feasible region of the trim optimization problem, exclusively
on the basis of the aircraft control effectiveness. By relying on a CA method to link con-
trol forces and moments to control surface deflections, the formulation also ensures that
trim solutions can automatically be obtained by an appropriate, practical realization of
the aircraft FCS.

Several applications are presented for the PrP box-wing aircraft configuration. First,
the possibility to trim for maximum control authority in a specific direction of one or
more motion axes is explored, with examples in symmetric and asymmetric flight. For
this application in particular, the AAS geometry is not only used to generate linear con-
straints for the trim problem, but also to calculate the objective function itself. Then, the
formulation is also applied to more traditional studies on trim for minimum drag — for
which control drag is also included as a decision variable — and trim for a specified pitch
angle are also presented.

The standard aerodynamic model of Equation 3.1 is adopted for all of the applica-
tions. Both α and β range from −6deg to 6deg in steps of 3 deg, while two Mach num-
bers have been analyzed, namely M = 0.3 and M = 0.6. Each control surface has been
deflected, independently from all the others, from −30deg to 30deg in steps of 10 deg.

6.1.1. CONTROL AUTHORITY
Control authority is here defined as the ability of the control effectors to generate forces
and moments about one or more directions of Action Space, from a give reference flight
condition. Examples may include control authority to pitch up, or to lift up and down (as
in the case of spoilers). The concept of a maximum “balanced” control authority, about
all motion axes, would be equivalent to the one of minimum total control effort. It is
indicated with the symbol AA , where A identifies a signed direction in Action Space. For
example, pitch-up and pitch-down control authorities can be respectively calculated as
in Equations 6.5 and 6.6.

A+M =
∣∣∣C max

M −C ref
M

∣∣∣ (6.5)

A−M =
∣∣∣C min

M −C ref
M

∣∣∣ (6.6)
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Although control authority is a function of all flight parameters, for a given flight
condition

{
α,β, M

}
and aircraft configuration, it only depends on the position of the

control effectors. In this case, it can be expressed in terms of the aerodynamic actions
due to the control effectors ∆C A , as shown in Equation 6.7. It is therefore a quantity
which belongs to Action Space, and in particular within the AAS.

∆Aℓ =
∥∥∥∆C lim

A −∆C ref
A

∥∥∥ (6.7)

For a given direction ℓ and reference point ∆C ref
A in Action Space, the limit point

∆C lim
A is found at the intersection of the AAS boundary and a half-line starting at the

reference point ∆C ref
A with the same direction of ℓ. Control authority finds its geometric

representation as the distance between these two points of the AAS, as shown in Fig-
ure 6.2.

∆C ref
A ∆C lim

+M∆C lim
−M

∆C lim
−L

∆C lim
+L

∆C lim
A

∆A+M∆A−M

∆A−L

∆A+L

∆Aℓ

∆CM

∆CL

EAS boundary

Figure 6.2 Geometric interpretation of control authority about various motion axes and directions in an R2

Action Space.

Searching for trim conditions which guarantee rotational equilibrium and at the same
time maximize the control authority for pitch-up maneuvers could be interesting for
safety purposes, for example in case of aborted landings. A similar scenario can be en-
visioned to justify the interest in trim with maximum lift-up control authority. Because
lift lies perpendicular to the velocity vector, by definition, an increase in lift introduces a
centripetal acceleration V γ̇which is the most direct way to bend the trajectory upwards.
The study of control authority in the lift axis is particularly aimed at exploiting the PrP’s
innovative way of implementing DLC [43].

6.2. TRIM PROBLEM FORMULATION
In the context introduced by the previous section, trimming the aircraft means finding
the flight condition and the set of control aerodynamic actions ∆C tr

A , lying inside or on
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the boundary of the corresponding AAS, so that Equation 6.2 is verified. Whereas trim
control forces and moments must belong to the interior or to the boundary of the AAS,
the inverse is obviously not true: not all points of the AAS are representative of trim con-
ditions. This section presents a comprehensive formulation of the trim problem to find
possible values of control forces and moments which trim the aircraft model.

Trim is cast as a generic constrained optimization problem, for which only the objec-
tive function has to be defined on the basis of the desired application study. The follow-
ing subsections present the various parts of the optimization problem structure, while
several implementations of the approach are presented in the following Section 6.3.

6.2.1. ASSIGNED TRIM PARAMETERS

The value of a certain number of variables has to be assigned to assure that the trim
problem is well-posed. This is generally requested to prevent the existence of explicit
relations among trim controls that are also state variables [167]. For the present formu-
lation, these are collected in Equation 6.8. Obviously, the heading angleχ is a meaningful
parameter only in geo-referenced applications or in presence of wind fields, but other-
wise has no influence on the outcome of the trim problem.

τ0 =
{

xe, ye, ze,χ,V ,ψ̇, θ̇, φ̇
}tr

(6.8)

Additional equality constraints may have to be imposed for other trim controls, de-
pending on the application. These can be written in matrix form as in Equation 6.9. For
example, assigning the value of β is not strictly necessary for posing the trim problem
correctly, but is desired to uniquely identify the trim flight condition. Similarly, the flight
path angle or throttle level may be specified to characterize a particular flight scenario,
such as climbing or landing.

Aeqτ= beq (6.9)

6.2.2. TRIM CONTROLS AND BOUNDS

The trim controls set τ has been conceptually separated into three subsets: the pilot
inputs subset Π = {δlat,δlon,δdir,δT }, the aircraft attitudes subset Θ = {

γ,ψ,θ,ϕ,β
}
, and

the control actions subset ∆C A = {
∆CX ,∆CY ,∆CZ ,∆CL,∆CM,∆CN

}
. Pilot inputs are

normalized and bounded to the [−1,1] interval, apart from the throttle level which is
bounded to [0,1]. The attitude angles are bounded to the [−π/6,π/6] interval, while the
control actions are left unbounded.

TheΠ and∆C A subsets share the purpose of generating control forces and moments
that need to be allocated to the effectors. In these regards, and depending on the archi-
tecture of the FCS, they may have overlapping contributions to the results of the trim
problem. Since the current work focuses on the application of CA methods, the latter
subset is retained, and the effective subset of pilot inputs is reduced toΠ= {δT }. The re-
sulting generic set of trim controls, used as a baseline for all the following applications,
is shown in Equation 6.10.

τ= {
δT ,γ,ψ̇,θ,ϕ,β,∆C A

}
(6.10)
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6.2.3. LINEAR CONSTRAINTS DUE TO THE AAS GEOMETRY
A special set of linear inequality constraints and additional equality constraints is en-
forced for trim control actions, to imply that each point ∆C A has to be in the interior or
on the boundary of every possible AAS. The linear constraints equations are reported in
Equation 6.11. The actual value of the constraints comes as the results of the following
preliminary optimization problem.

For every relevant direction of Action Space, flight parameters α and β, and control
effectors positions δ are varied to obtain the B matrix which results in the AAS spanning
the most distance in that direction. Once the most extended AAS in every direction is
obtained, the convex hull of all AASs is calculated. This is not an AAS itself, but rather is
the smallest convex set containing all the most extended AASs. Hence, it serves well the
purpose to establish the feasible region for trim control actions.

Aineq
ch ∆C A ≤ bineq

ch (6.11a)

Aeq
ch∆C A = beq

ch (6.11b)

The inequalities are always well defined because the convex hull is, by definition, a
convex set. The equalities are non-null if any of the edges, facets, or (NA−1)-dimensional
elements constituting the boundary of the convex hull is parallel to any reference axis in
Action Space. The Ach matrices and bch column arrays constitute the Linear Constraint
Representation (LCR) of the convex hull (Equation 6.12), and have been calculated using
the vert2lcon 2 routine in MATLAB.

LCRch =
{

Aineq
ch ,bineq

ch , Aeq
ch,beq

ch

}
(6.12)

With this approach, the number of inequality constraints depends on the dimension
of Action Space NA , and on the number of control effectors Nδ. For large problems, it
can grow to the order of thousands. An alternative, less strict approach to construct such
constraints may consist in wrapping the convex hull in its bounding hyper-rectangle. In
this case, the inequality constraints would only be 2NA , corresponding to the boundary
elements of the hyper-rectangle (4 edges of a rectangle in R2, 6 faces of a parallelepiped
in R3, and so on).

6.2.4. NON-LINEAR CONSTRAINTS
Most importantly, the non-linear equality constraints of Equation 6.13 enforce that the
solution of the optimization problem is actually representative of a trim condition, as
defined in Equation 6.2.

f (τ0,τ) = 0 (6.13)

Additional inequality constraints may be enforced on the angle of attack, to ensure
that the resulting trim conditions are contained in the region described by the aircraft
aerodynamic model. Because α is neither a trim control, nor a state variable, these have

2M. Jacobson (2021). Analyze N-dimensional Convex Polyhedra
https://www.mathworks.com/matlabcentral/fileexchange/
MATLAB Central File Exchange. Accessed: February 7, 2022

https://www.mathworks.com/matlabcentral/fileexchange/
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to be formulated as non-linear constraints for the present flight mechanics model, but
are simply expressed as in Equation 6.14.

αlb ≤α≤αub (6.14)

6.2.5. SOLUTION AND ALGORITHM
A flowchart overview of the trim problem formulation and implementation is presented
in Figure 6.3. At each solver iteration, the control effectiveness matrix B is calculated
using the current tentative value of α and β, and the value of δ from the previous trim
iteration. Hence the AAS geometry evolves throughout the optimization routine, and is
not frozen to the moment of the initialization. This is especially important for the evalu-
ation of control authority. The effectors positions δ are calculated at each iteration using
the DA method.

The optimization problem is solved with the fmincon routine in MATLAB, using the
interior-point algorithm. As the problem is non-smooth, also due to the sharp corners of
the AAS geometry, the solver stops either by reaching an optimality tolerance of 10−3, or
a step size of 10−6. All bounds and constraints are respected with a tolerance of 10−6.

In the next section, several application studies are presented by introducing their
objective function, the selected control forces and moments in Action Space, and by
analyzing the resulting trim conditions. As it could be expected, the solver finds local
optima that, in general, depend on the first-guess values of the trim controls. Sensitiv-
ity of the trim solution to initial conditions is hard to estimate in general terms, as it
heavily depends on the set of allocated aerodynamic actions, and on the specified flight
condition. Flight conditions for which the aircraft has significant control power avail-
able generally show little sensitivity to initial guesses. On the contrary, flight conditions
closer to the edge of the flight envelope (low speed, for example) may result in different,
more extreme trim results. For this reason, each of the following case studies has been
performed twenty times by assigning random initial values to ∆C A , all within the AAS.
Only the results with the best value of the respective objective function are reported for
brevity.

6.3. APPLICATIONS AND RESULTS
For all of the following applications, trim is performed at standard sea level conditions
for a horizontal trajectory. The flight path and side-slip angles are specified as additional
equality constraints, as shown in Equation 6.15. For most (but not all) applications, co-
ordinated flight is additionally imposed by setting β0 = 0.

γtr = 0 (6.15a)

βtr =β0 (6.15b)

The definitive baseline set of trim controls used in the following applications is then
reported in Equation 6.16. The engine throttle is mainly devoted to trimming for the
prescribed airspeed. Given a fixed flight path angle, the pitch angle is mainly devoted to
trimming for the necessary angle of attack. The remaining attitude angles are devoted to
accomplishing the prescribed side-slip and lateral-directional equilibrium. Finally, the
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DEFINITION

Define objective function
Assign τ0, Aeq and beq

Select ∆C A elements for CA
Set initial conditions for τ

SETUP

Search for most extended AASs
Get convex hull of all AASs

Transform convex hull to LCRch

Set all bounds and constraints

ITERATIVE SOLUTION

Update trim controls values τ
Update B and AAS geometry

Allocate ∆C A to δ
Simulate aircraft model

Evaluate objective and constraints

Figure 6.3 Flowchart overview of the trim problem formulation and implementation.

allocated control actions are devoted to minor force and moment adjustments, the rota-
tional equilibrium about the aircraft center of mass, and the improvement of the value
of the trim objective function.

τ= {
δT ,ψ,θ,ϕ,∆C A

}
(6.16)

6.3.1. MAXIMUM CONTROL AUTHORITY
Two approaches are presented for the current application, based on two slightly differ-
ent definitions of control authority. Both approaches revolve around the search of a limit
point for the calculation of the trim objective function. The limit point is calculated by
solving a simple optimization sub-problem at every step of the overarching trim prob-
lem. The objective functions and their respective limit points are briefly characterized in
the following sub-sections before presenting the actual applications and results.

DEFINITION OF CONTROL AUTHORITY ABOUT A GIVEN DIRECTION

With reference to Equation 6.7, trimming the aircraft for maximum control authority
about a specified motion axis (direction of Action Space) means finding ∆C ref

A =∆C tr
A in

the interior or on the boundary of the AAS, so that its distance to∆C lim
A is maximum and

Equation 6.2 is verified.
As already introduced in Section 6.1.1, from a geometric perspective, ∆C lim

A is the

furthest point from ∆C ref
A which simultaneously belongs to the half-line ℓ and the AAS.
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Its position results from the solution of Equation 6.17, where both the AAS and ℓ can
be expressed in terms of the linear equality and inequality constraints corresponding to
their respective LCR representations.

Once the limit point is found, the optimal value of the objective function J lim
∗ is the

specified control authority for the current reference point∆C ref
A . This is obviously a func-

tion of ∆C ref
A itself, and, in order to be maximized, the objective function of the overar-

ching trim problem has to be formulated as in Equation 6.18.

∆C lim
A = arg

max
∆C A

J lim =
∥∥∥∆C A −∆C ref

A

∥∥∥2

subj. to ∆C A ∈ {AAS∩ℓ}

 (6.17)

max
τ

J tr =∆Aℓ =
∥∥∥∆C lim

A −∆C A

∥∥∥ (6.18)

DEFINITION OF BALANCED CONTROL AUTHORITY

Balanced control authority ∆A0 is here conveniently defined as the average distance to
all the vertices of the AAS. Therefore, the point of the AAS which results in the maximum
∆A0 is the point with the minimum sum of distances to all of the AAS vertices. Such
limit point ∆C 0

A coincides with the centroid of the AAS [171] and, in case all the control
effectors position limits are symmetric, with the origin of Action Space. In general, its
position can be calculated by solving the optimization problem of Equation 6.19, where
di is the distance between the candidate point ∆C A and the i -th vertex of the AAS, and
n is the number of vertices of the AAS.

Once the limit point is found, the overarching trim problem to maximize∆A0 can be
formulated in terms of minimizing the distance between the candidate trim point ∆C ref

A
and ∆C 0

A itself, as shown in Equation 6.20.

∆C 0
A = arg

min
∆C A

J 0 =
n∑

i=1
di

subj. to ∆C A ∈ A AS

 (6.19)

min
τ

J tr =∆A0 =
∥∥∆C 0

A −∆C A
∥∥ (6.20)

In the broader scope of flight dynamics, balanced control authority could assume
an important meaning in the assessment of handling qualities characteristics. If the AAS
is transformed into an Attainable Acceleration Set, by making use of the aircraft iner-
tia tensor, a flight maneuver achieving maximum balanced control authority would also
achieve minimum total acceleration. This could be relevant for handling qualities cri-
teria which define the desired minimum acceleration value corresponding to the best
performance, for a specified flight task.

APPLICATION TO SYMMETRIC FLIGHT WITH 3 DOFS

For this study case, the dynamic simulation is constrained in the vertical plane. The flight
condition is longitudinal-symmetric and the aircraft has only 3 DoFs. Control surfaces
are constrained to move symmetrically during the CA problem, but each left-right pair is
free to move as prescribed by the DA method. These simplifications allow to set β0 = 0,
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and to allocate only the control lift and pitch moment: ∆C A = {
∆CL ,∆CM

}
. It is then

possible to visualize the AAS, the trim points and the control authorities in Action Space,
as shown in Figure 6.4.

In the figure, several similar AASs can be distinguished, each corresponding to the
maximum control authority about a different direction of Action Space. This is due to
the fact that different control authorities are obtained with different trim values of the
angle of attack and control surface deflections. Because aerodynamic control actions are
a function of bothα and δ, as expressed in the aerodynamic model of Equation 3.1, each
of the optimum trim points is associated with a slightly different control effectiveness
matrix B , which results in a slightly different geometry of the AAS. The latter is exploited
to calculate the maximum control authority about the prescribed axis.

The position of trim points in the AAS is in line with expectations, and their rela-
tive arrangement is preserved for all analyzed airspeed values. A preferential diagonal
direction is highlighted by trim points in Action Space, taking the form of a clear tradeoff
between the control lift and pitch moment that are necessary for trim at different an-
gles of attack. For example, a negative control lift is needed to maximize the lift-up and
pitch-up control authority. This corresponds to a positive pitch-up control moment, in
a similar way to what happens with conventional aircraft configurations, and a relatively
high trim angle of attack. The opposite is true for lift-down and pitch-down control au-
thorities.

The trim point for balanced control authority is very close to the centroid of the
AAS, but not precisely coincident with it. This is due to the fact that the aircraft is not
trimmable with completely null control surface deflections. For the same reason, the
trim points corresponding to the other control authorities are not on the boundary of
the AAS. In such conditions, despite maximizing the prescribed objective function, they
would not guarantee the compliance with the trim constraints. In all cases, it is evident
how the control deflections are deployed to maximize control authority in the given di-
rection, while the angle of attack is adjusted to guarantee vertical equilibrium.

The same study has been repeated at various airspeeds, and the results for control
authority and angle of attack are synthetically reported in Figure 6.5. Optimum control
authority is very different on the basis of the axis it relates to, but it is comparable for
the two directions on each axis. For all airspeeds, control power about the pitch axis
is greater than the one about the lift axis, while balanced control authorities lies be-
tween the two. Despite the latter comparison may be slightly improper, as it involves
both forces and moments, it is dimensionally sound since control authority has been
defined on the basis of dimensionless coefficients (Equation 6.7). All angles of attack de-
crease with increasing airspeed, as it would be expected. The most interesting insights
arise when inspecting the relation between the angle of attack and control surface de-
flections at trim. This is the main focus of the next study case.

APPLICATION TO SYMMETRIC AND ASYMMETRIC FLIGHT WITH 6 DOFS

In the present study case, the aircraft is free to move with 6 DoFs and all control surfaces
are independent, apart from the two rudders which are forced to move as one. The set
of allocated actions has been chosen to be ∆C A = {

∆CL ,∆CL,∆CM,∆CN
}
, which is an

extension of the classic “three moment” CA problem. The lift force has been included
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in order to be able to maximize control authority about its axis. The symmetric flight
condition is investigated by imposing β0 = 0, and the asymmetric one by imposing the
maximum side-slip angle allowed by regulations. In case of side-wind of magnitude Vsw,
it is β0 =Vsw/V tr [132].

As done previously, results are compared for maximum control authority in both di-
rections of the lift and pitch axes, and for maximum balanced control authority. Since
the AAS is a subset of R4 for this application, results cannot be shown in Action Space.
Attention is focused on the optimal control surfaces deflections at trim, shown in Fig-
ure 6.6, and on the other trim controls, reported in Table 6.2. Control surface deflections
on the main wings are positive if with trailing edge down, negative if with trailing edge
up. The vertical axis in the figure has been inverted to reflect this convention. Rudders
deflections are positive if they cause the aircraft nose to point left of the flight path.

For the symmetric flight condition, control surface deflections on the front wing
range from the positive to the negative saturation limit, depending on which control au-
thority is maximized (Figure 6.6a). Deflections are practically symmetric, although not
perfectly so. This is most likely due to numerical precision, and explains the very small,
non-null value of the roll angle. Maximum lift-up control authority is achieved with very
negative deflections, both on the front and on the rear wing, paired up with a significant
positive angle of attack αtr = 5.1deg. Maximum lift-down control authority is achieved
with mostly large positive deflections at a negative angle of attack of αtr =−4.5deg. This
reflects the behavior seen in the previous study case, and clearly shows how the opti-
mizer trades α-generated lift with δ-generated lift in order to maximize the specified
control authority.

In a similar way, the maximum pitch-down control authority is achieved by exploit-
ing the pitch-down moment due to the propulsion system. By increasing the throttle
level at a very low angle of attack, the solver finds a trim condition with drastic posi-
tive deflections on the front wing and negative deflections on the rear wing. Such cou-
pling between the horizontal and rotational equilibrium is not observed for∆A±L , where
the slightly higher throttle setting can be justified by the higher magnitude of the corre-
sponding angle of attack.

Trim conditions for maximum pitch-up control authority and maximum balanced
control authority are overall very similar. Both cases are characterized by the same throt-
tle setting, and by small deflections on both the front and the rear wing. As just ob-
served, pitch control moment can be manipulated more significantly than control lift
through the alteration of thrust. But in order to maximize pitch-up control authority with
a propulsive system placed above the aircraft center of gravity, thrust should be reduced
as much as possible. In order to achieve horizontal equilibrium with low thrust, drag
must also be kept low by employing small deflections of the control surfaces. The same
reasoning in inverse order can be carried out to explain the results for the ∆A0 case.

For the asymmetric flight condition, all control surface deflections show a similar
behavior, slightly stretching in magnitude according to which control authority is maxi-
mized (Figure 6.6a). The front inner surfaces are adjusted asymmetrically to provide for
the necessary roll moment, together with the two tail rudders correcting for the nec-
essary yaw moment. The front outer surfaces and all the rear ones are then adjusted
for optimizing control authority. Trends in the remaining flight parameters are overall
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less evident and the numerical values less extreme. This happens because more control
power is required to achieve basic trim, leaving less available control authority to the
objective function.

Control surfaces on the front wing show more complex behavior than the ones on
the rear wing, which are deflected by the same angle in all cases. This can be explained
by the fact that front control surfaces have a smaller moment arm with respect to the
aircraft center of gravity. Hence, they are able to alter control lift with a small impact on
control pitch, and they may be preferred by the solver as they do not cause important
coupling effects.

6.3.2. MINIMUM AERODYNAMIC DRAG
In each of the previous applications, the same CA method has been used to explore the
properties of trim conditions maximizing control authority in different directions of Ac-
tion Space. In the present section, the same objective function is optimized using differ-
ent Action Space dimensions, with the intention to study the impact of the AAS geome-
try on the optimal objective function value. The present application aims at minimizing
total aerodynamic drag at trim conditions, as expressed by Equation 6.21. Total aerody-
namic drag includes the contributions of the clean aircraft geometry, as well as the one of
control surfaces, and is calculated using the standard aerodynamic model presented in
Equation 3.1. The dynamic simulation is constrained to 3 DoFs longitudinal-symmetric
flight, with β0 = 0.

min
τ

J tr =CD (6.21)

In the first two study cases, the trim problem formulation presented in Section 6.2
has been implemented. The first employs the 2D CA problem already seen in Section 6.3.1.
The second explores a 3D CA problem where control drag is additionally included in the
trim controls set, hence setting ∆C A = {

∆CD ,∆CL ,∆CM
}
. As done previously, control

surfaces are only constrained to move symmetrically during the CA problem, but each
left-right pair is free to move according to the DA algorithm.

In the third and last study case, trim is performed by using a mechanical FCS, which
links pilot inputs to the control effectors by means of a conventional gearing and gang-
ing matrix. Therefore, only in this case, the control actions subset ∆C A is completely
replaced by the pilot inputs subset Π, introduced in Section 6.2.2. All control surfaces
are constrained to move symmetrically, the inboard ones move in opposition (as con-
ventional elevators), while the outboard ones move in agreement (as DLC effectors).

The resulting minimum trim drag has been reported in Figure 6.7 for various air-
speeds. All drag coefficient curves with respect to airspeed follow the expected CD ∝V −4

relation. This can be easily obtained by substituting the vertical equilibrium equation in
the parabolic drag polar model, as show in the following Equation 6.22.

CL = 2mg

ρ∞V 2S
⇒ CD =CD0 +kC 2

L =CD0 +
k

V 4

(
2mg

ρ∞S

)2

(6.22)

The formulation with the 3D AAS is able to achieve a slightly lower minimum drag
coefficient at any airspeed. This is probably due to the inclusion of information on ∆CD

in the geometry of the AAS itself. Conventional ganging gives the worst performance
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Table 6.2 Trim controls for symmetric and asymmetric trimmed flight, maximizing control authority about
different directions in Action Space, for V tr = 170m/s.

β0 = 0deg β0 = 4.3deg

αtr = θtr ϕtr ψtr δtr
T αtr = θtr ϕtr ψtr δtr

T
deg deg deg — deg deg deg —

∆A+L 5.1 0.0 0.0 0.72 4.1 16.2 -3.3 0.69
∆A+M -1.9 0.1 0.0 0.59 0.9 19.4 -4.2 0.49
∆A0 -1.7 0.1 0.0 0.59 2.9 16.7 -3.6 0.70
∆A−M -0.9 -0.5 0.0 0.89 0.9 18.8 -4.2 0.47
∆A−L -4.5 0.2 0.0 0.78 1.4 17.9 -4.1 0.76
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Space, for V tr = 170m/s.
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Figure 6.7 Minimum trim drag as a function of airspeed using different CA methods and allocated forces.
3 DoFs longitudinal-symmetric flight.

overall, as expected. For V = 200m/s, the corresponding drag curve has already passed
its minimum, while the curve of the 3D AAS has not flattened yet. At this airspeed, the
difference between drag coefficients at trim is maximum and equal to about 20 drag
counts.

Figure 6.8 shows the corresponding trim angle of attack and throttle. All CA methods
perform very similarly, but a trend is visible especially at higher values of the airspeed.
Some numerical fluctuations are visible for the throttle values in the range of airspeeds
from 130 m/s to 170 m/s. These are probably due to the underlying propulsive model,
since they appear for all three CA methods, including the one using only a mechanical
linkage. The conventional ganging method converges to a smaller αtr if compared to the
ones based on the AAS geometry. On the other hand, it requires a slightly higher throttle
level for every airspeed. Interestingly, both the angle of attack and the throttle curves for
the minimum drag solution are similar in shape and values, although not equal, to the
solutions for the maximum balanced control authority study presented in Section 6.3.1
(only the angle of attack has been reported in Figure 6.5b, for brevity). This suggests that
trim conditions achieving the maximum balanced control authority, or in other words
the minimum control effort, are close to those achieving minimum drag. As a matter of
fact, both optimal conditions are achieved with small deflections of control surfaces, and
small values of the angle of attack.

6.3.3. ASSIGNED PITCH ANGLE

For this last application, the objective function to be minimized is the absolute differ-
ence between the achieved and a prescribed value of the pitch angle at trim. All the as-
sumptions from the previous section hold, with the difference that only the 2D CA prob-
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Figure 6.8 Trim angle of attack and throttle level as a function of airspeed using different CA methods and
allocated forces. 3 DoFs longitudinal-symmetric flight.

lem with lift and pitch moment has been implemented in this case. This is in light of the
small differences among results of the previous study, and due to drag being irrelevant
to the analysis of the present flight scenario. Therefore, the trim control actions subset is
∆C A = {

∆CL ,∆CM
}

and the objective function is reported in Equation 6.23.

min
τ

J tr =
∣∣∣θ−θref

∣∣∣ (6.23)

Such an objective function has been chosen to test the box-wing capabilities to trim
the aircraft at precise body attitudes, and to obtain the limits within which this task is
possible for a given aircraft model. This can be desired for flight tasks which require pre-
cise attitude hold, such air refueling, or to improve passenger comfort in landing condi-
tions, for example.

Results are shown in Figure 6.9, in the form of a correlation between the achieved
value of the trim pitch angle and an array of prescribed values for the same angle. The
horizontal segments of each curve highlight the minimum and maximum pitch angle at
which trim is achievable for the given airspeed. The diagonal segments between these
values delineate the region for which it is possible to trim the aircraft for any specified
pitch angle at the given airspeed. The same information is summarized in Figure 6.10,
which shows the minimum and maximum trim pitch angles as a function of airspeed.

In almost all cases, the extreme values of θtr, which is also equal to αtr because γ0 =
0, coincide with the values of the angle of attack that maximize the control authori-
ties shown in Figure 6.5b. This confirms, once again, that the solver presented in Sec-
tion 6.3.1 is able to push α-generated lift to its limit in order to optimize δ-generated lift
and pitch moment.



6.3. APPLICATIONS AND RESULTS

6

129

−6 −4 −2 0 2 4 6
−4

−2

0

2

4

6

θref (deg)

θ
tr

(d
eg

)

V = 100m/s V = 160m/s

V = 120m/s V = 180m/s

V = 140m/s V = 200m/s

Figure 6.9 Achieved and prescribed trim pitch angles for different airspeed values, using the 2D AAS
CA method.

100 110 120 130 140 150 160 170 180 190 200

−4

−2

0

2

4

6

V (m/s)

θ
tr

(d
eg

)

Figure 6.10 Trim pitch angle envelope as a function of airspeed, using the 2D AAS CA method. The
dashed line indicates that no maximum has been explicitly found for the corresponding
airspeed range with the performed numerical simulations.



6

130 6. TRIM AND CONTROL AUTHORITY

6.4. CONCLUSIONS
This chapter has presented a generic trim problem formulation, in the form of a con-
strained optimization problem, which employs forces and moments due to the aircraft
control effectors as trim controls. The linear programming formulation of the DA method
has been used to map the control forces and moments to the corresponding control ef-
fectors positions. The geometry of the AAS is used in all cases for defining a set of linear
equality and inequality constraints, which ensure that control forces and moments are
attainable by the control effectors.

A definition of control authority has been given, which is entirely based on control
forces and moments, independent of the aircraft configuration and/or number of con-
trol effectors. It has been interpreted geometrically as a distance between a reference
point and a limit point within the AAS.

With application to the PrP, the trim methodology is used to compare trim condi-
tions for maximum control authority in the pitch axis, in the lift axis, and for maximum
balanced control authority about all motion axes. For these applications, the AAS ge-
ometry is also used at each solver iteration to calculate the value of the trim objective
function. Results show that the method is able to capitalize on the angle of attack or the
throttle setting to obtain the control surface deflections which maximize the assigned
control authority.

Another application has been performed to minimize total aerodynamic drag, using
a 2D or 3D AAS geometry. The former involves the allocation of control lift and pitch
moment, while the latter also includes control drag. These approaches have also been
compared to a standard trim problem formulation, which relies on the pilot stick input
rather than control forces as trim controls, and does not employ any CA method. The
three formulations all perform similarly under every point of view, but the one using
the 3D AAS achieves slightly smaller drag, probably thanks to the inclusion of control
drag in the AAS geometry. Trim conditions for this application are overall similar to those
achieved for maximum balanced control authority.

Lastly, an application study to achieve an assigned value of the pitch angle has been
carried out. This flight scenario was deemed interesting to investigate the ability of box-
wing aircraft to (partially) decouple lift and pitch moment control. The extreme values
of the trim pitch angle achieved coincide with the values of the angle of attack that maxi-
mize control authorities in the first study case. This confirms, once again, that the solver
is able to push α-generated lift to its limit in order to optimize δ-generated lift and pitch
moment.

The optimization problem is iterative and non-smooth in nature, and therefore only
capable of finding local optima. These usually depend on the initial condition chosen for
the selected trim controls. Therefore, several optimization runs of the same flight con-
dition may be required to find a global optimum. Because of this, the proposed method
can only be used off-line, for the generation of trim databases to be accessed at later
stages, in faster applications.

Future research efforts can be devoted to improving the presented methodology when
strongly non-linear aerodynamics is involved, or when searching for optimum trim con-
ditions in the drag rise airspeed range. For example, the trim formulation has proven able
to successfully minimize total aerodynamic drag, but optimization of control authority
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about the drag axis is still problematic due to chattering. In particular, in proximity of
the combination of control surface deflections resulting in minimum control drag, all
the elements in the drag row of the control effectiveness matrix tend to zero. This leads
the AAS to collapse about one dimension in Action Space (e.g. from 3D to 2D) and de-
teriorates the numerical calculation of the linear constraints representing its geometry,
as well as the calculation of control authority as the objective function. Including con-
trol drag as an allocated force could be interesting to explore flight scenarios like trim in
steep descent conditions.

Lastly, time domain simulations are recommended to study the impact of the se-
lected control authority on maneuvering flight starting from the achieved trim condi-
tion. Given a specific maneuver to be performed after trim is achieved, a criterion to find
which control authority has to be optimized to obtain best maneuver performance could
be sought.
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TRANSIENT DYNAMIC RESPONSE

The real voyage of discovery
consists not in seeking new landscapes,

but in having new eyes.

Marcel Proust
In Search of Lost Time

1923

They always say that time changes things,
but you actually have to change them yourself.

Andy Warhol
The Philosophy of Andy Warhol

1975

The previous chapter has been devoted to finding equilibrium conditions for an aircraft
model equipped with redundant control surfaces. But the capability to employ DLC finds
the most interesting advantages in maneuvering flight. This chapter presents a novel CA
approach which is capable of shaping the transient response of the aircraft by inducing
a preferred position of the Control Center of Pressure (CCoP). This is the center of pres-
sure due to only aerodynamic control actions and, for a given flight condition

{
α,β, M

}
,

depends only on control surface deflections. By using the longitudinal position of the
CCoP as a top-level FCS input, it is shown how to achieve transient response character-
istics that are typical of DLC or CPC. Several applications show how DLC achieves better
performance in terms of flight precision, disturbance rejection and comfort on board
when performing fast, sharp maneuvers.

Parts of this chapter have been published in the Aerospace Science and Technology journal in 2021 [172].
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After the following Section 7.1 briefly recaps the most relevant DLC concepts, first in-
troduced in Chapter 1, Section 7.2 goes into more detail on the employed FCS architec-
ture, as well as on the procedure implemented to tune it. The proposed novel CA formu-
lation is then presented in Section 7.3, together with a formal mathematical definition of
the position of the CCoP. Three relevant application studies are presented in Section 7.4,
with results and discussion. A fundamental study case on a simple pull-up maneuver is
performed in Section 7.4.2, with highlights on time responses of the aircraft load factor,
control surface deflections, and pitch rate flying qualities. Two more study cases on an al-
titude shift and an altitude hold maneuver are then presented in Sections 7.4.3 and 7.4.4,
respectively, with considerations on tracking precision, agility quickness and perceived
comfort on board. Lastly, conclusions are drawn in Section 7.5, with an outlook on future
research possibilities.

7.1. INTRODUCTION
It has already been shown in Chapter 1 how the possibility to install redundant control
surfaces, both in front and behind the aircraft center of gravity, allows the PrP to make
use of unconventional piloting techniques such as DLC. In Section 1.1, it has also been
shown how the characteristics of the transient response majorly depend on the longitu-
dinal position of the CCoP [27]. For example, if the CCoP is very far aft the aircraft neutral
point, the transient response will resemble the one of CPC. In this case, the aircraft ro-
tates about a point which is very close to its center of gravity. If the CCoP is ahead of the
neutral point by a distance equal to the maneuver margin, the aircraft responds with a
constant and sharp vertical acceleration, accompanied by a small pitch rotation to en-
sure no variation in the geometric angle of attack. In this case, the aircraft rotates about
a point which is very far aft its center of gravity.

In the latter case, referred to as Pure DLC, the pilot is supposedly able to achieve fast
and precise control of the aircraft trajectory. Such dynamic behavior can be exploited
in all flight scenarios that require response quickness and maneuver accuracy. In mod-
ern commercial aviation, this is already done through the use of over-the-wing spoilers,
to some extent [30, 31]. During approach and landing maneuvers, it is indeed possible
to see these movable devices being deflected as one to improve tracking of the vertical
descent profile prescribed by the glideslope. An example has been shown at the begin-
ning of this dissertation, in Figure 1.10a). At the same time, differential deflections along
the wing span allow spoilers to collaborate with ailerons in ensuring the right lateral-
directional attitude. But since spoilers are usually close to the aircraft center of gravity,
they cannot exert as much influence on pitch dynamics as elevators can do. Besides, as
their actual name suggests, they fundamentally work by spoiling the aircraft aerodynam-
ics, especially lift, hence relying on very limited control power.

With proper front and rear control surfaces, instead, it is possible to modulate their
relative deflections, and achieve a desired type of longitudinal dynamics in a much more
powerful way. To the authors knowledge, a single research effort has proposed a practical
solution to link the tail elevator of conventional configurations with a front control de-
vice dedicated to DLC [25]. The work has explored the resulting handling qualities in the
vertical and pitch axis, and proposed three new criteria for the assessment of DLC per-
formance. Namely, a DLC “efficiency coefficient”, defined as the ratio between the initial
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and steady-state load factor response; a “rate of climb increase” criterion, defined as the
difference between the steady-state rate of climb, for the same aircraft, with and without
DLC; and a “normalized rate of climb increase” criterion, defined as the ratio between
the steady-state rate of climb of the aircraft with DLC and the rate of climb obtainable
assuming a constant vertical acceleration.

The present chapter attempts to take a step further in the same direction, by relying
on a CA background to achieve similar goals. In short, it presents a CA formulation which
is able to alter the dynamic transient response of an aircraft. This is achieved for a given
FCS architecture and tuning of its gains. Whereas the aforementioned study relies on
tuning the FCS gains and the gearing ratio to obtain the optimal handling qualities per-
formance, the antithetical approach is taken in the present chapter. The FCS parameters
are systematically varied to maintain the same inner loop performance, and only the CA
method formulation is changed to obtain different dynamic behaviors for the aircraft.

For all of the applications presented in the following sections, symmetric flight has
been imposed by constraining the aircraft model to have only 3 DoFs in the vertical
plane. The standard aerodynamic model reported in Equation 3.1 has been used, with α
ranging from −6deg to 6deg in steps of 2 deg. Two Mach numbers have been analyzed,
namely M = 0.3 and M = 0.6. Each control surface has been deflected, independently
from all the others, from −30deg to 30deg in steps of 15 deg. Lastly, the normal load fac-
tor in body axes has been expressed as in Equation 7.1, in order to have nz ≈ 1 in straight
and level flight.

nz =− Z b

mg
(7.1)

7.2. FLIGHT CONTROL SYSTEM ARCHITECTURE
The implemented FCS architecture is reported in Figure 7.1. It consists of a simple air-
speed hold, employing the throttle command, and a longitudinal control law based on
NDI. The latter technique allows to neatly separate the control law from the CA com-
ponents, and to use classic methods from linear control theory for tuning the controller
gains [160, 161]. Control inputs for the latter are provided either from the pilot stick, with
a pitch rate response type, or from an altitude control channel.

The altitude channel employs a series of linear controllers and transformations to
achieve stable and robust augmented dynamics [173]. It transforms a reference altitude
signal into a commanded pitch rate one. This approach has been chosen to be able
to merge the altitude control channel with the pilot stick input, exploiting the same
NDI formulation. It also avoids complications due to feedback of vertical acceleration
in case of non-minimum phase systems [174]. For the proposed applications, this be-
havior would be a function of the prescribed position of the CCoP, as explained in the
following Section 7.3.

The transformation between the reference vertical acceleration ḧref and the normal
load factor assumes there is no variation in airspeed, and is expressed in Equation 7.2a.
The transformation between the load factor and the desired angle of attack αref makes
use of the linear approximation of the lift curve in body axes at trim conditions, and is
reported in Equation 7.2b. The commanded angle of attack is clipped between −5 deg
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and 5 deg to prevent the run-time values of α from exceeding the boundaries of the un-
derlying aerodynamic dataset. Lastly, the transformation between the reference angle of
attack rate α̇ref and the commanded pitch rate qcmd is expressed in Equation 7.2c.

ḧ = g (nz cosθ−1) (7.2a)

q∞S
[
C tr

Z0
+C tr

Zα

(
α−αtr)]=−mg nz (7.2b)

q = α̇− g

V

(
cosθ−ntr

z

)
(7.2c)

Each of the controllers shown in Figure 7.1 has the baseline architecture reported in
Figure 7.2, consisting of two cascaded proportional-integral control loops, with a par-
allel feedthrough branch for improved tracking response [173]. For each controller, the
feedthrough gain fraction K f is assigned manually in order to obtain desired closed-loop
characteristics. The proportional gains K1 and K2 are left to be determined by an auto-
matic tuning procedure. This is formulated as an optimization problem, with the objec-
tive to find the values of the proportional gains that minimize the difference between
the closed-loop dynamics of the linear aircraft model and an assigned reference model.
Without loss of generality, the latter has been arbitrarily chosen as follows:

• the reference altitude dynamics is a critically damped second order system with a
time constant of 2 s;

• the reference airspeed dynamics is a first order system with a time constant of 3 s.

The proprietary Control System Tuner algorithm by MathWorks has been used to solve
the optimization problem and find the tuned values of the gains for every case study
presented in the present chapter.

In the case of symmetric flight with three-degrees of freedom, the classic NDI of air-
craft rotational dynamics resolves to the simple scalar equation reported in Equation 7.3,

a) Altitude control channel

b) Main flight control law

Figure 7.1 Block scheme overview of the chosen FCS architecture.
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K1

K f

1
s K2

Figure 7.2 Baseline architecture for all controllers shown in Figure 7.1.

where νq is the non-dimensional pitch control moment required to obtain the reference
pitch acceleration q̇ref.

Jy y q̇ref =
Mtr

q∞Sc
+νq (7.3)

The pitch control moment νq , together with null control moments about the roll and
yaw axes, is then allocated to the effectors by solving an appropriate CA problem based
on Equation 7.4.

Bu =ν ⇐⇒
 BL

BM
BN

u =


0
νq

0

 (7.4)

The notation, explained in the following Equation 7.5, has been chosen to highlight the
contribution of each row of the B matrix, and is going to be used in the next section,
covering the proposed CA formulation.

BH =
[
∂CH

∂u1

∂CH

∂u2
· · · ∂CH

∂uNu

]
for H =L,M,N (7.5)

7.3. NOVEL CONTROL ALLOCATION FORMULATION
The properties of the CCoP and its relation with the control surface layout of the aircraft
have been introduced and thoroughly discussed in Section 1.1 in a qualitative way. The
following section provides a formal expression to calculate its longitudinal position, and
makes it possible to exploit the CCoP in the formulation of a novel CA approach.

7.3.1. INDUCING THE POSITION OF THE CONTROL CENTER OF PRESSURE
In the scope of symmetric flight in a vertical plane, the non-dimensional longitudinal
position of the CCoP in body axes is calculated as in the following Equation 7.6 [27].

x δ =
xδ
c

=−

Nδ∑
i=1
∆CMi

Nδ∑
i=1
∆CZi

≈−

Nδ∑
i=1

CMδi
δi

Nδ∑
i=1

CZδi
δi

=−BMδ

BZδ
(7.6)
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For Nδ > 1, the position of the CCoP depends on the effectiveness of all control sur-
faces, as well as on their instantaneous deflection angles. Therefore, it is affected by both
design parameters (control surface layout, moveable surfaces size and type) and flight
parameters (angle of attack, control surface deflections). Because of this, the CCoP can
move extremely fast and abruptly in maneuvering flight. As shown in Equation 7.7, if it
is assumed that the pitch moment contribution of each control surface is entirely due
to the respective normal force contribution, the position of the CCoP can be interpreted
as the weighted average of the positions of the control surfaces, where the weights are
the normal forces generated by each deflection (and can be either positive or negative).
From this relation, it follows that the CCoP position is more affected by moveable sur-
faces lying further away from the aircraft center of gravity and/or generating a larger
share of control lift. In all cases, x δ becomes undetermined in the case of no control
surface deflections (δ= 0).

CMδi
=−xi CZδi

∀i = 1,2, . . . , Nδ =⇒ x δ =

Nδ∑
i=1

xi

(
CZδi

δi

)
Nδ∑
i=1

CZδi
δi

(7.7)

Several useful interpretations can also be made when only one control surface is
involved (an elevator or a canard, for example). In such case, Equation 7.6 reduces to
x δ = −CMδe

/CZδe
, which indicates that the position of the CCoP does not depend on

the control surface deflection at all. Moreover, if it is assumed that the pitch moment
contribution is entirely due to the normal force contribution, the position of the CCoP
coincides with the position of the control surface itself. Lastly, in the case of a single con-
trol surface, it is possible to show that the CCoP is also strictly related to the Instanta-
neous Center of Rotation (ICR) of the aircraft, which can be calculated as in Equation 7.8
in the scope of a linear dynamics formulation [174].

x ICR = Jy y

mc 2

CZδe

CMδe

=− Jy y

mc 2

1

x δ
=⇒ x δx ICR =− Jy y

mc 2 = const (7.8)

In light of this, it should be evident how the position of the CCoP is capable to sub-
stantially affect the flying qualities of the aircraft in the pitch axis [164]. For a linear dy-
namic model, it can be derived from the previous equation that the product between the
positions of the CCoP and the ICR must be constant. If the elevator is very far aft the air-
craft center of gravity, the ICR falls relatively close to it. In other words, the impact of the
normal control force is negligible when compared to the pitch control moment, and the
aircraft motion resembles a pure rotation about its center of gravity. On the other hand,
if the CCoP tends to the aircraft center of gravity, the ICR moves infinitely away from it,
and the aircraft motion tends to a pure normal translation. These types of deductions,
obtained in the simplified case of a single control effector and linear dynamics, motivate
the effort presented herein.

As mentioned in the introductory section of the chapter, the objective of the present
investigation is to shape the transient response of the aircraft by means of CA methods.
This is achieved by driving the CCoP towards a prescribed reference location x ref, for
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which the transient response is known to have desired characteristics, and translates
into the following Equation 7.9.

x δ =−BMδ

BZδ
→ x ref ⇐⇒

(
BZ x ref +BM

)
δ

BZδ
→ 0 (7.9)

Assuming that there exists at least a combination of x ref and δ which verifies this
limit, meaning that control effectors can physically drive the CCoP to its desired location,
Equation 7.9 becomes an equality. Furthermore, for any realistic maneuvering scenario,
which means assuming that δ ̸= 0, the latter reduces to its numerator, as shown in the
following Equation 7.10. (

BZ x ref +BM
)
δ= 0 (7.10)

The last equation can be re-written in matrix form as

[
x ref 1

][
BZ

BM

]
δ= RB∗δ= 0 (7.11)

where R = [
x ref,1

]
and B∗ = [

BZ ,BM
]T .

From a geometric point of view, Equation 7.11 identifies a hyperplane in Control
Space, which passes through the origin, and whose orientation depends on the value of
x ref. This linear constraint obviously maps to a much smaller AAS than the one obtained
when all effectors are free to move independently. From a more practical standpoint,
Equation 7.11 can be regarded in two alternative ways, which give life to two different
approaches to exploit it.

7.3.2. CONTROL EFFECTIVENESS MATRIX AUGMENTATION
The first, and probably most straightforward, approach sparks out of the interpretation
of Equation 7.11 as a CA problem itself, where the prescribed objective is equal to zero,
and the desired position of the CCoP acts as a weight to prioritize the generation of con-
trol lift over control pitch, or vice-versa. The combined effectiveness RB∗ can then be
used to augment the B matrix of any standard CA problem formulation, as shown in the
following Equation 7.12.

Bu =ν−→
[

B
RB∗

]
u =

{
ν

0

}
(7.12)

In this way, Equation 7.11 has been directly injected into the CA problem, and has
been given the same dignity as the other equations for the allocation of prescribed ob-
jectives. This approach can be applied to any existing CA method, including DA, as it
only needs the presence of a baseline control effectiveness matrix in the problem for-
mulation.

On the other hand, this approach presents a major drawback: the condition num-
ber κ of the augmented effectiveness matrix increases abruptly as the CCoP tends to the
aircraft center of gravity, until diverging completely at the latter position. This is due to
the fact that the pitch moment row BM and the extra row RB∗ of the augmented effec-
tiveness matrix become more and more similar as x ref approaches zero. From a physical
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point of view, this happens because the pitch effectiveness of the control effectors is used
to allocate both the demanded pitch moment νq and the null extra objective required to
prioritize the effectors.

The numerical conditioning of the augmented effectiveness matrix can be slightly
improved by additionally assuming that the CA algorithm always converges, meaning
that the equality for the pitch moment BMu = νq is verified at all times. This is not
true for commanded control moments outside of the AAS, for example. With this ad-
ditional hypothesis, Equation 7.10 can be re-written as in Equation 7.13, and the aug-
mented problem takes the shape presented in Equation 7.14.

BZ x refu =−νq (7.13)

Bu =ν−→
[

B
BZ x ref

]
u =

{
ν

−νq

}
(7.14)

As shown in Figure 7.3, also in this case the augmented effectiveness matrix becomes
ill-conditioned for x ref → 0. In light of this, this approach would not be suitable for
any practical implementation of the proposed CA formulation. It is therefore not imple-
mented in any of the applications presented in the remainder of this chapter. The more
robust weighted prioritization method illustrated in the next section does not present
any numerical instabilities, and has been used to obtain the results presented in the re-
mainder of the article.
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x ref
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RB∗u = 0

BZ x refu =−νq

Figure 7.3 Condition number of the augmented control effectiveness matrix, for two
augmentation approaches.

7.3.3. WEIGHTED PRIORITIZATION
Equation 7.11 can also be interpreted as a particular case of the classic effector prioriti-
zation expression, shown in the following Equation 7.15, used in all CA methods based
on quadratic-programming algorithms.

RB∗u ⇐⇒ Wu (u −uref) (7.15)
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The equivalence can be easily achieved by imposing the preferred effectors position as
null, and placing the combined effectiveness vector on the diagonal of the weighting
matrix, as shown in Equation 7.16.

uref = 0 Wu = diag(RB∗) (7.16)

This approach does not present any numerical conditioning issues. On the other
hand, it can only be applied to CA problems which allow some form of effectors pri-
oritization, such as those employing the WPI method.. In case x ref coincides with the
aircraft center of gravity, control effectors are simply prioritized according to their pitch
moment effectiveness BM.

A WPI method based on this particular formulation is going to be employed for all
the applications proposed in the following Section 7.4. The control surface deflections
solving such CA problem are obtained by substituting the expressions reported in Equa-
tion 7.16 into the generic WPI solution reported in Equation 2.21.

7.4. APPLICATIONS AND RESULTS
Three study cases have been performed to explore the flight mechanics possibilities of
the staggered box-wing configuration:

1. an open-loop pull-up maneuver;

2. an altitude shift maneuver, using the automatic altitude control branch;

3. an altitude hold task in turbulent atmosphere, using the altitude control branch
once again.

In all cases, the performance of the novel CA formulation presented in the previous Sec-
tion 7.3.3 is evaluated as a function of the prescribed position of the CCoP and compared
against the standard PSI formulation. The latter is simply equivalent to the WPI approach
with all effectors being weighted equally, and is obtained by setting Wu = I and uref = 0.

As explained in the next section, the aircraft is trimmed using the iterative methodol-
ogy presented in Chapter 6. For all the subsequent applications, the control effectiveness
matrix B is calculated at trim conditions and is held constant throughout each flight sim-
ulation. Actuators are modeled as first order systems with a time constant of 0.1 s, and
control surface deflections are saturated at ±30deg. The FCS is re-tuned for each pre-
scribed value of x ref, using the automatic procedure described in Section 7.2. However,
if the FCS is tuned using the standard PSI method and then left unaltered when using
the modified CA approach, results are substantially not affected and conclusions unhin-
dered.

The reference trim condition is briefly illustrated in the following Section 7.4.1. Sec-
tion 7.4.2 presents a simple pull-up maneuver with detailed analysis of time histories of
the normal load factor and control surface deflections. In Section 7.4.3, an altitude track-
ing maneuver is analyzed. This is performed by closing the altitude channel switch in
Figure 7.1b and prescribing a reference altitude profile. In a similar fashion, Section 7.4.4
presents an altitude holding task in turbulent atmosphere, with the estimation of a quan-
titative index of the comfort level on board.
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7.4.1. TRIM CONDITION
The aircraft model is trimmed in straight and level flight using the CA-based methodol-
ogy presented in Chapter 6. With this approach, the resulting control surface deflections
are not constrained by an imposed ganging and gearing kinematic chain, but are in-
dependently set to obtain the maximum balanced control authority about the lift and
pitch axes. The linear programming formulation of the standard DA method from Equa-
tion 2.23 is used in this case, because of its properties concerning the AAS. The AAS ge-
ometry at trim, and the combination of trim control forces generated by the effectors are
shown in Figure 7.4a. Trim control surface deflections are reported in Figure 7.4b. The
aircraft is trimmed at V tr = 170m/s at sea level altitude.

Trim control surface deflections, positive if with trailing edge down, are all symmetric
and contained in magnitude, apart from the outboard ones on the rear wing, which are
partially sacrificed to obtain a very small trim angle of attack αtr = −0.46deg. Rudders
have been explicitly excluded from the CA problem, as they have a significant cant angle
which makes them suitable for pitch control as well. This was judged to be undesired in
a conventional flight control scenario.

7.4.2. PULL-UP MANEUVER

IMPULSIVE INPUT

An impulsive pull-up maneuver is performed by prescribing a constant pitch rate com-
mand through the pilot longitudinal control channel δlon, for the duration of 1 s, with
the altitude channel switch left open, exactly as represented in Figure 7.1b. The initial
instants of the arising load factor response are reported in Figure 7.5a, for several values
of x ref and the standard PSI formulation. Similarly, the time derivative of the load fac-
tor response at the start of the pilot maneuver is reported in Figure 7.5b and used as an
indication of the sharpness of the transient response.

The standard PSI method results in the typical non-minimum phase behavior of con-
ventional aircraft configurations. Such response corresponds to a CCoP far aft the aircraft
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Figure 7.4 Reference trim condition: V tr = 170m/s, αtr =−0.46deg.
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center of gravity, which would be equivalent, in the modified CA formulation, to a value
of x ref approximately equal to −2. A similar behavior is observed with the modified CA
approach, for values of x ref ranging from −5 to about −0.9.

By advancing the prescribed location of the CCoP, i.e. increasing the value of x ref

from −5 to about 0.8, the initial decrease in load factor is progressively reduced, neu-
tralized and converted into a sharp initial increase. The maximum response sharpness
appears to plateau for 0.4 < x ref < 1, where the transient response clearly shows the typ-
ical characteristics of DLC [27]. By further increasing x ref, the trend is reversed, and for
x ref = 5 a small initial decrease in the load factor is again observed.

These results are consistent for different amplitudes and durations of the commanded
input, which may be representative of different levels of pilot aggressiveness in perform-
ing the maneuver. In this specific case, for 0 < x ref < 1, the aircraft response is so sharp
that the commanded pitch rate is achieved before the end of the pilot maneuver. This
forces control surfaces to be deflected back, to some extent, before reaching a steady
state value, and results in the acceleration cusp visible in the corresponding curves of
Figure 7.5a.

The time histories and maximum values of the pitch rate q and the angle of attack
α are reported in Figures 7.6 and 7.7, respectively. Both show a similar behavior as a
function of x ref. As it would be expected, the values of x ref achieving the sharpest accel-
eration in Figure 7.5 also result in the fastest pitch rate and angle of attack responses.
These correspond to the highest peak values in the respective quantities, in light of how
the control law has been conceived (Section 7.2). In all cases, both the pitch rate and the
angle of attack exhibit a significant excursion. This simply means that the aircraft does
not achieve either Pure DLC or pure heave motion characteristics for any value of x ref in
the scope of the proposed framework.
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Figure 7.5 Normal load factor response after an impulsive pull-up maneuver, for different values of the refer-
ence CCoP location and the standard PSI approach.
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Figure 7.6 Time history and maximum value of the pitch rate, for different values of the reference CCoP loca-
tion and the standard PSI approach. Same color legend as in Figure 7.5a applies to the chart on the
left.

The time histories of control surface deflections are shown in Figure 7.8 for notable
values of x ref. First, it can be seen how the standard PSI allocation mainly relies on the
use of control surfaces on the rear wing. As expected, both the inner and outer rear effec-
tors are deflected upwards in order to perform the prescribed pull-up maneuver, while
the inner front effectors are only slightly activated downwards. This is in light of their
lower pitch effectiveness, which is due to their smaller distance to the aircraft center of
gravity as compared to their counterpart on the rear wing. The outer front effectors are
left completely untouched.

Similar observations hold for the modified approach, in the case of x ref = −5. Such
high, negative value places even more emphasis on the rear wing effectors, and in partic-
ular on their lift effectiveness. In fact, outer rear effectors are now prioritized with respect
to inner ones, since they are closer to the center of gravity and their pitch effectiveness
is lower. The former are deflected upwards until saturation, while the latter are now de-
flected less than in the previous case. All front effectors are unused.

In the case of x ref = −0.8, all effectors are used in a balanced way, resulting in a
smooth initial load factor response. Front effectors are deflected downwards, while rear
effectors are deflected upwards, so that the combined deflection generates a pitch mo-
ment about the aircraft center of gravity. The maneuver is therefore started substantially
by α-generated lift.

For 0.6 < x ref < 1, all the control effort is placed on front effectors, while rear ones
are almost completely ignored. Both inner and outer effectors on the front wing are de-
flected significantly downwards, with the outer ones exhibiting larger deflections in light
of their smaller effectiveness. For x ref = 0.8, inner effectors are deflected less than in the
case of x ref = 0.6, while outer ones are deflected up almost to the saturation limit. Both
x ref = 0.6 and x ref = 0.8 result in the highest response sharpness for the present appli-
cation, with the former value being able to obtain a larger initial load factor excursion
thanks to the more substantial use of inner front effectors.
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Figure 7.7 Time history and maximum value of the angle of attack, for different values of the reference CCoP
location and the standard PSI approach. Same color legend as in Figure 7.5a applies to the chart on
the left.

For x ref = 1, inner front effectors are deflected more than in the case of x ref = 0.8,
outer front effectors reach the same final value as in the previous case, while a very slight
upward deflection of all the rear effectors is once again noticeable. By further advancing
the reference CCoP location, control effectors deflections result similar to the ones ob-
tained for the x ref negative value that exhibits a similar response. Notable similarities are
represented by x ref =−0.6 and x ref = 3, or x ref =−1 and x ref = 5, as shown in Figure 7.5a.

STEP INPUT

A similar pull-up maneuver has been performed for a sustained duration of 10 s, with a
smaller amplitude of the commanded input in order to keep the excursion of the angle of
attack contained. This additional simulation was necessary to calculate the rise time and
equivalent time delay of the pitch rate response, which are shown in Figure 7.9. These
are two classic flying qualities metrics, used to characterize the short period pitch rate
response of the aircraft to pilot commands [162, 164]. Time delay t1 is defined as the
lapse between the step command and the instant when the tangent line at the maximum
pitch rate slope intersects the time axis. Rise time ∆t = t2 − t1 is defined as the lapse
between t1 and the instant when the maximum pitch rate slope line intersects the steady
state value of the pitch rate for the first time. For the presented application, these metrics
have been evaluated on the basis of non-linear flight dynamics simulations.

As it can be seen in the figure, the metrics show a somewhat complementary be-
havior as a function of x ref. For basically all values of x ref, the modified CA approach
determines a consistent improvement of the rise time with respect to the standard PSI
method. All values are well within the Level 1 flying quality rating, and the minimum rise
time is achieved for x ref = 0.6. On the other hand, a slight deterioration of the time delay
can be seen for nearly all values of x ref, with a peak increase for x ref = 0.6. The latter is
the only case for which the flying quality criterion results in a Level 2 rating.
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Figure 7.8 Control surface deflections time histories after an impulsive pull-up maneuver, for different values
of the reference CCoP location and the standard PSI approach.

The selected metrics are deemed appropriate to characterize the dynamic behavior
of the augmented aircraft model, although the criteria which prescribe their limit val-
ues have been developed for more conventional aircraft configurations. In particular,
concerning their suitability for the present application, it must be reported that “sev-
eral questions remain unresolved including [the fact that] effects of pilot location and
blended direct lift control have been observed and need to be accounted for” [164]. This
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may constitute the object of interesting future research studies.
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Figure 7.9 Time-domain flying qualities of the short period pitch rate response q , for different values of the
reference CCoP location and the standard PI approach. Criteria are valid for all aircraft categories
and flight phases, but have not been defined specifically for DLC motion types [162, 164].

7.4.3. ALTITUDE SHIFT MANEUVER
The present application has the objective of estimating the impact of the modified CA
approach on a practical performance metric such as tracking precision. A 10 m square
wave altitude profile href (t ) is prescribed for the aircraft to track. This is achieved by
closing the altitude channel switch in Figure 7.1b and leaving the pilot input unaltered.
The resulting altitude time histories are reported in Figure 7.10 for different values of x ref

and the standard PSI approach.
Apart from a very small difference during climb and descent phases, the trajectories

are basically indistinguishable at the scale of the full maneuver duration. This is also in
light of the fact that the FCS is re-tuned for every value of x ref, using the same perfor-
mance requirements within the automatic procedure presented in Section 7.2.

Nevertheless, the alteration of the dynamic response achieved with the modified CA
approach has a small but noticeable impact on trajectory tracking precision. The Root
Mean Square (RMS) deviation ∆h of each altitude time history with respect to the refer-
ence one is reported in Figure 7.11a. A clear trend is visible in the chart, where the can-
cellation of the non-minimum phase behavior clearly leads to better tracking precision
due to a faster transient response. While very negative values of x ref lead to a deteriora-
tion of tracking performance, the best tracking precision is obtained for 0.2 < x ref < 1, as
expected in light of the results obtained in the previous Section 7.4.2.

The same conclusions can be drawn by observing the trend in the agility quickness
performance metric, reported in Figure 7.11b. This parameter, calculated as the ratio be-
tween the peak load factor and the maximum excursion of the flight path angle, has been
previously proposed as a measure of moderate amplitude agility for rotorcraft maneu-
vering in forward flight [175]. In the opinion of the authors, it is also well suited for inter-
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Figure 7.10 Altitude time histories for the altitude shift task, for different values of the reference CCoP location
and the standard PSI approach. Trajectories are fundamentally indistinguishable and therefore
have not been labeled individually.

preting the dynamic performance of aircraft capable of DLC. The highest agility quick-
ness is achieved for x ref = 0.8, in line with results from all previous analyses.
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Figure 7.11 Derived performance metrics for the altitude shift task, for different values of the reference CCoP
location and the standard PSI approach.

7.4.4. ALTITUDE HOLD IN TURBULENT ATMOSPHERE

In the present application, the aircraft is required to hold its initial altitude while flying
in a turbulent flow. In the same way as before, the task is performed exclusively by means
of the altitude control channel shown in Figure 7.1, with no input from the pilot. The von
Karman turbulence model has been implemented, and a moderate turbulence intensity
level has been selected for the test case [176, 177]. This is the most popular turbulence
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Table 7.1 Guidelines for the interpretation of the overall frequency-weighted RMS acceleration a as an indica-
tion of the level of comfort on board [179], for a prescribed location within the aircraft.

Acceleration magnitude Comfort level indication
a (m/s2)

< 0.315 Not uncomfortable
0.315 – 0.63 A little uncomfortable

0.5 – 1 Fairly uncomfortable
0.8 – 1.6 Uncomfortable

1.25 – 2.5 Very uncomfortable
> 2 Extremely uncomfortable

model for aircraft design and atmospheric flight simulation applications [164]. Accord-
ing to this model, velocity fluctuations due to a turbulent airfield behave like spatially
continuous, isotropic, stochastic processes. The model provides power spectral density
functions, which can be used — with appropriate scale factors — to generate random
fluctuations of the three linear and angular velocity components of the turbulent field.

Altitude time histories are shown in Figure 7.12. In this case, different features of the
trajectories can be identified for different values of the prescribed position of the CCoP.
As expected in light of previous results, extreme values of x ref, as well as the classic PSI
approach, result in lower frequency oscillations of greater amplitude. On the other hand,
due to the cancellation of the non-minimum phase behavior, values of x ref between 0
and +1.0 result in higher frequency altitude oscillations of smaller amplitude, due to an
overall faster and sharper response to the external disturbance. These observations are
once again confirmed by the RMS deviation with respect to the reference initial altitude
href (t ) = 0, reported in Figure 7.13a. The trend of ∆h as a function of x ref is completely
analogous to the one seen in the previous application.

As a final analysis on these simulations, the overall frequency-weighted RMS accel-
eration a perceived by a passenger seated at the aircraft center of gravity location has
been estimated. Because the large inertia of the PrP about the lateral axis, the longitu-
dinal position where a has little influence on the numerical results of this study, and
does not hinder the final considerations. The methodology described in [178] has been
implemented, with reference to the ISO 2631-1 standard [179]. Results are reported in
Figure 7.13b as a function of the prescribed position of the CCoP.

While it is hard to compare the absolute numeric values to similar studies on con-
ventional aircraft of similar category and in similar flight scenarios, the chart once again
highlights a trend analogous to all previous cases. The ISO 2631-1 standard also provides
guidelines to interpret the numerical values of a as a quantitative measure of comfort on
board. These are graphically represented on the left side of Figure 7.13b and additionally
reported in Table 7.1. As it can be seen, the overall acceleration obtained with the stan-
dard PSI approach is classified as either “uncomfortable” or “fairly uncomfortable”. On
the other hand, the proposed CA approach is able to obtain a consistent improvement,
resulting in a clear classification as “little uncomfortable” in the best case.
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Figure 7.12 Altitude time histories for the altitude hold task in turbulent atmosphere, for different values of
the reference CCoP location and the standard PSI approach. Legend labels have been aggregated,
colors match Figure 7.5a.

7.5. CONCLUSIONS

A novel CA approach has been proposed with the objective of shaping the aircraft tran-
sient response by exploiting the concept of CCoP. This is the center of pressure due to
only aerodynamic control actions, and is strictly related to the position of the ICR. First, a
formulation based on the straightforward augmentation of the control effectiveness ma-
trix has been presented. This can be used to modify any classic CA method already ex-
isting, but results in an ill-conditioned effectiveness matrix in some limit cases. Another
formulation, based on a weighting matrix to prioritize effectors, has been outlined and
implemented in three applications featuring a box-wing aircraft configuration: a pull-up
maneuver, a trajectory tracking task, and an altitude holding task in turbulent air.

The performance of the proposed CA formulation is studied as a function of the pre-
scribed position of the CCoP, and compared to a classic PSI CA method. Results show
that, with the same closed-loop characteristics, the proposed approach can significantly
impact performance metrics that are closely related to the aircraft transient response,
such as delay due to non-minimum phase behavior, tracking precision, and capabil-
ity of disturbance rejection. In the best case scenario, the aircraft is able to completely
cancel the non-minimum phase behavior typical of pitch dynamics, hence achieving
a sharp and more agile initial response to longitudinal commands. This results in im-
proved tracking precision, better disturbance rejection, and ultimately in an improved
feeling of comfort on board.

Although the presented CA method is applicable to any aircraft configuration, the
obtained results reflect, to some extent, the flight mechanics potential of the staggered
box-wing geometry. Thanks to the presence of redundant control surfaces, both fore and
aft of the aircraft center of gravity, this configuration allows a large excursion of the CCoP,
which is probably infeasible for more conventional architectures. Further research could
be therefore devoted to assessing the benefits of the proposed CA approach on conven-
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Figure 7.13 Derived performance metrics for the altitude hold task, for different values of the reference CCoP
location and the standard PSI approach.

tional aircraft configurations. This could be achieved also with pilot-in-the-loop simula-
tions. From a more fundamental standpoint, improving the control effectiveness matrix
conditioning problem could make the proposed formulation applicable to a wider range
of already available CA methods. Lastly, the development of specific flying qualities met-
rics for DLC longitudinal response remains an open challenge.
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CONCLUSIONS AND

RECOMMENDATIONS

I am always doing that which I can not do,
in order that I may learn how to do it.

Vincent van Gogh
Letter to Anthon van Rappard

1885

Wisdom is the daughter of experience.

Leonardo da Vinci
Personal notebooks

The present dissertation has had the overarching objective to demonstrate how re-
dundant control surfaces can be exploited to shape an aircraft dynamic response with
the purpose to achieve desired flight performance and dynamic behavior. In particu-
lar, by making use of a staggered box-wing aircraft model — the PrandtlPlane (PrP) —
as the main application test case, it has shown that Direct Lift Control (DLC) capabili-
ties can be enabled by the coordinated use of conventional control surfaces located fore
and aft the aircraft center of gravity. This allows the aircraft to separate the generation
of lift due to variations of the angle of attack from the one due to the deflection of con-
trol surfaces, hence decoupling longitudinal stability characteristics from controllability
ones, and enabling the implementation of advanced control strategies. A thorough intro-
duction to the flight mechanics and performance of DLC, with practical and conceptual
examples, and fundamental derivations, has been provided in Section 1.1. Here, the role
of the Control Center of Pressure (CCoP), which is the application point of aerodynamic
forces due to only control surface deflections, has also been highlighted.
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The research work has been motivated by the necessity to investigate new, uncon-
ventional aircraft configurations. These have been identified as a potential, disruptive
and ambitious solution towards making the aviation industry more environmentally sus-
tainable in the near future. At the same time, such innovative aircraft concepts represent
a major research and technological challenge, as they must be proven to be practically
operable in all current and future flight scenarios, with good flying qualities and suffi-
cient flight safety. In these regards, they also serve as the perfect opportunity to explore
the development and application of unconventional piloting techniques, as well as of
original control methods.

Within this social and scientific context, the common thread underlying all of the
proposed studies, at the most fundamental level, is the exploitation and customization
of Control Allocation (CA) methods. Elements from the theory of CA, such as the Attain-
able Actions Set (AAS) and its geometric interpretation, as well as the philosophy behind
a few notable methods, have been introduced in Chapter 2 and frequently referred to
throughout the dissertation. The main results illustrated in the previous chapters have
been obtained by means of non-linear flight simulation, within a software environment
that promotes physics-based and aircraft configuration-agnostic analyses, as much as
allowed by the available computational resources. The baseline models implemented to
render the aero-propulsive database of the PrP, together with a top-level presentation of
the aircraft model itself, have been provided in Chapter 3.

The mission performance of the PrP has then been characterized in Chapter 4, with
comparison to a competitor tube-and-wing aircraft. Chapter 5 has presented a design
methodology to position and size control surfaces on a staggered box-wing geometry,
and has compared the impact of different CA methods on the resulting optimal control
surface layout. A trim methodology to maximize control authority about different mo-
tion axes, exploiting the properties of the AAS has been proposed in Chapter 6. In an
application study aimed at finding trim conditions with minimum aerodynamic drag,
the methodology has also been used to estimate the effect of the number of dimensions
of the AAS on a given trim objective function. Lastly, the control surface redundancy
allowed by the box-wing geometry has been fully exploited for maneuvering flight in
Chapter 7. In this case, an original formulation of the classic Weighted Pseudo Inverse
(WPI) CA method has been proposed, with the purpose to induce desired characteris-
tics of the aircraft transient response by prescribing a reference position of the Control
Center of Pressure (CCoP).

In the following three sections, conclusions are drawn and considerations are made
on the most important aspects addressed in the previous chapters, from both a quan-
titative and qualitative point of view. The research questions posed in Section 1.3 are
answered in the following Section 8.1. A short reflection on the way DLC can be achieved
with redundant control effectors is proposed in Section 8.2. Lastly, Section 8.3 presents
an outlook on possible future research studies.

8.1. CONCLUSIONS
This section recaps the most important results sparking from the technical analyses illus-
trated in the previous chapters, and synthesizes some final considerations. The research
questions formulated at the beginning of this dissertation, in Section 1.3, are reported
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below for convenience. The corresponding answers summarize the fundamental aspects
related to the most important results achieved, and pave the way towards a fundamental
reflection and a few recommendations for further research, presented in the next two
sections.

What is the impact of different Control Allocation (CA) methods on the design of a control
surface layout and on the sizing of redundant control surfaces, for a given aircraft config-
uration? (Chapter 5)
CA methods are able to judiciously exploit the control power available by any given air-
craft configuration. They do so in the most effective way, according to a prescribed opti-
mization criterion, and in a broad range of flight conditions. They can be tailored to vir-
tually any specific application, and included in traditional FCS architectures with little
effort. Some CA formulations are able to capitalize on all the control power made avail-
able by a given control surface layout, while other formulations are only able to attain a
part of it.

Section 5.3.1 has shown that CA methods which attain a larger AAS achieve suffi-
cient flying qualities with less span width dedicated to control surfaces. These results
have been achieved in the scope of the study presented in Chapter 5, which has pro-
posed a design methodology to automatically size multiple control surfaces on a given,
fixed wing geometry. The goal of such study was to determine the impact of different CA
methods on the cumulative span width required by control surfaces on a box-wing. Re-
ducing the span width due to control surfaces can free up space for other wing-mounted
devices, such as high-lift systems, and/or potentially save structural weight.

Results have been compared for the CWPI method, the more advanced DA method,
and a conventional ganging approach, which is equivalent to establishing a mechan-
ical linkage among CSs. As expected, the conventional ganging approach requires the
largest cumulative control surface span width. This is due to the fact that the generation
of roll and pitch moments are delegated to specific groups of control surfaces, which are
constrained to deflect together according to an arbitrary, and sub-optimal, ganging ma-
trix. The CWPI method is able to use all effectors in combination, hence reducing the
required cumulative control surface span width by about 9.5% with respect to the one
obtained with the ganging approach. The DA method not only achieves a reduction in
cumulative control surface span of about 17% compared to the one obtained with the
conventional ganging approach, but also obtains the maximum available control power
as compared to all the other methods. This result is clearly due to the ability of the DA
method to attain the entirety of the EAS, for any given control surface layout, and is vi-
sualized in Figure 5.8.

As mentioned before, the use of CA methods removes the necessity to assign a spe-
cific role (as elevator, aileron, rudder, for example) to each control surface in different
flight phases. This convenient property has been exploited in Section 5.3.2 to search for
novel control surface layouts on box-wing aircraft. The most traditional layout adopted
in the literature for staggered box-wing geometries features one inboard and one out-
board control surface on each of the front and rear wings. The newly investigated layout
features a control surface in the central region of the rear wing, which can be apposed
next to, or potentially replace, the most inboard control surface close to the aircraft plane
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of symmetry. Results show that the required cumulative control surface span is further
reduced if the inner rear control surface is completely replaced by the mid-wing one.
This is because the mid-wing control surface can aid in both longitudinal and lateral
flight maneuvers, hence functioning as a proper elevon and providing sufficient roll and
pitch control power at the same time.

How can redundant control surfaces be fully exploited to obtain maximum control au-
thority about one or more specified motion axes in trim conditions? (Chapter 6)
Section 6.3.1 has proposed a definition of control authority which is entirely based on
the resultant action provided by control effectors, in terms of either forces or moments,
or a combination of them. In the scope of CA theory, control authority has then been in-
terpreted from a geometric point of view as a distance within the AAS. This formulation
has allowed to exploit the DA method to find trimmed flight conditions which maximize
control authority about a given motion axis, and about all motion axes at the same time.
The latter case, which has been referred to as “balanced” control authority, is akin to the
many classic formulations aimed at deflecting control surfaces while employing mini-
mum control power.

For a flight mechanics model with 3 DoFs, the trim conditions that maximize control
authorities to pitch-up, lift-up, pitch-down and lift-down, and the trim condition that
maximizes the balanced control authority highlight a preferential diagonal direction in
the two-dimensional Action Space. This suggests a clear tradeoff between the control
lift and pitch moment that are necessary to trim the aircraft at a given angle of attack.
Control authorities in the different directions of the same axis (pitch-up and pitch-down,
for example) are comparable in magnitude, and show little variation with airspeed. Trim
angles of attack show the same variation with airspeed for all control authorities, and
are higher for pitch-up and lift-up control authorities, and lower for pitch-down and lift-
down control authorities. In all cases, it is clear how the value of the angle of attack has a
big role in determining the trim control surface deflections which would then maximize
the specified control authority.

For a flight mechanics model with 6 DoFs, either in symmetric or asymmetric flight
conditions, the combination of trim control surface deflections and angle of attack val-
ues are neatly distinguishable for different prescribed directions of control authority. In
accordance with the behavior observed for the previous study case, maximum lift-up
control authority is achieved with very negative deflections, both on the front and on
the rear wing, paired up with a significant positive angle of attack of 5.1 deg. Maximum
lift-down control authority is achieved with mostly large positive deflections at a neg-
ative angle of attack of −4.5 deg. Similarly, maximum pitch-down control authority is
achieved at a very low angle of attack, with drastic positive deflections on the front wing
and negative deflections on the rear wing. This is made possible by exploiting the pitch-
down moment due to the propulsion system, which is positioned slightly above the air-
craft center of gravity and has a pitch-down moment contribution. Trim conditions for
maximum maximum balanced and pitch-up control authority are overall very similar,
since the former case requires low drag, while the latter requires low thrust for a propul-
sive system placed above the aircraft center of gravity.

The presented results confirm that the proposed trim methodology is able to exploit
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CA methods to capitalize on α-generated lift or engine thrust to obtain the control sur-
face deflections which maximize the assigned control authority. This capability is clearly
enabled by the geometry of the staggered box-wing geometry, which allows to install
control surfaces both fore and aft the aircraft center of gravity, but can be exploited by
virtually any aircraft configuration which is able to achieve DLC, to some extent.

How can the concept of Control Center of Pressure (CCoP) be leveraged to shape the aircraft
transient response in a controlled manner and remove the typical non-minimum phase
behavior of pitch dynamics? (Chapter 7)
As early as in Section 1.1.1, the CCoP has been defined as the center of pressure of aero-
dynamic actions exclusively due to control surface deflections. In Section 7.3.1, it has
then been shown how, for simplified flight mechanics models, the CCoP can be closely
related to the position of the Instantaneous Center of Rotation (ICR), hence having a
significant impact on the characteristics of the aircraft transient response. Moving from
this, an original CA approach based on the WPI method has been proposed, making use
of a weighting matrix to prioritize effectors, with the objective of inducing the position
of the CCoP towards a specified location of the aircraft.

Results from the simulation of a pull-up maneuver immediately highlight how the
load factor response is heavily influenced by the prescribed position of the CCoP. If the
latter is significantly behind the aircraft center of gravity, the vertical acceleration of the
aircraft exhibits the non-minimum phase behavior typical of conventional pitch control.
On the other hand, for a certain range of prescribed positions of the CCoP, the vertical
acceleration raises sharply and immediately, in accordance to what is prescribed by the
classic theory of DLC. This results in a load factor value 0.3 s after the pull-up ranging
from a minimum of ≈−0.95, in the worst case, to a maximum of ≈ 1.4, in the best case.

These trends in the transient response have a direct impact on integral performance
metrics for assigned flight tasks. In particular, the best position of the CCoP achieves
about 10% reduction in the altitude RMS error, as compared to the standard PSI method,
for an altitude tracking task consisting of 10 m altitude shifts every 30 s. For the same
flight scenario and position of the CCoP, the agility quickness of the aircraft, which mea-
sures its capability to swiftly change flight direction, increases by about 32%. Similar re-
sults are achieved for an altitude hold task in turbulent atmosphere. With the best pre-
scribed position of the CCoP, a reduction of about 30% in altitude RMS error is obtained,
together with a reduction of about 50% in overall perceived acceleration on board, as
compared to the standard Pseudo Inverse (PSI) method.

In summary, for assigned and fixed characteristics of the closed-loop FCS, the pro-
posed CA approach can significantly impact performance metrics that are closely re-
lated to the aircraft dynamic evolution in the short period. In the best case scenario, the
aircraft is able to completely cancel the non-minimum phase behavior typical of pitch
dynamics, hence achieving a sharp and more agile initial response to longitudinal com-
mands. This translates to quantifiable improvements in the response delay due to non-
minimum phase behavior, in tracking precision in terms of RMS altitude deviation, and
in the capability to reject high-frequency disturbances, such as turbulence fields. In the
latter case, a lower value of the overall perceived acceleration is a measurable proof of
improved feeling of comfort on board.
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8.2. REFLECTION
The following Section 8.2.1 provides a brief reflection on the fundamental meaning of
DLC in the context of aircraft configurations featuring redundant control effectors. In
Section 8.2.2, some considerations are then made on the application of DLC to the par-
ticular case of the PrP aircraft configuration.

8.2.1. DIRECT LIFT CONTROL WITH REDUNDANT EFFECTORS
The classic definition of DLC as the ability to generate lift “without, or largely without,
significant change in the aircraft incidence” has been adopted since the very beginning
of this dissertation. By immediately excluding the angle of attack, this definition has the
advantage of giving control effectors (or, more in particular, control surfaces) the most
prominent role in the task of altering the aircraft lift. This definition is satisfying when a
single control device is dedicated exclusively to the realization of DLC and does not have
any significant impact on the aircraft attitude, as in the case of over-the-wing spoilers,
for example. In such a case, the displacement of the spoiler acts as an additional, inde-
pendent degree of freedom to control the vertical motion of the aircraft, and the control-
and incidence-dependent dynamics of the aircraft are clearly decoupled.

On the other hand, when redundant control effectors share both the task of control-
ling the aircraft attitude and the one of modulating its lift, the traditional definition of
DLC loses part of its efficacy. In particular, it immediately raises additional questions
about how to coordinate the motion of all the available control devices, in order to ob-
tain a resulting control lift vector which does not give raise to variations of the aircraft
angle of attack. It is clear that, for a set of control surfaces, the value of each deflection
must be determined in combination with all the other ones, according to a chosen cri-
terion. But the ultimate and most essential consequence of this process, in all cases, is a
change in the position of the CCoP.

In light of this reasoning, the ability to achieve DLC with redundant control surfaces
is intrinsically linked to the possibility of controlling the position of the CCoP. A single
control surface is never capable to control the position of the CCoP, but it is capable to
achieve DLC only if its position within the airframe allows it. Since the application point
of control lift would always coincide with the control surface itself, in this case, the latter
needs to be located slightly fore of the aircraft neutral point to achieve favorable DLC
characteristics. On the contrary, redundant control surfaces are always able to control
the position of the CCoP, and are able to achieve DLC as long as the CCoP can be driven
to a certain range of positions fore of the aircraft neutral point. This is always possible if
control surfaces are located both fore and aft the aircraft center of gravity, as allowed by
the staggered box-wing geometry.

8.2.2. APPLICATIONS TO BOX-WING AIRCRAFT
The scientific interest in the box-wing geometry has always been justified by its optimum
induced drag performance. Moving from this solid foundation, the main engineering
challenge has then consisted of integrating such complex wing geometry into a com-
plete aircraft configuration. The optimum behavior of the box-wing is the most signif-
icant for flight at low speed and relatively high angle of attack, when the aircraft needs
greater lift-generating capabilities to sustain its weight, and induced drag becomes more
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relevant in the total drag breakdown. Many research efforts have also been dedicated to
the aerodynamic design of box-wing aircraft geometries targeted at the high-subsonic
or transonic flight regime. In these cases, the design and engineering challenge typically
lies in achieving optimal performance when other types of drag become relevant: para-
sitic drag, wave drag, or drag due to aerodynamic interference effects.

It is undeniable that the PrP configuration represents an extremely interesting and
exciting case study from the perspective of flight mechanics and control. This is obvi-
ously thanks to the unique geometry of its swept and staggered box-wing, which allows
the installation of conventional trailing-edge control surfaces both fore and aft of the
aircraft center of gravity. The studies presented in this dissertation would have probably
been impossible to conceive if they were to be applied to a Blended Wing Body (BWB)
aircraft or to the Flying-V, for example, which are simply uncapable to achieve DLC be-
cause of the geometry of their configuration.

According to the most recent studies available in literature, a well-designed box-wing
aircraft configuration is competitive in the modern aviation market, at least from a mis-
sion performance point of view. For example, the analyses presented in Chapter 4 have
shown that the PrP is able to outperform current state-of-the-art tube-and-wing com-
petitors in terms of fuel consumption per number of passengers, although this comes
at the price of a relatively low maximum range. On the other hand, the available results
all come from research studies at low or medium-low Technology Readiness Level (TRL),
and feature performance evaluations at the stage of conceptual or very early preliminary
design.

These studies usually tell very little about the practical feasibility of the proposed
solutions, and are surely insufficient to justify the enormous risks that aircraft manufac-
turers would have to take to start development plans involving unconventional config-
urations targeted at the commercial transport sector. For example, just the possibility to
operate the PrP on a smaller set of missions than its current tube-and-wing competitors
— namely, the Airbus A320 and Boeing B737 — could be a reason for it to be unattrac-
tive to airliners, which currently show the tendency to operate fleets composed of many
similar aircraft that can be operated flexibly on different mission ranges.

In synthesis, it may be speculated that the coexistence of optimal drag performance
at high angles of attack and peculiar maneuverability characteristics makes the stag-
gered box-wing geometry inherently more suitable for applications different from com-
mercial transport. The aforementioned properties, together with its exotic looks, have
indeed attracted some interest in the past, with projects such as the Ligeti Stratos1 or the
Airkraft Sunny2 (now both discontinued), and more recently with the IDINTOS project3.
These were targeted at the ultralight and microlight amateur market, for applications
such as leisure and generic aerobatics. In the future, it seems sensible to envision new
applications of box-wing aircraft as (possibly unmanned) vehicles for remote sensing,
reconnaissance or other military applications where agility, high maneuverability, and
endurance are paramount.

1Some details: https://aeropedia.com.au/content/ligeti-stratos/. Accessed on: February 7, 2022.
2Wikipedia: https://en.wikipedia.org/wiki/Airkraft_Sunny. Accessed: February 7, 2022.
3Homepage: http://www.idintos.eu/eng/. Accessed on: February 7, 2022

https://aeropedia.com.au/content/ligeti-stratos/
https://en.wikipedia.org/wiki/Airkraft_Sunny
http://www.idintos.eu/eng/
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8.3. RECOMMENDATIONS
All of the main conclusions drawn in the present dissertation, have been made on the ba-
sis of results obtained for a staggered box-wing configuration, for which control surfaces
lie both fore and aft the aircraft center of gravity. This is sufficient to verify the correct-
ness and relevance of the proposed methods, but does not say much about the actual
applicability and efficacy of the latter to real world scenarios and current state-of-art
conventional aircraft configurations.

First and foremost, the development of specific flying and handling qualities metrics
for DLC longitudinal response types should be addressed. Piloted simulations, with sub-
jective evaluations from pilots, could take the current understanding of DLC transient
response characteristics one step further, and could provide new insights about the ap-
plicability of already existing flying and handling qualities criteria. In these regards, a
central role is going to be played by the selected structure of the control law, including
the CA strategy of all control effectors involved and the response type chosen for the pilot
input (pitch rate, load factor, angle of attack, pitch attitude).

From a closely related standpoint, more research should be conducted on the phys-
ical significance of the CCoP and its exploitability in engineering applications. Since its
position is extremely sensitive to the deflection of each control surface, it would be inter-
esting to determine whether monitoring the CCoP in maneuvering flight could actually
be beneficial for the development of closed-loop FCS logics. In order to do so, its relation
to the aircraft center of pressure and ICR should be first formalized for configurations
with redundant control surfaces.

From a broader perspective, CA methods and approaches are still inherently limited
by the phenomenon of control effectiveness reversal in specific flight regimes. In the
longitudinal axis only, this is critical for DLC and pitch control when control surfaces
are close to stall, as it can cause chattering of the effectors around the reversal point.
The latter phenomenon is typically undesired, and is currently entirely avoided by either
enforcing premature saturation of the effectors, or mitigated by using local control effec-
tiveness and employing filtering logics at FCS level. The same chattering phenomenon,
moreover, fundamentally hinders the possibility to employ direct drag control in fast
maneuvering flight.

Despite sparking out of pure control theory, and relying almost entirely on funda-
mental abstract algebra, CA methods should be injected in traditional aircraft design
studies more frequently. Exploiting their properties already from the conceptual and pre-
liminary design stages may have profound consequences on several design choices, also
at the whole aircraft configuration level. This type of synergy between different disci-
plines should be encouraged especially in the case of unconventional aircraft configu-
rations, which are usually highly integrated and commonly require multi-disciplinary
analyses to perform adequately.

Lastly, the actual role and relevance of unconventional aircraft configurations in the
future aircraft market seems, at this point, still unclear. Further research, and at higher
TRL, needs to be conducted to obtain better assessment of such disruptive configura-
tions and of the innovative ways they can exploit the available technologies to reshape
the aviation market as a whole. In the case of box-wing aircraft, and of the PrP configura-
tion in particular, several questions still need to be properly addressed. The most prac-
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tical one, as it also happens for other disruptive aircraft configurations, concerns the
possibility of the PrP to easily generate aircraft families. The complex geometry of the
staggered box-wing does not lend itself to simple approaches for redesign or adaptation.
Conceiving an aircraft family based around it is not as straightforward as simply stretch-
ing the fuselage with extra cylindrical sections. This is surely one of the most important
aspects to consider when proposing a disruptive configuration as a potential solution
for the sustainability of future aviation, since the possibility to generate an aircraft fam-
ily has constituted, and still does nowadays, a fundamental cost mitigation strategy for
all commercial airliners.
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GLOSSARY

Action Space

It is a Cartesian axis system in the RNA space, with an aerodynamic control action
— force or moment, dimensional or dimensionless — varying on each axis. Each
resultant control action generated by a combination of control effector displace-
ments is represented by a point in Action Space. The Effective Actions Set and the
Attainable Actions Set belong to Action Space. It is first introduced in Section 2.3.

Admissible Controls Set

It is the set of all possible effectors displacements admitted by the physical real-
ization of the Flight Control System and the aircraft architecture. It is a subset of
Control Space. If the effectors positions are simply bounded, the Admissible Con-
trols Set is a hyper-rectangle in Control Space. It maps to the Effective Actions Set
through a linear application based on the effectiveness matrix B . It is first intro-
duced in Section 2.3.

Attainable Actions Set

It is the subset of the Effective Actions Set which a Control Allocation method can
trace to feasible positions of the effectors. Control objectives of the Effective Ac-
tions Set which are outside of the Attainable Actions Set are unattainable by the
given Control Allocation algorithm, despite being actually attainable by the con-
trol power available to the aircraft. This is only dependent on the formulation of
the Control Allocation problem. In classic Control Allocation literature, it is usually
referred to as the “Attainable Moment Set”. It is first introduced in Section 2.5, and
its geometry is exploited in Chapters 5 and 6.

Constrained Weighted Pseudo Inverse

It is an alternative formulation of the Weighted Pseudo Inverse Control Allocation
method, including upper and lower bounds for the effectors directly in the opti-
mization problem. This addition makes the problem formuation inherently non-
linear. For this reason, differently from the Weighted Pseudo Inverse case, the an-
alytic solution is not available, and the Control Allocation problem must be solved
via an iterative algorithm. It is presented in Section 2.4.2 and used in Chapter 5.

Control Allocation

It is a technique used to calculate the optimal effectors displacements necessary
to achieve an assigned control goal. The control goal is usually prescribed by an
overarching control law or directly by the pilot. The objective of the Control Allo-
cation problem is to associate a given point in Action Space, either inside or out-
side of the Effective Actions Set, to a point belonging to the Admissible Controls
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Set. Control Allocation methods can be in the form of analytical functions or itera-
tive algorithms, and almost always move from the formulation of an optimization
problem. Solutions can be obtained in closed form expression or by convergence
of numerical methods. The most relevant aspects of the Control Allocation prob-
lem are presented in Chapter 2.

Control Center of Pressure

It is the application point of lift generated exclusively by control effectors. It is also
related to the aircraft Instantaneous Center of Rotation. Its longitudinal position
heavily influences the characteristics of the longitudinal response of the aircraft,
and determines the possibility to achieve Direct Lift Control more or less effec-
tively. Its role in aircraft control is described in Section 1.1.2. Its defition is then
exploited in Chapter 7 to formulate a novel Control Allocation method.

Control Effectors

Control effectors are intended as different types of physical devices which are able
to generate control forces and/or moments on the aircraft, in a sufficiently small
time span, for the sake of maneuvering flight. Control effectors include aerody-
namic control surfaces, throttle and thrust vectoring systems; but also devices for
active flow control, variable camber airfoils, or integrated architectures such as
the propulsive empennage concept employed by the DUUC aircraft. It is a broad
definition, exploited whenever possible throughout the entire dissertation for the
sake of generality. It has been first introduced in Chapter 1, and heavily used in
Chapter 2.

Control Space

It is a Cartesian axis system in the RNu space, with a control effector displacement
varying on each axis. Each combination of control effectors displacements is rep-
resented by a point in Control Space. The Admissible Controls Set belongs to Con-
trol Space. It is first introduced in Section 2.3.

Conventional Pitch Control

It refers to the use control effectors with the aim of generating moments about
the aircraft center of gravity. For all airplanes with conventional architecture, a tail
elevator is used to generate a small, dislocated control lift, which is relevant only
insofar it produces a significant pitch moment and gives raise to some angle of
attack dynamics. Conventional Pitch Control is a very indirect control technique,
which results in a time delay of the trajectory response, and non-minimum phase
behaviour in the vertical axis dynamics. These aspects are first introduced in Sec-
tion 1.1.

Direct Allocation

It is a Control Allocation method formulated on the basis of the geometry of the Ef-
fective Actions Set. By definition, Direct Allocation is hence capable to attain all of
the prescribed control objectives within the Effective Actions Set or on its bound-
ary. It takes into account effectors saturation limits and preserves directionality in
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Action Space for unattainable desired moments, but does not allow any prioritiza-
tion of effectors. It must be solved by an iterative algorithm, and the most efficient
one uses linear programming techniques. It is introduced in Section 2.4.3, imple-
mented in Chapters 5 and 6 and considered in Chapter 7.

Direct Lift Control

It is defined as the capability to use control effectors to alter the aircraft lift “with-
out, or largely without, significant change in the aircraft incidence, and ideally is
meant not to generate pitching moment”. In the case of Direct Lift Control, the lift
unbalance caused by control effectors can rapidly result in a translational acceler-
ation, and hence in a variation of the aircraft trajectory, through alteration of the
flight path angle. It features more rapid trajectory response, and no non-minimum
phase behaviour, as compared to Conventional Pitch Control. It is introduced in
Section 1.1.

Effective Actions Set

It is the set of all control forces and moments that can be, in principle, generated
by the effectors. In general, it is a function of the Admissible Controls Set and of a
given flight condition. For a linear aerodynamic model, if the control effectiveness
matrix B is constant and the Admissible Controls Set is a convex set, the Effective
Actions Set is a bounded convex polytope in Action Space. In classic Control Allo-
cation literature, it is usually referred to as “Largest Attainable Moment Set”. It is
introduced in Section 2.3 and further discussed in Section 2.5.

Flight Control System

It is the set of aircraft components, mechanisms and devices that serve to control
the aircraft attitude and direction in flight. It links the pilot inputs to the control
effectors, or commands the control effectors according to prescribed feedback sig-
nals and control laws. The most basic Flight Control System architecture consists
of mechanical linkages which gear and gang control effectors, and directly connect
them to the pilot input in the cockpit. More advanced Flight Control System archi-
tectures command the effectors through electronic interfaces (fly-by-wire) regu-
lated by flight computers, and/or make use of different types of actuators to over-
come the hinge moments due to great dynamic pressure. Some general considera-
tions on the architecture of the Flight Control System, and specifically on ganging
control surfaces, are made in Sections 1.2, 2.1 and 2.4.1. The baseline Flight Con-
trol System architecture used for all flight simulations used in the present disser-
tation, if not specified otherwise, is presented in Section 3.3.1. A particular Flight
Control System architecture has been developed in Section 7.2 for comparing the
transient response of the PrandtlPlane for different positions of the Control Center
of Pressure.

Flying Qualities

They indicate the characteristics of an aircraft concerning aspects such as equi-
librium, static stability, dynamic stability, control and dynamic response. All of
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these disciplines have to be studied to determine if the aircraft can be flown ap-
propriately and safely in steady and maneuvering flight, “regardless of design im-
plementation or Flight Control System mechanization”. Flying Qualities can be
measured objectively through flight simulation and/or flight testing. Their values
should comply with specific, quantitative criteria in order to qualify the aircraft
performance as satisfying, acceptable or unacceptable. In these regards, they dif-
fer from handling qualities, which involve the pilot maneuvering experience and
have to be evaluated with more subjective methods. Reference Flying Qualities re-
quirements are used in Chapter 5, and specifically presented in Section 5.2.3.

PrandtlPlane

It is an innovative aircraft configuration, featuring a staggered box-wing geometry,
and designed to be operated for commercial transport in the short and medium
range segment. Thanks to the optimum induced drag properties of the box-wing,
it has been identified as one of the possible solutions towards more sustainable
aviation in the near future. The double wing architecture allows to position multi-
ple control surfaces, which are redundant for the longitudinal and lateral control of
the aircraft. As they fall both in front and behind the aircraft center of gravity, the
PrandtlPlane represents a good test subject to explore innovative applications of
Control Allocation methods and Direct Lift Control. It is first introduced in Chap-
ter 1 and presented in more detail in Section 3.1.

Pseudo Inverse

It is a particular formulation of the Weighted Pseudo Inverse Control Allocation
method, which does not prioritize the control effectors, by using an identity weight-
ing matrix W , and uses their neutral position as the reference one. In the same way
as for the Weighted Pseudo Inverse, this formulation also results in a closed form
solution, but its Attainable Actions Set is always smaller than the corresponding
Effective Actions Set. It is first presented in Section 2.4.2 and used in Chapters 5
and 7.

Root Mean Square

It is defined as the square root of the arithmetic mean of the squares of a given set
of values, as reported in the equation below.

xRMS =
√

1

N

(
x2

1 +x2
2 + . . .+x2

N

)
The Root Mean Square error, where x is the error, is a common measure of the dif-
ference between two data sets, one of which can generally be treated as reference.
The latter is used to evaluate the aircraft tracking performance in Chapter 7.

Weighted Pseudo Inverse

It is a Control Allocation method based on a generalized inverse formulation. It re-
sults from an optimization problem to minimize control effort while ensuring that
the Control Allocation problem is satisfied. It uses a weighting matrix W to pri-
oritize the control effectors, and a reference position of the effectors uref to drive
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the Control Allocation problem to a preferred solution. Both of these parameters
need to be prescribed according to some criterion, and can be shaped according to
the application of interest. This Control Allocation formulation results in a closed
form solution, but its Attainable Actions Set is always smaller than the correspond-
ing Effective Actions Set, as for all generalized inverses. It is first presented in Sec-
tion 2.4.2, and an original implementation of it is proposed in Chapter 7.
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