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A B S T R A C T

In the present work, we combine experiments and numerical simulations of a planar jet with heated co-flow with
medium (air) and low-Prandtl (He-Xe gas mixture) fluids. Jets are recognized as representative test cases to be
investigated in large components of pool-type liquid metal-cooled nuclear systems, like the Multi-purpose hYbrid
Research Reactor for High-tech Applications (MYRRHA), currently under design at SCK•CEN. The present planar
jet configuration mimics a closed wind tunnel that is designed and operated at VKI to generate an experimental
database for velocity and temperature fields of a turbulent forced-convection flow regime. The performed ex-
periments combine the Particle Imaging Velocimetry (PIV) (in characteristic planes) and thermocouple (single
point) measurements. In parallel with experiments, comprehensive numerical simulations have been performed
within the RANS modeling framework. Next to the standard eddy-viscosity based two-equation −k ε model, an
extended variant based on the low-Reynolds elliptic relaxation concept (so-called −ζ f model) has been applied
too. To investigate the low-Prandtl effects on the heat transfer, series of the turbulent heat transfer models have
been applied, ranging from a conventional constant turbulent Prandtl number to a more elaborate −k εθ θ model.
The combination of the low-Reynolds −ζ f and −k εθ θ models was explored for the first time in the content of
nuclear engineering applications. The focus of the numerical studies is to address in details the effects of low-
Prandtl fluid in the strongly forced convection flow (central planar cold jet) in presence of a strong shear (hot co-
flow). We demonstrate the importance of the proper specification of the inlet boundary conditions in numerical
simulations to mimic correctly experimentally observed asymmetrical distributions of the cross-wise profiles of
stream-wise velocity, turbulent kinetic energy and temperature. Finally, the minor differences in results between
the assumed constant turbulent Prandtl number and more advanced −k εθ θ model of the turbulent heat flux
confirmed the overly dominant mechanisms of the strong convection and molecular diffusion in the present
configuration.

1. Introduction

The Multi-purpose hYbrid Research Reactor for High-tech
Applications (MYRRHA) is a flexible fast-spectrum research reactor
under design at SCK•CEN. MYRRHA is a pool-type reactor cooled by the
liquid metal Lead–Bismuth Eutectic (LBE) and contributes to the de-
monstration of transmutation of long-lived radioactive waste. It also
represents a prototype of the next generation of the fast reactor tech-
nology cooled by liquid metals, Fernandez et al. (2017). The high safety
standards require a good understanding of heat transfer phenomena in
liquid metals. Experiments are necessary to understand the mass, mo-
mentum, and heat transfer physics and validate the engineering models

used in Computational Fluid Dynamics (CFD) codes, supporting the
design and safety analyses of such advanced nuclear systems, Van
Tichelen et al. (2015). Industrial CFD analyses are commonly based on
Reynolds Averaged Navier–Stokes (RANS) simulations, where the
Reynolds analogy is the standard approach in representing the turbu-
lent heat transfer. This implies modeling turbulent heat fluxes analo-
gously to Reynolds stresses in the time-averaged transport equations.
This is acceptable and provides prediction of temperature fields in case
of fluids with a molecular Prandtl number (Pr) of about the unity. Since
liquid metals are characterized by significantly lower Pr values, as a
consequence of their high thermal conductivity, the previous analogy is
not applicable and more advanced Turbulent Heat Transfer (THT)
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models can be required, Grotzbach (2013) and Roelofs et al. (2015).
Considering the pool-type configuration of the MYRRHA reactor, ty-
pical flow patterns in large components (e.g. upper and lower plena)
are characterized by multi-jet interactions. Hence, the jet flow was se-
lected as a fundamental test case to be investigated. The current amount
of reference data for wall-unconfined flows is still limited. In the open
literature, only two relevant experiments are TEFLU and PLAJEST, in
which single- and triple-jet liquid metal flows were investigated, re-
spectively, Knebel et al. (1998) and Kimura et al. (2007). Related Direct
Numerical (DNS) and Large-Eddy Simulations (LES) only counts a few
examples too, Otić and Class (2007) and Tenchine et al. (2013). Despite
the recent numerical studies on predicting momentum and passive
scalar fields in forced jet flows (Le Ribault et al., 1999; Bogey and
Bailly, 2009; Di Venuta et al., 2018), specific low-Pr fluid applications
are still missing both experimentally and numerically.

In the present work, we compare the recently performed experi-
ments (conducted at VKI within the MYRTE program funded by the
European Commission) on a forced planar jet with heated co-flow with
air (Pr= 0.71) and He-Xe gas mixture (Pr= 0.2), with RANS-based
numerical simulations (performed at SCK•CEN and TUD). The aim is to
compare standard Reynolds analogy-based approaches (Kader, 1981;
Kays, 1994) and a more advanced low-Pr two-equation THT model,
which was previously presented and solely validated with reference to
the wall-confined flows (e.g. Manservisi and Menghini, 2014;
Manservisi and Menghini, 2015; Da Via et al., 2016).

2. Experimental setup

The MYRTE wind tunnel was designed and operated at VKI to ex-
perimentally investigate a forced planar jet with heated co-flow and
other fundamental test cases (e.g. backward-facing step). Air and He-Xe
gas mixture were considered as working fluids with Pr= 0.71 and 0.2,
respectively. Although the lowest Pr value is approximately one order
of magnitude higher than the liquid metal range (e.g. LBE, Pr= 0.025),
previous DNS studies on pipe flow at Pr= 0.2 demonstrated a sufficient
impact on THT phenomena against air (Errico and Stalio, 2015).
Moreover, a liquid metal experiment would have involved large diffi-
culties in performing measurements of the turbulent quantities due to
the opacity and high temperature of the fluid. A sketch of the experi-
mental wind tunnel with a characteristic test section and Particle Image
Velocimetry (PIV) set-up is shown in Fig. 1. Entering the jet convergent
region, the co-flow was heated-up by two electrical resistances placed
at either side of the planar jet. The resulting temperature difference
between the co-flow and jet-flow was kept at = − =T T TΔ 12CO J K
throughout the measurements. These temperatures were monitored by
two fixed thermocouples at the end of both jet and co-flow entrainment
regions. A third movable thermocouple, coupled to a hot-wire probe for
velocity measurements, performed acquisition further downstream.
Two porous plates upstream of the heaters were dimensioned to achieve
a co-flow to jet velocity ratio of about =U U/ 0.17CO J . Geometrical
specifications of interest for the following numerical analyses are the
jet-nozzle height of =h 0.021 m and global width of the test section of

=W 12.5 h. Mean velocities at the inlet were =U 16.01J m/s and
=U 2.67CO m/s. On the basis of these velocities, jet-nozzle height and

kinematic viscosity of air at standard conditions, the Reynolds number
of the jet was about 18000, confirming the forced convection regime,
Buckingham (2018). In the present work, the measured first- and
second-order statistics of flow and temperature will be used for com-
parison with simulations.

3. Numerical method

3.1. Governing equations

The steady-state RANS simulations were performed assuming a
constant-property incompressible fluid and eddy viscosity/diffusivity

hypotheses for turbulent transport. The Reynolds averaged velocity (Ui)
and temperature (T) transport equations are:
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where ν and α are the kinematic viscosity and thermal diffusivity of the
fluid, respectively, whereas νt and αt are the eddy viscosity and thermal
diffusivity, Pope (2000).

3.2. Turbulence models

The standard −k ε turbulence model is widely used in CFD to
predict turbulent transport of momentum and different variants are
currently available in industrial tools. It was also selected as a basic
turbulence model in the present study. The additional transport equa-
tions of turbulent kinetic energy (k) and its dissipation rate (ε) are:
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Fig. 1. Sketch of the MYRTE wind tunnel (a) and PIV experimental set-up (b).
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represents the modeled produc-

tion of turbulent kinetic energy. The eddy viscosity can now be defined
as:

=ν C k
εt μ
2

(5)

where σ C C σ, , ,k ε ε ε1 2 and Cμ are model coefficients (Launder and
Spalding, 1973) listed in Table 1. The standard wall functions were
used for all turbulent quantities along the adiabatic walls.

The low-Reynolds variant of the −k ε model is usually applied
when more accurate predictions of the local wall-heat transfer is re-
quired, Jones and Launder (1972) and Manservisi and Menghini
(2015). In the present work, we also consider such class of turbulence
models. We selected − − −k ε ζ f turbulence model of Hanjalić et al.
(2004) due to its numerical robustness and limited sensitivity to the
grid non-uniformities. In this model, a velocity scale ratio =ζ v k/2 ,
replaced the original ”wall-normal” velocity scale v2, which was pre-
viously proposed in Durbin (1995), Lien and Kalitzin (2001) and
Kenjereš et al. (2005). The elliptic function f is also introduced in order
to mimic separately the viscous wall-blocking effect. The final version
of the model includes two additional transport equations:
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where σ C,ζ 1 and C2 are model coefficients, listed in Table 2. In contrast
to the standard −k ε models, both the length (L) and global dynamical
time (τ) scales are now bounded by the Kolmogorov scales in combi-
nation with Durbin’s realizability constraints as:
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where S is the stress-strain tensor, while a C C, ,τ η and CL are model
coefficients reported in Table 2. Finally, the eddy viscosity can be de-
fined as:

= ′ν C ζkτt μ (10)

with ′Cμ as a model coefficient. The boundary conditions used in the
elliptic-relaxation based turbulence models are as follows: zero-values
were imposed to ν k,t and ζ , while =ε νk δ2 / 2 and = −f νζ δ2 / 2, where δ
is the wall distance. It is expected that the more advanced − − −k ε ζ f
model will predict more accurately the near-wall phenomena when
compared to the standard −k ε model employing the wall-functions.
On the other hand, the numerical mesh needs to be refined to get the

characteristic non-dimensional wall distance less than one, which will
significantly increase the computational costs. For flows in the non-
confined geometries, such as in the present planar jet with heated co-
flow, it is interesting to compare these two approaches, especially in the
jet-spreading region, where the wall effects are diminishing.

3.3. Turbulent heat transfer models

The simplest way of modeling of the turbulent heat flux is to apply
so called ”simple-gradient hypothesis”, as follows:

= − ∂
∂

θu α T
xi t

i (11)

where the eddy diffusivity (αt) is calculated through the Reynolds
analogy:

=α ν
Prt

t

t (12)

In the present work, two values of the turbulent Prandtl number are
considered: the standard value (Prt=0.85) and the value recommended
for the low-Prandtl fluids (Prt=2), Grotzbach (2013). Departing from
this constant-value approach, Prt-correlations for low-Prandtl fluids are
also available in the literature. One of the most popular is so-called
Kays correlation derived from the series of experimental data on pipe
and duct flows for various values of Prandtl number, Kays (1994):

= +Pr 0.85 2
Prν

ν
t
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t
(13)

Another approach in modeling of the turbulent heat flux is to use
additional transport equations for energy of the temperature fluctua-
tions (temperature variance, kθ) and its dissipation rate (εθ), e.g. (Abe
et al., 1995; Hanjalić et al., 1996; Kenjereš and Hanjalić, 2000;
Manservisi and Menghini, 2014), which eliminates necessity to define
the turbulent Prandtl number. Here, we will apply a recent low-Prandtl

− − −k ε k εθ θ model of Manservisi and Menghini (2015), which was
extensively validated for the wall-confined flows:
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∂( )P αk t

T
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θ j
is the production term of temperature variance

(kθ), while σ σ C, ,k ε pθ θ 1 and Cp2 are model coefficients, listed in Table 3.
The remaining Cd2 coefficient is a function of the turbulent Reynolds
number (defined as =R k εν/( )t

2 ) and normalized wall distance (defined
as =R δ εν ν( ) /δ

1/4 ) and is calculated as:

= − − −− −C e e[1.9(1 0.3 ) 1](1 )d
R R0.0237 0.1754 2t δ

2
2

(16)

The eddy diffusivity is defined as:

=α C kτt θ lθ (17)

where Cθ is model coefficient reported in Table 3, and τlθ is the local
thermal characteristic time scale calculated as:

= +τ f B f B( )l 1 1 2 2θ θ θ θ θ (18)

Table 1
Model coefficients of the −k ε turbulence model.

Cμ Cε1 Cε2 σk σε

0.09 1.44 1.92 1 1.3

Table 2
Model coefficients of the − − −k ε ζ f turbulence model.

′Cμ ′Cε1 ′Cε2 σζ a Cτ Cη CL

0.22
+( )1.4 1

ζ
0.012 1.9 1.2 0.6 6 85 0.36

Table 3
Model coefficients of the −k εθ θ heat transfer model.

Cθ Cp1 Cp2 Cd1 ∞B σkθ σεθ Cγ

0.1 0.925 0.9 1 0.9 1.4 1.4 0.3
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which consists of the asymptotic, mixed and local contributions, im-
plicitly defined as:

= − −− −f e e(1 )(1 )R R
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0.0526 Pr 0.0714
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where Cγ and ∞B are constants also reported in Table 3. Here, the time-
scale ratio is defined as =R τ τ/θ u, with the global dynamical time scale

=τ k ε/u , and the global thermal time scale =τ k ε/θ θ θ. The boundary
conditions at the wall are zero values of kθ and αθ, whereas zero-gra-
dient is applied for εθ.

3.4. Computational code

The OpenFOAM-2.4.0 CFD code was used to perform the RANS si-
mulations. All numerical simulations were executed in the steady mode.
This steady mode approach proved to be appropriate because of the
strong stabilizing effect of the imposed co-flow in the closed test sec-
tion, which practically eliminated a typical oscillatory behavior of
plumes and other forced convection jets, Fregni et al. (2019). This was
additionally proven by ability to get a fully convergent solutions for all
performed simulations, which will be impossible if any kind of the os-
cillatory behavior will be triggered. The simulations were performed by
using the SIMPLE algorithm for coupling between the velocity and
pressure fields. The second-order central differencing scheme was used
to discretize the gradient and Laplacian terms, whereas the second-
order TVD scheme was used for the divergence terms, Versteeg and
Malalasekera (1995). The steady simulations were performed with ty-
pical under-relaxation parameters of 0.1 for the pressure, 0.3 for the
velocity and 0.5 for all remaining turbulence variables. The con-
vergence criterion of −10 8 was applied (and achieved) for all variables.

3.5. Computational domain and boundary conditions

The experimental test section was represented using two computa-
tional domains and three different numerical meshes, Fig. 2. It was
decided to generate three-dimensional symmetrical domains in order to
have a universal configuration which can be used also for initialization
of velocity and temperature fields, as well as to check the required
numerical resolution of a high-fidelity CFD approach (Large Eddy Si-
mulation) (the follow-up numerical study).

The first computational domain (defined as ‘D1’) was designed to be
as simple as possible. It is starting at the nozzle outlet plane of the
experimental setup, which makes it possible to simply prescribe mea-
sured profiles of the velocity and turbulence kinetic energy. This option
is also used to mimic some experimentally observed imperfections (in
terms of the asymmetrical distributions of the incoming flow, which
will have a significant impact on the flow profiles in the jet mixing
zone). These can be investigated further by modeling the actual shape
of the curved inlet segment of the experimental wind tunnel, but this
was not considered in the present work.

The second computational domain (defined as ‘D2’) was created to
achieve a more universal description of planar jet flow, estimating
possible design-specific deviations from the theoretical behavior (e.g.
unbalanced co-flows at the jet side). In the ‘D2’ configuration, three
periodic channels were set as the pre-cursor simulation domains in
order to provide the fully developed flows before entering the jet-
mixing zone. The special attention was devoted to obtaining the desired
characteristic ratio between the velocity magnitude of the central jet
and its co-flow counterparts. This was achieved by taking the most
uniform co-flow side from experiments (the left side) with the mean
inlet velocity of 3.15 m/s, which was set to both co-flow inlets. Then, the
mean jet velocity is imposed to be 14.97 m/s to ensure the total flow rate
balance. Expectations were to get a reasonable agreement with ex-
perimental data mainly in the left-side and in the center of the jet.

The coordinate system in the numerical model of the experimental
test section was oriented in such a way that U V, , and W represent the
velocity components in streamwise (x), crosswise (y) and spanwise (z)
directions, respectively. Gravity effects were neglected considering the
high Reynolds number of the jet (experimentally, about 18000), which
also leads to a Richardson number much lower than the unity.

Both working fluids (air and He-Xe gas mixture) were assumed to
have a constant kinematic viscosity, = −ν 1.55·10 5 m2/s, whereas the
thermal properties assumed molecular Prandtl numbers of 0.71 and 0.2,
respectively. Fixed-scalar inlet conditions were set for temperature in
both domains. In case of air, co-flow and jet inlet temperatures were

=T 311.1CO K and =T 299.1J K, respectively. In case of the He-Xe gas
mixture, they were =T 307.5CO K for the co-flow and =T 295.5J K for the
jet. These values resulted from the monitoring of experimental inlet
conditions, showing that the target temperature difference of K12 was
actually maintained during the MYRTE wind tunnel operation. Finally,
turbulent quantities were also imposed as uniform fixed-scalar values at
the channels inlet of pre-cursor simulations (only for the very first
iteration) of domains D2 and D2.1, e.g. =k I U1.5( )in

t
2, with U is the

mean velocity (obtained from PIV), =I 0.1t is the turbulence intensity,
and =ε C k h( ( ) )/0.07in

μ
in3/4 3/2 is the dissipation rate of the turbulent ki-

netic energy. Note that the cyclic-boundary conditions were imposed in
the pre-cursor simulations, which are then mapped onto the planes
before the inlets of mixing-jet region (the pre-cursor domains with

Fig. 2. Sketch of the computational domains D1 (a) and D2/D2.1 (b).
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lengths of 10.44 h for the co-jets and of length 2 h for the central-jet are
indicated by arrows in Fig. 2b.) For the temperature variance and its
dissipation rate, following values are imposed, = −k 10θ

3 K2, and
= −ε 10θ

3 K2/s, respectively.
The remaining boundary conditions were analogously set in both

domains D1 and D2. The crosswise-normal surfaces were defined as no-
slip adiabatic walls. The spanwise-normal patches were defined as
symmetry planes. The outlet boundary condition was set to zero-gra-
dient for velocity and turbulent quantities. A zero-gradient inlet con-
dition was also set for the pressure while this was fixed at a reference
value of zero at the outlet.

3.6. Mesh details

Three different meshes were generated as a consequence of the se-
lected turbulence models. In domains D1 and D2, the standard −k ε
model was solely used (i.e. the high-Reynolds model with wall-func-
tions) while the − − −k ε ζ f was tested in a domain D2-variant (D2.1)
(i.e. the low-Reynolds model with integration up to the wall). The D2.1
configuration is geometrically identical to the D2, but with a sig-
nificantly finer numerical mesh in the proximity of walls. To better
visualize differences from meshes in domains D2 and D2.1, Fig. 3 shows
details around the jet nozzle. The most important mesh specifications
are collected in Tables 4 and 5. In addition to the partial (in the jet-
spreading and co-flow regions) and the total amount of control vo-
lumes, additional information containing the characteristic non-di-
mensional wall distance ( +y ) and typical mean cell length (lc, which was
defined as the cubic-root of the ratio between the total volume of
specific subdomain and number of the control volumes in that region,
providing an indication of the isotropic mesh element size). To verify
the initial formation of the mixing layer, additional mesh sensitivity
analyses were also performed by doubling the number of control vo-
lumes in the streamwise direction (which are indicated with ‘(f)’).

4. Results and discussion

4.1. Qualitative analysis of flow and temperature fields

In order to provide a qualitative analysis of the planar jet flow be-
havior at =Pr 0.2 (He-Xe gas mixture), contour plots in the central
x y( , )-plane for domain D2.1 are presented in Figs. 4–6. Note that all
plots are extracted from results obtained by the most comprehensive
low-Reynolds models, using the − − −k ε ζ f for the flow fields and

−k εθ θ for thermal fields. We start our analysis with a presentation of
typical flow and turbulence parameters associated with the velocity
field. The contours of the velocity magnitude show a centrally located
plane jet, which is additionally stabilized by the co-flow jets (which are
just slightly visible due to rather small flow ratio =U U/ 0.14CO J ),
Fig. 4(a). This strong shear between the central and co-flow jets is the
major source of the turbulence kinetic production, which can be

observed from contours of the turbulence kinetic energy in Fig. 4(b).
The global dynamical time scale ( =τ k ε/u ) distribution, shown in
Fig. 4(c), portrays that the central jet region (where the turbulent dif-
fusion is the dominant mechanism) and the edges of the central jet
(where the shear-production is dominant mechanism) are characterized
by the smallest length-scales at which dissipation of turbulence takes
place. The contours of the parameter ( =ζ v k/2 ), are plotted in Fig. 4(d).
Note that (v2) should be analyzed as the intensity of the velocity fluc-
tuations perpendicular to the flow direction, and is reduced to its
classical definition of the normal turbulent-stress component in the
proximity of the wall. Next to small regions close to the inlet plane
(resulting from the incoming wall-bounded channel), the strongest
deviation of v2 from the total turbulence kinetic energy ( =k u u0.5( )i i )
coincides with strong-shear regions.

Distributions of the mean temperature and temperature variance
show a similar trend as for the velocity field counterparts, Figs. 5(a) and
(b). On first sight, it can be surprising considering the low value of the
Prandtl number ( =Pr 0.2), which should lead to the different dynamic
behavior of the velocity and thermal fields. On another hand, the
considered case is strongly dominated by the forced convection, which
makes the molecular contributions to the heat flux almost negligible in
the central part of the jet. The differences between the temperature
variance (Fig. 5) and turbulent kinetic energy (Fig. 4(b)) are more
pronounced. The former one shows the highest values in the proximity
of the inlet, with a diminishing trend as the central jet is developing,
whereas the latter one shows the consistent behavior. The contours of
the global thermal time-scale are shown in Fig. 5(c). It can be seen that
contours show a similar distribution to the previously analyzed global
dynamical time-scale (shown in Fig. 4(c)), with the smallest values in
the center and along edges of the jet. Finally, contours of the turbulent
Prandtl are plotted in Fig. 5(d). Here, the turbulent Prandtl number is
evaluated (by combining Eqs. (10) and (17)) as:

Fig. 3. Mesh details at the inlet from computational domains D2 (a) and D2.1 (b).

Table 4
Mesh details of the jet-spreading region from the different computational do-
mains.

Nx Ny Nz Total l mm[ ]c

D1 120 141 11 k186.1 4.94
D2 36 113 11 k44.8 6.3
D2.1 46 283 21 k273.4 3.45

Table 5
Mesh details of the periodic jet and co-flow channels in domains D2 and D2.1.

Nx
J Ny

J Nx
CO Ny

CO Nz TotalJet TotalCoflow +y Jet +y Coflow

D2 14 17 29 44 11 k2.6 k14 22 11
D2.1 28 67 58 62 21 k39.4 k75.5 0.5 0.9
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It can be seen that a strongly non-uniform distribution of Prt is ob-
tained (similarly to Chua and Antonia (1990)), with values varying in
the 0.2–2 range. The lower values of the Prt are obtained in regions
bounded with the shear-layers and central jet, indicating the regions
where the turbulent thermal diffusion dominates over the turbulent
momentum diffusion. Finally, Fig. 6 shows the ratio between turbulent
and molecular viscosity (a) and diffusivity (b). It can be seen that this
ratio is significantly larger for the momentum transfer compared to its
thermal counterpart.

4.2. Quantitative analysis of the flow field

We will consider next a detailed comparative assessment between
the PIV measurements and numerical simulations. The streamwise ve-
locity and turbulent kinetic energy were normalized by characteristic
difference between the inlet jet- and co-flow velocities (defined as

= −U U UΔ J CO). Since two-dimensional PIV measurements were per-
formed, the streamwise (uu) and crosswise (vv) turbulent stress com-
ponents are directly available. The total turbulent kinetic energy is
estimated as = + +k uu vv ww0.5( )PIV PIV PIV , with =ww vv2/3 PIV (Pope,
2000), and this value is used for comparisons with RANS results.

We evaluate first the inlet profiles of the non-dimensional stream-
wise velocity and turbulent kinetic energy profiles for the ‘central jet of
D2 and D2.1’ configurations, in order to check that fully developed
turbulence profiles are obtained, Fig. 7. Note that ‘D2’ indicates coarser
mesh and application of the high-Reynolds turbulence model, while
‘D2.1’ indicates a refined numerical mesh with integration up to the
wall of the low-Reynolds turbulence model. The profiles are extracted

at = −x h/ 2.5, i.e. at the half-length of the periodic channels. It can be
concluded that for both RANS models a good agreement is obtained for
the non-dimensional streamwise velocity in comparison with the DNS
data of Moser et al. (1999), Fig. 7(a). In contrast to that, profiles of the
turbulent kinetic energy reveal that high-Reynolds variant of the model
is not able to accurately predict the near-wall behavior, with a sig-
nificant under-prediction of the characteristic peak, Fig. 7(b). This is in
accordance with a known deficiency of the standard high-Reynolds

−k ε model of Launder and Spalding (1973). Prediction of the low-
Reynolds − − −k ε ζ f RANS model shows significant improvement
and overall good agreement with the DNS profiles of the turbulent ki-
netic energy. This improvement is due to the accurate prediction of the
wall-blockage effect included through the elliptic-relaxation approach.
Additional mesh sensitivity analysis is performed by doubling the
number of control volumes in the x-direction (as indicated by ‘(f)’). It
can be seen that the obtained results are grid-independent. The same
validation exercise was also performed in case of the periodic co-flow
channels providing an analogous result, i.e. the fully developed tur-
bulence profiles were obtained.

The profiles of the non-dimensional streamwise velocity and tur-
bulent kinetic energy exactly at the inlet plane (at =x h/ 0) are shown
in Fig. 8. It is obvious that experimental data are showing asymmetrical
distributions (‘D1’ domain), caused by some constraints of the experi-
mental setup, which include a presence of internal components and a
convergent-shape of co-flow channels. The extended simulation domain
results (with pre-cursor simulation to get fully developed profiles) ex-
hibit, as expected, symmetrical profiles (‘D2’ and ‘D2.1’ domains). It
should be noted that differences between the ‘D1’ and ‘D1(f)’ profiles
are due to the sampling settings in OpenFOAM, since the values in the
centers of control volumes are used instead of their cell-faces. Conse-
quently, results obtained in ‘D1(f)’ domain show a better agreement

Fig. 4. Contours of velocity magnitude (a), turbulent kinetic energy (b), global dynamical time-scale (c) and velocity-scale ratio (d) from the low-Reynolds
( − − −k ε ζ f ) + ( −k εθ θ) turbulence model (domain D2.1).
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with experiments at =y h/ 0.5 and = −y h/ 0.5 locations due to their
smaller distance of the first row of control volumes from the inlet plane
in comparison to ‘D1’ domain, Fig. 8(a). It can be also seen that the low-
Reynolds RANS model (‘D2.1’) captures the best characteristic wakes at
the nozzle near-wall regions (located in the proximity of above men-
tioned =y h/ 0.5 and −0.5 locations). The profiles of non-dimensional
turbulent kinetic energy show larger differences between simulations
and experiments, Fig. 8(b). In addition to already mentioned

asymmetrical behavior, there is also a significant difference in pre-
dicting the characteristic peaks, indicating that simulated fully devel-
oped inflows are underpredicting the turbulence intensity in the co-flow
channels, whereas its intensity in the central-jet inflow is overpredicted
- independently on used turbulence model (i.e. for both high- (‘D2’) and
low-Reynolds model (‘D2.1’), respectively). This low intensity of tur-
bulence in the central jet can be partially explained by partial lami-
narization effects due to nozzle constriction, as discussed in Back et al.

Fig. 5. Contours of temperature (a), temperature variance (b), local thermal time scale (c) and turbulent Prandtl number (d) at Pr= 0.2, obtained from the low-
Reynolds ( − − −k ε ζ f ) + ( −k εθ θ) turbulence model (domain D2.1).

Fig. 6. Contours of turbulent to molecular viscosity (a) and diffusivity (b) ratios at Pr= 0.2, obtained from the low-Reynolds ( − − −k ε ζ f ) + ( −k εθ θ) turbulence
model (domain D2.1).
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(1970). The effects of the experimentally observed asymmetrical dis-
tributions and symmetrical fully developed turbulence conditions will
be compared at different streamwise locations, =x h/ 3, 5, 7, respec-
tively, Fig. 9. At =x h/ 3 location, the peak of the central jet velocity, as
well as it is cross-wise spreading show an overall good agreement with
experiments, Fig. 9(a). The low-Reynolds RANS model results (‘D2’ and
‘D2.1’) show a slight overprediction for the upper co-flow region
( >y h/ 0). At the same location, the numerically predicted non-di-
mensional turbulent kinetic energy profiles show significant under-
prediction in the central jet region for both models, Fig. 8(b). It is
surprising that the PIV data exhibit behavior with identical peaks, de-
spite the non-symmetrical trends at =x h/ 0. Agreement with PIV
measurements is better in the co-flow regions for the high-Reynolds
model (‘D1’ and ‘D1(f)’) results.

The low-Reynolds model (‘D2.1’) shows the best agreement with
measurements for the mean streamwise velocity component at =x h/ 5
location, Fig. 9(c). The only deviation is obtained for the upper co-flow
region. The high-Reynolds model (‘D1’) shows better prediction in this
upper co-flow region, but cross-wise spreading is significantly under-
predicted. Agreement between measurements and simulations of TKE
profiles at this location is much better, as shown in Fig. 9(d). The peak
values are well predicted with all models. The high-Reynolds model
(‘D1’) shows good agreement in the co-flow regions, but underpredicts
the level of TKE in the jet center. With further increase of the distance
from the inlet plane, =x h/ 7, the experimentally observed asymmetry
in the upper co-flow region increases for both velocity and TKE profiles,
Fig. 9(e) and (f). The velocity peak value is again well predicted with all

models, Fig. 9(e). The TKE profiles indicate that the low-Reynolds
(‘D2.1’) model shows the good prediction of the peaks, whereas the
high-Reynolds (‘D1’) model is closest to PIV in the co-flow regions,
Fig. 9(f). The profiles of the normalized turbulent shear stress compo-
nent (uv) at characteristic locations are shown in Fig. 10. The shear
turbulent stress component prediction is important since it makes the
most important source in the production of the turbulent kinetic en-
ergy. It can be seen that the asymmetrical distribution is again pre-
dicted better with the experimentally adjusted turbulent inlet for the
high-Reynolds −k ε model.

In summarizing the quantitative analysis of the flow field, an overall
good agreement between PIV measurements and RANS simulations is
obtained. The cross-wise profiles of the mean streamwise velocity at
different locations downstream from the inlet plane show a good pre-
diction of the characteristic peak values in the center of the jet. Also,
the jet spreading is well captured too. Similarly, the simulated cross-
wise profiles of the turbulent kinetic energy show a proper behavior
with two characteristic peaks caused by strong shear between the
central and co-flow jets. The experimental data of TKE in comparison
with the numerical results indicate more rapid decay of the peak values
of TKE in the streamwise direction. An additional attempt is made to
mimic more closely asymmetrical distributions of measured profiles. It
is shown that experimentally obtained differences between the upper
and lower co-flow regions can be reasonably predicted by imposing
corresponding inlet profiles for mean velocity and turbulent kinetic
energy.

Fig. 7. Universal log-law profiles of velocity (a) and turbulent kinetic energy (b) as jet inlet conditions in domain D2 (the high-Reynolds turbulence model) and D2.1
(the low-Reynolds turbulence model). Note that (f) indicates the mesh refinement with a factor two in the streamwise direction.

Fig. 8. Profiles of normalized streamwise velocity (a) and turbulent kinetic energy (b) at the jet inlet.
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Fig. 9. Profiles of normalized streamwise velocity (a, c, e) and turbulent kinetic energy (b, d, f) at different locations.

Fig. 10. Profiles of normalized turbulent shear stress component (uv) at different locations (a, b).
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4.3. Quantitative analysis of the thermal field

Furthermore, we perform a comparison between measured and
numerically obtained mean temperature profiles for two different va-
lues of Prandtl number at two locations, =x h/ 5 and 7, respectively,
Figs. 10 and 11. During experiments, it was observed that the mean
temperature of the working fluid was slightly increased in time. This
increase resulted in a time-dependent behavior of the jet and co-flow
inlet temperatures. To eliminate these time-dependencies, the mean
temperature was non-dimensionalized as: = − −∗T T T T T( )/( )CO CO c ,
with Tc as the centerline temperature. Note that a constant uniform inlet
temperature profiles of the central jet and co-flows were specified for all
numerical simulations. For the air as working fluid case, a simple
Reynolds analogy in the modeling of the turbulent heat flux is applied
with the characteristic values of the turbulent Prandtl number of

=Pr 0.85t . It can be seen that a reasonable agreement is obtained with
experimental data at both locations, Fig. 11. The agreement is best for
the ‘D1’model where the asymmetrical inlets are imposed, although the
cross-wise spreading is still underpredicted compared to the experi-
ments.

For the low-Prandtl working fluid case ( =Pr 0.2), various ap-
proaches in modeling the turbulent heat flux are tested, including: (i)
the Reynolds analogy with two values of the turbulent Prandtl number
( =Pr 0.85t and 2, respectively), (ii) the Prandtl number is evaluated
from Kays correlation, and finally (iii) the full six-equation low-
Reynolds model − − − − −k ε ζ f k εθ θ model, which does not require
specification of the Prt. From the non-dimensional temperature profiles

at =x h/ 5 and 7, it can be concluded that more accurate modeling of
the turbulent heat flux does not bring many differences, Fig. 12. The
agreement between simulations and experiments is poor. The experi-
ments indicate significantly wider and asymmetrical distributions out-
side the − ⩽ ⩽y h0.5 / 0.5 region, whereas the numerical simulations
exhibit theoretically more proper Gaussian-like profiles, which were
also reported in experimental studies of Franco-Medrano et al. (2017).

In conclusion of the analysis of the thermal field, we postulate that
agreement between experiments and simulations is still not satisfactory.
This disagreement is most probably a consequence of a combination of
the used measuring techniques and still some uncounted experimental
heat losses since the numerical simulation profiles exhibit typical be-
havior in a close agreement with similar studies in the literature.

5. Conclusions and outlook

A new experimental campaign was conducted at VKI on a forced
planar jet with heated co-flow at two values of Prandtl number,
Pr= 0.71 (air) and 0.2 (He-Xe gas mixture). The PIV and thermocouple
measurement data were used to validate the RANS simulations, which
included a series of approaches ranging from a standard two-equation

−k ε to the state-of-art low-Reynolds elliptic-relaxation based −ζ f
model. For temperature field predictions, a range of turbulent heat flux
models was applied, ranging from the standard constant turbulent
Prandtl number approach to a more elaborate −k εθ θ models. Overall
good agreement between the experiments and simulations in predicting
the cross-wise profiles of the mean velocity, turbulent kinetic energy

Fig. 11. Profiles of normalized temperature at =Pr 0.71 and =Pr 0.85t from domains D1, D2 and D2.1 at different locations (a, b).

Fig. 12. Profiles of normalized temperature at =Pr 0.2 with different THT models from domain D2.1 at different locations (a, b).
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and turbulent shear stress at different locations. The quality of agree-
ment was improved when typical asymmetrical inlet conditions were
imposed at the co-flow inlet planes. In contrast to the velocity field, the
temperature profiles showed a good agreement in the central part of the
domain (i.e. within the central jet region), whereas significant devia-
tions were observed in the co-flow and connecting regions. A rather
small differences between different turbulent heat flux models, which
ranged from a standard constant turbulent Prandtl number to a more
comprehensive model based on the solving of additional equations for
the temperature variance and its dissipation rate ( −k εθ θ), indicated an
overall dominance of the strong convective forced convection and
passive behavior of the temperature. The more advanced models of the
turbulent heat flux considered here will have a significantly more im-
portant role for mixed and especially natural convection situations in-
volving low Prandtl fluids.
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