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Abstract

Floating photovoltaic (PV) systems enable a sustainable way of generating electricity on bodies of wa-
ter. Floating PV systems have several advantages over conventional roof and ground-based systems
and their potential is substantial. One of the projects that aims to accelerate the development of float-
ing PV in the Netherlands is the INNOZOWA project. Within this project, several parties are working
together on the development of floating PV systems which can be utilized on bodies of inland water.
To test the designed systems, a pilot project was initiated in September 2019. During the pilot project,
two floating PV systems are being tested: the Tracker System and the Retractable System. In total,
nine different subsystems are being evaluated, which differ in module type, orientation, and reflector
utilization.

The INNOZOWA project provides the opportunity to test the PVYMD modeling toolbox in detail and
to improve the existing software code. The PVMD modeling toolbox is a modular MATLAB based
program designed for making energy yield simulations from cell level up to module level. Considering
the opportunity the INNOZOWA project provides to test the PVMD modeling toolbox to its limits and the
recommendations for model as well as system improvement that may result from this, this master thesis
project was initiated. Broadly, three main topics are discussed in this report: 1) The development of a
new power conversion model for the PVMD modeling toolbox. 2) The process of simulating the energy
yield of the nine INNOZOWA study cases and the analysis of the results. 3) Detailed performance
monitoring of the INNOZOWA subsystems.

Since the INNOZOWA PV pilot system makes use of power optimizers and considering that there
is no immediate way of simulating these devices in the PYMD modeling toolbox, an input model for
power optimizers is developed. This input model is part of the new Power Conversion script for the
PVMD modeling toolbox. Other models added to this new script are models for inverters and cables,
based on industry standard models. A manual is created as well to support the user with operating the
new script. The Power Conversion tool was tested and validated using INNOZOWA energy yield data.

Energy yield simulations are made for the study cases of the INNOZOWA pilot project. Initial simula-
tions showed significant differences between simulated and monitored values. The deviations resulted
from unrealistic albedo values, unsuitable thermal models, and installation faults. An on-site inspection
was conducted, yielding important observations which improved the simulation results. The final sim-
ulation results showed that on-site irradiance data with a high resolution provides the most accurate
results. The percentual difference between simulated data and monitored data was found to be +10%
on monthly as well as on daily basis. No correlation was found between meteorological parameters
and the accuracy of the simulations. Uncertainties in the simulations mainly concern the accuracy and
resolution of the monitored values, the fouling of the modules and uncertainties on the model side. The
simulations yielded recommendations for model and workflow improvement.

Throughout a period of ten months, the performance of the INNOZOWA system was analyzed in
detail. Results showed that the bifacial modules of the Tracker System, installed at a tilt angle of 15
degrees, outperform the ground-based reference case by about 9%. Calculations showed that the
pumps consume less than 1% of the total yearly energy production per module of the Tracker System.
Other important observations include the deviations in the energy yield data of the monofacial modules
of the Retractable System (a difference of about 25% between the highest yielding module and the
lowest yielding module) and the monofacial modules of the Tracker System, installed at a tilt angle of
zero degrees (a difference of about 50% between the highest yielding module and the lowest yielding
module in December 2019). The former case is explained by the shadows that are being casted by the
support structure. The deviations in the energy yield of the monofacial modules of the Tracker System
are expected to arise from the internal control which determines the optimizer output voltage. From the
analysis of the albedo of the water and the reflectance of the reflectors it is concluded that the water
albedo is low (0.05 during operating hours) and reflectors are needed for floating bifacial modules.
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Introduction

This chapter provides an extensive introduction to the topics that are of importance in this master thesis
research. First, the advantages and challenges, the current status, and the future potential of floating
photovoltaic (PV) systems are discussed. Second, an introduction is given to the INNOZOWA project,
which this thesis is a part of. Third, a description is given of the PVYMD modeling toolbox, which is a
MATLAB based simulation tool which can be used to make energy yield calculations of PV modules.
When all topics are introduced, the main research question and the sub-questions of this thesis are
introduced. Finally, the structure of this report is given.

1.1. Floating Photovoltaic Systems

This section gives an overview of floating photovoltaic (FPV) systems with the goal to create a better
technical understanding of these systems and to illustrate their potential and remaining challenges.
First a short introduction is given on the technology itself and the potential advantages and remaining
challenges. Second, the current global status of FPV systems is explored. Finally, the global potential
of this technology is examined.

1.1.1. What are Floating PV systems?

Over the past two decades the worldwide implementation of renewable energy sources has grown
rapidly. According to the International Renewable Energy Agency, the renewable generation capacity
has expanded from less than 20 GW per year in 2001 to about 160 GW per year in the last four years [1].
This growth has been accelerated by initiatives like the Paris Agreement in which almost all countries
pledged to strengthen their response to the threat of climate change to prevent global warming [2].
One of the fastest growing and most promising renewable energy sources is solar PV. This technology
converts light from the sun to a renewable form of electricity. The total installed solar PV capacity
increased from 808 MWp in the year 2000 up to 480,000 MWp in 2018 1.1. The trend of cumulative
installed solar PV capacity is shown in Figure 1.1.

There are multiple ways solar PV can be utilized. PV systems are typically build and operated on
land or roofs. Other emerging forms of solar PV systems are, for example, building integrated PV and
floating PV. Floating PV has gained a lot of interest in the past decade and has a huge potential. The
biggest reason for this gained interest is the lack of suitable areas of land for (large-scale) ground based
PV systems. Furthermore, if suitable areas are available, there are multiple competing uses for this
land. This has lead to the development and research of the deployment of solar PV on water bodies
like water basins, dredging depots, sand extraction sites, flooded coal mines, buffer sumps, and waste
water treatment plants.

A floating PV system is basically an ordinary PV system but with some additional components to
make the system float and to ensure it stays in the same spot. The floating system typically consist of
so called pontoons. Pontoons are large flotation devices which can carry a significant number of PV
modules. They consist of plastic hollow floats which are combined to form the pontoon. These floats

1
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are typically made out of HDPE (high density poly-ethylene) known for its tensile strength, maintenance
free use, and UV and corrosion resistance. Furthermore, a mooring system is used fix the floater in
place and to prevent the system from floating away due to winds or currents. The requirements of
this system typically depend on the nature of the water: the water depth, wave weight, distance to the
shore, current, tides, etc. [3]
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Figure 1.1: Global installed solar PV capacity. Adapted from [4].

Apart from the advantage of using floating PV in highly populated areas with competing uses for
land as described earlier, there are many other advantages associated with floating PV:

* Increased Efficiency of the PV Modules. The surroundings of the PV modules on water are

typically cooler than on land. This is the result of the reflection of light from the water and the
natural cooling effect of the water. These factors lead to an increased efficiency of the PV module,
since the module efficiency depends linearly on the operating temperature [5]. Several studies
have been conducted to examine the efficiency increase from the cooling effect of the water.
The results of these studies range from an efficiency increase of 1.5 to 2% based on theoretical
research for a typical polysilicon PV module [6], to 11% based on empirical research [7].

Reduced Evaporation of the Water. The shading provided by the floating PV systems reduces
water evaporation. Furthermore, the system limits the evaporating effects of wind. This advan-
tage could be utilized by water reservoirs and artificial lakes in places were water is evaporating
(too quickly) due to extreme weather conditions. [3, 8]

Improved Water Quality. The floating system prevents sunlight from entering the water and
therefore disrupts the photosynthesis process. This could be useful for bodies of water were
algae growth is undesired, like buffer sumps or reservoirs [8]. However, at natural bodies of water
with an ecological significance, this could actually be a negative consequence. More information
on the negative consequences of floating PV on the ecology can be found later in this section.

Less Dust Effects. This could especially be an advantage for places with high solar energy
potential that are dusty and arid, like dry/desert biomes, since the effect of dust on the modules
can reduce the energy output significantly [9].

Synergy with Other Forms of Renewable Energy. Floating PV could be used in combination
with other forms of renewable energy to create a complementary energy system. An example
of such a synergy is the combination of floating PV plants with large existing hydropower plants.
The floating PV systems can be installed on the reservoirs of the hydropower plant, while using
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the existing energy infrastructure. The solar capacity can then be used to manage periods with
low water availability. Furthermore, the hydropower can be used to smoothen the variable solar
output [8]. Another possible synergy is the combination of floating PV with offshore wind energy.
Since solar and offshore wind energy are complementary energy sources, they can utilize the
same energy infrastructure [10]. This could lower the cost for both offshore wind projects and
offshore floating PV.

Floating PV systems present many advantages over ground based systems, however, floating solar
is still an emerging technology with a lack of a robust track record. This means that there are several
uncertainties still surrounding the technology, like costs, permitting and licensing, environmental and
ecological impact, and design, building and operating. These uncertainties are described in more
detailed below:

» Costs. The costs of floating PV systems are still slightly higher than the costs of ground based
PV systems, mainly because of the floating devices and the mooring and anchoring systems.
However, these costs are expected to drop due to the large projects that are being planned and
the subsequent improved economies of scale [8]. Furthermore, the slightly higher costs could be
balanced by the (possible) increase in energy yield. However, more long-time research is needed
to get a better understanding of the economics of floating PV systems.

* Permitting and Licensing. There are currently no clear regulations on the permitting and li-
censing of floating PV systems [8]. It is therefore important to create an unambiguous policy
with regards to safety, ecological aspects and water quality [10]. On a national level, the first
report to assess these issues was published by the knowledge centre for water managements,
STOWA. The report, called ’handreiking voor vergunningverlening drijvende zonneparken op wa-
ter’ (Guide for the permitting of floating solar parks on water), provides a flowchart to indicate all
the necessary steps needed to get the permits for a floating PV systems in the Netherlands [11].

» Design, Building and Operation. Challenges regarding the design and building of floating PV
systems are: The wave and wind resistance of the floating structures as well as the mooring
and anchoring systems, the lifetime and reliability of the system under moist conditions and the
choice for module orientation, tracking systems and module technology (e.g. the use of bifacial
modules). Depending on the local conditions and the design choices, significant differences in the
economics of the system can occur. Furthermore, finding the right balance between production,
transport and construction is an ongoing process. [10].

» Water Quality and Ecology. The same report as mentioned under 'Permitting and Licensing’
assessed the effects of floating PV systems on the water quality and the local ecology [11]. It
concluded that floating PV systems can have a significant effect on the water temperature, the
distribution of the temperature throughout the body of water, the oxygen level, the biomass, and
the area that is suitable for water plants. The operation of a FPV system could therefore negatively
influence the water quality and ecology. However, it should be noted that this depends on the
location of the FPV system as well as on the area that the FPV system covers on the body of
water. Several tools were developed to assess individual bodies of water to indicate the possible
ecological effects. Monitoring of (pilot) systems is needed to get a better understanding of the
aforementioned effects.

1.1.2. Current Status of Floating PV

This subsection briefly discusses the current status of FPV systems. First some historical context is
provided. Second the current status of FPV on a global scale as well as the status of FPV in the
Netherlands is discussed.

The first floating PV plant was build in 2007, in the country of Japan. The first commercial installation
followed a year later; a 175kWp system build in the United States, California. From 2013 onward the
global interest in floating PV systems increased, as more countries started to develop and test FPV
systems, especially countries like Japan, South-Korea and the US. In 2016 the first larger than 10MWp
plant was completed while two years later the first larger than 100MWp plant was put into use. Figure
1.2 shows the global annual and cumulative installed floating PV capacity up to September 2018 [8].
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Figure 1.2: Global installed floating PV capacity. Adapted from [8].

By December 2018, the total installed capacity of floating solar was about 1.3 GWp, which is equal
to the installed capacity of land based solar in 2000 [8]. According to a recent study (September 2019)
by Wood Mackenzie Power & Renewables, the demand for floating Solar is expected to grow by an
average of 22% from 2019 through 2024 [12]. Notable examples of planned large scale FPV projects
are a 200MWp plant in Indonesia [13] and a 1GWp plant in India [14].

The main driving force behind the research and development of floating photovoltaic systems in
the Netherlands is the 'Nationaal Consortium Zon op Water’ (National Consortium Sun on Water),
which is a partnership between more than 35 parties, including governmental institutions, companies
and knowledge institutions. This consortium is involved with several (pilot) projects throughout the
Netherlands to accelerate the energy transition using floating PV. One of the projects that they are
involved with is 'INNOZOWA' (Innovative Sun on Water), which is introduced in Section 1.2 of this
chapter. [15]

1.1.3. The Potential of Floating PV

The previous subsection showed that there is national and international interest in floating PV by giv-
ing historical context and providing an overview of the current status of this technology. However, the
current installed capacity is only a small fraction of the potential global capacity. Because of the ad-
vantages of FPV and the progress made with these systems, many studies have been conducted, on
national as well as international level, to assess the total potential of floating PV. A brief overview of
some of these studies is given to illustrate the significant potential of this emerging technology.

According to a recent report by the World Bank Group the global potential for floating PV is ex-
ceeding 400GWp, based on their most conservative estimations [8]. This is almost equal to the total
worldwide installed PV capacity in 2017 [4]. A detailed breakdown of their estimated potential can be
found in Table 1.1.
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Table 1.1: Peak capacity and energy generation potential of floating solar on freshwater man-made reservoirs, by continent.
Adapted from [8].

Floating PV potential | Possible annual energy

Total Number f
Continont surface area | of water (GWp) generation (GWh/year)
a‘@'r';;"z':'e asb::S':Z g [5% of total [5% of total
surface area used] surface area used)]

Africa 101,130 724 506 835,824
Middle East

and Asia 115,621 2,041 578 643,456

Europe 20,424 1,082 102 97,868

North America 126,017 2,248 630 704,076

Australia 4,991 254 25 33,565
and Oceania

South America 36,271 299 181 290,753

Total 404,454 6,648 2,022 2,605,542

In December 2018 the National Renewable Energy Laboratory (NREL) provided the first large scale
potential study for floating PV in the US [16]. They estimated that by installing floating PV on suitable
water bodies, about 10% of the current domestic electricity generation can be produced. Furthermore,
many of these water bodies are located in water-stressed areas with high land and electricity costs,
adding to the value of floating PV.

The ’Nationaal Consortium Zon op Water’ made a prognosis of the potential floating solar capacity
up to 2023. They estimate a total cumulative installed capacity of over 2GWp in the Netherlands by
2023. The breakdown of this estimation is shown in Figure 1.3 [10].
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Figure 1.3: Prognosis of cumulative installed FPV capacity in the Netherlands. Adapted from [10].

In the same report an extended, long-term, prognosis is given for the total potential capacity of
floating PV. The prognosis is broken down into 4 categories: wave category 1 to 4, which differentiate
in wave height, wind speed and water depth. This prognosis is shown in Table 1.2
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Table 1.2: Long-term prognosis of the total potential of floating photovoltaic systems in the Netherlands [10].

Wave Category | Description GWp
1 Wastewater treatment plants, small inland water, 8

Slufter Maasvlakte, Tjeukemeer, Veluwe randmeren,

large sand extraction sites

IJsselmeer, Markermeer, Zeeuwse wateren, lades

Sea 51

BN

Total

From the examined sources it can be concluded that there is a significant potential for solar PV
on water, globally as well as on a national level in the Netherlands. In the next subsection, the future
developments of floating PV systems are discussed.

1.1.4. Future Developments of Floating PV

As described in the previous sections, progress is made with floating PV on man-made bodies of water
like reservoirs and water ponds. However, the development of floating PV is advancing, and companies
and governments are starting to show interest in a relatively new FPV technology: offshore floating PV
[8]. Considering the limited availability of land, offshore floating PV might be the only viable option
for small island states or populous near-shore cities. Although the concept of near-shore floating PV
systems is more or less equal to floating PV on inland bodies of water, the near-shore concept comes
with additional challenges:

* Due to the higher wind speed and higher waves, the water conditions are much rougher at near-
shore sites. Moreover, currents and tides provide an additional challenge. These harsher water
conditions impose strict requirements on the floating constructions as well on the mooring and
anchoring of the system [8].

» The salinity of the water presents an extra challenge with regards to the material that can be used.

» The accumulation of organic material from local organisms (bio-fouling) can interfere with the
functionality of the PV system. Furthermore, the PV system can interfere with the complex natural
systems and natural habitats of these local organisms.

1.2. The INNOZOWA Project

This master thesis is part of a project called INNOZOWA. The INNOZOWA project was already briefly
mentioned in Section 1.1.2. In this section, INNOZOWA is formally introduced with the aim to provide a
complete overview of the project. First, background information is provided after which the objectives
of the project are formulated. Second, the role of the TU Delft in this project is explained in more detail,
including the research by previous master thesis students. Finally, the current status of the project is
discussed.

1.2.1. Background Information and Project Objectives

INNOZOWA is a dutch acronym which stand for INNOvatieve Zon-pv op Water (Innovative Solar PV on
Water). The project is initiated by the water board Rivierenland, which is a governmental body tasked
with the management of water in their region. An overview of their jurisdiction is shown in Figure 1.4.

The water board identified a potential for floating PV systems on the surface water that falls under
their jurisdiction. They estimated that an area of 3800 ha is available of which about 800 ha is suitable
for floating PV. Most of these bodies of water are so called 'waterbergingen’, which are large ’river
buffer lakes’ that are used for flood protection. By utilizing these flood protection lakes for floating PV,
the water board aims to give substance to their energy goals and improve their water management.
The main objective of the project, as formulated by the water board, is:

To accelerate the development of a solar PV system that can be utilized on bodies of inland water,
which is competing and complementary for solar PV on land and has an added value for the goals of
the water management. [17]
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Utilizing a floating PV system on a buffer lake has additional challenges compared to the challenges
that were discussed in Section 1.1.2. The first additional challenge in this project is the mowing and
dredging of the buffer lakes, which needs to happen once to twice a year to keep the lake operational.
This is done with (mowing) boats. Consequently, a static PV system would be inconvenient, since the
boats wouldn’t be able to cover the entire lake. It is therefore required to develop a system that can
move around so that the buffer lake can be properly maintained. A second additional challenge is that
the lake can be, at times, completely empty. The construction should therefore be amphibious; it should
function both on water and on land. [18]
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Figure 1.4: Jurisdiction of the water board Rivierenland. Reproduced from [18].

Based on the main goal and the additional challenges that were identified, a project plan was composed.
This project plan is divided into five 'work tasks’:

1. Research and development of the floating construction.
2. Optimisation of the bifacial modules.

3. Pilot research.

4. Scale-up research.

5. Project management and communication.

These tasks are carried out by several parties. These parties, as well as the work that has been done
up to this point is briefly described in the next section.

1.2.2. Involved Parties and Previous Work
Within the INNOZOWA project four parties are working closely together:

» Waterschap Rivierenland - The water board Rivierenland is the initiator of the project and the
eventual end-user of the floating PV system.

» Blue21 B.V. - Blue 21 is a company specialized in the design, research and realization of floating
structures. They are involved with the design of the system, project management, research and
monitoring and the eventual marketing of the product.

» Hakkers B.V. - Hakkers is a company specialized, among other things, in building on water. They
are involved with the realization of the pilot installation, especially the mechanical structures.

» TU Delft - The TU Delft supports this project with scientific research, through the Photovoltaic
Materials and Devices (PVMD) research group.
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This master thesis is the next, independent, report in a series of several master thesis reports,
providing academic research and support for the INNOZOWA project. This section briefly discusses
some of the work that was carried out by preceding students, to give context to the current work.

The first thesis project was carried out by Elias Garcia Goma. The main goal of this thesis was to
create a modular simulation toolbox which can be used to estimate the energy yield of a PV module.
This toolbox will be further introduced in section 1.3. Finally, the toolbox was utilized to estimate and
optimize the INNOZOWA PV system. [19]

The second project was carried out by Julen Garro Etxebarria. The main goal of this project was to
investigate the validity of floating PV systems formed by bifacial modules and reflectors in the Nether-
lands. In order to investigate this validity, the PVMD toolbox was improved, including the addition of a
thermal model using COMSOL to accurately study the thermal behaviour of bifacial modules. [20]

The third project in this series was carried out by Ignacio Narvaez Alavez. The main goal of this
research was to develop a monitoring system that can store historical data from the INNOZOWA pilot
system. Furthermore, the PVMD toolbox was validated and used to make preliminary estimations of
the INNOZOWA pilot system energy yield. [21]

1.2.3. Current Status of the Project

In Section 1.2.1, the work tasks of the project were briefly mentioned. In this section, the third work
task, the pilot research, is concisely explained as this is the current phase of the project. The goal of
this task, as described by the project team of INNOZOWA, is:

» To demonstrate the added value of a solar PV system on water, with bifacial panels.
» To demonstrate the robustness of the movable floating construction.
+ Obtain the required knowledge for a definitive design of the floating construction.

» Monitor the maintenance of the pilot system as well as the effects on the water management and
surroundings.

To achieve these goals, the pilot system needs to be tested on a significant scale. A suitable
location was found near the waste water treatment plant in Weurt (Figure 1.5) which is property of the
water board. At his location three systems are currently being tested. Two of these systems are floating
structures, one of which has single-axis tracking capabilities. Additionally, a land-based system is used
which serves as a reference case for the floating systems. In total 50 modules are deployed, including
monofacial and bifacial module types. Each module is connected to a power optimizer and finally to a
central inverter. The pilot started mid September 2019 and will continue for at least one year to level out
seasonal fluctuations. During this period, the pilot system generates data, such as the output power,
voltage and, current. This data can be analyzed and used to validate simulations. The set-up of the
pilot system and all its technical specifications is described in detail in Chapter 3.

Figure 1.5: The picture on the left shows the location of the floating PV pilot system in Weurt, indicated by the red square
(Adapted from [22]). The picture on the right shows a bird’s-eye view of the pilot system.
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1.3. The PVMD Modeling Toolbox

In this section, the PVYMD Modeling Toolbox is introduced. The goal of this introduction is to get a
better understanding of the toolbox since it will be heavily used in this master thesis project. The
PVMD modeling toolbox is a modular modeling software package developed in MATLAB. Itis developed
internally by the PVMD research group. The goal of the toolbox is to provide a modular and detailed
simulation of a PV module, from cell level up to module level based on user inputs. This section briefly
introduces each of the four main scripts that are currently available in the toolbox. A flowchart, giving
an overview of the toolbox, is shown in Figure 1.6.

Transmittance Temperature

Absorptance Absorption
Reflectance Photo generated current
(AOIL, A) (time/location)

Select cell parameters

Select frame type Sensitivit,
P (Az As)y (Voc, Isc, Vmpp, Impp)
Define module Select location
geometry (number of . ¥ . Define temperature
cells, azimuth (including meteorological coefficients
cell sp)aclng, etc).) data)
Cell type
(Mono/Bifacial, Select sensitivity Select thermal model Determine cell
Tandem) and (Individual/average) resistance
Cell layer properties
Cell Module Weather Electrical Predicted module
Simulation Simulation Simulation Simulation output energy yield

Figure 1.6: Flowchart of the PVMD toolbox. The trapezoids indicate the user inputs.

1.3.1. Cell Simulation

The first main script of the toolbox is the 'CELL’ script. The user selects the type of cell: monofacial,
bifacial or tandem. The cell is defined by a set of properties, such as: the thickness of the individual
layers, layer texture, and reflection. The model is based on GenPro4, which is an optical model for
solar cells that combines wave and ray-optics. In this optical model the solar cell is represented as a
multi-layer structure. The model calculates the incident light absorbed in each layer and subsequently
calculates the implied photocurrent and generation profile. The model output is the reflectance, ab-
sorptance in every layer and transmittance as a function of wavelength and angle of incidence, both
for front and, in the case of a bifacial cell, rear-side illumination.

1.3.2. Module Simulation

The second main script of the toolbox is the 'MODULE’ script. The goal of this script is to accurately
predict the sensitivity of the cells within a module based on light coming from different azimuths and
altitudes. The simulation builds a 3D geometry of the module and frame, based on parameters defined
by the user. First, the module type is defined. Currently there is only one module type available in
the toolbox: ’'the four legged frame’. After selecting the type, the module geometry is defined (i.e.
number of cell rows/columns, spacing, tilt, azimuth, etc.). Finally, the user is asked to choose between
individual or average cell sensitivity. These properties are combined with the properties calculated in
the previous 'CELL’ script to calculate a sensitivity map of the module, which is the output of this script.

1.3.3. Weather Simulation

The third main script of the toolbox is the 'WEATHER’ script. The goal of this script is to predict the
irradiance absorbed by the module over a period of time. First, the model creates a sky Map showing the
amount of light per every azimuth and altitude of the hemisphere, based on the input of the user. This
sky map is then combined with the sensitivity map of the previous 'MODULE’ script and the absorption
of the "CELL’ script to estimate the generation of current in the PV module. The final step of this
script is to calculate the operating cell temperature, based on a user defined thermal model. The final
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output of this script is the operating cell temperature, the total absorption in every cell, and the implied
photocurrent in every absorber layer.

1.3.4. Electrical Simulation

The 'ELECTRICAL’ script is the fourth and final part of the current version of the PVMD toolbox. The
goal of this script is to accurately assess how much electricity can be extracted out of the PV module.
This is achieved by representing the solar cell with an equivalent circuit which results in an I-V curve
for each point in time. From this curve the maximum power point can be calculated. The final output
of the script is the predicted module output energy yield at every point in time.

1.4. Research Questions

Although there are still challenges left for floating photovoltaic systems, their potential is abundant and
their advantages over traditional PV systems seem significant. Internationally, the attention for floating
PV grows steadily as economies of scale drive the price of these systems down even further. In the
Netherlands, the capacity of floating PV can reach multi-GWp scale in the second half of this decade.
One of the pioneering projects regarding floating PV in the Netherlands is INNOZOWA. This project
aims to accelerate the development of floating PV on bodies of in-land water. To reach this goal, a
pilot project was initiated in September 2019 at which several systems are currently being tested. This
thesis project is part of the research that is being conducted during pilot phase of the INNOZOWA
project.

To asses the performance of the INNOZOWA systems, the energy yield of each individual module
in the system is closely monitored. The energy yield of these modules should be accurately analyzed
to check for any deficiencies or anomalies. One way of analyzing experimental data is to compare
it with simulated data. Depending on the accuracy of the used models, the performance of the PV
modules can be verified. There are several commercial and open-source software packages available
to make these kind of energy yield simulations for PV systems, such as PVsyst, PVSOL, PVlib and the
System Advisor Model (SAM). A comparable software package is currently under development in the
Photovoltaic Materials and Devices Research Group of the TU Delft. This MATLAB based software
package, the PVMD Modeling Toolbox, currently consists of four main scripts which enables the user
to create a PV module from cell level up to module level and simulate its energy yield. The toolbox is
still under development and several models are yet to be validated.

The INNOZOWA project provides an opportunity to test the current version of the PVMD mod-
eling toolbox to its limits. Reconstructing the INNOZOWA system in the PVMD modeling toolbox is
expected to provide valuable feedback and recommendations to the toolbox and the simulation proce-
dure. Furthermore, the simulations can be validated with monitored data from the different INNOZOWA
subsystems. This provides the opportunity to asses the accuracy of the toolbox. Previous research
established a +15% accuracy of the current version of the toolbox, under certain circumstances [21].
Using INNOZOWA input data, this accuracy can be put to the test . Finally, considering the accuracy
that was reached with previous validations of the tool, the outcome of the simulations can provide some
insight in the performance of the modules.

Considering the opportunities that the INNOZOWA pilot project provides for improving the PVMD
modeling toolbox and the knowledge that can be gained about floating PV systems in general, this
master thesis project was initiated. The main question this research aims to answer is:

How does the energy production of the INNOZOWA PV Pilot system compare to energy yield
simulations made with an improved version of the PVMD modeling toolbox?

To answer this main question, several secondary questions need to be answered:

1. How to model the efficiency of a power optimizer and include it as an input model in the new
Power Conversion script of the PVMD modeling toolbox?
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2. Which components are needed to build a functional and convenient power conversion tool for the
PVMD modeling toolbox, how are these components modeled, and how can they be included in
the PVMD modeling toolbox?

3. Which parameters should be used to accurately simulate the energy yield of the INNOZOWA PV
pilot system in the PVMD modeling toolbox?

4. Which parts of the PVMD modeling toolbox can be improved based on the experience of simu-
lating the INNOZOWA PV pilot system?

5. Are there any defects or deviations present in the system installation that could contribute to
model and data uncertainties and how can these defects or deviations be found during an on-site
inspection?

6. Based on a thorough data analysis of the different subsystems, are there any anomalies in the
data and where do these anomalies come from?

7. How can the INNOZOWA PV pilot subsystems potentially be improved and which subsystem is
the most likely to be used for subsequent projects and up-scaling?

1.5. Structure of the Report

The secondary research questions mentioned in the previous section are answered in five chapters.
First, the development of a new Power Conversion tool for the PVMD modeling toolbox is discussed
in detail in Chapter 2. Second, the procedure of simulating the INNOZOWA subsystems in the PVYMD
modeling toolbox and the results of these simulations are discussed in Chapter 3. Third, the on-site
inspection that was conducted is explained in Chapter 4. In Chapter 5, a thorough data analysis is
made of the different INNOZOWA subsystems, including an assessment of the anomalies that are
found during this analysis. Finally, the conclusions and recommendations are provided in Chapter 6.






Development of a Power Conversion
Model for the PVMD Toolbox

One of the main goals of this thesis project is to compare the energy yield of the INNOZOWA PV pilot
system with an energy yield simulated by the PVYMD modeling toolbox. This simulation serves multiple
purposes. One of the objectives is to improve the PVYMD modeling toolbox by adding new parts of code
to the toolbox which are needed to accurately simulate the INNOZOWA system. The toolbox currently
consists of four main simulation scripts. These scripts were briefly introduced in Section 1.3 of the
Introduction. When making a simulation in the current version of this toolbox, the final output is the
energy yield of a single PV module. Furthermore, it is not possible to make a simulation of any of the
’balance of system’ components. However, in the INNOZOWA pilot system power optimizers are used
on module level to monitor the energy production of each individual module. Power optimizers slightly
decrease the energy yield of the system due to the internal losses caused by its electrical components.
In order to compare the energy yield of the INNOZOWA modules with a simulated energy vyield, the
efficiency of the power optimizers should be simulated as well. This chapter, therefore, aims to create
a model which can simulate these power optimizer.

This model should be part of a new main script of the PVMD modeling toolbox, called: Power
Conversion. This script should contain models which are used for simulating any equipment after the
PV modules. After consultation with several stakeholders, a decision was made to at least include a
model for inverters and cables in the new Power conversion tool. These models are added, together
with the power optimizer model to the new 'main’ script. The research questions that are associated
with the development of the power optimizer model and the models for the other systems components
are, respectively:

1. How to model the efficiency of a power optimizer and include it as an input model in the new
Power Conversion unit of the PVMD modeling toolbox?

2. Which components are needed to build a functional and convenient power conversion tool for the
PVMD modeling toolbox, how are these components modeled and how can they be included in
the PVMD modeling toolbox?

Several boundary conditions were set at the start of this project concerning the development of the
aforementioned models:

» The user should be able to make the simulations of the different components based on information
from data-sheets or basic project information.

* Next to the power optimizer, at least a model for inverters and cables should be added to the
newly build power conversion model.

» The power conversion model has to be fully integrated within the current version of the PVMD
modeling toolbox and should be easily customizable.

13
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» Multiple checks and warnings should be added in the code at points were the user inputs data to
check if the inputted data makes sense.

This chapter consists of five parts. First, the working principles of a power optimizer as well as
the advantages of a power optimizers are introduced. Second, a global description of the newly build
Power Conversion model is given. After this description the underlying principles of simulating the
power optimizer, the inverters, and the cable losses are discussed. Next, a validation is made of the
newly build model. Finally, the conclusions and recommendations for this chapter are given.

2.1. Power Optimizers

In this section the concept of a power optimizer is introduced with the goal to get a better understanding
of the role of a power optimizer in a PV system. Generally speaking, PV systems can be divided into
four main groups: systems with a central inverter, systems with a string inverter, systems with a micro
inverter and systems with a central inverter in combination with power optimizers [23]. The selection
of architecture is based on many factors, such as local environment and system size. For this project,
power optimizers are of interest because each module of the INNOZOWA PV system is connected to
a SolarEdge power optimizer for continues monitoring.

Power optimizers are small devices, which are typically used on module level in a PV system. These
devices contain a DC-DC converter in combination with a maximum power-point (MPP) tracker. The
optimizers works in a similar way the DC-DC converter works in a typical inverter. The maximum power
point tracker controls the operating point of the module while the operating point is set by the DC-DC
converter. Effectively, a power optimizer forces each individual module to work at its maximum power
point while a typical inverter applies the same operating point for each module in the string. Multiple
power optimizers are typically connected in series and eventually connected to a central inverter.

There are many advantages associated with installing power optimizers in a PV system. Firstly,
power optimizers mitigate the different working conditions of the modules in a PV system. These
working conditions can be influenced by a lot of factors, such as: shading, soiling, dirtiness, mismatch
between PV cells generated during the manufacturing process, mismatch due to aging, differences
in orientation and inclination of the surface, and differences in temperature or irradiance [24]. These
factors can limit the output current of a single or multiple cells in a module and therefore limit the current
of the entire string. i.e. the weakest link determines the output of the entire string of the PV system.
Installing a power optimizer would mitigate this issue as each module can operate at its own maximum
power point and is not limited by e.g. a shaded cell of another module. A second advantage of power
optimizers is that they provide a new level of safety in the system. Typically, the optimizer output voltage
can be lowered during installation and commissioning to reduce electrocution hazards for installers [25].
The final advantage that is typically associated with power optimizers is that they enable monitoring
of the performance of the module they are connected with. This is also the main reason why power
optimizers are installed for the INNOZOWA pilot system. The power optimizer enables detailed analysis
of each installed module.

There are several power optimizer types and manufacturers which produce these optimizers. There
are optimizers which work on string level, on module level and even on cell-string level. For this project,
the main focus lays on module-level optimizers, with an emphasis on the optimizers produced by the
company SolarEdge, as these are installed for the INNOZOWA project.
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2.2. Global Description of the Model

In this subsection, a global description of the Power Conversion tool is given. The goal of this description
is to provide a concise overview of the simulation process of a newly developed model for the PVMD
modeling toolbox: the Power Conversion model. The simulation process is shown, in a simplified way,
in Figure 2.1.

[ START ]—V CELL > MODULE > WEATHER > ELECTRIC
Specify power (Optional) Specify
Power Optimizer ) optimizer type and > inverter type and
calculate power calculate inverter
optimizer efficiency efficiency
Central Inverter___y)| Specify inverter type L) (Optional) Spe:chfy
String Inverte—»|and calculate inverter > (;anbdleogrfurlzct:;egjgl(: END
Micro Inverter———>{ efficiency losses

Figure 2.1: Simplified process diagram of the power conversion tool for the PVYMD Modeling Toolbox.

After the 'CELL’, "MODULE’, 'WEATHER’, and "ELECTRIC’ simulations, a new simulation option
is added to the PVMD toolbox. This new option is called ‘TCONVERSION’. With this new option, the
user has the ability to include a selection of power conversion methods as well as cable losses to the
simulation of a PV system. After simulating the’ELECTRIC’ part, yielding the power, voltage and current
at maximum power point, the user of the toolbox can choose from four different power conversion
methods: power optimizer (with or without complementary inverter), central inverter, string inverter, or
a micro inverter. The tool automatically calculates the efficiency of these devices based on several user
inputs. The power optimizer efficiency is calculated based on the efficiency curves that are provided
by the manufacturer. More details about this efficiency calculation procedure can be found in Section
2.3. The efficiency of the inverters is based on the Sandia Notional Laboratories (SNL) model. More
details about the efficiency calculation of inverters can be found in Section 2.4

The Power Conversion tool is relatively easy to use thanks to the build-in user interfaces. These
interfaces make sure that the user inputs correct data. In some places warnings are included to alert
the user if their data input is not correct. Alongside the tool, a user manual is developed. This manual
explains how the tool can be operated. Moreover, some of the design choices are concisely explained
by the manual. The user manual can be found in Appendix B of this report.

2.3. Power Optimizer Modeling

This section describes how power optimizers are modeled in the new Power Conversion tool of the
PVMD modeling toolbox. In the first subsection the underlying principles of the efficiency calculations
are explained. The second subsection details the procedure of including an inverter in a system with
power optimizers. Finally, in the last subsection, a note on string sizing is included.

2.3.1. Power Optimizer Efficiency

Power optimizers, already briefly introduced in Section 2.1, serve as an MPP tracker and DC-DC con-
verter on module level. The current version of the PVMD modeling toolbox already outputs the DC
power of the simulated module at maximum power point. Therefore, the power optimizer model does
not simulate the actual optimization process but the power that is lost in the power optimizer due to
its own conversion efficiency. To calculate this efficiency loss, the simulations makes use of efficiency
curves that are specified by the power optimizer manufacturer. An example of such an efficiency curve
for a power optimizer by the company SolarEdge is shown in Figure 2.2 [26].



16 2. Development of a Power Conversion Model for the PVMD Toolbox

100

Efficiency [%]

—— Vmpp =25V
—— Vmpp =35V
——  Vmpp =40V

92 . | . l . | . l . | . I . l .
0 50 100 150 200 250 300 350 400

Power [W]

Figure 2.2: Efficiency curves at three distinct input voltages for the P300/P350/P370 from SolarEdge. Adapted from [26].

In this graph, efficiency curves are shown at three distinct input voltages. The power optimizer
model has therefore two variable inputs, the power optimizer input voltage and the power optimizer
input power. The graphs are digitized using a web-based tool [27] and the respective data is stored in
Excel files.

The model automatically detects if the efficiency curves have a point on the y-axis at a power of OW.
If not, an additional point is calculated on the y-axis. This point is needed to calculate the efficiency at
low input power. The new point is calculated assuming linearity of the efficiency curve at a low input
power. The result of the new efficiency curves are shown in Figure 2.3, where the new points are
indicated with the dashed lines.
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Figure 2.3: Efficiency curves of the SolarEdge P300/P350/P370, extended to the y-axis.

When all necessary points are added to the graph, the simulation calculates the efficiency of the
power optimizers through linear interpolation. The interpolation is executed in two steps. First, the
power optimizer efficiency at the module output power is calculated for the three, by the manufacturer
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specified, voltages. These efficiencies are then used to calculate the final efficiency at the module
output voltage.

2.3.2. Inverter for Systems with Power Optimizers

After selecting a power optimizer type and calculating the subsequent output power of this optimizer,
the user has the option to include a complementary inverter to the system. If this inverter is included,
the simulations calculate the AC output power of the inverter. There are multiple ways to calculate the
AC output power of an inverter. Typical methods are the SNL model (more on this model in Subsection
2.4) and company specific efficiency curves. For the power conversion tool, company specific efficiency
curves are used. The main reason for for this decision is that the SNL coefficients for the SolarEdge
inverter that is used in the INNOZOWA project are unknown, while the efficiency curve of the inverter
is readily available. Using a web-based tool, several efficiency curves are digitized and transformed to
tabular data. An example of such an efficiency curve for the SolarEdge SE17K is shown in Figure 2.4
[28].
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Figure 2.4: Efficiency curves of the SolarEdge SE17K, extended to the y-axis. Adapted from [28].

To calculate the efficiency of the inverter, approximately the same strategy is used as for calculating
the efficiency of the power optimizer. First, the user inputs the number of modules in the string and
the number of parallel strings. These inputs are needed to calculate the total number of modules and
therefore the total input power that is delivered to the inverter. Second, if needed, an additional point
on the y-axis of the efficiency curve is calculated. This point is needed to calculate the efficiency of the
inverter at a relatively low input power. The additional points are illustrated in Figure 2.4 with a dashed
line. Third, since the power in the efficiency curve is specified in AC, the DC power is calculated. Finally,
the efficiency is calculated, through interpolation, based on the total inverter input power.

As an additional step, the user has the ability to select if the optimizer works in fixed voltage mode.
The reason for this addition is that several manufacturers of power optimizers use inverters that uti-
lize this mode of operation; most notably SolarEdge. This choice mainly influences the cable losses
since the string current changes due to the fixed string voltage. The string current is calculated by the
following equation:

PString
Vnom;p,

2.1)

IString =

Where Psring is the total DC power in the string and Vmax;,, is the nominal operating voltage of
the selected inverter.
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2.3.3. String Sizing

Each manufacturer has its own set of design rules when it comes to string sizing. Since this project
makes use of SolarEdge hardware, a string size check is added to the Power Conversion tool. The
string size calculations for a SolarEdge based system are relatively straightforward thanks to its fixed
voltage design. The minimum and maximum string lengths are calculated by Equation 2.2 and Equation
2.3 respectively. [29]

MIN = ceili Inverter Nom. DC Input Voltage 5 2.2)

= ceuing Power Optimizer Max Operating Output Voltage '
MAX = fl Inverter Nom. DC Input Voltage * Power Optimizer Max Output Current 23
= floor Module Peak Power (2:3)

When the user violates any of these two margins, the Power Conversion tool provides a warning.
Although the Power Conversion tool is not (yet) intended as a system design tool, these warnings can
help prevent users from making unnecessary mistakes in their simulations.

2.4. Inverter Modeling

The development of an input model for power optimizers answers one of the research questions dis-
cussed in this Chapter. The second research question that is answered in this chapter concerns the
addition of power conversion models for other equipment. As one of the boundary conditions state at
the start of this chapter, a model for inverters and cables should be included in the PVYMD modeling
toolbox. This section discusses how the inverter is modeled in the Power Conversion tool and the
set-up of this model. The next section discusses the modeling of losses in the system wiring.

2.4.1. Inverter Performance Model

The performance of inverters is modelled with the 'Performance Model for Grid-Connected Photovoltaic
Inverters’, developed by the Sandia Notional Laboratories (SNL). This is an empirically based perfor-
mance model which takes into account the electrical characteristics at different power and voltage
levels as well as the inverter self-consumption. The model is widely used in industry and in similar
power conversion tools such as those of PVsyst, SAM or PVSOL. According to SNL, the standard error
of the model is about 0.1%. The model is defined by a set of equations where Equation 2.4 relates the
AC power output of the inverter to the DC input power and the DC input voltage. [30]

Paco

B = (A—B)

—C*(A—B)|* (P — B)+ C * (Pyc — B)? (2.4)

In this equation, A, B, and C are defined by Equations 2.5 to 2.7. P, is the input power of the
inverter.

A= Pyco * [1+ Cy* (Vae — Vdco)] (2.9)
B =P, * 1+ Cy* (Vge — Vdco)] (2.6)
C=0C,* [1+ Csz * (Vge — Vdco)] (2.7)

In equations 2.5t0 2.7, C,, Cy, C,, and C; are inverter specific empirical coefficients. V. is the input
voltage of the inverter. V., and P;., are defined respectively as the voltage and power level at which
the ac-power rating is achieved at the reference operating condition. P, is the self-consumption of the
inverter.

In the inverter simulation, the AC output power and the inverter efficiency are calculated for each
moment in time. If the AC output power exceeds the inverter upper limit, defined by SNL as P,.,, the
simulation automatically sets the inverter output at the value for P,.,. This process is typically referred
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to as inverter clipping. If the DC input power is below the power level required to start the inversion
process, defined by SNL as P,,, the output of the inverters is set to its night consumption, defined by
SNL as B,; . This self-consumption loss during the night is typically referred to as 'night tare’ loss.

2.4.2. Inverter Model Set-up

The Power Conversion tool allows the user to choose between four distinct power conversion archi-
tectures: a central inverter, a micro inverter, a string inverter, and a power optimizer. When selecting
either of the inverters, the model calculates the efficiency with the SNL model, described in detail in
the previous section. The SNL constants that are used for this calculation are retrieved from the open
source PV performance Modeling Collaborative, the PV LIB Toolbox [31]. In this database, no dis-
tinction is made between inverter type, so the user should select an inverter with caution. A detailed
explanation of the inverter modeling procedure is found in the Power Conversion Manual in Appendix
B.

2.5. Cable losses

Cables are an essential part of every photovoltaic system. The wiring of a PV system can have a
significant impact on the performance of the system due to the heat that is dissipated in the cables.
It is therefore important to include these cable losses in the simulation of a PV system. To simulate
the cable losses, a separate 'Cable Losses Tool' is created for the PVYMD modeling toolbox. Within
this tool, the user can choose between a fixed loss percentage or a detailed calculation based on user
specified cable characteristics. The next subsection specifies the calculation procedure of this detailed
cable loss calculation. The second subsection provides information about the design considerations of
the wiring in a PV system.

2.5.1. Detailed Cable Loss Calculation

The detailed cable loss calculations are based on a relatively simple cable lay-out. An example of such
a lay-out is shown in Figure 2.5.

Junction =
Box

Figure 2.5: Example of a PV set-up which can be used for a detailed cable calculation. The first cable section is coloured in
red, the second cable section is coloured blue.

The calculation procedure is divided in two steps. First the heat dissipated in a single string is
calculated. In Figure 2.5 this cable is indicated with a red line. Using Equation 2.8, the resistance of
the cable is calculated based on the cable characteristics.

l
Regpie = p * Z (2.8)
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In this equation p is the specific resistance in mm—"; A is the cross-section of the cable in mm?, and [
is the cable length in m. Using the cable resistance, the heat dissipated in the cable can be calculated
using Equation 2.9.

Peabie = I? « Reabie (2.9)

In this equation, I is the string current. When the cable loss for a single string is known, the total
cable losses for the all parallel strings can be calculated simply by multiplying the losses for a single
string with the number of parallel strings.

The second step in the calculation procedure is to determine the heat dissipated in the cable from
a junction box to the inverter. In Figure 2.5, this cable is indicated with a blue line. Using Equations
2.8 and 2.9, the heat dissipated in the cable is calculated. This step, however, is optional. Some PV
system consist only of a single string or the inverter has the option to install multiple strings directly to
the inverter. It is up to the user to include this cable section.

Finally, the losses of all cable sections can be added and the total cable loss is calculated. This loss
is subtracted from the total module output power. Furthermore, the detailed cable calculation includes
a check for the percentage of power that is lost in the cables. If this percentage exceeds an arbitrary
level of 2%, the user is warned and, in the case of a new system, advised to select a larger cable
diameter.

2.5.2. Cable Design Considerations

The detailed cable loss calculation, described in the previous subsection, is mainly useful to model
existing PV systems. When designing a new system, the cable characteristics are typically not yet
not known and should be selected with caution. The cable losses tool and accompanying manual
provide little guidance on how to design these cables, as creating a system design tool is not within
the scope of this project. However, if the tool would be used for system cable design, at least some
minimum standards should be discussed. The minimum ampacity of the wiring in a PV system should
confirm to the a minimum level of 1.56 * I;., which is a standard described by the National Electrical
Code (NEC), the International Electrotechnical Commission (IEC), and the Institute of Electrical and
Electronics Engineers (IEEE) [32]. Table 1 in Appendix B provides an overview with wire sizes and
their ampacity.

2.6. Power Conversion Tool Validation

The Power Conversion tool for the PVMD toolbox is created with the intend to use it for simulating the
INNOZOWA PV system. The internal losses of the power optimizers used in the INNOZOWA system
should be included in the overall energy yield simulations of the respective systems. However, after the
new Power Conversion tool was created, it turned out that the power optimizer registers the voltage and
current before the power optimizer. This effectively means that there is no need to include the efficiency
simulation of a power optimizer in the energy yield simulations of the modules, since the simulated
energy yield can be directly compared to the module output. Although the power optimizer model is
not needed in the simulations of this project, a validation of the model might still prove useful for future
users of the toolbox. This section therefore aims to validate the Power Conversion tool based on data
from the INNOZOWA project. The validation focuses on two main parts: the power optimizer efficiency
and the efficiency of the associated inverter. However, the models for calculating the efficiency of the
power optimizer and its associated inverter cannot be validated individually. The monitoring platform
which is used to monitor the INNOZOWA system registers several parameters at optimizer level: the
module current, the module voltage, and the optimizer voltage. Since the monitoring platform does not
measure the optimizer output current, the simulated efficiency of the optimizers cannot be compared
to a monitored value. The same issue holds for the inverter, as no inverter input measurements are
made, only the inverter output is measured. Therefore, only the overall system efficiency can be both
calculated and simulated.

To simulate the overall system efficiency, first the efficiency of each individual power optimizer is
simulated based on the optimizer input voltage and power which are retrieved from the SolarEdge
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monitoring platform. The graphs in Figure 2.6 show the efficiency of the simulated optimizer for four
distinct days during the monitoring period of the INNOZOWA project.
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Figure 2.6: Average power optimizer efficiency simulated with the Power Conversion tool based on INNOZOWA input data.

The total DC optimizer output power is then used as an input for the efficiency simulation of the
inverter. Since the SNL constants of the inverter of the INNOZOWA project are unknown, the efficiency
curves of the inverter are used to simulate its efficiency. The results of this simulation can be found in
Figure 2.7.
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Figure 2.7: Inverter efficiency of the INNOZOWA inverter simulated with the Power Conversion tool based on INNOZOWA
input data.

Using the results of both the simulated power optimizer efficiency and the simulated efficiency of
the inverter the overall system efficiency can be calculated and compared to the system efficiency
determined from the monitored data. The results can be found in Figure 2.8.
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Figure 2.8: Inverter efficiency of the INNOZOWA PV system simulated with the Power Conversion tool based on INNOZOWA
input data.

Figure 2.8 shows the overall system efficiency simulated with the new power conversion tool and
the system efficiency calculated from monitored data. As can be noted from the graphs, the monitored
efficiencies show unrealistic high values during three of the four days that are selected for this valida-
tion. These values are however easily explainable. The system efficiency is calculated by dividing the
inverter AC output power by the total DC module output power. The total DC module output power is
calculated by summing the DC output power of each individual module. This individual module out-
put is however measured at a different, unevenly spaced time interval for each module in the system.
Therefore, linear interpolation is used to calculate the missing values. This is not necessarily a problem
on days with clear sky conditions, like the 29" of May, 2020. However, on days with changing weather
conditions, like the 14" of November, 2019, or the 17t of March, 2020, the interpolated values do not
correlate with the actual weather conditions. In other words, the timing of the measurements is not
identical for each of the optimizers in the system which results in unrealistic values for the monitored
efficiency. To make a proper comparison for days with changing weather conditions, measurements
should be taken at exactly the same time stamp.

On days with clear sky conditions however, the interpolated values provide a better representation
of the monitored system efficiency. An example of such a day can be found in Figure 2.8, the 29" of
May, 2020. On this day, the monitored efficiency can be compared to the efficiency simulated with the
Power Conversion model. For this simulation, only the efficiencies of the optimizers and the inverter
are included, so no losses in the cables or other components are added. A confidence interval of 2%
is added below the graph of the simulated efficiency to account for potential cable losses. Table 2.1
shows the root-mean-square error of each of the validations with and without cable losses included.

Table 2.1: Root-Mean-Square Error (RMSE) of the validation results.

14-11-2019 | 17-03-2020 | 29-05-2020 | 13-07-2020
RMSE 7.52 9.33 7.08 5.60
RMSE (2% cable losses) 714 9.18 6.47 4.86
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The RMSE is slightly lower for the validations which include 2% cable losses. However, more
precise measurements are needed to validate the tool in more detail.

2.7. Chapter Conclusions

This chapter aimed to answer two of the secondary research questions of this research. The first
sub-question that was discussed concerns the development of an input model for power optimizers,
needed to simulate the INNOZOWA system in the PVYMD modeling toolbox. A power optimizer is a
device which combines a DC-DC converter with an MPP tracker and is used to maximize the energy
yield of a PV module. This optimizer has some internal consumption which needs to be considered
in the energy yield simulation of a PV system. To simulate these internal losses, a MATLAB based
model was created in which manufacturer provided efficiency curves of power optimizers are utilized.
On top of the power optimizer efficiency, the tool can also perform a string size check for SolarEdge
optimizers. Lastly, a compatible inverter can be added to the system.

The model for power optimizers is integrated in the PVYMD modeling toolbox and placed in a new
'main’ script: Power Conversion. The second sub-question that is answered in the chapter relates to
this new Power Conversion script. To make the new script functional and convenient for future users,
other models are added as well. The models that are integrated in the new Power Conversion script
are a model for inverters and a model for cable losses. The inverter model is based on the industry
standard SNL model. The losses in the cables can be simulated using a fixed loss percentage or a
detailed cable calculation. With the detailed calculation, the user can specify cable characteristics of
multiple cable sections.

The Power Conversion model is provided with many user interfaces which enables user-friendly
operation of the tool. The user does not have to adjust lines of code in order to make the simulations,
which make the tool convenient to use. Moreover, all simulations should be possible with just basic
project information and manufacturer data sheets. Furthermore, a manual is created which explains
in detail all the steps needed to make a simulation in one of the models. This manual can be found
in Appendix B. It should be noted that the Power Conversion tool is mainly intended as a simulation
tool for existing systems. Although multiple warnings are included in the models, the models lack the
design capacity of other, established tools, such as PVsyst.

Although the Power Conversion tool is thoroughly tested and evaluated during its development, it
turned out that it is not needed in future simulations for this project. The main goal of the development of
a power optimizer input model was to use the model to simulate the power optimizers of the INNOZOWA
system. However, the monitoring system that is used in the project provides an option to directly assess
the module output power. This means that the power conversion model is not needed in subsequent
simulations of this project.

Finally, the Power Conversion tool was thoroughly validated using INNOZOWA input data. However,
this input data proved to be insufficiently detailed resulting in unrealistic values for the efficiency for days
with changing weather conditions. For days with clear sky conditions the simulated efficiency seems to
represent the monitored efficiency closely provided that some additional losses are added to account
for the losses in the cables. More precise measurements are needed to validate the tool in more detail.

2.8. Chapter Recommendations

Although the Power Conversion tool is mainly finished, there are parts that should be added to improve
the tool. This section recommends the following action on the tool:

» When simulating a system with the new Power conversion tool, several losses are taken into
account (e.g. cable losses and losses in the power optimizer). There are however, several other
losses associated with PV systems. Some of these losses include: module mismatch, maximum
power point tracking losses, losses in diodes and connections, soiling losses, and module aging.
These loss factors are not taken into account in this version of the Power Conversion tool and
should be added as an option in a later version. These could be simple fixed percentages or
detailed models.
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+ At this moment, the Power Conversion tool uses a single database for the SNL model constants
of all the inverters. However, in the tool several inverter types are available. The tool currently
has some very basic filter options to only show the inverter type that the user selects. Ideally,
separate databases are needed for the different inverter types.

* In the detailed cable calculation script of the new Power Conversion tool, the user has to input the
cable properties manually. An option could be added which enables an automatic cable property
calculation, based on user inputs and standards.



Simulating the INNOZOWA PV Pilot
system in the PVMD Toolbox

Energy yield simulations of PV systems can be used for many applications, such as designing or refining
a new PV system or the development of new PV technologies. The reason for making energy vyield
simulations of the INNOZOWA PV system is threefold. First, it provides the opportunity to test the PVYMD
modeling toolbox to its limits. The subsystems of the INNOZOWA project are uncommon PV systems,
which makes the simulation process challenging. Hence, the simulation process is expected to yield
noteworthy feedback and recommendations for the toolbox and the simulation procedure. Second,
this project provides the opportunity to verify the simulation results with monitored data. Comparing the
recorded energy yield with the simulated energy yield can provide useful information about the accuracy
and precision of the toolbox and its models. A previous study showed that the toolbox can reach a +15%
accuracy for energy yield simulation of bifacial modules, when using local hourly irradiance data and a
setting of 50,000 rays in the module part of the simulation [21]. This project can validate this number
and asses the uncertainties that underlie this accuracy. Furthermore, considering the aforementioned
accuracy for simulating bifacial modules, the simulations can provide some insight in the performance
of the modules.

The aforementioned reasons for simulating the INNOZOWA PV pilot system in the PVMD modeling
toolbox are formalized in the two following research question:

3. Which parameters should be used to accurately simulate the energy yield of the INNOZOWA PV
Pilot system in the PVMD modeling toolbox?

4. Which parts of the PVMD modeling toolbox can be improved based on the experience of simu-
lating the INNOZOWA PV pilot system?

This chapter contains eight sections. First the INNOZOWA system is described, detailing all the
relevant characteristics of the system. Second, the meteorological input data-sets that are used to
make the energy yield simulations are provided. The third section contains the simulation procedure.
Sections four and five present the results of the energy yield simulations. Section six discusses these
results in more detail. Section seven provides suggestions for improving the PVYMD modeling toolbox
based on the experience of simulating the INNOZOWA system. lastly, the chapter closes with the
chapter conclusions and recommendations.

3.1. System Overview

This section gives an overview of the system that is being tested for the INNOZOWA pilot project.
The goal of this section is to describe the scope of the system and to list the most important system
characteristics which are used as inputs in the simulation. First, the two modules that are used in the
pilot set-up are introduced. Second, a description is provided for each of the three distinct subsystems:
the Ground-based System, the Retractable System, and the Tracker System. Finally, the balance of
system is discussed, which includes the power optimizers, the inverter and reflector.

25
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3.1.1. PV Modules

Within the three PV pilot subsystems that are being tested for the INNOZOWA project, two distinct PV
modules are used:

1. The first module is a monocrystalline, monofacial module from LG, the LG330N1K-V5. The tech-
nical specifications of this module can be found in Table 3.1. This module is referred to as the
monofacial module in subsequent writing.

2. The second module that is used in testing is a monocrystalline, bifacial module from LG, the
LG400N2T-J5. The technical specifications of this module can be found in Table 3.1. This module

is referred to as the bifacial module in subsequent writing.

Table 3.1: Technical specifications of the bifacial and monofacial modules [33, 34].

Parameter LG330N1K-V5 LG400N2T-J5
Maximum Power (Pmax) [Wp] 330 400
. MPP Voltage (Vmpp) [V] 34.1 42.2
lfr'g;:;tf:'s MPP Current (Impp) [A] 9.69 9.49
Open Circuit Voltage (Voc) [V] 41 49.4
Short Circuit Current (Isc) [A] 10.27 10.23
Mechanical Number o.f Cellg 6x10 6x12
Properties Modul_e D|m9n3|ons [mm] 1,686 x 1,016 x 40 | 2,024 x 1,024 x 40
Cell Dimensions [mm] 16.17 x 16.17 16.17 x 16.17
Temperature | Voc [%/°C] -0.27 -0.26
Coefficients | Isc [%/°C] 0.03 0.03

3.1.2. Ground Based System

In total, three distinct subsystems are tested during the INNOZOWA pilot phase. These three system
are described in some detail in this and the next two subsections. The first subsystem that is described
is the Ground-based System. The reason this system is included in this pilot is to asses the differences
and similarities between a land-based PV system and the two floating PV systems. The Ground-based
System consists of two mounting racks of four modules each. The front mounting rack consists of four
monofacial modules. These modules are installed under a tilt angle of 15 degrees. The back mounting
rack consists of four bifacial modules. These modules are installed under a tilt angle of 15 degrees
and are equipped with a reflector, which is installed on surface-level. This reflector is used to reflect a
larger fraction of light on the back-side of the bifacial module.

Figure 3.1: On-site photograph of the Ground-based System, installed for the INNOZOWA pilot project.
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3.1.3. Retractable System

The second subsystem is the Retractable System, which is one of the two floating PV systems. The
system has a fixed southward azimuth and consists of 26 modules divided over six rows. Each row is
mounted on two floaters and is connected with cables to four poles which are secured in the waterbed.
These cables can be used to retract modules and floaters to the front or backside of the construction.
This operation is needed when maintenance needs to be carried out on the lake. The front row of the
subsystem consists of six monofacial modules while the other panels consist of five bifacial modules. All
modules are installed under a tilt angle of 15 degrees. The last two rows are equipped with a reflector
which is installed just above the water surface. An isometric drawing of the Retractable System is
shown in Figure 3.2.

Figure 3.2: Isometric drawing of the Retractable System. The drawing shows the system during normal operation (left) and
during the retracted states.

3.1.4. Tracker System

The Tracker System is the second of the two floating PV subsystems that are being tested for the IN-
NOZOWA project. The system consists of four rows of four modules each. The first and second row
contain four monofacial modules which are installed at an angle of zero and 15 degrees respectively.
The third and fourth row contain bifacial modules, installed at an angle of zero and 15 degrees respec-
tively. The last two rows are also equipped with a reflector. The system has a southward azimuth and
has the capability to act as a single-axis tracking system. The tracking is facilitated by a pump which
pumps water in and out the hollow chambers of the floating structure. By filling these chambers with
water, the structure is able to tilt in east and westward direction. An isometric drawing of the floating
structure is shown in Figure 3.3. A tabular overview of the (in total) nine study cases is given in Table
3.2.

Figure 3.3: Isometric drawing of the Tracker System.
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Table 3.2: Overview of the subsystems that are being tested within the INNOZOWA pilot project.

Study Case | Subsystem Type Tll[t dzg?le Af::;]th Reflector N“lnjgn dbueI;:f
#1 Ground-based | Monofacial 15 180 NA 4
#2 Ground-based Bifacial 15 180 Yes 4
#3 Retractable Bifacial 15 180 Yes 10
#4 Retractable Bifacial 15 180 No 10
#5 Retractable Monofacial 15 180 NA 6
#6 Tracker Bifacial 15 Variable Yes 4
#7 Tracker Bifacial 0 Variable Yes 4
#8 Tracker Monofacial 15 Variable NA 4
#9 Tracker Monofacial 0 Variable NA 4

3.1.5. Balance of System

This subsection briefly discusses other relevant equipment of the INNOZOWA PV pilot system: the
power optimizer, the inverter, the reflector, the pump of the tracker System and the environmental
Sensors.

Power Optimizer

Each module is connected to an individual power optimizer. The concept of a power optimizer was
introduced in Section 2.1 of Chapter 2. The main reason to install power optimizers in this PV pilot
system is their ability to monitor the energy production of each individual module. The optimizer type
that is installed at each module is the SolarEdge P505.

Inverter

The three subsystems are connected to a single, central inverter. The inverter that is used in this project
is the SolarEdge SE17K, which operates at a fixed input voltage. The subsystems are connected to
this inverter by two parallel strings. String 1 contains the modules from the Retractable System and
String 2 contains the modules from the Tracker System and the Ground-based System.

Reflector

As mentioned in the three previous subsections, most bifacial modules are equipped with a reflector.
This reflector is made of an orange reflective material. An important characteristic for such a reflector
is the albedo of the material. The effective albedo for monocrystalline silicon modules was found to be
0.6849 [35].

Pump

The Tracker System is equipped with a pump. This pump is used to move water between the com-
partments of the floating structure. This enables the floating structure to act as a single-axis tracking
system. The maximum tracking angle of the system is 27°. Although this is not the ideal angle, the
angle cannot be increased due to wind load. The pump that is used is the DAB EVOPLUS 80/180 M.
The internal consumption of this pump is an important parameter when comparing the different INNO-
ZOWA subsystems. A detailed calculation of this internal consumption can be found in Subsection 5.3
of Chapter 5.

Sensors

To monitor the ambient conditions at the INNOZOWA pilot site, several sensors are installed: one
temperature sensor and three irradiance sensors. The first irradiance sensor is located on the top of
the container which houses the inverter. The second sensor is placed under the battery container of
the Retractable System. This sensor faces down towards the water. The final irradiance sensors is
placed on the backside of the bifacial modules of floater four of the Retractable System. The irradiance
sensor that is installed is the SolarEdge 1-IRR-SEN-SE 1000, which has an accuracy of +5% [36]. The
sensors became operational on the May 14, 2020.



3.2. Meteorological Input Data 29

3.2. Meteorological Input Data

In the previous section, the technical details of the modules, subsystems and the balance of system
were described. These are important input parameters for the 'CELL’, '’MODULE’ and "ELECTRIC’
parts of the PVMD modeling toolbox when simulating the INNOZOWA PV pilot system. In this section,
the meteorological data that is needed in the 'WEATHER’ part of the simulation is formulated. To
research the effects of different meteorological data-sets, four data-sets are created: A data-set based
on climate data, a data-set based on interpolated weather data and finally two data-sets based on on-
site irradiance measurements with a 60 and 15 minute resolution. The following subsections detail the
creation of these data-sets. The data that is needed in each data-set is listed below:

» Date (year/month/day/hour) + Diffuse Horizontal Irradiance (DHI) [W/m?]
+ Solar Altitude [degrees] + Global Horizontal Irradiance (GHI) [W/m?]
+ Solar Azimuth [degrees] » Ambient Temperature [°C]

+ Direct Normal Irradiance (DNI) [W/m?] * Wind Speed [m/s]

3.2.1. Climate Data-set

The energy yield simulations that are made for the INNOZOWA system feature four data-sets with
increasing gradations of accuracy. The data-set with the lowest expected accuracy is the climate data-
set, which is described in this subsection.

The climate data that will be used in the energy yield simulations is downloaded from the Dutch
PV Portal 2.0. This is a website/data-portal created by a collaboration between the PVYMD group and
the Royal Netherlands Meteorological Institute (KNMI). From this website, meteorological data of 46
weather station throughout the Netherlands can be downloaded [37]. The data that is provided through
this portal is weather data averaged over a period of 25 to 30 years. Relevant meteorological data
that can be gathered from this website for the use in the PVMD modeling toolbox is: the wind speed,
ambient temperature and the Global Horizontal Irradiance (GHI). Additional relevant parameters which
are automatically calculated when downloading data from the Dutch PV Portal are: the sun azimuth and
altitude and the diffuse and direct fractions of the GHI. This data-set is downloaded for the five closest
KNMI measurement locations with respect to the INNOZOWA pilot site: Deelen, Hupsel, Arcen, Volkel
and Herwijnen. Figure 3.4 shows these locations on a map.

9 Barneveld Zutphen -
A28 DEELEN HUPSEL
o o] s §

e e e mmm e mmmmmmm—————— -
il ) A50 | Dieren

; Ede e
bgein A

» - \ em
e \'H/;“]e”mgp”
f”

-

) »"// Tiel Wa®
| a4k |

—N oo

NS ) O
/\,/’/\Q’m\' Emmerik \{ III Bocholt

Kleef

<. Oss ’
(a2 [ ~59 ISR « 523
| 's-Hertogenbosch W ;
| Uden~ & _Yanten Wesel
N65 Ve( VOLKEL 4
A2 | | A50 |
¢ -

Best

~ Y / A
ARCEN 1l
,,,,, hoal " . . ‘| g Kamp-Lintfort

Figure 3.4: Map of the INNOZOWA pilot site (in the center) and the surrounding KNMI measurement stations.
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After downloading the data-set, it needs to be interpolated to determine the respective values at the
INNOZOWA pilot site. There are many interpolation techniques that can be used to interpolate climate
and/or weather data. The selection of such a technique is mainly based on the required accuracy and
the topology of the landscape. Previous research showed that the Inverse Distance Weighted method
(IDW) is a suitable interpolation technique for the Netherlands. The method is fast, accurate and is
suitable for plains [38]. The IDW method can be mathematically expressed as:

Liow Y1 Ln/Dn
- m

(3.1)
Zn:l 1/Dn

In this equation, L, is the meteorological parameter measured at location n and D,, is the distance

from the measurement location to the pilot site in Weurt. This distance is calculated with the Haversine
formula. This formula can be mathematically expressed as:

long, — long,

. (3.2)

) ) lat,, — lat, )
D, = 2r = arcsin| |sin? * — + cos(laty) * cos(laty) * sin? *

In this equation, lat, and long, are the latitude and longitude of the KNMI measurement locations.
laty, and long, are the latitude and longitude of the INNOZOWA pilot site. r is the radius of the earth.
The distances of each measurement station to the pilot site are indicated in Figure 3.4.

After interpolating the climate data-set, the irradiance parameters are processed in Meteonorm
7.3 to apply the location specific Sky View Factor (SVF). The SVF for several points were retrieved
by TU Delft, using horicather equipment [39]. In total, five measurement spots were selected at the
INNOZOWA pilot site. A map of these spots is shown in Figure 3.5.

Figure 3.5: Map of the five SVF measurement points at the INNOZOWA pilot site. Reproduced from [39].

Location B is selected as the most relevant measurement spot, as most systems are in close prox-
imity of this location. For the height, 1m is selected, as most systems have a height larger than 1m.
The Sky View Factor at this location was determined to be 98.84% [39].
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Finally, the last two input parameters are calculated: the solar altitude (as) and azimuth (A4s) at the
pilot location. Both azimuth and altitude are calculated based on an algorithm described in Appendix
E of Solar Energy by Smets et al [23]. Inputs for this algorithm are the time and the location of the
INNOZOWA pilot site. Since the retrieved GHI is an hourly average, the solar altitude and azimuth are
calculated at an half hour offset. The calculation of these parameters concludes the accumulation of
data for the climate data-set.

3.2.2. Interpolated Weather Data-set

When creating a data-set for simulating the energy yield of a PV module in the PVMD modeling toolbox,
in the best case on-site weather measurements are used, as these are expected to yield the most
accurate results. However, for a large part of this thesis project, the on-site irradiance sensors were
not operational. Moreover, no ambient temperature or wind speed measurement sensors are installed
on-site. Considering this lack of on-site data, a data-set is created based on weather data from the
KNMI. This data-set is to be interpolated to determine the weather characteristics at the INNOZOWA
pilot site in Weurt. The weather data is downloaded from the KNMI data-portal 'Hourly data of the
weather in the Netherlands’ [40]. The KNMI data-set consists of the hourly average wind speed [m/s],
the ambient temperature [°C], and the Global Horizontal Irradiance [W /cm?].

The data is then interpolated using the same method described in the previous subsection, the
IDW method. Since the KNMI data-portal does not provide the Diffuse Horizontal Irradiance (DHI) and
the Direct Normal Irradiance (DNI), they need to be calculated. The Direct Normal Irradiance can be
deduced with Equation 3.3.

GHI = DHI + DNI * cos(90 — as) (3.3)

In this equation, GHI is the interpolated irradiance parameter and as is the solar altitude. The
DHI can be calculated with a model. There are multiple models that can be used to predict the diffuse
fraction of the light. Previous research showed that the BRL model, named after its authors, is the most
suitable decomposition model to use for The Netherlands [38]. The BRL model is a multiple variable
logistics model. The final result of the model is the ratio between the diffuse fraction and the GHI:

_ Idiffuse

d (3.4)

Iglobal

This ratio is calculated based on multiple 'predictors’. These predictors are: the hourly clearness
index, daily clearness index, solar altitude, apparent solar time and a measure of persistence of global
radiation level. These predictors can be calculated with readily available input parameters such as the
time, time zone, longitude and latitude, and the GHI [41].

The values of DHI and DNI are calculated with Meteonorm, while simultaneously applying the local
sky view factor. For this factor, again location B was selected. Finally, the solar altitude and azimuth
are calculated for the INNOZOWA pilot site.

3.2.3. On-site Irradiance Data-set

The two final data-sets are created from the on-site irradiance measurements that are made at the
INNOZOWA pilot site. At this site, an irradiance senor is installed of which the data can be retrieved
via the monitoring platform. The sensor became operational at the 14™ of May, 2020. Data up to the
15" of July is included in the data-set.

The data with the smallest common interval that can be gathered from the monitoring website is
first, data with a 15 minute interval, and second, data with a 60 minute interval. Although using data
with a 15 minute interval is expected to increase the accuracy of the simulations, data with a resolution
lower than 60 minutes cannot be processed in Meteonorm 7.3. Since Meteonorm is used to apply the
local SVF and to calculate the DHI and DNI from the irradiance, this step cannot be left out. To mitigate
this issue, two solutions are presented. First, a data-set is created based on a 60-minute interval. This
data-set can then be processed in Meteonorm and used for subsequent simulations. Finally, a second
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data-set is created based on a 15-minute time interval. To calculate the diffuse and direct fractions of
the light from the on-site irradiance measurement without the use of Meteonorm, a conversion factor
is used. This conversion factor is calculated for every interval by using Equation 3.5.

DNIéOmin(t) C (t) — DHIGOmin(t)
GHlgomin(t)’ * GHlgomin ()

These conversion factors are then interpolated to four values for every hour, matching the 15-minute
interval. Using Equation 3.6 the interpolated conversion factors are used to calculate a DNI and DHI
value for each time interval.

Ci(t) = (3.5)

DNIismin(t) = C1(t) * GHI15min(t), DHIismin(t) = C3(t) * GHI;5min(t) (3.6)

This method provides a way to create an input file for the toolbox while bypassing Meteonorm.
Section 3.4 provides the simulation results for each data-set described in this section. However, first
the simulation procedure is described in some more detail.

3.3. Simulation Procedure

This section describes in detail how the PVMD modeling toolbox is used to make energy yield simu-
lations of the INNOZOWA subsystems. This toolbox was already briefly introduced in the Section 1.3.
This section details the choices that were made in each step of the simulation process.

3.3.1. Cell Simulation

The first step in the simulation process is the 'Cell simulation’. In this part the user has the option to
choose between several solar cell technologies. These technologies are defined by their layers. For
the INNOZOWA project, two module types are used: a bifacial module and a monofacial module. This
means that in total, two cell simulations are made, one for the monofacial module and one for the
bifacial module. Since the exact properties of the layers are unknown, the predefined cell structures
are selected.

3.3.2. Module Simulation

The second step in the simulation procedure is the ‘'Module Simulation’ part. In this part the properties
of the module are defined. The properties of the modules can be easily retrieved from their respective
data-sheets. Some parameters are however not available, such as the cell spacing and the edge
spacing. For these values an approximation is made. The dimensions of the structures are obtained
from the installer’s technical drawings as well as from measurements taken during an inspection of
the system. Apart from the module properties and dimensions, some other parameters need to be
specified as well in this part of the simulation: the number of rays and the properties of the surface
area.

The number of rays has been a heavily discussed topic in previous thesis projects. Elias Garcia
Goma concluded in his thesis that 100 rays in the optimum trade-off in terms of computational time
and accuracy [19]. Julen Extebarria concluded that this number of rays was not accurate enough and
suggested to use 1000 rays as the optimum amount [20]. Finally, Ignacio Narvaez Alavez concluded
in his thesis that even 1000 rays would be too inaccurate, and showed that 50,000 rays were needed
to approximate the energy yield of the reference case that was used to validate the tool [21]. Based on
this final research, 50,000 rays are used in the simulations of this research.

A second important set of properties that is defined in the 'Module’ part are the properties of the
surface area. In total there are three properties that can be set: the surface albedo, the ground haze
and the ground diffuse exponent. The albedo values of the different surface materials (grass, water and
the reflector) were known at the start of the project and are listen in Table 3.3. The ground haze and
ground diffuse exponent determine the surface interaction with the light. Both properties are unknown
and therefore set to the default value of 1, representing a surface that scatters incoming light equally
in all directions.
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Table 3.3: Albedo values used in the 'module part’ of the simulation [32].

Material | Albedo
Grass 0.1084
Water 0.0556
Reflector | 0.6849

3.3.3. Weather Simulation

In the 'Weather Simulation’, which is the third step in the simulation process, the user has to make
several decisions. The first decision that has to be made is the choice for what kind of meteorological
data to use. For the simulations in this project, four meteorological data-sets are created, which are
described in detail in Section 3.2.

The second decision that has to be made by the user in the 'Weather part’ of the simulations is
the choice for a thermal model. In the version of the toolbox that is used in this research, two thermal
models are available: the 'simple thermal model’ in which all cells are set to a temperature of 25 degrees
Celsius and a ’bifacial thermal model’. Since no specific model for monofacial modules is available,
the 'simple thermal model’ is chosen for these type of modules. For the bifacial modules, the ’bifacial
thermal model’ is utilized.

3.3.4. Electrical Simulation

The final step in simulating the energy yield of the INNOZOWA modules is the electrical part. The
simulation process of this part is relatively straightforward. The user has to input several important
characteristics of the module such as the short circuit current (Isc), the open circuit voltage (Voc), and
the voltage and current at maximum power point (Vmpp, Impp). Furthermore, the user has to specify
the temperature coefficients of the module and the resistance of the cell. Most of these parameters
are retrieved from the respective data-sheets of the module (see Table 3.1). The series and shun
resistance of the cell are simulated mathematically based on a single-diode model.

3.3.5. Initial Simulation Results

Initial simulation results showed significant differences between measured and simulated energy yield
values. These differences are not in line with the validation results that are shown in earlier research on
the PVMD toolbox. Previous research states that a degree of accuracy close to £15% can be achieved
for bifacial modules, using 50,000 rays and weather data with a resolution of one hour [21]. Considering
this accuracy is not reached, several choices within the simulation are reconsidered:

» The main factor contributing to the inaccurate results for the bifacial modules is suspected to
be the reflector. Since the PVYMD modeling toolbox simulates an infinite array of modules, it
therefore also simulates an infinite ground area. Furthermore, considering that only one albedo
value can be inputted in the tool, this would effectively mean that in the simulations the entire
ground is covered with the orange reflective material. To mitigate this issue, a new albedo value
is calculated which takes into account the albedo from the reflector as well as from the land. This
detailed albedo calculation can be found in Subsection 3.3.6.

» Second, uncertainties can be present on the PV installation side. Two main uncertainties can be
identified: 1) soiled, damaged, or broken modules, leading to a lower overall output of the sub-
system. 2) dissimilarities between the installation on paper (on which the simulations are largely
based) and the actual system installation. To determine if these problems are present in one of
the INNOZOWA subsystems, an on-site inspection is conducted. During this inspection, aided by
thermographic imaging and a thorough visual inspection survey, several installation faults were
brought to light. These faults included: modules installed at wrong tilt angles, misaligned module
azimuths, moderately and heavily fouled modules and several other small particularities. These
findings are described in detail in the next chapter, Chapter 4. The parameters that influence the
outcome of the energy yield simulations, such as the tilt and azimuth are changed in subsequent
simulations based on the findings of this inspection.
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» The final main uncertainty that is likely to contribute to deviations between simulation results and
the monitored data is the thermal models that are used. For monofacial modules there is currently
no thermal model available, hence the cell temperature was set to a fixed value of 25 degrees
Celsius. To mitigate this issue a new simple but effective thermal model was implemented in the
toolbox: the Duffie-Beckman model [42]. This model takes into account the ambient temperature
and the wind speed. From these factors the cell temperature is calculated by Equation 3.7.

_ Tyocr — 20° 9.5 (Ucell)
Tu=Ta+t ( goo ) “m\57438+w /09 (3.7)

In this equation, 7n..;; is the efficiency of the cell and Tyqcr is the cell nominal operating cell
temperature, which can both by inputted by the user through a user interface.

3.3.6. Recalculating the Reflector Albedo

As stated in the previous section, the infinite ground combined with a single albedo value presents a
high degree of uncertainty for the bifacial modules with reflector. To mitigate this uncertainty a new
albedo value is calculated using view factors. This factor is defined as the fraction of the radiation
leaving surface A that is intercepted by surface B [43]. Using these view factors for both the reflector
and the surrounding grass, a new albedo value can be calculated using Equation 3.8.

Albedo = Albedoreflector * VFreflector + Albedograss * VFgrass (3-8)

As for the albedo values, it is very important to select the proper value. Research showed that
surface areas have a significant effect on the spectral distribution of the light. Since the PV module
is depended on the spectrum of light it receives from the reflective area, it is key to include this in the
calculation of the albedo. The spectral dependant albedo for monocrystalline silicon for the orange
reflector was calculated in an earlier stage and was found to be 0.6849 [35]. To calculate the spectrally
responsive albedo for grass to crystalline silicon modules, Equation 3.9 can be used in combination
with experimental data. [44]

[ AQ)SR(A)Groe (1)
TasSe—_gi — 39
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In this equation, A(1) is the spectrally distributed reflectivity of the material, SR(1) is the spectral
response of the module, and Gtot(1) is the total irradiation on the surface of the module. The data that
is used to calculate the albedo originates from an experiment conducted on a piece of grass in Delft.
The calculation yields an effective albedo of 0.298 for monocrystalline silicon, which is comparable to
values found in literature [44]. It should be noted that the properties of the grass change throughout
the year, e.g. in periods with less rain grass get dry which would also change the albedo. To keep
the simulations relatively straightforward, the albedo of the grass is assumed to be the same value
throughout the year.

Although the spectrally responsive albedo’s are known for both grass and the orange reflector, the
two view factors of Equation 3.8 are still missing. Using geometrical parameters of both the module
and the reflector, the view factor of the reflector can be calculated using Equation 3.10, where A, is the
surface area of the module and x, vy, n, and ¢ are the geometrical parameters of the module and the
reflector. Figure 3.6 shows a schematic overview of these geometrical parameters. Within Equation
3.10, function g(x,y,n,£) is defined by Equation 3.11, where « is the tilt angle of the module. [45]
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Finally, the view factor of the grass can be calculated using the relation shown in Equation 3.12.

VFgrass =1- VFreflector (3.12)

X2

)

Figure 3.6: Schematic overview of the geometrical parameters used for the recalculation of the albedo. The left picture shows
an example of the Ground-based System with its dimensions. On the right side a schematic overview of this system is shown
with the parameters that are used for calculating the view factor.

The results of the spectrally responsive albedo, corrected with the view factors, for each system are
shown in Table 3.4.

Table 3.4: Recalculated albedo values based on installation specific view factors.

Subsystem Albedo
Ground-based | 0.4784
Retractable 0.2643
Tracker 0.3543

3.4. Simulation Results - Meteorological Input Validation

The previous sections showed the technical details of the INNOZOWA subsystems as well as the
formulation of the different meteorological input files and the simulation procedure. This section and
the next present and discuss the simulation results. In this section, energy yield simulations are shown
for the Ground-based System, based on the four data-sets that are prepared for this study: the climate
data-set, the interpolated weather data-set, and the on-site weather data-set with a 60 and 15 minute
interval. The goal of this section is therefore to analyse the simulation results in detail and to establish
the limitations and advantages of using each of the meteorological input files. Based on this analysis,
one of the input-files is selected which is then used in the subsequent section to simulate the energy
yield of the floating systems. For the simulations in this section the monofacial and bifacial modules
of the Ground-based System are used, as these subsystems are expected to yield the most accurate
simulation results. This simulation process took several months and many iterations were needed. The
results that are presented in this section are based on the latest insights and input parameters.
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3.4.1. Simulations Based on Climate Data

The first batch of simulations that are shown are the energy yield simulations based on climate data.
Figure 3.7 shows the results of these simulations. The results of the monofacial module and the bifacial
module are shown in the top and bottom graphs, respectively. The red bars represent the simulated
energy yield, while the blue bars represent the average measured energy yield of the respective mod-
ules in the system. A second graph is added to show the percentual difference between the measured
and the simulated energy yields.
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Figure 3.7: Energy yield simulation results of the Ground-based System, using climate data. The top graph shows the results
for the monofacial modules, while the bottom graph shows the results for the bifacial modules. The green line represents the
percentual difference between the two bars.

As can be concluded from Figure 3.7, there are several months at which the simulated energy yield
value closely represents the actual measured value, such as in June. In this month the total irradiance
as represented by the climate data was within 5% of the actual on-site measured irradiance. The
energy yield simulations for most of the other months are however highly inaccurate if compared to the
measured data. This is because during these months the climate data is not well correlated with the
actual weather data. This is especially apparent in the months March, April and May, as these were the
sunniest spring months ever measured since the start of the KNMI records [46]. This explains why the
simulations vastly underestimate the energy yield during these months. Furthermore, according to the
KNMI, December 2019 took the fourth place as sunniest December ever recorded (since 1906), which
explains the significant deviation during this month [47].

It can be concluded that energy yield simulations based on climate data can be usefull if the actual
irradiance is closely represented by the climate data-set. However, during the monitoring period of the
INNOZOWA project, several records are broken with regards to the hours of sunshine. This data-set,
therefore, won’t be used in subsequent simulations.
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3.4.2. Simulations Based on Interpolated Weather Data

Figure 3.8 shows the results of the energy yield simulations of the Ground-based System, based on
interpolated weather data. The graphs show the measured and simulated energy yields, and the per-
centual difference between them.
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Figure 3.8: Simulation results of the Ground-based System, using interpolated weather data. The top graph shows the results
for the monofacial modules, while the bottom graph shows the results for the bifacial modules.

The accuracy of the simulations of the Ground-based monofacial module is within the range of 5% to
-15%, which makes it far more accurate than the simulations based on climate data. This is especially
notable in the spring months. The accuracy during the winter months is however still relatively low,
with a 15% difference in December as the low-point. For the bifacial module, the percentual difference
between the measured and the simulated energy yields falls within the range of 5% to -30%. This is a
significant difference from the accuracy (+15%) that was reached with a previous validation study using
comparable inputs [21]. However, winter months were not included in that study. Several issues could
underlie this lack of accuracy in the results, such as the ability of the models in the toolbox to deal with
low irradiance situations or the representation of the actual weather data by the interpolated weather
data. A detailed analysis of the main uncertainties in the simulations can be found in Section 3.6.

Even though the monthly accuracy is quite high for some months, like May, the daily and hourly
differences are relatively high. From an analysis between daily energy yields it can be concluded that
on a daily basis the energy yield simulations are significantly less accurate than on a monthly basis. This
makes the interpolated weather data-set a non-ideal data-set to use in the subsequent calculations.
Section 3.6 provides more details on the daily differences between simulated and measured energy
yield for this data-set.
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3.4.3. Simulations Based on On-site Irradiance Data

Figure 3.9 shows the results of the energy yield simulations based on on-site irradiance data with a
60-minute resolution.
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Figure 3.9: Simulation results of the Ground-based System, using on-site weather data with a resolution of 60 minutes.

The graphs only shows the data from the 15! of May up until the 14" of July, as this was the available
data at the moment of simulating. As can be noted from the graph, the percentual difference between
the measured and simulated energy yields is within the range of -2% to 4% for the monofacial module
and -2% and 10% for the bifacial module. Although the monthly differences between the simulated
and the measured yields are comparable with the differences calculated for the simulations based on
interpolated weather data, the daily and the hourly variations have decreased.

Figure 3.10 shows the results of the energy yield simulations bases on on-site irradiance measure-
ments with a 15-minute resolution.
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Figure 3.10: Simulation results of the Ground-based System, using on-site weather data with a resolution 15 minutes.
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The percentual difference between the measured and simulated energy yields only slightly improves
for both systems in May. However the accuracy increase is negligible in June and July. From a com-
parison between the daily simulated and monitored energy yield it can be concluded that decreasing
the time interval from 60 minutes to 15 minutes slightly flattens the peaks. However, decreasing the
resolution from 60 minutes to 15 minutes quadruples the computing time of the simulations. Since the
accuracy of the simulations did not significantly improve, the simulations of the floating systems are
based on the meteorological data-set with a resolution of 60 minutes. A final comparison between the
interpolated data-set, and the weather data-set with a resolution of 15 and 60 minutes is provided in
Section 3.6.

3.5. Simulation Results - Floating Systems

This section contains the results of the energy yield simulations of the floating PV systems. First, the
results of the Retractable System are shown. Finally, the simulation of the Tracker System is discussed.
The simulations are based on the meteorological data-set with a resolution of 60 minutes.

3.5.1. Retractable System

Figure 3.11 shows the simulation results of the Retractable System.
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Figure 3.11: Simulation results of the Ground-based System, using on-site weather data.

For both the monofacial panel and the bifacial panel without reflector, the simulations underestimate
the energy yield. For the bifacial module with reflector, the simulations overestimate the energy yield.
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The percentual differences between the simulated and the monitored energy yields are similar to the
differences observed for the simulations of the Ground-based System. Details about the origin of these
differences can be found in Section 3.6.

3.5.2. Tracker System

The final system of which the simulations are discussed is the Tracker System. There are however no
simulation results to show in this section. The main reason for the absence of these results are the
limitation of the PVMD toolbox. The Tracker system tilts in a east-west direction throughout the day.
The system therefore has about 100 different tilt angles throughout the year. For a simulation in the
PVMD modeling toolbox this would effectively mean that for each tilt angle a new simulation has to
be made in the 'MODULE’ part of the toolbox, where the tilt angle of the module is set. Considering
that the simulations can take several hours when using hourly data, 50,000 rays and only a single tilt
angle, the simulations time would increase a hundredfold when introducing the variable tilt angles of
the Tracker System. Furthermore, even if an infinite amount of time was available for these simulation,
the current set-up of the code does not allow for varying the tilt angle in time in the ’'ELECTRICAL’ part
of the simulations. This would mean that the simulations have to be made for each tilt angle individually
after which the simulations of all tilt angles can be combined.

To mitigate this issue, several solutions can be applied. The first option is to use another software
package, such as SAM, to simulate the energy yield of a system with and without tracking capabilities.
Based on these results, a conversion factor can be calculated for each simulated point in time. This
factor represents the gain of adding tracking to the system. The gain factor can then be applied to the
simulation results of the PVYMD modelling toolbox to get energy yield including the tracking. There are
however several problems with this method. The options in SAM are limited and eventually this method
does not provide a sustainable solution for the PVMD modeling toolbox. A technically more challenging
option is to write new code for the toolbox which allows for the addition of tracker capabilities. An
absolute necessity of this code is that it would need to significantly reduce the simulation time described
above. Although it is outside of the scope of this project to create this new code, a suggestion is
presented, which can be implemented in next iterations of the toolbox.

To make simulation of systems with tracking capabilities possible in the PVMD toolbox, first an
option needs to be added to the ’MODULE’ part of the simulation where the user can select the type of
tracking. One option could be to load in an Excel file with tracking angles at certain time stamps. To cut
the simulation time, the toolbox should only calculate the outputs that are relevant for each respective
tilt angle. For example, a westward tilt angle of 4 degrees is only relevant for 10 instances in the year
for the Tracker System of the INNOZOWA project. This means that its not needed to calculate the
output of the module for every conceivable solar zenith and azimuth for this particular tilt angle. The
results of these simulations can then be combined and further processed in the toolbox. The feasibility
of such a code could be topic of further research.

3.6. Simulation Uncertainties

Throughout the two previous sections, the simulated energy yield based on different meteorological
data-sets is compared to the measured energy yield. The differences between the simulated yield and
the measured yield are already briefly explained for some of the simulations. However, to understand
these differences in more detail, a closer look is needed. This section, therefore, aims to answer two
important questions about the simulation results:

1. Which factors contribute to the overall uncertainty of the simulations?

2. Is it possible to determine which factors specifically influence the accuracy of the simulations on
a daily or hourly basis?

Starting with the first question regarding the overall underlying uncertainties of the simulations.
These uncertainties can be divided into two main categories: 1) uncertainties on the model side and
2) uncertainties in model inputs. It is difficult to make a quantitative statement about the uncertainties
in the models used in the PVMD toolbox. It is however not inconceivable that there are at least some
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uncertainties concerned with the modeling of the cell parameters, the module parameters and the
electrical parameters. A more direct example of models which contain uncertainties are the thermal
models which are selected in the electrical part of the simulation. For the monofacial modules, the
Duffie-Beckman model is used which tends to underestimate the module temperature at higher wind
speeds if compared to a more complex fluid-dynamics model [23]. Furthermore, new thermal models
are currently in development as the current models were found to be inaccurate [48].The final example
for uncertainties on the model side are the uncertainties in the BRL model, which is used to calculate
the direct and diffuse fraction of the light from the measured GHI.

The second set of uncertainties concerns the inputs used in the different PVYMD toolbox models for
the energy yield simulations. The list below provides a comprehensive overview:

» Cell Parameters. Default cell characteristics are used of a typical crystalline silicon solar cell,
since the characteristics of the cells of the LG modules are unknown. There could be discrep-
ancies between the characteristics of these cells which could contribute to uncertainties in the
simulations.

* Unknown module parameters. There are several module parameters which remained un-
known, such as the cell and edge spacing. A conservative assumption was made for these
parameters.

* Fouling of the modules. As will become apparent in the next chapter, some of the modules and
reflectors are moderately to heavily fouled by bird droppings. This results in a lower energy yield
of the fouled modules. The simulations do not account for this fouling.

+ Azimuth change of the floating structures. The floating structures can move slightly out of
position resulting in a changing azimuth. This effect was observed several times on the Tracker
System during an inspection of the INNOZOWA system, which is described in Chapter 4. Since
the floating systems are turning away from their optimal azimuth, this effect would resultin a lower
energy yield of the modules.

» Accuracy of the irradiance sensor. According to the datasheet of the irradiance sensor, the
sensor has an error margin of +5%. Furthermore, the irradiance sensor provides a value every
four to five minutes. The resolution of these measurements are not entirely adequate to capture
the faster changing weather conditions, like clouds passing before the sun.

Finally, there is one uncertainty that fall outside of both of the aforementioned categories, which is
the uncertainty of the measurements to which the simulated values are compared. The uncertainty of
these measurements do not necessarily concern the actual measuring of the module outputs but the
time interval at which these outputs are measured. This problem was found during the validation of the
Power Conversion tool and is described in detail in Section 2.6 of Chapter 2. To summarize: the module
outputs are measured at irregular time intervals; approximately every 5 to 10 minutes. From these
outputs the hourly energy vyield is calculated, which lacks the accuracy of an energy yield calculated
based on data measured at a more regular time interval. It is difficult to estimate the magnitude of this
inaccuracy. As a conservative estimate, an error margin of £1% to £5% could be estimated. In other
words, the current method of monitoring the output of the modules is not adequate for detailed analysis.
A final note on the function of the optimizers as measuring devices can be found in Chapter 5.

Now the overall uncertainties that underlay the simulations are known, a detailed analysis can be
made of the simulations to determine which factors specifically influence the accuracy on a daily or
even hourly basis. This analysis mainly focuses on meteorological parameters such as the irradiance
and cloud coverage since these values change on an hourly basis and can therefore possibly show
a correlation with the hourly accuracy of the simulations. Figure 3.12 shows the daily accuracy of the
simulations for the monitoring period 15-05-2020 to 14-07-2020. Three graphs are plotted, showing
the accuracy of the simulations based on interpolated weather data and on-site irradiance with a 60
and 15 minute interval.
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Figure 3.12: Comparison of the percentual difference between the energy yield simulations using interpolated weather data
and weather data with 15 and 60 minute resolutions. The results that are shown in this graph are for the Ground-based
monofacial module.

The graph provides insight into the accuracy of the simulations on a daily basis. Although the en-
ergy yield simulations for May and June based on interpolated weather data are relatively accurate
on a monthly basis, Figure 3.12 shows significant deviations if daily energy yield simulation results
are considered. Furthermore, slight differences can be observed between the peaks of the simulation
results based on 15 and 60 minute data. The main question that arises from this graph is why for
some days the simulations are more accurate than for other days. The main hypothesis at the start
of this analysis is that due to the irregular measurements of both the irradiance sensor as well as the
output measurement of the modules, the percentual difference between the simulations and the moni-
tored data is larger on days with changing weather conditions while on clear sky days, the percentual

differences are small.

To check this hypothesis, several meteorological parameters are compared to the daily percentual
difference of the simulations based on on-site weather data with a 60 minute interval. These parameters
include the total sun hours, the cloud coverage, and the (maximum) temperature which are downloaded

from the KNMI database [49].

From the analysis it can be concluded that the total number of sun hours only show a weak corre-
lation with the percentual difference. For the 12 sunniest days (days with over 13 hours of sun), the
percentual differences are relatively low (+5%). There are however days with a relatively high amount
of sunshine and low accuracy and days with a low amount of sunshine and high accuracy. Furthermore,
other parameters such as cloud coverage and temperature showed no correlation with the accuracy of
daily simulation results. The next step is to evaluate hourly data.

Figure 3.13 shows the average hourly accuracy of the simulations of the monofacial modules of
the Ground-based System, based on on-site irradiance data with a resolution of 15 minutes. The error
bars in the graph show the spread of the values by the standard deviation. As can be concluded
from the graph, the percentual differences are high for early morning and late evening. The absolute
differences are however small at these times, as early morning and late evening energy yields are
typically relatively low. For most parts of the day the accuracy is on average ~5%. The spread in values
is significant, £10% throughout the day. However, in the studied time period no clear correlation can
be found between meteorological parameters such as cloud coverage, or sun hours and the accuracy

of the simulations.
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Figure 3.13: Average hourly accuracy of the simulations based on on-site irradiance data with a resolution of 15 minutes.

The differences between the simulated energy yield and the monitored values arise from a set of
multiple factors, including: models (such as the thermal model and BRL model), the model inputs (such
as the irradiance and the module characteristics), and the energy yield data from the monitoring tool.
The hypothesis mentioned earlier in this section cannot be proven. Higher resolution irradiance and
energy yield data is needed to assess the accuracy of the toolbox more closely. Furthermore, a better
controllable testing set-up should be used if a more detailed analysis is required of the PVMD modeling
toolbox.

3.7. PVMD Toolbox Suggestions for Improvement

The previous section described some of the uncertainties that are related to the energy yield simu-
lations that are made for this thesis project. Several of these uncertainties are related to the PVMD
Modeling Toolbox. Some uncertainties can be mitigated by modifications to the toolbox. Furthermore,
the experience from using the toolbox for an extended period of time resulted in some suggestions for
improvement. Since one of the main questions stated at the beginning of this chapter concerns the
improvement of the toolbox, this section aims to provide a list of suggestions for its improvement. First,
general comments and recommendations are provided. Finally, suggestions on specific scripts of the
toolbox are made.

3.7.1. General Comments and Recommendations

» The first main critique on the toolbox is the lack of any documentation for most parts of the tool.
For the solar cell simulations software, GenPro4, a PDF file is available which contains some
theoretical background. Besides this document there is no supporting material that can be used
to guide the user through the tool. This makes the PVMD toolbox currently very hard to use for
a new user. | would suggest to create a 'User Manual’ similar to the one that was made for the
Power Conversion tool (see Appendix B). Furthermore, some kind of change log should be kept
to track all the changes that are made on the toolbox.

» The second reason why the PVMD modeling toolbox is hard to use at times is because the code
is quite ‘'messy’ in some scripts, which makes it a lot harder to figure out what the code actually
does. Some examples of this are: to-do comments, redundant legacy code, large sections of
code that are in comments, the lack of comments in some scripts, not using code sections. The
toolbox would greatly improve by cleaning up redundant code while simultaneously keeping to a
stricter coding etiquette.

» The final main point concerns the development of the toolbox. Currently several students are
working independently on several parts of the toolbox. The development of the tool would benefit
greatly from a more integrated approach where students are work together more closely on the
development of the tool (support, testing and troubleshooting are some concrete examples of
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this.) Furthermore, it would be very useful if there was some overarching development plan to
stir the development of the tool in the right direction.

3.7.2. Comments and Recommendations on Specific Scripts

CELL. Although simulations of a solar cell based on its layer structure provides great flexibility
for cells of which the cell structure is known in detail, it presents uncertainty for cell of which
the layer structure is unknown. For most commercial PV modules, companies want to keep
their cell structure confidential as this is their key intellectual property. Generally one can figure
out the layers of a typical solar cell based the main technology that is used. However, detailed
information is mostly unknown. This presents an uncertainty already at the start of the simulation
process. The significance of this uncertainty is however hard to quantify and could be topic of
future research.

MODULE. The toolbox has one pre-defined module type: the four-legged frame. There are sev-
eral obscure parameters which need to be changed manually in the code, such as the frame
width and margin between the cell and module. These parameters should be added to the main
input form. Furthermore, from the form it is not clear whether the module is placed in landscape
or portrait mode. A option could be added to the input form to switch between these two modes.

MODULE. The user has the ability to change several optical behaviour properties of the surface
in the 'four legged frame’ code. These inputs determine the characteristics of an infinite surface
area. This makes it relatively difficult to add reflective surfaces to the module, which is why in this
project view factor algebra was used to calculate the albedo of the surface. Another option would
be to create a new module type which has the option to include a stand-alone reflector, based on
user inputs. Julen Garro Etxebarria implemented such an module in his thesis, so it already has
proven its feasibility [20].

MODULE. Some of the parameters that are required to reconstruct the PV module are for some
modules not available on the data sheets of the manufacturer. These parameters include: the
cell spacing, the edge spacing, the frame width and the cell margin. A guideline or rule of thumb
should be provided to guide the user through these inputs. These guidelines can be added to the
aforementioned manual.

MODULE. Currently no option is included to add tracking capabilities of the toolbox. Subsection
3.5.2 describes how such an option can be added to the tool.

MODULE. The current version of the toolbox does not allow for the implementation of secondary
objects, such as trees, chimneys, or poles. For the simulations of this project it means that the
support poles of the Retractable System, which shade the monofacial modules, cannot be in-
cluded in the simulation. Comparable software packages, like PVsyst, have this option to include
these objects. The feasibility of such an addition could be a topic for further research.

WEATHER. At the 'weather’ part of the simulation, the user has to submit an Excel file with
meteorological input data. This file has to include the altitude and azimuth of the sun as well.
Currently, the user has to calculate these solar position parameters with a secondary tool. It would
be a significant workflow improvement if such a tool is directly included in the PVMD toolbox.
Furthermore, this addition should be able to warn the user for wrong inputs. This solar position tool
can easily be implemented in the current infrastructure of the PVMD toolbox, and can be based
on inputs such as the latitude, longitude, starting date and time interval. The same suggestion
can be made for the direct and diffuse parts of the irradiance that the user has to specify. It would
be a great workflow improvement if the PVMD toolbox has the ability to calculate the direct and
diffuse fractions from the specified global horizontal irradiance (GHI). This can be achieved by
adding a model, such as the BRL model [41] or any other comparable model, to the toolbox. The
user would then be able to select a model from a library which is then used to decompose the
inputted GHI. Again this input model can be based upon accessible input parameters such as the
location latitude, longitude, starting date, and time interval.

ELECTRIC. In the current ELECTRIC script, the total energy yield is calculated based on a setting
which has to be manually changed. First of all, this process should be automated, based on the
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timestamps uploaded in the ' WEATHER’ part. Furthermore, an option should be added to allow for
the processing of variable time intervals as well. The tool should easily be able to calculate simple
but useful outputs, such as the hourly/daily/total energy yield. This would cause a significant
workflow improvement and would allow the user to analyse the outputs of the simulations a lot
faster.

3.8. Chapter Conclusions

The INNOZOWA project provides the opportunity to test the PVYMD modeling toolbox in detail. This
Chapter therefore aimed to simulate the INNOZOWA systems as accurately as possible while estab-
lishing the required input parameters to do so. The experience of making energy yield simulations of the
INNOZOWA systems provided several suggestions for improvement of the PVMD modeling toolbox.

Four different meteorological data-sets were created as inputs for the simulations: a data-set based
on climate data, a data-set based on interpolated weather data, and two data-sets based on on-site
irradiance data with 60 and 15 minute resolutions. To create these data-sets, a variety of tools and
models were used, such as: the Inverse Distance Weighted interpolation technique to interpolate the
meteorological parameters, the BRL model to get the direct and diffuse fractions of the light from the
Global Horizontal Irradiance, and Meteonorm to apply the local Sky-View Factor of the systems.

Initial simulations with the toolbox showed significant difference between measured and simulated
energy yield values. Several issues were identified and mitigated. Among the solutions are: using view
factor algebra to calculate a new albedo value of the surface, carrying out an on-site inspection which
helped to identify several installation errors and small particularities in the system, and the implemen-
tation of a new, simple, thermal model, the Duffie-Beckman model.

Using the meteorological input data-sets and taking into account the adaptations to models as well
as inputs, numerous energy yield simulations were made. This simulation process took many iterations
over a period of several months. The simulations based on climate data proved to be highly inaccurate,
especially in months of which the irradiance data did not correlate with the actual irradiance data.
Simulations based on on-site irradiance data drastically decreased the percentual difference between
the simulated and measured energy yields. The differences between the yields in the winter months
showed however significant differences, especially for the bifacial simulations. This could either mean
that the models used in the PVMD toolbox have trouble processing these low irradiance periods, or that
the model inputs, such as the irradiance are not accurate enough during these months. Simulations
based on on-site irradiance data proved to be the most accurate. Monthly as well as daily energy yield
showed a percentual difference of about +10%.

The reasons for these differences between the monitored energy yield and the simulated energy
yield were investigated thoroughly. However, in the end, no clear correlation was found between me-
teorological inputs and the accuracy of the simulations. It is assumed that the differences arise from
a set of many uncertainties that still underlie the simulations, including: unknown cell and module pa-
rameters, fouling of the modules, variable azimuths of the floating structures, accuracy of the on-site
irradiance sensor, accuracy and resolution of the module output parameters, and uncertainties on the
model side, such as the BRL model and the thermal models.

The simulations resulted in several recommendations for improvement for the toolbox and its mod-
els. These recommendations mainly concern additions or adjustments to make the toolbox easier to
use, especially for new users. Furthermore, a detailed proposal is provided to include tracking capa-
bilities in the PVYMD modeling toolbox. Feature research could show the feasibility of such a model.

Overall it can be concluded that making energy yield simulations in the PVYMD modeling toolbox
is a hard and long process which requires deep understanding of every aspect of the toolbox. Due
to the many uncertainties that still underlie the simulations of the INNOZOWA systems, it is hard to
quantify the overall accuracy of the toolbox or its individual parts. A better controllable environment in
combination with higher resolution input data could provide more insight in the overall accuracy of the
toolbox.
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3.9. Chapter Recommendations

» Several recommendations are made in Section 3.7 to improve the PVMD modeling toolbox. Gen-
eral recommendations include: the creation of a manual and/or change log, cleaning up /refactor-
ing (old) code, and the creation of an overarching development plan. Specific recommendations
include: addition of several input parameters to the user form of the module, the addition of track-
ing capabilities, automatic calculation of meteorological parameters, such as the altitude and
azimuth, from time and location, and the extension of the electrical part to allow for variable time
intervals.

» Simulations based on interpolated weather data resulted in highly inaccurate results for the winter
months. On-site irradiance data could provide more insight into uncertainties that underlie these
simulations during the winter months.



On-Site PV Module & System Inspection

During the energy yield simulation procedure, described in detail in Section 3.3 of Chapter 3, the initial
simulation results of the INNOZOWA subsystems showed at first significant differences with the actual
measured energy yield data. This difference resulted from several problems found in the models used
to make the energy yield simulations. An effort was made to mitigate several of these problems to get
the simulations to the required level of accuracy and precision. Next to the models, some uncertainties
were expected on the installation side, i.e. deviations in the system installation. The two most likely
uncertainties that could be present in the PV system itself are:

» The modules can be soiled, damaged or broken, which lowers their energy yield.
* There are deviations between the actual PV installation and the PV installation on paper.

To find out if these uncertainties indeed present itself in the INNOZOWA PV system, an on-site PV
module and system inspection was conducted. The research question that is associated with this
inspections is:

6. Are there any defects or deviations present in the system that could contribute to model and data
uncertainties and how can these defects or deviations be found during an on-site inspection?

An important boundary condition associated with this research question is to thoroughly inspect the
modules of the Tracker System. As will be apparent in the next chapter, concerning the monitoring of
the different systems, several modules of this system show atypical behaviour. The inspection of these
modules is therefore of additional importance.

This chapter is divided into four main parts. First a description is given of the methods that were
used during the inspection of the modules. Second, the findings for each of the three INNOZOWA
systems are described in detail. Third, these findings are discussed in the chapter conclusion. Finally,
several recommendations are provided at the end of the chapter.

4.1. Inspection Methods

Due to the growth of the PV industry, inspection of PV systems has become increasingly important.
Early recognition of defects in PV systems and modules can contribute to a higher system efficiency
and a longer lifetime of the system. Research shows that there are a number of problems that can be
detected in old as well as in new PV plants [50]. Common faults typically detected in PV modules are:

» Damage to the glass and/or frame.

» Hot spots, caused by a cell or a group of cells dissipating power drained from the neighbour-
ing cells. These hot spots can be caused by a number of reasons such as module fouling and
mechanical damage of the cell.

47
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+ Faults in the electrical installation, such as loose contacts and wiring or defect bypass diodes.
+ Soiling of the modules.

Several methods can be utilized to check for these kind of faults in a PV module and its balance
of system. The most notable methods are: IV-curve tracing, electroluminescence (EL), photolumines-
cence (PL), infrared (IR) imaging and visual inspection. For the inspection of the INNOZOWA pilot
system, two methods are selected: IR imaging and visual inspection, which are both industry standard
methods. The two next subsection will introduce both of these inspection methods in some more detail.

4.1.1. Visual Inspection

Visual inspection is typically the first step that is taken in PV module inspection. It is a relatively easy
and fast way of detecting some common failures in PV modules. During a visual inspection, cracks,
yellowing, misalignment, delamination, bubbles, snail trails and burnt cells can be observed [50]. It
is important however, to know how and where to look during such an inspection. To aid the visual
inspection of the INNOZOWA modules, the 'Tool for Evaluation of Fielded PV Module Conditions’,
created by NREL, is used [51]. This tool, which is in the form of a questionnaire, is specifically developed
to make a comprehensive evaluation of visual defects in PV modules. The form consists of 14 sections,
each containing specific questions about individual module components. An example of a completely
filled-out form can be found in Appendix C. Other experiments that were conducted during the visual
part of the inspection are: measurement of the module tilt angles and module azimuths, and measuring
the dimensions of the subsystems.

4.1.2. Thermographic Imaging

Visual inspection is a powerful method to quickly inspect PV modules. However, not all defects and
issues in a PV module can be detected with the naked eye. Thermographic imaging is one of the meth-
ods that can fill this gap. It is a non-contact, non-destructive technique, able to detect and diagnose
defects in PV modules under operating conditions [52]. A thermal camera receives infrared radiation
from an object and creates a thermal image from this information. According to Planck’s law of black
body radiation, the infrared radiation of an object is proportional to the temperature of the object. Cre-
ating thermal images from this radiation thus results in images with a colour gradient based on the
temperatures of the objects in the image. These images can be analyzed with special software to de-
termine local temperatures and identify possible faults. This techniques is already widely used in the
industry. Typically, handheld thermal camera’s are used during these inspections while for large-scale
PV plants, light unmanned aerial vehicles (UAV’s), or drones are utilized. A thermal camera is attached
to this drone, which allows for fast and accurate inspection of large-scale plants [53].

Although thermographic imaging is relatively easy to perform, it should be compliant to several
standards to the get the best results. First, the inspection must be carried out in closed circuit conditions,
since the faults are only observable under electric load [50]. Second, camera angle and distance are
of importance as well. The images should not be taken perpendicular, but at angles of 5 to 60 degrees
[54]. Additionally, measurements at different angles and distance could contribute to increased fault
detection. Finally, back side measurements should be made as well to combine the advantages of both
front side and rear side measurements. Other important guidelines concern the ambient conditions,
which are briefly explained in the next subsection.

4.1.3. Ambient Conditions

Proper ambient conditions are important when conducting an inspection of PV modules by thermal
imaging. Thermal images should be taken when the modules work at full capacity. It is therefore
important to carry out the inspection on a day when the modules operate (close to) their maximum
power point. Minimum required standards with respect to ambient conditions are described in both
literature and manufacturer guidelines. Irradiance should be in the range of 500 - 700 W /m? with clear
sky conditions to avoid shading by clouds. Furthermore, both ambient temperature and wind speed
should be relatively low to decrease ambient effects on the temperature [50, 54]. To be as transparent
as possible, a graph containing the ambient temperature and the global horizontal irradiance is shown
in Figure 4.1 [40].
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Figure 4.1: Global Horizontal Irradiance [W /m?] and ambient temperature [°C] during the on-site inspection on 15/05/2020 [40].

4.2. Inspection Findings

The following sections contain the findings from the inspection. The findings are categorized per sys-
tem. For each system, first the findings from the visual inspection are discussed. Second, if applicable,
thermal images are shown. Finally, the influence of these findings on the energy yield simulations and
on the monitored data is discussed.

4.2.1. Ground-Based System

Several important anomalies were discovered during the visual part of the inspection of the Ground-
based System. At several points, the system deviated from the intended design.

Both the monofacial panel as well as the bifacial panel are installed at an incorrect tilt angle. The
measured tilt angle of the monofacial panel was found to be 12.7°. The right hand picture of Figure 4.2
shows the tilt angle of the bifacial panel, which was found to be 7°. The intended tilt angle of the panels
is 15°. This means an 8° difference for the bifacial modules, which significantly influences the energy
yield of the modules.

Figure 4.2: The two figures on the left show the misalignment of the module azimuth, indicated by the dotted lines. The figure
on the right shows the module tilt angle of the bifacial Ground-based Module.

Not only are the modules installed at a wrong tilt angle, the azimuth of the modules was found to
be misaligned as well. As can be seen in the left hand picture of Figure 4.2, the monofacial panel and
the bifacial panel are not aligned. A compass was used to measure the azimuth of the panels but the
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results of this measurement were found to be unreliable, as the compass was heavily distorted by the
metal of the frame. To estimate the azimuth, drone footage was overlaid with a schematic overview of
the pilot site. From this comparison, it was found that the azimuth deviates about 15° in a westward
direction from the intended azimuth of 180°. Details of this estimation can be found in Appendix D

The SolarEdge monitoring website lists the two module types that are used at the INNOZOWA PV
pilot system: the LG330N1C-V5 and the LG400N2T-J. The initial simulations are therefore based on
these module types. However, upon inspection, the nameplates of the modules did not correspond
with the module types listed on the monitoring website. The monofacial module type is actually the
LG330N1K-V5. The bifacial module type could not be retrieved as this information was hidden by the
frame. Other module information, such as the Vmpp, Impp, Voc, and Isc was visible however. These
parameters did, unfortunately, not correspond to any existing module type.

During the inspection, some minor anomalies were found as well. Grass and weeds are growing
close to the reflector, blocking incoming sunlight. At some places, weeds grow over parts of the reflector.
If not properly maintained, this vegetation jeopardizes the function of the reflector. An easy solution
would be to lay some pavement or gravel around the reflector.

Most of the modules of the Ground-based System are lightly to moderately fouled, mostly by bird
droppings. An example of such a soiled module is shown on the left hand picture in Figure 4.3. On the
right side of this figure, a close-up, thermal image is shown of one of these bird droppings. As can be
observed in this image, the bird droppings cause local hot-spots, resulting in lower energy yield of the
module. Although these bird droppings are typically washed away by rain after some time, dirt builds
up at the bottom of the frame. At the moment of inspection, this layer of dirt almost reached the bottom
row of cells, possibly shading them even further.

Figure 4.3: The figure of the left shows one of the monofacial modules of the Ground-based System. The image on the right
shows a thermal close-up of one of the fouled spots on the module.

Although many modules have hot-spots due to bird-droppings, no defects were noticed to the cells.
Furthermore, no damage was detected on the glass, frame, cables or junction box. However, due to the
significant amount of dirt and bird-droppings it was hard to distinguish between dirtiness and defects.
It would therefore be interesting to analyze some of the modules in detail, after the project, with e.g.
electroluminescence.

The aforementioned findings are important for making accurate energy yield simulations of the sys-
tem. The new module azimuth and tilt angles are used in the final energy yield simulations, of which
the results are described in Section 3.4 of Chapter 3. Other findings, such as the fouling of the modules
lowers the overall energy production of the module. It is, however, hard to quantify the energy losses
due to this fouling.
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4.2.2. Tracker System

The second system that was thoroughly inspected is the Tracker System. As already briefly described
in the introduction of this chapter, some modules in the Tracker System showed atypical behaviour
in terms of energy output. It is therefore important to inspect these modules with extra attention for
damage or other particularities.

First, the tilt angles of the modules were measured and the azimuth of the Tracker System was
determined. The tilt angles are all within £0.5° of their intended design values. The azimuth however
deviates slightly from the intended azimuth of 180°. The azimuth of the system is determined at 180°
+20°. Due to wind and current, the azimuth of the system can shift about 20 degrees east and west
at times. This shifting was observed multiple times during the inspection. The reason for the shift in
azimuth are the anchoring points of the system, one of which is shown in Figure 4.4. These anchoring
points are not capable of keeping the system in the same spot.

Figure 4.4: The picture on the left shows the Tracker System with in the foreground one of the anchor points. The picture on
the right shows a close-up of this anchor point.

A second important observation made of the Tracker System was the heavy fouling of the modules
due to bird droppings. Especially the front row of the system was heavily soiled, which causes severe
hot-spots. An example of this fouling is shown on the left side in Figure 4.5. On the right side of this
figure, a thermal close-up image is shown, which shows a temperature of 49.0 degrees Celsius. Other
rows were found the be moderately fouled as well.

r49.0

20

Figure 4.5: The picture on the left shows one of the monofacial modules of the Tracker System, installed at a 0 degree tilt
angle. The image on the right shows a thermal close-up of the fouled spots on the module.
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Although most of the modules in the system are heavily fouled, no serious damage could be detected
visually or with thermal imaging. However, it seemed that the monofacial modules of the two front rows
were slightly discoloured. This was however hard to confirm due to the heavy fouling of the modules.
Overall, the system was very hard to inspect. The proper angles and distances for the thermal imaging
could hardly be maintained, resulting in thermal images of low quality.

4.2.3. Retractable System

The final system that was inspected is the Retractable System. Atthe moment of inspecting this system,
the sky was completely cloudy and almost no direct irradiance was present. Due to this change in
weather, no precise thermal images could be made of the modules. However, several important findings
were made visually.

First, as with the two other systems, the tilt angles of the modules were determined as well as the
system azimuth. The tilt angles of the modules were found to be 16°. The azimuth of the system
was determined at 180° +20°. This is, again, a slight deviation from the intended azimuth of 180°. The
misalignment of the azimuths of the different rows of the Retractable System can be observed in Figure
4.6.

Figure 4.6: The figure on the left shows the five rows of the Retractable System, each at a slightly different azimuth. The figure
on the right shows the tilt angle of the last row of the Retractable System.

The second important finding for the Retractable System concerns the fouling of the two reflectors of
the last two rows of the system. As can be observed in Figure 4.7, the two reflectors are heavily fouled
by bird droppings and even a birds nest. This greatly affects the reflective capacity of the reflectors.
This fouling should be taken into account when assessing the energy yield of the modules of these two
rows.

The damage that was detected on this system was limited to some bird droppings and the heavy
fouling of the reflectors. As mentioned before, thermal imaging was not possible due to a negative
change in ambient condition. Again, the system was hard to inspect due to the relative highly mounted
and unstable modules.
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Figure 4.7: The two heavily soiled reflectors of the Retractable System.

4.3. Chapter Conclusions

An on-site PV module and system inspection was conducted on May 15, 2020, to find defects and/or
deviations in the INNOZOWA system installation. During this inspection, each INNOZOWA subsys-
tem was thoroughly investigated using several methods. The inspection methods that were used are
visual inspection aided by an NREL developed questionnaire and thermographic imaging. Many ab-
normalities were found during the inspection: panels installed at wrong tilt angles, the misalignment
of the module azimuth of several subsystems, and most notably light to heavy fouling of the modules
and reflectors by bird droppings. These droppings, resulted in local hot-spots, which in turn result in a
lower energy yield of the modules. Furthermore, these hot spots could potentially damage the cell and
module. Apart from the hot spots caused by bird droppings, no other damage is detected in the system.
The modules of the Tracker System, which were of special interest to this inspection, also showed no
significant damage. The two front rows of the Tracker System seemed slightly discoloured, but due to
the fouling of the modules this was hard to confirm.

The results from this inspection are used in the final energy yield simulations of Chapter 3. Fur-
thermore, lessons can be learned for future floating PV system installation and inspection. Several
recommendations are provided in the next section.

4.4. Chapter Recommendations

» Several installation faults are detected during the on-site inspection. These faults could have
been detected by a post-installation inspection. It is therefore recommended to carry out such a
post-installation inspection for future INNOZOWA (pilot) systems, especially if scientific research
is important.

» The location of the floating systems conflicts with an area where a significant number of birds
live/breed. This causes a significant number of bird droppings on both the modules and reflectors.
These bird droppings cause hot spots which decrease the energy yield of the modules. Moreover,
these hot-spots can damage the modules over-time. It is therefore important to minimize the
amount of bird droppings. There are several commercially available options to keep birds away
from the systems, such as: sound, spikes, netting or lasers [55].

» Reflectors are an important asset for the bifacial modules. They should be kept free from any
potential blocking of light by e.g. grass. An easy solution would be to lay some pavement or
gravel around the reflector of the bifacial modules of the Ground-based System.

» The inspection of the floating systems is time consuming and at times not practically possible.
Some places are impassible, such as the bifacial modules of the Tracker System. Visual and ther-
mal inspection of the ground-based modules took about 30 minutes while the inspection of both
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floating systems took several hours. If these systems are scaled up, other techniques should be
used to carry out inspections. A promising technique, which was already mentioned in Subsection
4.1.2 is the use of drones.

The azimuth of the Tracker System and the azimuth of the Retractable System can deviate from
their intended azimuth of 180 degrees due to wind and currents. This could be a deliberate design
choice to allow the tracking/retracting capabilities of the respective systems. The deviation from
the ideal azimuth results in a lower overall energy yield of the PV modules. It is recommended to
study the possibility of fixing the azimuth in a more robust way for both floating systems.

No damage was found on any of the 16 modules of the Tracker System with the thermal camera
or the visual inspection. Research in the lab, by means of, e.g. electroluminescence or IV-
curve tracing, could completely exclude any damage to the modules. Furthermore, it could be
interesting to study the short term effects of the heavy fouling on the modules.



Monitoring of the INNOZOWA PV Pilot
System

Throughout this report, the performance of the INNOZOWA PV pilot system was briefly discussed on
several occasions. In chapter 2, Section 2.6, the efficiency of the system was calculated and used to
validate the new Power Conversion tool. In Chapter 3, sections 3.4 and 3.5, the energy yield of the
system was compared to a simulated energy yield. This chapter will provide a complete and detailed
analysis of the performance of the INNOZOWA system. This analysis is important because it can
uncover some of the weak spots of the different pilot systems that are being tested. Through a thorough
examination of the relevant data, anomalies can be found which could lead to improvements of the
systems. This chapter aims to answer two of the secondary questions of this report:

6. Based on a thorough data analysis of the different subsystems, are there any anomalies in the
data and where do these anomalies come from?

7. How can the INNOZOWA PV pilot subsystems potentially be improved and which subsystem is
the most likely to be used for subsequent projects and up-scaling?

As mentioned before in this report, each module in the INNOZOWA system is continuously moni-
tored by a SolarEdge power optimizer. The monitored data is stored on a server which can be accessed
through the SolarEdge monitoring website. This website is very user unfriendly as it does not allow for
the data to be downloaded with a high resolution for longer periods of time. A second method of retriev-
ing the data is the SolarEdge Monitoring API which allows the user to get inverter data automatically
from the servers. However, this option does not allow to get data from the power optimizers. All the rel-
evant data is therefore downloaded manually, with a one hour resolution, from the monitoring website
and stored locally in an interactive Excel file for further analysis.

This chapter is structured as follows. First an overview of the energy yield of each of the systems is
provided. From this overview, the performance of each of the systems is analyzed. The second section
concerns problems encountered with the monofacial modules of the Retractable System. Section three
discusses the internal consumption of the Tracker System. Fourth, the anomalies in the energy yield
of the Tracker System are discussed. Section five evaluates the results of the irradiance sensors
which are installed for the INNOZOWA pilot project. Section six discusses the effects of wind on the
INNOZOWA subsystems. Finally, the conclusions and recommendations are provided.

5.1. Module Energy Yield

This section details the results of monitoring the energy yield of the INNOZOWA PV pilot system. The
monitoring period started on the 11" of September 2019 and will continue at least until the end of
September 2020. For the analysis in this thesis project, the data from October 2019 to July 2020
is included. Figure 5.1 shows the total average energy yield of each of the nine study cases of the
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INNOZOWA PV pilot system. Before analyzing this data in more detail, several comments should be
made about the process of gathering the data:

» On several occasions throughout the monitoring period, the hourly energy yield of a module in
the system showed an implausibly high value of two to five times the installed capacity. At these
instances the energy yield of each module is set to a value of zero. In total, there were about ten
of these instances throughout the monitoring period. These values can be attributed to miscal-
culations in the SolarEdge monitoring tool.

* In October and November of 2019, several modules of the Retractable Systems were drifting
away from their intended position. This happened only to five of the ten modules, while the
remaining five stayed in position. Because of this drifting, the energy yield of these modules was
greatly reduced. It is therefore decided not to include the energy yield data of these modules
during these months.

» The following analysis consists of the monitoring results of a 10 month monitoring period. The
months August and September of 2020 are not included in the analysis. This means that the
analysis is not representative for a full year of monitoring and that the overall results can slightly
change.
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Figure 5.1: Total average energy yield per subsystem. The grey error bars indicate the minimum and maximum energy yield of
a module in the respective subsystem (GBS = Ground-based System, RS = Retractable System, TS = Tracker System).

Figure 5.1 shows the total average energy yield per study case in kilowatt-hours. The error bars in
this graph depict the minimum and maximum energy yield of a module of the respective study case.
Several conclusions can be drawn from this graph. First of all, the size of the error bar of the monofacial
modules of the Retractable System suggests a large spread in values. The main reason for this spread
in energy yield is the shadows that are casted by the poles of the support structure of the Retractable
System. More information on this phenomenon can be found in the next section. Secondly, it can be
concluded that the bifacial modules of the Tracker System, installed at a tilt angle of 15°, have the high-
est average energy yield of all the study cases. It should be noted however that the Tracker System
has some internal consumption from operating the pumps which enable the tracking. A detailed calcu-
lation of this internal consumption can be found in Section 5.3. Finally, it can be concluded that all the
bifacial modules outperform the monofacial modules. This is however not unexpected as the capacity
of the bifacial modules is 70Wp higher. To make an equitable comparison between the monofacial
and bifacial modules, a graph is plotted in Figure 5.2, showing the average energy yield per installed
capacity (i.e. the specific energy yield).
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Figure 5.2: Total average energy yield per subsystem per installed capacity. The grey error bars indicate the minimum and
maximum energy yields per installed capacity of a module in the respective subsystem (GBS = Ground-based System, RS =
Retractable System, TS = Tracker System).

For the calculation of the average energy yield per installed capacity, the Standard Test Conditions
(STC) values of the modules are used. For the bifacial modules, the contribution of the backside is not
included for one main reason. The contribution on the backside heavily depends on the albedo of the
surface area and the surroundings. These are different for each of the study cases, which means that
not one single value can be selected for the rear side contribution.

From Figure 5.2, it can be concluded that the energy yield of the monofacial modules is now closer to
the bifacial modules. There are however still significant differences between, for example, the bifacial
modules of the Tracker System, installed at a tilt angle of 15 degrees and the monofacial modules
of the Tracker System, installed at a tilt angle of 0 degrees. To get into more detail, the monthly
energy yield per installed capacity is plotted in Figure 5.3 for the entire monitoring period. This provides
the opportunity to analyse each of the study cases in some more detail. From these figures, several
conclusions can be drawn about each of three subsystems:

* Ground-based System. The monofacial and bifacial modules of the Ground-based System pro-
duce a steady energy yield throughout the 10 month monitoring period. Over the entire monitoring
period, the bifacial modules produced about 25% more energy than their monofacial counter-
parts. Furthermore, as can be observed from the error bars, the difference between the minimum
and maximum energy yields of the individual modules is relatively low. These results make the
ground-based modules an ideal reference case.

» Retractable System. When analyzing the energy yield data of the modules of the Retractable
System, several conclusions can be drawn. The first thing to note is the energy yield of the
bifacial modules with reflectors. These modules yield about 5% percent less energy than the
bifacial modules of the reference case even though they are installed at a more optimal tilt angle.
This is noteworthy, since in Section 1.1.1 of the Introduction several positive effects of PV on
water were described. These effects, such as the cooling effect of water and less fouling, should
have increased the energy yield of the floating bifacial modules. The inspection of the modules,
described in detail in Chapter 4, showed that the reflectors of the bifacial modules were heavily
fouled. This mainly explains the difference in energy yield between the floating bifacial modules
with reflectors and the ground-based reference case.
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The second observation that can be made is the relatively small difference between the energy
yields of the bifacial modules with reflector and the bifacial modules without a reflector. Over the
course of the entire monitoring period, the modules with a reflector produced only about 3% more
energy. This can be mainly explained by the heavy fouling of the reflectors, which significantly
lowers the rear side illumination of the bifacial modules.

The final observation concerns the error bars of the monofacial modules of the Retractable Sys-
tem. These bars are significantly longer than the error bars of the bifacial modules of the Re-
tractable System or those of the reference case. A detailed explanation of this phenomenon is
provided in the next section.

» Tracker System. The Tracker System has both the highest yielding modules and lowest yielding
modules of the nine study cases. The bifacial modules, installed at a tilt angle of 15°, produced
about 9% more energy than the bifacial reference case. To make a proper comparison of this sys-
tem with the reference case, the internal consumption of the Tracker System should be included.
From a detailed calculation in Section 5.3 it follows that this consumption is relatively low; less
than 1% of the yearly energy production per module in the Tracker System.

The effects of the tracking on the modules with different tilt angles can visually be observed in
Figure 5.3. From November until March, the monofacial modules with a 15 degree tilt angle pro-
duced more energy than the bifacial module with a tilt angle of 0 degrees. This can be explained
by the lower altitudes of the sun during these months, which creates more favorable conditions
for modules installed at steeper tilt angles. The opposite effect can be noticed in June and July,
where the monofacial modules installed at a tilt angle of zero degrees, produced a higher yield
than the monofacial modules installed at 15 degrees. Considering all the results it can be con-
cluded that when using the tracking angles calculated for this pilot project, 15 degrees is the most
favorable tilt angle.

The final remark on the performance of the Tracker System concerns the large error bars at the
energy yield of the monofacial modules, installed at a zero degree tilt angle. These large error
bars are mostly present from November to January. These error bars depict a large difference
between the highest yielding module and the lowest yielding module. In December of 2019, the
highest yielding module of this study case produced 50% more energy than the lowest yielding
module. There are multiple hypotheses to explain this phenomenon. These are explored in detail
in Section 5.4.

5.2. Shading by the Poles of the Retractable System

In the previous section it was established that some of the monofacial modules of the Retractable
System seemed to produce significantly less energy than others. From the data it can be concluded
that during the monitoring period the difference between the highest yielding module and the lowest
yielding module was about 25%. The total amount of energy that is not produced, considering the
highest producing module as the reference case, is about 181kWh. This is a significant amount of
energy and it is therefore essential to locate the source of this energy loss and to come up with possible
solutions. It is found that a major part of the losses can be contributed to the shadows that are casted
on the modules by the poles of the support structure of the Retractable System. To illustrate this, Figure
5.4 shows several graphs on the next page.

The graphs in this figure show the energy yield of the modules on a day in March with clear-sky
conditions. In the top-left corner of this figure, the lay-out of the six monofacial modules is shown. The
black dots represent the poles of the support structure. When the sun is in the east, modules 1.1.12
and 1.1.15 are shadowed by the east pole, as can be clearly noticed in the top-right graph. When the
sun is in the west, modules 1.1.24 and 1.1.16 are affected by the west pole. The modules located in
the middle, 1.1.3 and 1.1.23 are only partly influenced by the shadows from both poles. Considering
the losses that are caused by the poles, it could be worthwhile to investigate the feasibility of lowering
them.
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5.3. Internal Consumption of the Tracker System

The internal consumption of the Tracker System is an important parameter when analyzing the perfor-
mance of the Tracker System. Therefore, the consumption is calculated in detail in this subsection.

No power consumption measurements are taken during the monitoring period. Therefore, a theoret-
ical consumption is calculated based on the technical details of the pumps and of the tracker unit. The
information that is available for this calculation is limited since the set-points of the pump are unknown,
so the calculation results should be interpreted as an estimation.

The Tracker System consists of several hollow compartments on each side. Filling these com-
partments with water by the pumps enables the tracking capabilities of the system. The size of each
compartment is about 1.3m? and there are 2 compartments on each side of the floating structure. The
time in which the compartments need to be filled to achieve a certain tilt angle determines the capacity
of the pumps. To calculate this filling time, the tracking angles of the system are used. A list of tracking
angles with a resolution of 15 minutes for an entire year was created in an earlier stage by the PVYMD
group. These tracking angles are converted to a percentage. This percentage represents the amount of
water in the compartment. A 27° eastward tilt angle means that the ’eastward compartments’ are filled
for 100%, while a 0° angle would mean that the both westward and eastward compartments are filled
for 50%. These percentages are calculated for each of the tilt angles in eastward and westward direc-
tion. From these percentages the filling time between the different angles can be calculated, assuming
one pump is available. The maximum capacity needed is 2.6 m3/h. For subsequent calculations a
capacity of 3 m3/h is assumed. The pump head can be relatively low, so the minimum value of about
3m is selected. From the pump curves, shown in Figure 5.5, it follows that the pump needs about 50W
of power to facilitate the flow and head.
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Figure 5.5: Pump curve of the DAB EVOPLUS 80/180 M. Reproduced From [56].

Multiplying the power and filling time, the energy consumption at each of the tilt angles can be
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calculated. On a yearly basis this means that the pump consumes about 15817 Wh/year. However, the
systems needs to tilt back from a westward position to an eastward position during the night. Assuming
the night consumption to be equal as the day consumption, about 31633 Wh/ year is consumed by the
pumps. Considering there are 16 modules on the Tracker System, this is about 1.97kWh/year/module.
For the highest yielding modules on the Tracker System this means that the pump consumes about
0.45% of its own energy yield (assuming the energy yield of the monitoring period), while for the lowest
yielding modules this percentage is about 0.7%. This number will decrease when using a full year of
energy yield data, instead of the 10 month monitoring period. Detailed set-point data, such as the flow
and head for every change in tilt angle could contribute to a more detailed estimation of the internal
consumption of the Tracker System.

5.4. Anomalies in the Energy Yield Data of the Tracker System

In the first section of this chapter, the energy yield of each of the nine study cases was analyzed in
detail. One of the findings from this analysis was the major difference between the highest and lowest
yielding module of study case #9, the monofacial modules of the Tracker System, installed at a 0 degree
tilt angle. From Figure 5.3 it can be concluded this discrepancy mainly presents itself during the winter
months, from approximately November until February. This section aims to find the root cause of this
phenomenon. Three hypotheses are explored:

1. The modules are not connected correctly, are damaged, broken, or heavily fouled.
2. The PV system is not designed properly (e.g. to many modules in a string).

3. The internal control of the system cannot handle the variety of modules in the string.

5.4.1. Hypothesis 1 - Problems with the Module

Before exploring this hypothesis in more detail, the differences between the modules of this particular
system are shown. Figure 5.6 shows the energy yield of the four modules of study case #9. From this
figure it can be concluded that the energy production seems to be cascading; Module 1.2.7 produces
slightly more than module 1.2.11, which in turn produces slightly more than 1.2.16, etc. The order
seems to be equal for all month and module 1.2.1 systematically produces the lowest yield. The biggest
difference can be found in December, where module 1.2.1 produces over 50% less energy with respect
to module 1.2.7.
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Figure 5.6: Energy yield of the monofacial modules of the Tracker System installed at a tilt angle of zero degrees and the
difference between the highest and lowest yielding module.
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Several problems could underlie this phenomenon. This subsection explores the possibility of the
modules being broken, damaged or fouled. From the on-site inspection, conducted on the 15™ of
May, 2020, it followed that no significant damage was found on these modules. It was found however
that the modules are slightly discolored which could explain the reduced performance of some of the
modules. But since all modules were evenly discoloured, this effect would be visible for all four modules.
Furthermore, given the fact the differences in energy yield are only observed in the winter months,
while in the months thereafter the differences are comparable to those of the reference case, it can be
concluded that damage to the modules seems highly unlikely.

A second observation from the inspection was that the modules were found to be heavily fouled by
bird droppings. This fouling could explain the difference in energy yield as it would lower the module
output current. However, given the amount of rainfall during the winter months it seems unlikely that
the modules were heavily fouled for a period of over half a year. Furthermore, when looking at the
hourly yield figures of the inspection date, only small differences in energy yield are observed.

5.4.2. Hypothesis 2 - Design Issues

The second hypothesis that is explored is the possibility of a design flaw. There are strict regulations
when it comes to the design of a PV system and in particular a system which uses power optimizers. It
could for example be possible that there are not enough optimizers in the string, or that the inverter is not
adequately sized. This could results in the curtailment of some of the modules. In order to determine if
the system is properly designed, the data sheets of the optimizer and inverter are thoroughly examined.
Table 5.1 lists all important design parameters of the power optimizer.

Table 5.1: Power optimizer design specifications [57].

Nominal DC input power 505 W
Absolute maximum input voltage 83 Vdc
Maximum short circuit current 14 Adc
Maximum installed power per string 11,250 Wp
Minimum optimizers in string 14
Maximum optimizers in string 50

Parallel strings with uneven length or orientation | yes
Minimum DC power SE15K and above 11KW (total)

From these parameters it can be concluded that the output values of the modules that are connected
to the optimizers are far below the limits of the optimizer. Furthermore, the maximum installed power
per string, detailed in Table 5.2, is below the maximum allowed limit of 11,250Wp as well.

Table 5.2: Maximum installed string and system power based on STC values and additional bifacial conditions.

STC BiFi100 BiFi200
Installed power in string 1 | 9980 Wp | 10,480 Wp | 10,980 Wp
Installed power in string 2 | 8760 Wp 9060 Wp 9360 Wp
Total installed power 18,740 Wp | 19,540 Wp | 20,340 Wp

Based on the inverter design specifications from the datasheet, shown in Table 5.3, it can be concluded
that the maximum DC power from the modules is within the limits of the inverter.

Table 5.3: Inverter design specification [28].

[Maximum DC power | 22,950 W
Maximum DC voltage | 1,000 Vdc
Nominal DC voltage 750 Vdc
Maximum DC current 23 Adc

Finally, it can be concluded that nominal input voltage of the inverter is exceeded by the maximum
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voltage in both strings, shown in Table 5.4. This voltage is however regulated by the power optimizers
to be at a constant value of 750V.

Table 5.4: Installed voltage based on STC values.

Installed voltage in string 1 | 1032.2 V
Installed voltage in string 2 | 902.4 V

Based on an analysis of important system design parameters such as the input voltage, current
and power of the power optimizer and inverter, it can be concluded that there are no design flaws in
the system. To further analyse the system design, access was requested to Designer, which is special
SolarEdge Design software. This access was however rejected by the installer of the INNOZOWA PV
pilot system.

5.4.3. Hypothesis 3 - Failing Internal Control

This subsection explores the possibility of the internal control system deliberately decreasing the energy
production of some of the modules of the Tracker System. In order to understand the implications of
this hypothesis, first the working principles of a SolarEdge PV system are reiterated.

The INNOZOWA system consists of two parallel strings, string 1 and string 2, which consist of 26
and 24 modules respectively. Both strings are connected to the same inverter, the SolarEdge SE17K.
This inverter operates with a fixed voltage of 750V. This means that the voltage of both strings, at
all times, is kept at approximately 750V by a separate feedback loop. The inverter input current is
dictated by the total power production and can be calculated by dividing this power by the fixed input
voltage. Each module in both strings is connected to a SolarEdge power optimizer, the P505. This
power optimizer ensures the maximum power output by an input control loop. This loop dictates the
input voltage and current to the power optimizer. [25]

This hypotheses states that the output of some of the modules is deliberately decreased to comply
to the string voltage of 750V. The reason why this might be needed is the variety of module types in
the string. This variety causes a wide range of module power outputs. Together these power outputs
determine the string current. The string current is then used to determine the output voltage of each
individual optimizer. For a module with a high power output, this might mean the voltage needs to be
boosted in order to comply to the string current while modules with a relatively low power output need
to decrease their voltage level. Since some of the optimizers work in boost mode, the fixed inverter
input voltage of 750 volts is reached at an earlier stage. In other words, some of the modules need
to decrease their production in order to facilitate a lower voltage contribution to the string. From this
hypothesis it follows that this would not have occurred given an inverter with a higher fixed input voltage
of, e.g. 850V. The reason why this might happen to the modules study case #9, is because they produce
the least amount of energy in the string. The main reason this effects might occur more frequently in
the winter months is that the differences in module output current seem larger during these months.
This leads to more instances where the voltages are boosted.

Paradoxically, if the operating point of the modules is not set at a lower level, more power would
be available at the inverter which in turn would increase the string current. An increased string current
would result in a lower optimizer output voltage across the entire string, which would enable the front
row modules to maintain their energy production (or at least at a higher level).

The Dutch SolarEdge support team was asked for help on this matter, but there was no response
from their side. To resolve this issues, the problem might need to be escalated to the technical team
of SolarEdge as they would probably know in some more detail why this phenomenon occurs. Fur-
thermore, it would be interesting to see if this phenomenon occurs in the same capacity in the coming
winter months. Finally, the modules could be analyzed in more detail after the pilot project, using for
example electroluminescence, to see if damage to the modules can be completely excluded.
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5.5. Evaluation of the Irradiance Sensor Measurements

The reflectors installed at several of the bifacial modules of the INNOZOWA PV system are an important
asset for these modules. To research the effects of these reflectors, several irradiance sensors are
installed at the INNOZOWA pilot site. One sensor is installed on top of the container of the inverter,
a second is installed below the battery box of the Retractable system (facing the water), and a third
sensor is installed on the backside of one of the bifacial modules of the Retractable System. The first
and the second sensor can be used to calculate the albedo of the water, while the third sensor can be
used to evaluate the reflectance of the reflector. The aim of this subsection is to evaluate the albedo
and reflectance measurements of these sensors and to analyse their performance in the INNOZOWA
system. Figure 5.7 shows the average hourly albedo of the water in the top graph and the average
hourly reflectance of the reflector in the bottom graph.
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Figure 5.7: Average hourly albedo of the water at the INNOZOWA site and the average hourly reflectance of the reflector
installed at one of the bifacial modules of the Tracker System.

The graphs show the average hourly albedo and reflectance for a period of about 80 days. Further-
more, the standard deviation is plotted to show the spread of the values. The albedo value of the water
is on average about 0.05 during the day. Both the value and the spread of the albedo increase during
the early morning and late evening. An albedo value of 0.05 is relatively low as this would mean that
only 5% of the incident light is reflected back to a bifacial module in the case no reflector is present. This
partly explains the difference in energy yield between the bifacial modules of the Retractable System
without reflector installed and the bifacial reference case.

The reflectance of the reflector is about 0.095 throughout the monitoring period. Again, the value
and spread increase during early morning and late evening. A reflectance of 0.095 means that about
10% of the incoming light is reflected during the day time. From the LG datasheet of the bifacial module
it follows that a contribution of about 10% means a 25W increase in maximum power when STC values
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are considered [34]. It should be noted however that during the on-site inspection of the INNOZOWA
PV pilot system, the two reflectors of the Retractable System were heavily fouled. This significantly
influences the reflectance of these reflectors.

5.6. Effects of Storms on the INNOZOWA PV System

Floating structures are prone to wind and waves resulting from this wind. These natural phenomena
could cause the structure to move out of place which can significantly affect the power output of the
system and in a worse-case scenario it could damage the system. Itis therefore important to investigate
the effects of wind and gusts on the floating structures of INNOZOWA. An opportunity to carry out such
a research presented itself in February 2020. During this month two European winter storms passed
over the country: storm Ciara and storm Dennis. In this section, first the characteristics of these storms
are specified and second the effects of these storm are briefly described.

On Sunday 9 February the storm named Ciara passed over the Netherlands. Interpolated hourly
average wind speed values show wind speeds of 40 to 50 km/h from 10:00 until 24:00. The highest
gust measured at the two closest KNMI measurement points ‘Deelen’ and ‘Volkel’ was 86.4 km/h and
97.2 km/h respectively [49]. Based on historical KNMI data, the system had not experienced these kind
of wind speeds and gusts before during the pilot. Approximately a week later, on the 16™ of February,
storm Dennis passed over the country. Again, high wind speeds and gusts were measured. See Figure
5.8 for a comparison of the on-site wind speed during both storm days.
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Figure 5.8: KNMI interpolated hourly average wind speeds on the 91 and 16t of February 2020 [40].

To check if any damage was inflicted on the system by the two storms, two steps were taken. First,
an on-site inspection was conducted to check if the systems were still in place and if any damage to
the system could be visually observed. The conclusion from this inspection was that all modules were
still in place and that no damage was visually detected. The second step was to check the energy
production of each module individually, to see if the power output of one of the modules significantly
decreased compared to the output before the storm. Again, the observations made showed no damage
caused by the storms. Not all floating systems in the surrounding area survived the storms however.
A floating PV park only 10km away from the INNOZOWA pilot site was severely damaged by storm
Dennis [58].
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5.7. Chapter Conclusions

Throughout a period of over 10 months, multiple key performance indicators of the INNOZOWA system
were sharply monitored. The goal of this monitoring was to check for any anomalies or particularities
and to determine some of the important parameters such as the internal consumption of the Tracking
System and the water albedo.

From the analysis of the energy yield of the modules it can be concluded that the bifacial modules
outperform the monofacial modules based on performance per installed capacity. Furthermore, it can
be concluded that the bifacial modules of the Tracker System, installed at a tilt angle of 15 degrees,
outperform the ground-based reference case by about 9%. Furthermore, it should be noted that the
influence of the reflector seems relatively low, based on the difference between the bifacial modules
of the Retractable System. Finally, it can be concluded that the increase in module efficiency due to
placing the modules on water is negligible in the case of INNOZOWA. This effect is widely described
in literature [6] [7] but could not be validated in this research.

The internal consumption of the pump was calculated. The total consumption is estimated to be
around 31633 Wh/year, which is less than 1% of the total yearly energy production per module of the
Tracker System. This calculation is based on several estimations and assumptions. The INNOZOWA
project team was asked to provide more detailed information about the pump operating schedule (set-
points of head and flow at certain time stamps), but was unable to do so in time. When this information
is available, a detailed calculation should be made.

Three hypothesis were explored regarding the lower energy yield of several of the modules of the
Tracker System. It can be concluded that it is unlikely that the modules are damaged or broken, or
heavily affected by fouling. Furthermore, it can be concluded that the system is designed according to
the SolarEdge specified regulations and standards. The final hypothesis, which states that the module
output of some modules is deliberately decreased to comply to the fixed inverter input voltage, seems
at this moment the most plausible. Further research and consultation with the SolarEdge technical
team could provide more insight.

The albedo of the water was analyzed for a period of over two months. It can be concluded that this
value is on average about 0.05 during the most relevant operating hours. This supports the claim that
a relatively small percentage of light is reflected from the water and a reflector is needed for floating
bifacial modules. The relfectance of such a reflector was monitored as well. Although the reflector was
heavily fouled for most of the monitoring period, the reflectance was found to be about 0.095 during
day hours. This translates to a 25W gain for the bifacial modules of the INNOZOWA PV pilot project if
STC values are considered.

Finally, the effects of storms were monitored during two major Europeans winter storms: storm Ciara
and storm Dennis. It was found, through visual observation and yield monitoring, that no damage was
inflicted by these storms. This gives the INNOZOWA system an edge over 'traditional’ floating systems
which are more prone to storms.

5.8. Chapter Recommendations

+ If the project team decides to carry on with this selection of module types and set-ups, it is rec-
ommended to select the bifacial modules installed at a tilt angle of 15 degrees for the Tracker
System and the bifacial modules with reflector for the Retractable System as these produced the
most energy in their respective system. It should be noted however that this analysis is based
on a ten month period and that the results can slightly change after the remaining two months of
monitoring.

* It was found that due to the poles of the support structure of the Retractable Systems, about
181kWh was lost during the 10 month monitoring period. This is a significant amount of energy.
Further research could examine the feasibility of lowering these poles.
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» The additional gain by adding reflectors is relatively low (3%), as can concluded from the energy
yield of the bifacial modules of the Retractable System. The two most likely reasons for this
relatively low gain are the fouling of the reflectors and its relatively small size compared to the
size of the panel. It is recommended to increase the size of the reflector and to keep the reflector
clean from bird droppings. Relevant recommendations on the control of birds were provided in
the previous chapter.

* It is recommended to calculate the consumption of the pump is more detail. The current calcu-
lations is based on several assumptions. If the set-points of the flow and head are provided by
Hakkers, a detailed calculation can be made.



Conclusions and Recommendations

Each of the main chapters of this thesis report closed with chapter specific conclusions and recommen-
dations. In this chapter of the report the chapter conclusions and recommendations are summarised
and an overarching conclusion is presented based on the main question and secondary questions
presented in the Introduction. Finally, the most important recommendations of this report are provided

6.1. Conclusions

Floating photovoltaics is a relatively new technique of generating a sustainable form of electricity us-
ing solar PV on bodies of water. The technique has several advantages over conventional ground
and roof-based systems. There are still several challenges left for floating PV but its potential seems
immense. To accelerate the development of floating PV, several projects are initiated throughout the
Netherlands. One of these projects is called INNOZOWA (innovative sun on water). This projects aims
to accelerate the development of floating PV on bodies of inland water. The INNOZOWA project pro-
vides an opportunity to test the current version of the PVMD modeling toolbox in detail. This toolbox is
developed to make detailed energy yield simulations of PV modules. Considering the opportunities that
the INNOZOWA pilot project provides for improving the PVYMD modeling toolbox and the knowledge
that can be gained about floating PV systems in general, this master thesis project was initiated. The
main question that this research aimed to answer is:

How does the energy production of the INNOZOWA PV Pilot system compare to energy yield
simulations made with an improved version of the PVMD modeling toolbox?

To answer this main question, seven secondary questions were answered throughout this report:

1. How to model the efficiency of a power optimizer and include it as an input model in the new
Power Conversion script of the PVMD modeling toolbox?

A power Conversion tool is developed for the PVMD modeling toolbox. This tool is capable of
simulating the efficiency of power optimizers, inverters and cable sections. The tool consists of
17 independent script files containing over 800 lines of code. It is fully integrated in the current
version of the PVYMD modeling toolbox. The tool is easily expandable thanks to the included Excel
templates. In this tool, the efficiency of power optimizers is calculated based on the efficiency
curves specified by the optimizer manufacturers.

Two important steps in the development of such a tool are validation and documentation. A
comprehensive manual is created to support the user in operating the tool. Furthermore, the
Power Conversion tool was thoroughly tested and validated using INNOZOWA input data for
days with different weather conditions. Since no input and output data was available for both the
optimizers and the inverter, the overall system efficiency was validated. The simulation results of
the overall system efficiency showed reasonable and predictable values. However, the efficiency
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calculated from measured data proved to be insufficiently detailed to make a comprehensive
comparison with the simulated efficiency. Detailed data is needed to make a proper validation of
the Power Conversion tool.

. Which components are needed to build a functional and convenient power conversion tool for the

PVMD modeling toolbox, how are these components modeled, and how can they be included in
the PVMD modeling toolbox?

After consultation with several stakeholders it was decided to include a model for inverters as well
as for cables to the new Power Conversion script of the PVMD modeling toolbox. The inverter
efficiency is calculated by the widely used SNL performance model for inverters [30]. An input-
model for cable losses is added as well to account for the heat that is dissipated in the wiring
of the system. The user can select a fixed loss percentage or make a detailed cable calculation
based cable characteristics. Furthermore, the tool has several build-in warnings and checks to
prevent the user from putting in wrong data.

. Which parameters should be used to accurately simulate the energy yield of the INNOZOWA PV

Pilot system in the PVMD modeling toolbox?

Energy yield simulations were made based on module data-sheet specifications and several me-
teorological data-sets. Initial simulations showed significant deviations with measured data. To
mitigate this issue the albedo value of the reflectors of the bifacial modules was recalculated and
a new thermal model was applied. Simulations based on-site irradiance data with a resolution
of 15 minutes yielded the most accurate results. The percentual difference between measured
and simulated values was found to be +10% on monthly as well as on daily basis. No clear cor-
relation could be found between hourly meteorological parameters and the percentual difference
between simulated values and measured values. There are still multiple uncertainties that un-
derlie the simulations. The accuracy of the monitoring tool and the irradiance sensors, fouling
of the modules, and uncertainties on the model side are expected to have the most significant
contribution to the percentual difference between measured and simulated energy yields.

. Which parts of the PVMD modeling toolbox can be improved based on the experience of simu-

lating the INNOZOWA PV pilot system?

The simulation process yielded several recommendations for improvement on the toolbox. These
recommendations are divided into general comments and comments on specific scripts. A com-
prehensive list can be found in the next section.

5. Are there any defects or deviations present in the system that could contribute to model and data

uncertainties and how can these defects or deviations be found during an on-site inspection?

An on-site inspection of the INNOZOWA PV pilot system and modules was conducted on May
15, 2020. This inspection was aided by an NREL questionnaire and thermographic imaging. The
main findings of this inspection were: heavy fouling of the monofacial modules of the Tracker
System, heavy fouling of the reflectors of the Retractable System, and significant deviations in
module tilt angle and azimuth of the Ground-based System. No significant damage was found on
any of the modules or system components. The results from this inspection were used as inputs
for the energy yield simulations. Furthermore, the inspection provided context for the analysis of
the monitored energy yield data.

. Based on a thorough data analysis of the different subsystems, are there any anomalies in the

data and where do these anomalies come from?

Through a meticulous data analysis, major anomalies were found in the energy yield data of the
monofacial modules of the Retractable and of the monofacial modules of the Tracker System,
installed at a tilt angle of 0°. In the first case, these anomalies resulted from the shadows that are
casted by the supporting poles of the Retractable System, resulting in an energy loss of 181kWh
throughout the monitoring period. In the second case the anomalies arised from a yet unknown
source. Three hypotheses were explored to explain this phenomenon. Damaged modules or
soiling seem unlikely as the root cause of the problem. Although paradoxical, it seems that the
internal control of the power optimizers deliberately decreases the output of some of the modules
to comply to the fixed string voltage.



6.2. Recommendations 71

7. How can the INNOZOWA PV pilot subsystems potentially be improved and which subsystem is
the most likely to be used for subsequent projects and/or up scaling?

To answer this question, the energy yield of each of the nine study cases of INNOZOWA was
monitored for a period of ten months (October 2019 - July 2020). From the monitored values it
can be concluded that only the bifacial modules of the Tracker System outperform the bifacial
ground-based reference case. An important parameter to consider in this comparison is the
internal consumption of the Tracker system. This consumption was calculated based on several
assumptions and was found to be less than 1% of the average yearly energy yield per module in
the Tracker System. Furthermore, it can be concluded that a module tilt angle of 15 degrees is the
most favorable tilt angle when considering the floater tilt angles that are currently programmed.

Several features of the floating systems can be improved based on the findings from this report.
The main improvement concerns the reflectors of the Retractable System. Energy yield analysis
of the INNOZOWA systems showed that the difference between the bifacial modules with and
without reflector is only about 3%. The main reason for this relatively small difference could be
the heavy fouling of the reflectors, which results is a lower albedo. Furthermore, from the view
factor calculations in Chapter 3 it can be concluded that the albedo resulting from this reflector
is significantly lower than the albedo of the reflectors of the other two systems, which is mainly
due to the reflector size. If the size of the reflector is increased and its surface is kept clean, the
rear side contribution of the bifacial modules is expected to increase. Finally, it was found through
analysis of the albedo of the water that a reflector is essential for the operation of bifacial modules
on water as the albedo of the water is very low (0.05) during daylight hours.

6.2. Recommendations

The work from this thesis report yielded several recommendations. In this section the major recom-
mendations on the PVMD Modeling Toolbox and the INNOZOWA system are provided.

Recommendations on the PVMD Modeling Toolbox

+ If the development of the new Power Conversion tool is continued, it is recommended to add
several additional features, such as: loss factors for common losses in PV systems, separate
databases for the different inverter types, and an automatic cable sizing tool.

« It is recommended to create documentation (like the manual created for the Power Conversion
tool) for the PVMD modeling toolbox, to improve usability for new users. Other general recom-
mendations include: refactoring (old) code and the creation of an overall development plan for
the toolbox.

» The current version of the toolbox has no way of simulating the tracking capabilities of a PV
system. It is recommended to research the feasibility of such an implementation. One of the
main goals of the development this tracking script would be keep the simulation time as short as
possible.

» Other recommendations on specific parts of the toolbox include: addition of other module types to
the toolbox (different orientation or including a reflector), including the ability to simulate objects
in the surround area (like the poles from the support structure of the Retractable System), imple-
mentation of altitude and azimuth calculations to improve the workflow of the tool, and the addition
of the ability to process irradiance data with irregular time intervals. A full list of recommendation
is found in Section 3.7 of Chapter 3.

Recommendations on the INNOZOWA System

« If the INNOZOWA project team decides to progress with the development of the Retractable
Systemitis recommended to increase the size of the reflectors (if the design allows). Furthermore
it is recommended to investigate the feasibility of lowering the two front poles of the support
structure as they cast shadows on the front row panel, resulting in a significant energy loss.
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+ If the INNOZOWA project team decides to progress with the development of the Tracker System
it is recommended to select the bifacial modules with a tilt angle of 15 degrees as this system
has the highest overall energy yield based on the ten month monitoring period. Furthermore, it
is recommended to calculate the pump consumption in more detail as the current calculation is
based on several assumptions.

* It is recommended to implement more rigorous measures against the birds that heavily soil the
reflectors and modules of the INNOZOWA PV pilot system. Several industry proven techniques
are available on the market.
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Appendix - Article in Progress in
Photovoltaics

This Appendix contains the paper Innovative Floating Bifacial Photovoltaic Solutions for Inland Water
Areas, which contains all research conducted for the INNOZOWA PV pilot project. This paper has been
selected by the European PV Solar Energy Conference and Exhibition for possible publication in the
journal Progress in Photovoltaics. The paper is currently under review and is expected to be published
later this year. This master thesis project mainly contributed results from Chapter 4 (Inspection) and
Chapter 5 (Monitoring).
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Innovative Floating Bifacial Photovoltaic Solutions
for Inland Water Areas
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Abstract— Photovoltaic (PV) technology has the potential to be
integrated on many surfaces in various environments, even on
water. Modelling, design, and realization of a floating PV system
have more challenges than conventional rooftop or free-standing
PV system. In this work, we introduce two innovative concepts
for floating bifacial PV systems, describing their modelling,
design, and performance monitoring. The developed concepts are
retractable and enable maximum energy production through
tracking the Sun. Various floating PV systems (mono-facial,
bifacial with and without reflectors) with different tilts and
tracking capabilities are installed on a Dutch pond and are being
monitored. Results of the thermal study showed that partially
soaking the frame of PV modules into water does not bring a
considerable additional yield (+0.17%) and revealed that floating
PV modules experience higher temperature special variance
compared to land-based systems. Observations showed that the
birds’ presence has a severe effect on floating PV performance in
the short-term. Electrical yield investigation concluded that due
to low albedo of inland water areas (~11%o), bifacial PV systems
must have reflectors. 8-month monitoring showed that a bifacial
PV system with reflector and horizontal tracking delivers ~14%
more specific yield (up to 29% in a clear-sky month) compared to
a mono-facial PV system installed on land.

Index Terms— Photovoltaic (PV) module, PV system, Floating PV
(FPV), Tracker, Bifacial PV, Island, Retractable, Partial water
soaking, Modeling, Realization, Monitoring, Onshore.

1. INTRODUCTION

Bifacial photovoltaic (PV) technology (cells and modules)
can absorb light simultaneously from the front and rear sides
[1]. This feature brings important advantages concerning
mono-facial PV technology: (1) lower land-use for the same
Wp installation; (2) lower levelized cost of electricity (LCOE),
and (3) smoother daily power profile. Having such advantages
and lowering the manufacturing cost have increased the
bifacial PV installation rapidly from 97 MWp in 2016 to over
5 GWp in 2019 [2]. The market share of bifacial technology is
expected to grow from ~15% in 2019 to ~70% by 2030 [3].

On the other hand, the expected increasing trend for the
World population [4] and subsequently the need for food and
energy, signifies the importance of the land. In such a
situation, floating PV (FPV) systems either on off-shore or on-
shore water areas seems like an interesting option to reduce
the LCOE and the conflict with other land-user sectors such as
agriculture and housing. Installation of PV systems on ocean
water brings several challenges such as harsh dynamics,storms
and difficult accessibility. Inland water areas could be instead
exploited for clean solar energy production in several
countries, such as Germany, Finland, and the Netherlands. For
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the case of the Netherlands, 17% of the land is covered by
waterways, lakes, and ponds [5]. Moreover, in countries with
high insolation rate and drinkable water scarcity, floating PV
can produce electricity and prevent water evaporation as well
[6]. For example, in Morocco 3 m® of water is evaporated
yearly per each m? of water surface behind the dams [7]. The
market share of the floating PV system is expected to be >10%
by 2030 [3].

Combining these two trends in the PV industry, floating and
bifacial, could be a promising way forward. However, floating
bifacial PV has rather unique requirements, challenges, and
opportunities. There is general understanding in the literature
that floating PV systems face wave and wind forces with
various frequency and domains [8], experience stronger
ageing mechanisms caused by moisture and harsh
environment [9, 10] while they might benefit from the cooler
working environment and sunlight reflection from the water
[11]. They should also meet the requirement for water
ecology, release minimum or zero toxic material to the water,
and enable mowing activities. Moreover, as with any novel
technology, bifacial and floating PV is still held back by a lack
or inaccessibility of long-term field data to demonstrate its
real-world performance under various conditions [12].
Therefore, providing that the requirements are met and
challenges were overcome, combining bifacial PV and
floating systems can bring additional energy yield and keep
the land usage rate low.

The aim of this work is to model, design, and monitor
floating bifacial PV systems for inland water areas. To realize
these research goals, the INNOvative ZOn-pv op Water
(INNOZOWA) consortium was formed in 2017 by Delft
University of Technology, Waterschap Rivierenland [13],
Hakkers BV [14], and Blue21 BV [15]. Main steps were (1)
location survey and accurate PV yield modelling, (2)
innovative, applicable, and modular design and realization of
the floating construction and PV systems, and (3) monitoring
for the systems. These three main steps are discussed in detail
respectively in Sections 2 to 4 of this paper. In chapter 5, key
messages of this research are highlighted. Throughout the
study, many myths about floating bifacial PV were debunked
that some are in contrast with initial expectation.

2. LOCATION SURVEY AND MODELING

2.1 Location

An artificial pond, developed for water retention purposes
and located in Weurt, Eastern Netherlands was selected for
this research (see Figure 1). Based on the measurement, the
basin has a minimum depth of 0.9 m and up to 1.9 m in the
deeper parts. Depending on the season and water retention
plans, the basin can occupy an area of 18524 m? to 22639 m2,



Figure 1. Panoramic view of the artificial pond located in Weurt, the
Netherlands (51.8514 ° N, 5.7950 ° E). The pond is developed as a water
retention basin. The pond has a rectangular shape, not perfectly aligned with
the South. The longer side of the pond is 42° deviated towards the West
(222°).
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Figure 2. (a) A hori-catcher image at one spot in the pond taken using an
upside-down camera and a mirror-like spherical cap. (b) Interpolated map of
the sky view factor (%) for the pond area. The SVF changes between 97.9% to
99.3%, showing an almost free horizon suitable for photovoltaic installation.
One meter above the water surface was considered for SVF calculation as
?VF does not significantly dependent on few meters of change in the altitude.
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Figure 3. (a) Broadband (285-2800nm), and (b) spectrally-resolved (278-
1098nm) albedo measurements at two different spots in the pond.
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Figure 4. Mapped broadband albedo (%) for the pond area at (a) 1 m above
water level, and (b) 2 m above water level

2.2. Horizon and sky view factor

Skyline-related information is an important input for
photovoltaic yield modelling which influences the direct and
diffuse components of the sunlight [16]. One key indicator is

sky view factor (SVF), which is a unit-less quantity that
represents the ratio between the visible sky and a hemisphere
centered over the studied location [17, 18]. Skyline
information is extracted using a hori-catcher (see Figure 2 (a))
[19] in and around the pond at several spots with different
heights. Then, the captured horizon was processed using
Meteonorm software package [20] using the approach
described in [21, 22]. Further, by applying linear interpolation,
a map of SVF was obtained, as can be seen in Figure 2(b).

2.3. Albedo

Albedo is measured by dividing the incoming global radiant
fluxes reaching on the down-facing and up-facing parts of a
surface. Location, time, geometry, and weather conditions
influence the value of albedo [23]. Albedo is spectrally
dependent and for photovoltaic applications the effective
albedo, which considers the spectral response of the PV cell,
should be taken into account [24]. Accurate assessment of
albedo becomes more important for bifacial PV installations.
Broadband and spectrally resolved albedos were measured
both for the water in and the soil around the pond. Figure (3)
shows the Kipp&Zonen albedometer (sensitive from 285 to
2800nm, measures in W/m?) and Avantes spectrometer
(sensitive from 278 to 1098nm, measures in pW/cm?/nm)
which were used respectively to measure the broadband and
spectrally-resolved albedos at various spots at the pond. Then,
by applying the model described in [23], which bounds the
geometrical and spectral features of albedo, maximum value
of albedo was calculated for various levels above the water
surface at the pond. The mapped albedo of the lake at 1m and
2m above water level are shown in Figure (4). As it can be
seen, the closer to the shore and the higher from the water
surface the higher the albedo. Figure (5a) shows the spectrally
resolved reflected irradiance of the soil and the water at the
pond, while figure (5b) shows two sky spectra: measured at
the site and standard ASTMG173. Figure (5¢) shows the
typical response of a mono-crystalline silicon solar cell [25].
Using the information given in Figure (5), the effective albedo
of the soil and water are calculated respectively: 15.64%
(soil), 7.71% (water 0.5m depth), and 8.11% (water 1m
depth). Very low albedo of water predicts a low contribution
of the reflected light energy for bifacial PV installation, and
therefore, suggests the necessity for using reflectors.

2.4. Yearly irradiation modeling

Mono-facial PV brings the advantage of simplicity and
lower costs while bifacial floating PV are expected to yield
more [26, 27]. Therefore, in our pre-installation study we
considered both mono-facial and bifacial technologies. Mono-
facial PV modules can be either placed aligned with the pond
orientation for better area usage (higher kWh/m?) or towards
the South for better performance (higher kWh/kWp). For
bifacial PV, reflector type and orientation and its distance
from the PV module are also become important.

During pre-installation study several design parameters
(type and technology of the PV modules, BoS components,
etc.) had not been fixed, therefore, the focus was put on the
irradiation modelling. Since irradiation is the key component
in PV vyield analysis [28] the design that receives the highest
yearly irradiation will yield higher electrical output.
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Figure 5. Spectrally dependent data for effective albedo calculations. (a) Reflected spectrum measured at the pond for the soil and two different depth of water.
(b) Measured sky spectral irradiance and the ASTM G173 standard global irradiance [29] (c) Spectral response of HOQ mono-cSi reference cell reported by
Fraunhofer ISE [25]. Measurements were done on 29-Nov-2017 under overcast sky condition, no rain, ambient temperature 2 °C, and the wind speed of 0.5to 1
m/s. Effective albedo values for the soil, 5m, and 8m in the pond are respectively calculated as 15.64%, 7.71%, and 8.11%. Considering ASTMG173 sky
spectrum will changed the values slightly (15.34%, 7.91%, and 8.32%)). It is worth noting that for assessing the effective albedo, when the target PV technology
is known, relative response of that technology should be used. Note that the front and rear side response of bifacial PV modules are different [30].

Table 1. Comparison of received irradiation on various fixed and tracking mono-facial surfaces at the target location. Since in the Netherlands the PV
modules are normally installed at rather a low tilt angle of 12-15° [31], this was considered as a reference case. The optimum fixed tilt was 31° towards the
South while the optimum fixed tilt when putting the module aligned with the pond orientation was found to be 27°.

Surface orientation Fixed Std. fixed 2-axis tracking 1-axis tracking 2-axis tracking Opt. fixed Opt. fixed
layout (limited angles) | (limited angles) | (no limit) (aligned with pond)
Om=0° | Ou=12° 3<0Ou<15 Om=3° 0<6m<90 Om =31° Om = 27°
Aw =180° | 93<An <267 165 < Av<195 | 93 < Ay <267 Aw =180° | An =222°
Received irradiation | 0.989 1.069 1.143 1.018 1.458 1.112 1.067
(MWh/m?lyear)
Increase (%) -7.48% | 0% (ref.) 6.92% -4.73% 36.4% 4% -0.19%

* 0 = North, 90 = East, 180 = South, 270 = West. Opt.: Optimum, Std.: Standard.

Using the location inputs described in Sections 2.1-2.3,
several pre-installation yield simulations were done and the
result is presented in this section.

The pond is located between five meteorological stations of
the KNMI (Koninklijk Nederlands Meteorologisch Instituut)
network [32] (see Figure 6). By retrieving the 1-hour
resolution global horizontal irradiance (GHI) data from the
stations and applying inverse distance weighted (IDW)
method [33], the GHI data at Weurt was interpolated, then
processed in Meteonorm (horizon was applied), and further
broken into direct normal and diffuse horizontal irradiances
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Figure 6. Geographical representation of the five meteorological stations
around the target area. Inverse distance weighted (IDW) method which is
applicable to geographical areas with uniform morphology (such as the
Netherlands) was used to interpolate the irradiance data. IDW method
assumes that objects that are close to one another are more similar than the
ones that are farther apart.

(DNI and DHI) through BRL decomposition model [34],
which was shown to be the most accurate irradiation
decomposition model for the morphology of the Netherlands
[35]. The location receives the irradiation of ~989
kWh/m?/year. Table 1 shows the calculated yearly irradiation
for various fixed and tracking mono-facial PV modules. The
simulated tracking system was astronomically tracking the
Sun position.

Further, to assess the total yearly irradiation on bifacial PV
modules, the PVMD toolbox was used [36]. Several cases
were studied with various tilt and orientation for the PV
module and the reflector, from which a few examples are
shown in Figure 7. Simulations showed that putting a reflector
very close to the bifacial PV module and relying on the light
passing through the cells will not significantly contribute to
the total irradiation and should be placed with a distance
underneath the bifacial PV module.

The only mono-facial option (See Table 1) that can
outperform the tilted bifacial with a horizontal reflector
(Figure 7(f)) is when a free-angle dual-axis tracking is done.
However, this may not be mechanically feasible that tumbling
a floating system might escalate the wind force. Therefore,
tracking should be done within a limited range of safe angles.
This suggests that maybe a tracking bifacial PV system with
limited angles can bring both safe operation, long life-time,
high yield, and consequently low LCOE. Therefore, in the
design phase, we aimed for a tracking bifacial PV system with
reflector, among several other design options, which will give
conclusive results about the best solution for floating bifacial
PV.
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Figure 7. A few of the simulated cases for bifacial PV to obtain yearly received irradiation for comparing various design options. (a) Vertical bifacial PV
aligned with the pond orientation (6 = 0°, Ay = 222°) with no reflector, the underneath surface has the albedo of the water. (b) Vertical bifacial PV aligned
with the pond orientation with an 80% reflective Lambertian reflector (reflector size = 1.7m x PV module length), the rest of the underneath surface has the
albedo of the water. Reflectors are tilted 5° with respect to the ground. (c) 27° tilted bifacial PV with no reflector aligned with the pond orientation. The
underneath surface has the albedo of the water. (d) 27° tilted bifacial PV with a close reflector aligned with the pond orientation. The reflector is tilted 5° with
respect to the PV module and 80% reflective (reflector size = PV module size). (e) 27° tilted bifacial PV with a close reflector aligned with the pond orientation.
The reflector is tilted 22° with respect to the PV module and is 80% reflective (reflector size = PV module size). (f) 25° tilted bifacial PV module orientated
towards the South with 1m distance horizontal reflector (80% reflective, reflector size = PV module size) aligned with the pond orientation. For the South
orientation and a horizontal reflector underneath, 25° is the optimum tilt. To account for the light passing between the cells, the cell size, spacing, and the
arrangement of a 60-cell LG Neon 2Bifacial was considered. The total effective irradiation falling on the bifacial PV module surfaces calculated as: front
irradiation + (rear irradiation x bifaciality factor). For the bifaciality factor 0.8 was considered. For the design options (a) to (f) the simulated results for the
total effective irradiation are respectively 943, 1202, 1085, 1091, 1138, and 1249 kWh/m?year.

2.5. Partial water soaking

Soaking a PV module in water changes the received
sunlight spectrum on the PV module surface (negative effect)
but reduces the working temperature (positive effect) [37].
Therefore, for water soaking applications it is always
important to find the sweet spot that keeps the temperature
low but does not drastically reduce the impinged irradiance.
This is normally dictated by the soaking depth in the water.
Therefore, for a floating PV, which is in the vicinity of the
water, it is worth investigating water cooling as a design
option. However, as shown in Section 2.4, using a reflector is
essential to make the most out of a bifacial PV installation.
This implies that soaking a bifacial PV module fully in water
is not a logical approach because it would lead to a very small
contribution from the rear side. Hence, to study such a
possibility in this research, we investigated a partial (frame
soaking) of the PV module.

COMSOL Multiphysics was used to make a comparison
between a bifacial PV module placed above the water and a
module with direct water contact of the lower frame (see
Figure 8). Water temperature, as an input for the COMSOL
model, was calculated using the empirical model suggested in
[38] while the rest of the weather inputs were obtained as
described in Section 2.4. Material properties of the PV module
layers were obtained from the literature [39] and are shown in
Table 2. Figure 8 shows a comparison for the two simulation
cases for the 30™ of May at 13:30 at the pond location. The
temperature at the bottom part of the module is considerably
lower for the case where the module is placed in contact with
water, but this effect is hardly extended further to the PV cells
placed at the bottom. This is due to the low thermal
conductivity of both the EVA and the glass. Similar COMSOL
simulations were done for the daylight hours of the hottest
days of the months (data of the year 2005) and further, the
differences in the electrical yield were calculated. Figure 9,
shows the difference between the water and the air
temperatures at the pond and the additional energy gain by
lower frame soaking of the bifacial PV module. The total
yearly gain is very minor, around 0.17%. Considering the low
energy gain and the higher chance for the potential induced
degradation (PID) effect [40], this option is left outside the
perspective of a durable floating bifacial PV system.

0

Figure 8. Temperature distribution (in Kelvin) within the bifacial PV module
without contact with water (left) and with the bottom frame in contact with
water (right). The two cases are simulated using the weather data of the 30" of
May at 13:30 at Weurt, the Netherlands. To reduce the computation burden,
the simulated module was assumed to have 2 x 6 cells. 60-cell LG Neon
2Bifacial datasheet was used for the cell, spacing, and frame sizes. Properties
of materials such as EVA and the glass were added manually using the data
shown in Table 2, reported in [39]. For the simulations, weather data of the
year 2005 was used.

Table 2. Properties of the main materials within the PV module, used in
COMSOL simulation.

Material Thermal conductivity | Density | Heat capacity | Emissivity
x (W/m.K) p (kgim®) | Cp (UIkg.K) | &
Silicon 130 2329 700 -
Aluminium | 238 2700 900 0.77
EVA 0.34 935 480 -
Glass 1.8 2700 750 0.84
Silver 429 10500 235 -
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Figure 9. Air temperature, water temperature, and energy gain comparison of
a frame-soaked floating bifacial PV module with a case with no direct contact
with water. Hottest day of each month (year 2005) was simulated in
COMSOL as the monthly representative of the PV module thermal
performance. Further the electrical yield was calculated using the temperature
coefficients of the 60-cell LG Neon 2Bifacial PV module.




3. DESIGN AND REALIZATION

3.1. Previous floating PV concepts

After the first floating PV system built in 2007 in Aichi,
Japan, several floating PV concepts were developed [41]. A
floating PV system normally consists of floats, mooring and
anchoring system, PV modules, and balance of system (BoS)
components. The most common float types are (1) pure floats
with high-density polyethylene material, and (2) pontoons (or
hallow cubes) with metal trusses [41-43]. The first type is
lightweight and thin with large water-plastic contact area (at
least 50% of the plant size), which increases the chance for
plastic defoliation. The lightness of the floats and large water-
plastic contact area makes it vulnerable to high wind loads
[44, 45] and increases the plastic defoliation possibility,
respectively. Although the first type is cost-effective but has a
complex mooring system, hardly customizable for sun
tracking, and for a large surface it is not sufficient to anchor
the system only on the perimeter. The second type suffers
from high cost and complex construction [46] but brings the
possibility for sun tracking.

Several concepts are introduced in the literature and
patented to implement sun tracking to the floats [47-49]. They
can be categorized as trackers with and without confining
structure. Almost all the floating PV tracking solutions
reported in the literature turns the floaters (vertical-axis Sun
tracking) and do not tumble them (horizontal-axis Sun
tracking), driven mainly by safety reasons (tumbling increases
the wind load). However, turning an array of the PV modules
(changing the azimuth) while their tilt is kept low because of
the wind safely measures does not in principle contribute
much in electric yield increase.

From wave point of view, there are four categories for the
floating PV systems. The first three categories are for inland
water areas, respectively for negligible, 1m-, and 2m-wave
heights. The fourth category is the for open seas for which the
floating PV systems should withstand waves up to 10 meters
of height [50]. The technology readiness level is higher for the
lower wave categories, however, there is still insufficient
practical knowledge about the long term performance and
longevity.

Further, accessibility to water areas is crucial for inland
water ponds, canals, and rivers. For example, mowing
activities are regularity done on inland water areas, and
therefore, a sophisticated floating PV system must be movable
while sustaining the maximum possible electrical yield (to
have a low LCOE) while being resilient to high wind and
categorized wave forces.

3.2. Introduced floating PV concepts

The available knowledge in the literature, the findings
reported in Section 2, mechanical restrictions, and the
requirements for water mowing activities served as inputs to
converge into two new floating PV concepts: (i) retractable
system, and (ii) tumbler floating island. In the design concept (i)
PV modules are placed between four fixed pillars (as anchoring
spots) and can be lined up and spread out (using two winches)
when needed. This concept resembles shopping carts where the
PV panels can be folded one against the other on a similar way
as the shopping carts do in a supermarket. In the design

concept (ii), however, the modules are installed on a floating
island which is anchored at one spot to the bottom of the lake.
The island is occupied with two tanks underneath to track the
Sun (in the horizontal axis) by pumping water from one tank to
another. Both design options enable regular mowing activities
and access to the water surface. Both concepts are able to cope
with water level variation even in extremely low-water-level
seasons. The designed concepts are shown in Figure 10.

(b)

Figure 10. The developed floating PV concepts: (a) retractable system and
(b) tumbler floating island. The retractable system has 5 rows of PV panels
(4.94m x 2.29m, 15° tilt) each with 6 PV modules. The distance between the
panels are 4.85 m. Panels can be lined up at either two ends of the system.
Reflectors (aluminum reflecting coating) can be placed under any row of the
system. The height of the PV panel upper edge from the reflector (trapezoidal
shape with bases of 2.02 and 4.55m and height of 2.01) and the water level are
1.58m and 1.94m. The system has the overall dimension of 25.42m x 7.78m.
The tumbler floating island has 4 panels (4.52m x 1.04m) of PV modules.
Two rows are horizontal and the other two are tilted for 15°. The lower and
upper side of the last row are positioned 1.33m and 1.05m above the island
surface, which is covered by aluminum reflecting coating. The island can
tumble for maximum 27° to the sides and has the overall dimension of 6.62m
x 4.51m.

3.3. Realization

In summer 2019, realization of the introduced floating PV
concepts was accomplished. Figures 11(a) to 11(e) show a few
snapshots of the realization procedure. In order to monitor the
performance of the floating PV concepts and compare it with
conventional PV systems, two land-based PV systems were



also installed by the pond. In total 9 pilot systems with
different features were installed, as can be seen in Figure 12.

3.4. Components and sensors

Installed mono-facial and bifacial PV modules were
respectively 60-cell LG Neon 2Black (LG330N1K-V5) and 72-
cell LG Neon 2Bifacial (LG400N2T-A5). Each module is
equipped with a SolarEdge P5050 power optimizer and all are
connected to a SolarEdge SE17K three-phase inverter. This
arrangement made it possible to monitor the DC vyield of the
PV modules and reduce the effect of BoS components in the
comparative study of the pilot systems.

Due to a lack of immediate supply for the desired white
color reflector, orange color reflector with aluminium
reflecting coating was utilized. Further, a series of indoor
reflectance tests were done on the reflector sample using
LAMBDA 950 spectrophotometer. The effective albedo for the
reflector was calculated as 68.5% (see Figure 13), which
shows that the orange reflector has a comparable albedo with
respect to a weathered white reflector.

The winch system is powered up by two PV+battery units
located at the two ends of the retractable system (see Figure
14). In this way, the power from the pilot system is not being
used for retracting manoeuvre. However, the power needed for
tumbling the floating island is driven from the grid and to
account for this energy the pump consumption was calculated.
The tumbling system uses a pump to distribute water between
two tanks on the two sides of the floater (each tank has two
compartments). Each compartment has 1.3 m? of space. The
tracking is based on the position of the Sun and is done every
15 minutes with the resolution of 2 degrees using a pre-
defined look-up table. According to the tracking lookup table,
on average it takes ~30 minutes to fully pump the water from
one compartment to another (tumble the island for 27°). This
requires 2.6 m*h of flow rate, 45 W of input power, and
according to the pump performance curve will lead to 2.75m
of the pump head. Thus, on average every 24 hours of
tumbling for Sun tracking consumes 90 Wh resulting in
32.85kWh per year.

Various sensors were installed at the site at different times
of the monitoring period, including a visual camera, a
horizontal irradiance sensor, a wind speed sensor, an air
temperature sensor, an irradiance sensor to measure the
reflected sunlight by the water, and an irradiance sensor to
measure the reflected light on the rear side of one bifacial PV
panel with reflector. This sensor was placed on the retractable
system. The sensors are shown in Figure 15.

4. MONITORING AND ANALYSIS

It has been reported in the literature through monitoring and
simulation that the fixed floating PV systems can yield 11-
13% more in comparison to land-based PV systems mainly
because of lower air temperature above the water and higher
wind speed. However, these studies do not show a fair
comparison as the PV systems do not experience the same
weather condition. In [51] the two monitored PV systems
were apart for 60 km and in [8] the implied distance between
the hypothetical simulated PV systems is more than 150 km.
In this research, however, we placed the land-based and the

()

Figure 11. Snapshots of the realization procedure: (a) preparation of the
floating pontoons and the attached metallic structures for the retractable
systems, (b) preparation of the metallic frame for the tumbler floating
island, (c) moving the retractable PV systems towards the installation spot
in the pond, (d) retracting and tumbling tests on the floating concepts, and
(e) operational retractable PV systems (front) and the floating island (rear).
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Figure 12. Pilot systems installed at the pond: (a) reference ground based systems by the pond and (b) installed floating PV systems. There are nine systems: 1. Fixed
ground based mono-facial PV system, 2. Fixed ground based bifacial PV system with reflector, 3. Fixed floating mono-facial PV system, 4. Fixed floating bifacial PV
system, 5. Fixed floating bifacial PV system with reflector, 6. Horizontal-axis tracking floating mono-facial PV system (0° tilt), 7. Horizontal -axis tracking floating mono-
facial PV system (15° tilt), 8. Horizontal-axis tracking floating bifacial PV system (0° tilt) with reflector, and 9. Horizontal -axis tracking floating bifacial PV system (15° tilt)
with reflector.
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Figure 13. Measured spectral reflectance of the orange material (used in the
pilot system) and a white weathered material (as a reference for comparison).
The average reflectance (300-1800nm) for the orange and white samples are
63.28% and 67.34%, respectively. Considering AM 1.5 spectrum, the
broadband albedo (300-1800nm) for the orange and white samples are 62.22%
and 70.66% while the effective albedo (300-1200nm, considering the response
of Mono-cSi) are calculated as 68.49% and 73.96%., respectively.

(b)
Figure 14. Components for the retracting system: (a) winch motor and
cables, (b) PV + Battery unit to power up the winch system.

floating PV systems close to each other which enables a fair
comparison and a precise understanding of the long-term
performance of the floating PV system. Moreover, a thorough
performance analysis of the floating bifacial PV systems is
barely reported in the literature so far, mainly because of the
complexity in both modeling and monitoring. Moreover, this
research practically considers reflectors and tracking systems
to give a broader understanding about the performance of
various land-based and floating PV systems.

The monitoring of the 9 pilot systems introduced in Section
3.3 started on 22-Sep-2019 and still is an ongoing process.

(@) (©

Figure 15. Sensors: (a) mete-unit consists a camera for occasional remote
visual checks, anemometer to measured wind speed, temperature sensor to
record ambient temperature, and a working-class reference cell to measured
global horizontal irradiance, (b) a working class reference cell installed upside
down to measure the sunlight reflected from the water, and (c) a working class
installed at the rear side of a bifacial PV module (on the 4" panel of the
retractable system) to measure the rear side irradiance.

Several interesting points were recorded, observed, and
examined that are discussed in Sections 4.1 to 4.6.

4.1. Drifting pontoon

Less than one month after the installation, the modules on
the 4™ panel of the retractable system started to drift off and
caused a drop in the electrical yield (maximum 50%) produced
by that panel. This effect was noticed both via the camera at
the site and by the recorded kWh by the optimizers. This issue
started on the 2" week of October, detected in two weeks, and
resolved in the 2™ week of November (lasted for ~5 weeks).

4.2. Storm events:

The pilot systems experienced two storm events on 9" and
16™ of February 2020, storms Ciara and Dennis [52, 53], with
maximum wind gusts of 50 km/h recorded at the pond. The
systems did not damage and functioned normally during and
after the storms with no yield interruption. It is worth noting
that during the same period, 1.5% of the Lingewaard floating
PV park (moulded plastic-based pure floats), located at 10 km
away from our pilot system was damaged by these storm
events [44].



4.3. Visual inspection

In May 2020, after almost 8 months of operation, a series of
visual and thermal checks were done on the pilot systems.
Visual checks were performed using the NREL guidelines for
visual inspection [54].

(1) Slight azimuth misalignment was observed between the
land-based pilot systems. It could be because of the storm
event and/or inaccurate installation. Also tilts of the land-
based system deviated from the design (7° and 12.7° instead
of 15°). However, the tilt and orientation of the floating PV
concepts were correct.

(2) Birds dropping were observed at several spots on the
floating PV modules. The influence of the bird presence was
more intense for the surfaces that were closer to the water and
less tiled. Remarkably the reflectors of the retractable system
(pilot system no.5) and the horizontal mono-facial PV
modules on the tumbler floating island (pilot system no.6)
were heavily covered by bird droppings and even a bird nest
(See Figure 16). It is worth noting that the other pilot systems
were slightly soiled with no heavy shading.

A few passive actions that can be done to reduce the birds’
presence effects such as increasing the distance of the
reflectors from the water level and placing them slightly tilted
in the retractable system and keeping the floating island
tumbled during the night time. However, this observation
suggests more active bird control techniques (such as laser-
based bird control [55]) for inland floating PV concepts.

(3) Vicinity to water: It was observed that when the floating
island tumbles with high degrees, the mono-facial modules on
the (pilot systems nos. 6 and 7) almost touch the water surface.
In the long-term, this might boost the possibility for PID
effect. However, this cannot be confirmed as long as
electroluminescence or separate I-V measurements are done
on the modules. This is out of the scope of the current study
and is planned to be done after the full monitoring period.

4.4. Thermal inspection

The thermal inspection was performed on the 9 pilot
systems on 15-May-2020 using a Fluke Ti32 thermal imager.
Several points were observed that are mentioned here.

. The one-day thermal inspection does not bring conclusive
remarks about the temperature of the floating and land-based
PV system. However, it is postulated that there should not be
an overall significant temperature difference between the
floating and land-based PV systems when they are placed
close to each other, as long as they use the same PV
technology. The reason is that the main cooling mechanism in
PV systems is convective cooling mainly driven by the wind
flow [56], and both systems experience similar wind speeds.
Moreover, due to the fact that the floating PV modules are
more exposed to the bird droppings, which cause shading [57]
and hotspot [58], in general, floating PV modules compare to
close-located land-based PV systems can even experience
higher temperature spatial variance. Figure 17(a) and (b)
shows the thermal images of the mono-facial PV modules on
the floating island and the land. As it can be seen, heavily
fouled PV modules on the floating island experience higher
spatial temperatures variance.

Another interesting aspect is the temperature difference
between the front and rear sides of the floating bifacial PV

modules. Figure 17(c) and (d) shows the thermal images of the
front and rear side of one module on the pilot system no.9.
Although the front side is experiencing a minor hotspot, the
rear side has slightly (1.2°C) higher average temperature with
more temperature non-uniformity.

4.5. Irradiance monitoring

The irradiance sensors were used to monitor the real-time
water albedo and the irradiance reflected on the rear side of
the floating bifacial modules (to evaluate the contribution of
the reflectors). The sensors installed and started to operate in
May 2020. Results of the irradiance monitoring from 20-May-
2020 to 31-May-2020 are shown in Figure 18.

For this duration, the daily average water albedo is about
11.6% with rises in the mornings and evenings because of the
high angular dependency (low Lambertian behaviour) caused
by the low altitude of the Sun. Also it is interesting to observe
that the water albedo increases during a cloudy day (May 24™)
with respect to a clear day (May 28™) for about 4% absolute.
The reflected share of the Sunlight at the rear side of the
module is higher than water albedo because of the contribution
of the reflector. However, this contribution is not very high
mainly because of the heavy fouling and the dirt present on the
reflector. The reflector performance enhances during morning
and evening both because of the angular dependency and the
redshift of the Sunlight light spectrum. Thus, the orange-color
reflector boosts up the power more in the evening and
morning helping to slightly smoothen the bifacial power
production curve. On daily average, the reflected irradiance on
the rear side has a share of 23.4%. This ratio slightly
decreases during the cloudy day with respect to a sunny day as
a result of two opposite effects: the diffuse light in cloudy
days increases the albedo of contributing surfaces (by casting
less shadow on the ground [23]) but on the other hand, the
sunlight spectrum is less favourable for the orange-colored
reflector (a cloudy day spectrum has more share in the high-
frequency region [59]).

4.6. Electrical yield comparison

The specific DC yield (Wh/Wp) of the 9 pilot systems were
monitored for 8 months, October 2019 until May 2020. The
overall performance of the systems is shown in Figure 19 and
further broken down into the monthly comparison in Figure
20. The comparison shows that the tracking bifacial modules
with reflector (system no. 9) outperform all the other systems
by yielding ~14% more than the reference land-based mono-
facial modules (system no. 1, as a reference). In a month with
more clear sky days (May 2020), this value reaches up to
~29%. The bifacial modules on the retractable floater (systems
no. 4 and no. 5), however, produce less than the land-based
bifacial modules (systems no. 2), proving the effect of low
water albedo and severe influence of the birds’ presence on
the reflectors of the retractable system. It is worth noting that
the pilot systems no.3 and no.6 are respectively experiencing
less favourable sunlight and temperature. System no.5 is
regularly shaded over a few hours a day by the front anchoring
poles and system no.6 can barely benefit from backside
cooling as it is attached to the surface of the floating island.
The monitoring is continued to cover one full year of
operation which will result in more conclusive comparisons.



(d)
Figure 17. Thermophotgraphy of the installed floating and land-based PV
. o\ o . ) modules: (a) Land-based mono-facial PV module, (b) mono-facial PV module
Figure 16. Birds influence on the floating pilot systems. (a) Horizontal pilot  on the floating island, (c) Front side of one bifacial PV module on the floating
PV system no.6 is considerably covered by birds droppings while the tilted  jsland, and (d) rear side of the same bifacial PV module on the floating island.
system on the same floater is much cleaner. (b) The tilted PV modules on the  The min, max, and average temperature values for the area surrounded by the
retractable floaters are barely influenced by birds. (c) Reflectors of the  polygons are shown on the images. The temperature spatial variance, which is
retractable systems which are placed horizontally and near the water level are 3 s a key indicator of possible defects in thermal image-based diagnostics
easily accessible for the birds, and therefore, heavily fouled. On the left side  [60], for (a) to (d) are respectively 7.38, 26.72, 1.19, and 0.97 °C2. Fluke Ti32
of the image, a bird nest is also visible. (d) The reflectors on the floating  with coupled with SmartView software package was used to capture and

island are much cleaner than the ones on the retractable system because the  analyze the thermal images. The average GHI and ambient temperature during
island reflector regularly tumbles and is more distanced from the water level. these measurements were respectively 768 W/m? and 9.5 °C.
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Figure 18. Global horizontal irradiance, the albedo of the water, and the ratio of the reflected light on the rear side of the bifacial PV module, from 20-May-2020 to 31-

May-2020. The average daily water albedo and the rear side irradiance ratio of the floating bifacial PV module equipped with an orange-color reflector are 11.6% and

23.4%, respectively. For clear and cloudy days of May 28" and May 24", the water albedo is respectively 10.6% and 14.6% while the rear side irradiance ratio is
respectively 24.3% and 22.9%. The values were obtained excluding the night-time recordings.
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the respective system. The results are however only for an 8-month period, and the overall picture can change after monitoring the summer months.
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Figure 20. Monthly breakdown of the specific yield for the monitored pilot systems. The green bars represent the ground-based system, the red bars the
retractable system and the blue bars the tracker system. The grey error bars depict the range of the minimum and the maximum energy yield of each module in
the respective system. During the 8-month period, the pilot systems on the floating island have produced 7.47 MWh in total. This means Sun-tracking consumes
0.3% of the production (see pump consumption calculation in Section 3.4). GBS: ground-based system, TS: tracking system, RS: retractable system, ref:
reflector.
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5. CONCLUSION

This paper introduced two novel floating PV concepts for
inland water areas: the retractable and the tumbler island. The
introduced concepts can accommodate bifacial PV modules
equipped with reflectors and horizontal sun-tracking. They
also do not disturb mowing activities and can be moved
around to enable light penetration into the water. The location
survey, modelling, realization, and the results of 8 months
monitoring were reported. Through the study, several myths
about floating bifacial PV were debunked and are mentioned
here as a summary:

1. Despite the immediate expectation, inland water areas
have low effective albedo which makes water less favorable
for bifacial PV installation. Therefore, including reflectors is
highly recommended.

2. Frame soaking of the floating PV modules has a very
minor influence on the performance and, therefore, does not
bring added values.

3. Horizontal Sun tracking is possible for floating PV
modules by adjusting the water content within the floater
compartments by a pump.

4. The birds’ presence on the floaters show its effect in the
short-term. The surfaces that directly (PV) and indirectly
(reflector) play a role in the FPV irradiance capturing should
be kept tilted and at a higher level than that of the water. This
reduces the birds’ presence effects. Active bird control
techniques are also recommended.

5. Floating PV system experience higher fouling rate and
will suffer more from temperature spatial variance compared
to close-located land-based PV systems. This will boost the
ageing procedure.

6. Quantitative yield monitoring and analysis revealed that
only bifacial PV with reflector and tracking can outperform
considerably the conventional land-based systems.

The reported findings and the lessons learned will help the
floating PV community to boost the technology readiness
level further up for various categories of the water areas.
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Appendix - Power Conversion Tool
Manual

This Appendix contains the manual that is created in support of the newly build Power Conversion tool.
The manual explains the operation and the underlying principles of the tool.
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1 Introduction

This manual describes the different parts of the ‘CONVERSION’ tool of the PVMD Modeling Toolbox.
After running the ‘CELL’, ‘MODULE’, “‘WEATHER’, and ‘ELECTRIC’ units of the toolbox, the fifth and final
simulation unit of the toolbox can be run: the ‘CONVERSION’ unit. This unit can be accessed by clicking
the CONVERSION button, shown in red in Figure 1, in the main menu. After pressing this button, a
second menu shows up, shown in Figure 2. This menu allows the user to choose between four distinct
power conversion architectures: A central inverter, a micro inverter, a string inverter, and a power

optimizer. The following sections of this manual describe the features and underlaying principles for
each of these systems.

- X -« = X
CELL
Central Inverter
MODULE
Micro Inverter
WEATHER
String Inverter
ELECTRIC
Power Optimizer
CONVERSION
Figure 2
Figure 1



2 Central Inverter

This section describes the first option of the power conversion unit of the PYMD toolbox, the ‘Central
Inverter’. This option can be selected if the user wants to simulate a system with multiple parallel
strings connected to a single inverter.

After clicking the top button of the menu shown in Figure 2, the user is asked to input the number of
modules in parallel and in series (Figure 3). From this input, the simulation calculates the system
voltage, current and power based on the results of the ‘ELECTRIC’ part. An important assumption that
is made here is that each module in the array has the same output (power/voltage/current), as the
current version of the PVMD toolbox can only simulate one module at the time.

Specify number of modules in parallel:
Specify number of modules in series:

Figure 3

Based on the maximum module output voltage, the tool presents a list with compatible inverter types
(Figure 4). This list is created from a database with inverters that have coefficients for the SNL inverter
model. The database that is used in the simulation is retrieved from the open source PV performance
Modeling Collaborative, the PV_LIB Toolbox *.

4 - X

Select Inverter Model

AAA Perfect Tech- A-1 Perfect Inverter 500V [CEC 2016]
[ABB: PVI 3.0 OUTD-S-US-ZM-A (208 V) 208V [CEC 2014
ABB: PVI 3 0 OUTD-S-US-Z-M-A (208V) 208V [CEC 2016]
ABB. PVI 3.0 OUTD-S-US-ZM-A (240 V) 240V [CEC 2014]
ABB: PVI 3 0 OUTD-S-US-Z-M-A (240V) 240V [CEC 2016]
ABB. PVI 3.0 OUTD-S-US-ZM-A (277 V) 277V [CEC 2014]
ABB: PVI 3 0 OUTD-S-US-ZM-A (277V) 277V [CEC 2016]
ABB. PVI 3.6 OUTD-S-US-ZM (208 V) 208V [CEC 2014]
ABB: PVI 3.6 OUTD-S-US-Z-M (240 V) 240V [CEC 2014]
ABB. PVI 3.6 OUTD-S-US-ZM (277 V) 277V [CEC 2014]
ABB: PVI 3.6 OUTD-S-US-Z-M-A (208V) 208V [CEC 2016]
ABB: PVI 3.6 OUTD-S-US-ZM-A (240V) 240V [CEC 2016]
ABB: PVI 3.6 OUTD-S-US-ZM-A (277V) 277V [CEC 2016]
ABB: PVI 3.8 OUTD-S-US-Z-M-A (208 V) 208V [CEC 2014]
ABB: PVI 3.8 OUTD-S-US-ZM-A (208V) 208V [CEC 2016]
ABB: PVI 3.8 OUTD-S-US-Z-M-A (240 V) 240V [CEC 2014]
ABB: PVI 3.8 OUTD-S-US-ZM-A (240V) 240V [CEC 2016]
ABB: PVI 3.8 OUTD-S-US-ZM-A (277 V) 277V [CEC 2014]
ABB: PVI 3.8 OUTD-S-US-ZM-A (277V) 277V [CEC 2016]
ABB. PVI 4.2 QUTD-S-US-Z-M-A (208 V) 208V [CEC 2014]
ABB: PVI 4.2 QUTD-S-US-ZM-A (208V) 208V [CEC 2016]
ABB: PVI 4.2 QUTD-S-US-Z-M-A (240 V) 240V [CEC 2014]
ABB: PVI 4.2 QUTD-S-US-ZM-A (240V) 240V [CEC 2016]
ABB: PVI 4.2 QUTD-S-US-ZM-A (277 V) 277V [CEC 2014]
ABB: PVI 4.2 QUTD-S-US-ZM-A (277V) 277V [CEC 2016]
ABB: PVI 5000 OUTD-US-Z-M-A (208 V) 208V [CEC 2014]
ABB: PVI 5000 OUTD-US-Z-M-A, (208V) 208V [CEC 2016]
ABB: PVI 5000 OUTD-US-Z-M-A (240 V) 240V [CEC 2014]
ABB: PVI 5000 OUTD-US-Z-M-A, (240V) 240V [CEC 2016]
ABB: PVI 5000 QUTD-US-Z-M-A (277 V) 277V [CEC 2014]
ABB: PVI 5000 OUTD-US-Z-M-A (277V) 277V [CEC 2016]
ABB: PVI 6000 QUTD-US-Z-M-A (208 V) 208V [CEC 2014]
ABB: PVI 6000 QUTD-US-Z-M-A (240 V) 240V [CEC 2014]
ABB: PVI 6000 OUTD-US-Z-M-A (277 V) 277V [CEC 2014]
ABB: PVI-10.04-DUTD-«-US-208-y 208V [CEC 2011]

ABB: PVI-10 04-OUTD-x-US-480-y-z 480V [CEC 2011]

ABB: PVI-12.04-0UTD-x-US-480-y 480V [CEC 2011]
ARR- PV NLALITNCS IS PR INAV ICEM 90061

oK | Cancel

Figure 4

1PV Performance Modeling Collaborative, "PV_LIB Toolbox," [Online]. Available:
https://pvpmc.sandia.gov/applications/pv_lib-toolbox/. [Accessed 31 01 2020].



After selecting the desired inverter type, the user is asked to include cable losses. More detail of these
cable losses can be found in a separate section of this manual, Section 6.

The conversion efficiency of the inverter is calculated with the SNL model 2. The calculations include
inverter clipping and night tare losses. The final results of the simulation are stored in a struct called
CONVERSION_output. In this struct the input inverter power and output inverter power, the inverter
model, and the efficiency are stored.

Finally, an option is included to plot graphs. These graphs can help visualize the actual simulation. A
graph for comparing the inverter input and output power is included as well as a graph for the inverter
efficiency.

3  Micro Inverter

The Micro Inverter is the second power conversion option of the Conversion unit of the PVMD toolbox.
The working principles are almost the same as the Central Inverter simulation, which is described in
Section 2. After selecting the ‘Micro Inverter’ option shown in Figure 2, the user is presented with a
list of inverters to choose from. It should be noted that the inverters in this list are not per definition
all micro inverters. The list is based on a database with inverter models that have constants for the
SNL inverter model. Since this database has no option to filter for micro inverters, an arbitrary
maximum voltage of 100V is imposed as a way to filter the database. This maximum can be easily
adjusted to show more or less inverter types.

After selecting the inverter type, cable losses can be added (explained in detail in Section 6) and graphs
with results can be plotted. The final results of the simulation are stored in a struct called
CONVERSION_output.

4 String Inverter

The String Inverter is the third power conversion option of the Conversion unit of the PVMD toolbox.
The working principles are mostly the same as the two previous inverter simulations. After selecting
the ‘Micro Inverter’ option shown in Figure 2, the user is presented with a list of inverters to choose
from. It should be noted that the inverters in this list are not all string inverters. The list is based on a
database with inverter models that have constants for the SNL inverter model. Since this database has
no option to filter for string inverters, the list is only filtered based on the maximum module output
voltage.

After selecting the inverter type, cable losses can be added (explained in detail in Section 6) and graphs
with results can be plotted. The final results of the simulation are stored in a struct called
CONVERSION_output.

2D. L. King, S. Gonzalez, G. M. Galbraith and W. E. Boyson, "Performance Model for Grid-Connected
Photovoltaic Inverters," Sandia National Laboratories, Albuquerque, New Mexico 87185 and Livermore,
California 94550, September 2007.



5 Power Optimizers

This section describes the fourth option of the power conversion tool for the PYMD toolbox; the power
optimizer. This option can be selected to simulate systems that use power optimizers on module level.
The simulation calculates the DC output power of the power optimizer based on the efficiency curves
of the manufacturer. Finally, the user is able to add a complementary inverter and cable losses.

After clicking the ‘Power Optimizer’ button, shown in Figure 2, the user is asked to select the
manufacturer of the power optimizer that they want to use (Figure 5). At this moment only one
manufacturer is available in the tool, SolarEdge. After selecting the manufacturer, the user has to
select the power optimizer type (Figure 6).

4 — x

Select Power Optimizer Type

P-300.xlsx
P-350.xlsx
P-370.xlsx
Select Manufacturer P-400 xlsx
P-405 xlsx
P-500.xlsx
P-505 xlsx
P-600 xlsx
P-700 xlsx
P-800p.xlsx
P-800s xlsx

User Specified

Figure 5

Figure 6

The power optimizer type that the user selects corresponds with an Excel file. This file contains the
tabular data for three efficiency curves, where each curve corresponds to a certain input voltage. An
example of such an efficiency curve for a power optimizer of SolarEdge is shown in Figure 7. The user
can easily add a new manufacturer with different models by adding a new folder within the existing
folder structure. In the ‘User Specified’ folder, a template is provided to easily add custom efficiency
curves.

The simulations automatically check whether the maximum module output voltage exceeds the
maximum input voltage of the selected power optimizer model. This could for example result in the
following warning:

After some basic interpolation calculations between the provided curves, the tool calculates the
power output and efficiency of the power optimizer. The output is stored in the workspace as a struct
under CONVERSION_output and is shown in the Command Window, like the example below:

The predicted Power Optimizer output energy yield is 521.3712 Wh.



o

The overall Power Optimizer efficiency is 98.1994

P300/P350/P370

100.0%
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Figure 73

The simulations only work properly if the tabular data that is provided starts at y = 0. This is for
example not the case in the example of Figure 7. In this case the code automatically calculates a new
point at y = 0 based on the assumption that the graph is linear at low levels of input power.

After calculating the output power of the power optimizer, the user has the option to add a
complementary central inverter (Figure 8). If ‘Yes’ is selected in this menu, the user is asked to input
the number of modules in series and parallel (Figure 3). After providing this information, the user has
to select an inverter manufacturer and inverter type (Figure 9 & Figure 10).

% & - X

i
|

— Select Inverter Type
4. MENU — % Select Manufacturer

S ¢
SE12. 5K xlsx
SE15K xlsx
SE16K xlsx
SE1TK xlsx
SE25K xlsx
SE27 5 .xlsx
SETK xlsx
SEBK xlsx
SE9K xlsx

Would you like to add a central inverter?

Yes

Mo

Figure 8

Figure 9

Figure 10

3 SolarEdge, "Downloads," [Online]. Available: https://www.solaredge.com/nl/downloads#/. [Accessed 31 01
2020]



The inverter that is selected corresponds to an Excel file containing the inverter efficiency curve. The
SNL model is not used in these calculations since these are special inverters that are complementary
with the power optimizers and thus don’t have DC-DC conversion and MPPT. Therefore, the choice
was made to include company specific efficiency curves. The user can easily add custom efficiency
curves within the existing folder structure using the Template.xslx file.

If a SolarEdge inverter type is chosen, the simulation checks if the number of power optimizers in the
string is according to the regulations set by that company %. For this check to be carried out the user
inputs the peak power generation of a single module (Figure 11). This check could result in a warning,
e.g.

4\ — X

Module Peak Power [W]

Cancel

Figure 11

After selecting an inverter, the user has the option to include cable losses. Consider at least 2 meters
of cable for each optimizer that is added to the system. The detailed procedure for the cable losses
calculations are given in more detail in Section 6. Finally, an option is included to create graphs of
the simulation results.

4 SolarEdge, "Application Note SolarEdge String Sizing, EU Regulations"



6 Cable losses

In the previous sections, an option to include cable losses in the simulation was briefly mentioned. In
this section this cable losses calculation is explained in some detail.

When running either the central, micro, or string inverter simulation or when adding a central inverter
to a system with power optimizers, the user is asked to include cable losses by the means of a menu,
shown in Figure 12.

4 M. - X
Would you like to add cable losses?

Yes

MNo

Figure 12

When ‘no’ is selected, the simulation carries on without including cable losses. When ‘yes’ is selected
in this menu a second menu is presented to the user, shown in Figure 13.

4 MENU - X
Would you like to use a flat percentage or make a detailed cable calculation?

Flat Percentage

Detailed Calculation

Figure 13

In this menu the user can choose between a simple calculation using a fixed loss percentage or a
detailed cable loss calculation. When the ‘fixed percentage’ option is selected by the user, a menu is
presented in which the user can specify an overall cable loss percentage (Figure 14). By default, this
percentage is set at 1%. This percentage is subsequently used to calculate the DC input power of the
inverter.

a — Y

Specify overall cable losses [%]

Cancel

Figure 14

When the ‘Detailed Calculation’ option is selected, a new script is run in which these calculations are
made. The calculations of the detailed cable losses are based on a relatively simple cable lay-out. A
schematic of this lay-out is shown in Figure 15. In this schematic, multiple strings are connected to a
junction box. This junction box is connected with a cable to the inverter. This lay-out provides the

8



flexibility to calculate independently the heat dissipated in the string cable and the cable to the
inverter. Finally, these numbers are added to have a final value for the heat that is dissipated in all the
cables of the system.

Junction =
Box

Figure 15 — Schematic overview cable calculations

The first step in the calculation is to specify the cable characteristics of a single string, in the schematic
of Figure 15 shown in red. In the menu shown in Figure 17 the user selects the material (either copper
or aluminum), the cable cross-section (based on industry standards) and the total cable length of a
single string.

N.B.: Please consider the entire length of the cable, as the tool does not multiply the cable length
with a factor of 2.

4 STRING Cable Properties - x 4 INVERTER Cable Properties - X

Specify cable characteristics

Select cable material |-Select-

Select cable cross-section  |-Select-

Cable length m

Cancel Confirm

v | mmh2

Figure 16

Specify cable characteristics

Select cable material |-Select-

Select cable cross-section  |-Select-

Cable length m

Cancel Confirm

| mmh2

Figure 17

If there are multiple stings with modules the user has the option to include a second cable type. This
cable is shown in blue in Figure 15. The user can again select the characteristics of this cable by the
means of a menu, shown in Figure 17. If there are multiple strings but this cable section is not desired
the user can input can simply put-in a O for the cable length.



In the tool, the wire sizing is indicated, from a scientific standpoint, with mm?, while in the industry
the American Wire Gauge (AWG) is typically used. Please consider Table 1 for the conversion between

these two standards.

Table 1 — Cable standards °

Wire Cross-Section Area (mm?)

Wire Size (AWG)

Maximum Rating (A)

0.5 20 5
0.75 18 7
1 - -
1.5 16 10
2.5 14 15
4 12 20
6 10 30
10 8 50
16 6 65
25 4 85
35 2 115

Finally, the detailed cable calculation includes a check for the percentage of power that is lost in the
cables. If this percentage exceeds 2%, the user is warned and advised to select a larger cable diameter:

The results of the cable loss calculations are independently stored in the workspace in a struct called
CABLE_output. In this struct the percentual cable losses [%] and the power loss [W] are stored.

5 H. Ziar, S. Farhangi and B. Asaei, "Modification to Wiring and Protection Standards," IEEE JOURNAL OF
PHOTOVOLTAICS, vol. 4, no. 6, pp. 1603 - 1609, 2014.
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7 Change Log

## [1.1] - 2020-03-12
### Added
— Change log to the manual
— Add comment about cable length
— Conversion table to manual
— 0.5 and 9.75 mm? cable cross-sections to the cable menu’s
— Note about minimum cable length for optimizers

### Changed
— Flat percentage to Fixed percentage
— INVERTER to INVERTER input
— Schematic overview of system

#i## Removed
— Some of the larger cable diameters from the drop-down list

## [1.0] - 2020-01-31
### Added

— Power conversion tool. Features: simulation of power optimizers,
inverters and cable losses based on user inputs.
— Power conversion user manual

— Added for new features.

— Changed for changes in existing functionality.
— Deprecated for soon-to-be removed features.
— Removed for now removed features.

— Fixed for any bug fixes.

— Security in case of vulnerabilities.
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Appendix - NREL Module Inspection
Questionnaire

To conduct the visual inspection of the modules of the INNOZOWA PV pilot system, an NREL ques-
tionnaire is used [51]. In this Appendix, such a completely filled-out questionnaire can be found. In
total nine forms were filled-out, one for every INNOZOWA study case.
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Mo-\u (‘3\(19\\ i O r)\eg Uts “TEG\(\"((/F g//blem

Documentation of module condition

Date |5 [c5/206l0 Name of data recorder /r‘i "
Location W7 Ii weiark
Latitude_ 57). 85| Longitude E. 795 Altitude =

1. System Data

System design: O single module \Jmultiple modules (a.) O unknown

(a.) Multiple module system: 2
Module location/number in a series string (from negative) i

# of modules in series (string) Ny # of strings in parallel (array) _ =
# of bypass diodes - # of modules per bypass diode -
System Bias: [ open circuit [ resistive load Tﬂ’max. power tracked [ short circuit
O unknown 13!
System Grounding: [ grounded (a.) O not grounded E{{mknown
(a.) O negative O positive O center of string unknown

BEGIN INSPECTION AT BACK SIDE OF MODULE

2. Module Data

Technology: Mnono Si OmultiSi Oa--Si OCdTe 0O CIGS/CIS
O other: M Y{
Certification: [0 unknown [ UL 1703 IEC 61215 [ IEC 61646 M IEC 61730
O other: JEC 4270\
Estimated deployment date Sz? - 2oi?

Photo taken of nameplate: [ yes Mno
Manufacturer _ LG

Model # LG 3oL = VS
Serial #

Installation Site/Facility Serial # Weurt 4 27ud
Width _iei. £ cm Length \42.4  cm

Nameplate: [ nameplate missing

Prmax 330 Voe_A\ 0O lsc __LO- 1-7
Sys Volt_75 6V Ve 250 T

Bypass diode, Iy~

Series fuse 20 A

3. Rear-side Glass: 'E/not applicable O applicable

Damage: O no damage 0O small, localized [ extensive
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Damage Type (mark all that apply):
O crazing or other non--crack damage
O shattered (tempered ) O shattered (non-tempered ) O cracked (a.) O chipped (b.)
(a.)Cracks (#):01020304--100>10
Crack(s) start from: [0 module corner O module edge O cell [ junction box
O foreign body impact location
(b.)Chips (#): 01 02030O4--100>10
Chipping location: [0 module corner 0 module edge

4. Backsheet: [ not applicable Mapplicable — (ot Pz);.{,},;\.{ \.u (\Wt\(

Appearance: [ like new 0 minor discoloration [0 major discoloration
Texture: 1 like new [ wavy (not delaminated) [ wavy (delaminated) O dented
Material quality --chalking: [ none O slight O substantial

Damage: O no damage O small, localized O extensive

Damage Type (mark all that apply):
O burn marks (a.) O bubbles (b.) O delamination (c.) O cracks/scratches (d.)

(a.)Burn marks (#):0 10203 04--100>10

Fraction of area burned:

[ <5% O 5--25% O 50% O 75% --100% (consistent overall)
(b.)Bubbles(#): 0O1020304--100>10

Average bubble dimension: [0 <5mm O 5--30mm O >30mm

Fraction of area with bubbles > 5 mm:

O <5% O 5--25% O 50% [ 75% --100% (consistent overall)
(c.) Fraction of area delaminated:

O <5% O 5--25% O 50% O 75% --100% (consistent overall)

Fraction of delamination that exposes circuit or cell(s)

O <5% O 5--25% O 50% O 75% --100% (consistent overall)
(d.) Cracks/scratches (#): 010203 04--10 O >10

Cracks/scratches location: [0 random/no pattern O over cells O between cells

Fraction of area affected by cracks/scratches (approx.):

O <5% O 5--25% O 50% O 75% --100% (consistent overall)

Fraction of cracks/scratches that expose circuit (approx.):

O 0% O 25% O 50% O 75% [0 100%

5. Wires/Connectors:

Wires: [ not applicable E‘EI like new [ pliable, but degraded O embrittled
(mark all that apply): [ cracked/disintegrated insulation [ burnt
O corroded O animal bites/marks

Connectors: [ not applicable ™ like new O pliable, but degraded O embrittled
Type: O unsure M MC3 or MC4 [ Tyco Solarlok O other
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(mark all that apply): OO0 cracked/disintegrated insulation O burnt [0 corroded

6. Junction Box:

Junction box itself: ;l not applicable/observable a applicable
Physical state: M intact 0 unsound structure
(mark all that apply): 00 weathered O cracked O burnt O warped
Lid: [0 intact/potted O loose O fell off O cracked
Junction box adhesive: D_@Lapplicablelobservable{applicable
Attachment: M well attached O loose/brittle I fell off
Pliability: OO like new O pliable, but degraded 0 emobrittied |§/
Junction box wire attachments: [0 not applicable/observable [ applicable
Attachment: [ well attached [ loose [ fell off
Seal: O good seal O seal will leak
other: [ arced/started a fire

7. Frame Grounding:

Original state: [\E:]/Wired ground [ Resistive ground [ No ground l’!/unknown
Appearance: rg/%t applicable O Like new [ Some corrosion [0 Major corrosion
Function: Well grounded [ No connection

Photos taken of]!] back, label, and junction box Pm’u/v
CONTINUE INSPECTION ON FRONT SIDE OF MODULE
8. Frame: [ not applicable Tz/applicable
Appearance: E like new [ damaged (a.) [ missing
(a.) (mark all that apply): 00 minor corrosion 00 major corrosion O frame joint separation
O frame cracking [ bent frame [ discoloration

Frame Adhesive: M like new/not visible [0 degraded (a.)
(a.) (mark all that apply): [0 adhesive oozed out [0 adhesive missing in areas

9. Frameless Edge Seal: ‘E(not applicable O applicable

Appearance: [ like new [ discoloration (a.) O visibly degraded

(a.) Fraction affected by discoloration:

O <5% O 5--25% O 50% O 75% --100% (consistent overall)
Material problems:

O squeezed/pinched out O shows signs of moisture penetration
Delamination: O none O area(s) delaminated (a.)

(a.) Fraction Delaminated:

0O <5% 0O5--25% 0O50% O 75% --100% (consistent overall)
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10. Glass/Polymer (front):

Material: t‘{/glass O polymer [ glass/polymer composite O unknown
Featlg?s: smooth O slightly textured O pyramid/wave texture
antireflection coating

Appearance: [J clean 0O lightly soiled heavily soiled
Location t{f soiling:

™ locally soiled near frame: %
O left O right O top O bottom [ all sides

\Eﬁocally soiled on glass /bird droppings
Damage: E/no damage [O small, localized [ extensive
Damage Type (mark all that apply):
O crazing or other non--crack damage
O shattered (tempered ) O shattered (non--tempered ) O Cracked (a.)
O Chipped (b.) O milky discoloration (c.)
(a.)Cracks (#): 01 0O2 O3 O4--10 0O=>10
Crack(s) start from: O module corner OO module edge [ cell O junction box
O foreign body impact location
(b)Chips(#): O1 0O2 O3 0O4-10 O>10
Chipping location: O module corner O module edge

(c.) Fraction of area:
O <5% 0O5-25% 0O50% 0O 75% -- 100% (consistent overall)

11. Metallization:

Gridlineleingers:EF not applicable/barely observable 72{ applicable
|

Appearance: M like new [ light discoloration(a.) [ dark discoloration(a.)
(a.) Fraction of discoloration: — SREAOVSRak:
O <5% O 5-25% O 5/9% O 75% - 100% (consistent overall)

Busbars: [ not E;?Iicable/not observable Elapplicable
Appearance: M like new [ light discoloration(a.) [ dark discoloration(a.)

(a.) Fraction of discoloration: “ReEyeevegEan
O <5% O 5-25% O 50% O 75% - 100% (consistent overall)

(mark all that apply): O ,6bvious corrosion O diffuse burn mark(s) [ misaligned
Cell Interconnect Ribbon: bl/:\ot applicable/not observable [0 applicable
Appearance: O like new O light discoloration(a.) [ dark discoloration(a.)
(a.) Fraction of discoloration:
O <5% O 5-25% O 50% O 75% - 100% (consistent overall)
(mark all that applv)/ O obvious corrosion Oburn marks O breaks
String Interconnect: i not applicable/not observable OO applicable
Appearance: [ like new O light discoloration(a.) O dark discoloration(a.)
(a.) Fraction of discoloration:
O <5% O 5-25% O 50% O 75% - 100% (consistent overall)
(mark all that apply): O obvious corrosion O burn marks [0 breaks
[0 arc tracks (thin, small burns)
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12. Silicon (mono or multi) module: [0 not applicable Mpplicable
Number of: //
Cells in module _A0

Cells in series/string o

Strings in parallel -
Cell size: Width 4 1} e | s | cm
Distance between frame and cell: 0 >10 mm O <10 mm
Distance between cells in a string: 0 >1mm O <1 mm

Discoloration: O nonellike new light discoloration [ dark discoloration :
Number of cells with any discoloration: f hard 1o Observe due lo d?t> fess
of those, average % discolored area:

O <5% O 5-25% O 50% [\ﬂf 75% - 100% (consistent overall)
Discoloration location(s) (mark all that apply): & Cawusz 3 A:zyne»'

O module center O module edges O cell centers O cell edges

O over gridlines O over busbars O over tabbing O between cells
O individual cell(s)darker than others O partial cell discoloration

Junction box area: [ same as elsewhere [ more affected [ less affected
Damage: (¥none \~ord Lo ©8setve- :
(mark all that apply): O burn mark (a.) O cracking (b.) O moisture
O worm marks/snail tracks (c.) O foreign particle embedded
(@)Bumns #): 01 O 2 O3 0410 ©O>10
(b.) Number of cells cracked:
(c.) Number of cells with worm marks/snail tracks:
Delamination: M none 0O from edges 0O uniform O corner(s) O near junction box
O between cells (a.) O over cells (b.) O near cell or string interconnect
(a.) Fraction delaminated between cells:

O <5% O 5-25% 0 50% O 75-100% (consistent overall)
(b.) Fraction delaminated over cells:

O <5% O 5-25% 0 50% O 75-100% (consistent overall)
Likely interface (choose 2):

O glass [0 semiconductor O encapsulant [ back sheet [ busbar

13. Thin film module: Eﬁot applicable 1 applicable

Number of cells:
Number of cells in module
Number of cells in series/string
Number of strings in parallel
Cell size: Width cm Length cm
Distance between frame and cell: O >10 mm O <10 mm
Appearance: [ like new [ minor/light discoloration [0 major/dark discoloration
Discoloration type (mark all that apply):
O spotted degradation O haze (encapsulant browning) O other
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Discoloration location (mark all that apply):
O overall/no location pattern O module center O module edge(s)
O cell center [ cell edges O near crack(s)
Damage: [O no damage O small, localized OO extensive
Damage Type (mark all that apply): [0 burn mark(s) I cracking
O possible moisture O foreign particle embedded
Delamination: [0 no delamination O small, localized O extensive
Location: O from edges O uniform O corner(s) O near junction box [ near busbar
[0 along scribe lines
Delamination Type: [ absorber delamination [ AR coating delamination [ other

Photos taken of Jront and defects

14. Electronic Records [ not applicable &épplicable

Photographs and I--V curves recorded electronically--list file names in blanks
Photo files _$ee Refork

-V curve _Dakasheel

Connector function: ™ functions I no longer mates [ exposed

Irradiance ~ Soo- 8oo wint Sensor
Temperature ~15%C Sensor
EL picture _ =

IR picture__Ye$ /

Bypass Diode Test: ™ not applicable O applicable

Number of diodes:

In total 3 , shorted b copen___

OTHER
A V\och\as \\Qow;\, sw\,exl

A \r\o\ra\ ‘\JJ L\r\ec\L db\mﬁ)z on (E\Q“”} Lgﬂ’/ (\'\Q\q‘\\:zl.;,\-@,\ (X\u \.0 C\N’]ﬁ
£ c'\mhjz TR c‘..\««»;}'m} e DR TR Pou\\.,
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Appendix - Module Orientation

This Appendix contains the images used to determine the orientation of the modules of the Ground-
based System. Figure D.1 shows a bird’s-eye overview of the INNOZOWA PV pilot system. This
overview is overlaid with Figure D.2, which is a schematic overview of the system. On this schematic
overview all subsystems have a southward azimuth. Figure D.3 shows the overlaid image. The Re-
tractable System of both figures is exactly placed on top of each other. The Retractable System is
used as calibration because from the on-site inspection it is concluded that although the azimuth of
individual panels can deviate, the overall system has a southward azimuth. From this final figure it can
be concluded that the Ground-based system is not in its original intended place while its azimuth is not
perfectly southwards. It is determined, from this figure, that the deviation is about 15 degrees.

\

Figure D.1: Bird’s-eye view of the INNOZOWA PV Pilot system. Adapted from:
https://www.youtube.com/watch?v=wZT82wGI9ck.
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Figure D.3: Bird’s-eye overview of the PV pilot site overlaid with the schematic overview from which follows that the difference
between the intended azimuth and the azimuth of the installed modules is about 15 degrees.
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