
 

 

High-resolution EM-CCD  

scintillation gamma 

cameras 
 

 

 
 

 

 

 

 

 

 

Proefschrift 
 

 

 

 

 

 

ter verkrijging van de graad van doctor 

aan de Technische Universiteit Delft, 

op gezag van Rector Magnificus Prof. ir. K.C.A.M. Luyben, 

voorzitter van het College van Promoties 

in het openbaar te verdedigen op dinsdag 29 januari 2013 om 15:00 uur 

 

 

door Marc Albert Nijs KOREVAAR 

doctorandus in de natuurkunde 

geboren te Amsterdam. 
 



 

 2 

Dit proefschrift is goedgekeurd door de promotor: 

Prof. dr. F.J. Beekman 

 

Copromotor:  

Dr. ir. M.C. Goorden 

 

 

Samenstelling promotiecommissie: 

 

Rector Magnificus, voorzitter 

Prof. dr. F.J. Beekman, Technische Universiteit Delft, promotor 

Dr. ir. M.C. Goorden, Technische Universiteit Delft, copromotor 

Prof. dr. R. Boellaard, Vrije Universiteit Amsterdam 

Prof. dr. R. Verdaasdonk, Vrije Universiteit Amsterdam 

Prof. ir. A.J.M. van Tuijl, Universiteit Twente 

Prof. dr. P. Dorenbos, Technische Universiteit Delft 

Dr. F.W.B. van Leeuwen, Universiteit Leiden 

Prof. Dr. H.T. Wolterbeek, Technische Universiteit Delft, reservelid 

 

 

 

 

 

 

 

 

 

 

 

 

The research presented in this thesis was carried out at the Radiation Detection & Medical 

imaging (RD&M) section of the department of Radiation Radionuclides & Reactors (R3), 

faculty of Applied Sciences, Delft University of Technology, The Netherlands. 

 

This research has been financially supported by the Netherlands Ministry of Economic 

Affairs, IOP photonics grant IPD067766. 

 

Printed by: Proefschriftmaken.nl || Uitgeverij BOXPress  

 

ISBN: 978-90-8891-571-0 

 

© 2013 Marc Korevaar, Delft, The Netherlands. 

The copyright of some published chapters has been transferred to the respective journals. 



 

 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To the memory of Pia Korevaar-Pfluger 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

 

 



 

 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 5 

 

Contents 
 

 

1. Introduction 6 

2. Multi-scale algorithm for improved scintillation detection in a CCD-

based gamma camera 

18 

3. Maximum-likelihood scintillation detection for EM-CCD based gamma 

cameras  

30 

4. A pinhole gamma camera with optical depth-of-interaction correction 46 

5. Experimental comparison of scintillation crystals for EMCCD-based 

gamma detection 

54 

6. Cramer Rao lower bound optimization of an EM-CCD based 

scintillation gamma camera 

64 

7. A micro-machined retro-reflector for improving the light yield in ultra-

high-resolution gamma cameras 

80 

8. On-chip pixel binning in photon counting EMCCD-based gamma 

camera: A Powerful tool for noise reduction 

94 

9. An enhanced high-resolution gamma camera EMCCD-based gamma 

camera using SIPM side detection 

106 

10. Performance of a hybrid SiPM-EMCCD gamma camera 118 

11. Summary and outlook 136 

12. Samenvatting en vooruitzicht 142 

13. References 148  

Dankwoord 170 

Curriculum Vitae 174 

Publications 176 

 

 

 



 

 6 

 

 

Chapter 1 

 

Introduction 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 INTRODUCTION  

 7 

1.1 Medical imaging 

 

The development of medical imaging techniques has dramatically changed clinical practice 

and biomedical science in the 20th century. It has provided medical doctors with a palette of 

excellent in vivo techniques to diagnose disease, where previously no or only limited methods 

were available. Its applications range from diagnosing bone fractures, identification of 

tumour locations and characteristics, imaging of the foetus in pregnant women to detecting 

cardiac disease. Furthermore, medical imaging has helped medical scientists to develop new 

therapeutics and better understand mechanisms of disease and human physiology. 

 

A milestone in this development was the advent of biomedical tomography which enabled 

recording 3D images of living subjects. In tomography, derived from the Greek word tomos 

(slice) and graphein (to write), 

information from projections of properties 

(such as X-ray attenuation or molecule 

concentration) are obtained at multiple 

angles and are subsequently combined to 

reconstruct a stack of cross-sectional 

images (slices), that together result in a 

3D image. 

 

Biomedical imaging encompasses many 

different imaging modalities, which can 

roughly be divided into anatomical and 

functional modalities. Anatomical imaging 

modalities mainly reveal the structure 

and shape of human organs and tissues. 

In contrast, functional modalities mainly 

visualize the physiology and function of 

tissue in the human body. Some examples 

of human brain images obtained with 

different anatomical and functional 

modalities are shown in figure 1.1. 

Recently, it has become increasingly 

popular to combine anatomical and 

functional imaging modalities; this 

facilitates overlaying functional and 

anatomical images to better localize the 

functional information (e.g. the precise 

location of a tumour in the body). 

 

 

 

Anatomical 

modalities 

 
X-ray CT 

Functional 

modalities 

 
SPECT 

 
     

MRI fMRI 
 

 
Ultrasound  

PET  

Figure 1.1: Different tomographic imaging 

modalities revealing the anatomy (left column) and 

function (right column) of the brain. 
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1.1.1 Overview of imaging modalities 

 

1.1.1.1 Anatomical imaging modalities Well-known anatomical modalities include X-ray 

Computed Tomography (CT), medical ultrasound imaging and Magnetic Resonance Imaging 

(MRI).  Both traditional X-ray imaging and CT are based on the property that the amount 

of X-ray attenuation in a certain tissue strongly depends on its density. X-rays were 

discovered more than 100 years ago by Röntgen1 and used by him to make the first medical 

X-ray image of a human hand2. X-ray CT was pioneered by G. Hounsfield and A. Cormack 

who won a Nobel Prize for developing the first CT scanner3. Medical ultrasound uses sound 

waves that are sent into the human body. At locations where the density of tissue in the 

human body changes, the sound waves are partly reflected. Based on the information 

contained in these reflected waves, an image of the tissue density is made. MRI, an imaging 

modality that uses magnetic properties of tissues in the human body4, was pioneered by F. 

Bloch and E. Purcell. They won the 1952 Nobel Prize for recognizing that certain nuclei, if 

placed in a strong magnetic field and irradiated with radio waves, resonate and emit a radio 

signal. 

 

1.1.1.2 Functional imaging modalities Functional modalities include MRI, Doppler 

ultrasound, and nuclear medicine imaging modalities that use radioactively labelled 

molecules. Functional MRI (fMRI) is a technique that measures the functional activation in 

the brain by detecting changes in blood flow5,6 and MRI is also used for functional imaging of 

the heart7,8,9. For cardiac imaging, Doppler ultrasound is used to measure the speed and 

direction of blood flow in the heart10. 

Nuclear medicine imaging investigations are very commonly performed procedures, 

accounting for more than 10 million scans per year in Europe11 and the USA12 each. These 

imaging investigations constitute planar gamma camera imaging, Single Photon Emission 

Computed Tomography (SPECT) and Position Emission Tomography (PET). Besides their 

clinical application, SPECT and PET imaging of small animals for pre-clinical research is 

getting more and more popular. Since the gamma detectors investigated in this thesis were 

developed for small-animal SPECT applications, nuclear medicine imaging techniques 

including small-animal SPECT are described in more detail in the next sections.  

 

1.1.2 Nuclear medicine imaging  

 

Imaging function of organs and tissues in vivo can be done with the aid of radioactively 

labelled tracer molecules. Prior to a scan, the tracer is injected and it subsequently 

distributes throughout the organism depending on the tracer chemical properties and the 

organism's physiology. For example, some tracers accumulate in specific tumour cells; others 

in the heart muscle e.g. proportionally to local blood flow, others mark certain receptors in 

the brain, and some mark bone growth. As the radionuclide in the tracer molecules decays, 

gamma radiation is emitted. By detecting this radiation with one or more gamma cameras 

(figure 1.2 (a)), the tracer distribution inside the organism can be visualized.  
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The concept of a tracer as a 

marker of biological function was 

first documented early in the 20th 

century by G. Hevesy together 

with F. Paneth14 and a proof of 

principle was provided by tests in 

a plant15. The earliest research 

application of these tracers in 

humans was the study of the 

blood flow velocity with radium 

as tracer by H. Blumgart and O. 

Yens16. Since their first 

application to fundamental 

research into the physiology of 

plants, animals and humans, it 

would not be long before these 

techniques found their way into 

the clinical setting.  

One of the first clinical 

tracer molecule applications was 

the use of radiation detection 

probes. These probes were 

initially used in humans to 

quantify the uptake of iodine by the thyroid17 and to locate tumours during surgery18,19,20,21, 

an application for which probes are still in use today22. 

Following the introduction of probes in nuclear medicine, a next step was the 

development of a scanner which could make 2D (planar) images. The pioneer in this field 

was Benedict Cassen who developed the rectilinear scanner, an automated system for 

imaging patient organs23. Today, planar imaging is used for identifying bone metastases (an 

example of a bone scan is shown in figure 

1.2 (b)), functional thyroid imaging, as 

well as for imaging the function of 

different organs. 

 Emission tomography was 

pioneered by D. Kuhl24,25. The two 

emission tomography modalities, PET and 

SPECT, differ in the tracer molecules 

that are imaged. In PET, the tracer has a 

positron emitting radionuclide as its label. 

When the emitted positron recombines 

with an electron, two gamma photons are 

emitted in approximately opposite  

  
(a) (b) 

Figure 1.2: Nuclear medicine scan (a) The tracer, consisting 

of a chemical with a radioactive isotope is injected, localizes in 

certain tissues according to their function, and the emitted 

gamma photons are detected by a gamma camera. (b) Bone 

scan using the tracer methylene diphosphonate labelled with 
99mTechnetium showing no abnormalities.13 

 
Figure 1.3: Parallel hole collimation versus pinhole 

collimation.26 

Gamma 

Camera 



CHAPTER 1 

 10 

directions. By detecting both gamma 

photons in coincidence, the 

recombination position can be located 

on a line of response. After many of 

these lines of response have been 

measured, a reconstruction of the 3D 

distribution of the radionuclide can be 

made. In SPECT, radionuclides emit a 

single gamma photon after decay. Via 

collimators12 (with a function similar to 

lenses in optics) images of the object 

are formed on a gamma detector that 

is placed behind the collimator (figure 

1.3). From these 2D detector images measured at different angles, a reconstruction of the 3D 

tracer distribution can be made. In the clinic, SPECT and PET are used for diagnosis of e.g. 

cardiac disease27,28, bone disease29, various types of cancer30,31 and brain diseases32,33 but also 

for image guided therapy34,35. 

 

1.1.3 Small animal SPECT 

 

Like many other imaging modalities such as CT, MRI, ultrasound and optical imaging36,37,  

SPECT and PET are also applied to image small laboratory animals like mice and rats38.  

Small animal SPECT -as well as PET- facilitates in vivo quantitative assessments of 

molecular mechanisms and the development of new pharmaceuticals and diagnostic 

tracers39,40. The small size of mice and rats requires special collimation techniques different 

from those used in the clinic. While clinical SPECT uses parallel hole collimators which 

transmit only those photons that fall 

approximately perpendicular on them (figure 1.3, 

left), preclinical SPECT achieves high resolution 

by the use of pinhole collimation41,42 ,43,44,45. 

The principle is illustrated in figure 1.3, 

right; pinholes allow for magnification of the 

imaged object onto the gamma detectors and as a 

result the spatial resolution of the scanner can be 

much better than that of the gamma detector. 

In recent years, many multi-pinhole high 

resolution SPECT systems have been 

developed46,47,48; some with resolutions below half a 

millimetre49,50. These high image resolutions are 

obtained with conventional gamma cameras 

(Anger Camera51, described below) with a spatial 

resolution of 3 to 4 mm. A SPECT image of 

holmium in a kidney tumour (colour) obtained in 

 
Figure 1.4: Combined SPECT-CT image of the mouse 

abdomen with radio-active holmium in a kidney tumour 

obtained with the U-SPECT-II/CT system (courtesy 

MILabs) 

 
Figure 1.5: Design of multi-pinhole 

SPECT scanner with a small animal 

surrounded by a ring of pinholes and on 

the outside a ring of high resolution 

detectors.55  
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this way  is shown in Fig 1.4. In this case anatomical information is provided by an X-ray 

CT scanner integrated with the SPECT system.  

For small animal SPECT there is a large desire to improve the spatial resolution of 

the gamma detectors52. Recent theoretical analysis of pinhole SPECT scanners shows that 

when using very high resolution detectors a significant improvement in scanner performance 

is expected, while at the same time much more compact systems are possible because a high 

magnification factor is no longer required53,54. 

A possible design of such a high resolution scanner containing many pinhole gamma 

cameras is shown in figure 1.5. 

 

 

1.2 Gamma detectors for SPECT 

 

A gamma detector converts a gamma photon into a useful electrical signal that provides 

information on the gamma photon interaction position and its energy.  

For gamma detectors in pinhole SPECT, three important figures of merit are the 

spatial resolution, energy resolution 

and detection efficiency52. A high 

spatial resolution allows for either a 

high image resolution or a more 

compact scanner.  The energy 

resolution is important to discern 

scattered gamma photons from direct 

gamma photons. Finally, a high 

detection efficiency allows for shorter 

measurement times or a reduced dose 

of radioactive tracer. 

Gamma detectors can be 

divided into two classes; direct 

conversion and indirect conversion 

detectors52. The building blocks of 

both types of detectors are displayed in 

figure 1.6.  In the case of direct 

conversion, the detector contains a 

material that directly converts the 

gamma photon energy into charge. 

Most prominent examples of direct conversion detectors are semiconductor gamma detectors; 

these are essentially photodiodes of sufficient thickness to efficiently absorb gammas56,57. 

These detectors can be made of Germanium58, Cadmium Zinc Telluride (CZT)59,60,61, 

Cadmium Telluride (CT) or Mercuric Iodide (HgI)62 and are used in SPECT scanners63,64,65,66. 

The advantages of semiconductor diode detectors, compared to traditional Anger camera 

detectors, are that they have a better spatial and energy resolution.52 However, they usually 

have a lower detection efficiency and for some materials manufacturing problems exist52. In 

 
 

Direct conversion  

detection                

Indirect conversion  

scintillation detection 

Figure 1.6: Block diagram depicting the different 

components of a direct conversion and indirect conversion 

(scintillation) detectors.  
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gas filled detectors, gamma photons interact with the gas and create ionizations, which are 

subsequently detected. A well know gas detector and the first detector used in nuclear 

medicine is the Geiger Muller tube67,68, which gives off a maximal signal when either one or 

many photons interact with the gas. Other gas detectors such as multi wire proportional 

counters (MWPC) are used for X-ray and gamma detection69,70,71,72 and PET imaging73,74, 

despite poor energy resolution and low detection efficiency. Bolometers, that detect the 

absorption of (an) incident photon(s) by measuring the corresponding temperature 

increase75,76, were improved significantly with the use of superconductive thermometers77,78. 

Arrays of these detectors can be used as gamma imagers with an excellent energy resolution, 

although they require cryogenic cooling79. 

 In contrast, indirect conversion detectors do not directly convert the gamma energy 

into electrical charge but use an intermediate process. The most widely applied indirect 

conversion detectors are scintillator detectors, where the scintillator converts the gamma 

energy into optical photons. These optical photons are then converted to charge by a photo 

sensor. For both types of detectors, the charge is read out through an electronic system and 

the electrical signal is used to estimate the gamma photon’s energy and interaction position. 

This thesis focuses on scintillation detectors, the most common detector type in nuclear 

medicine. The performance of a scintillation gamma detector depends on the scintillator used, 

the type of photo sensor, the electronical readout as well as the detection algorithm that 

estimates the position and energy of the scintillation. These elements are described in more 

detail below. 

 

1.2.1 Scintillators 

 

The scintillator converts the 

energy of the incoming gamma 

photons into light72. The emitted 

light due to an individual 

particle or photon is usually 

called a scintillation. The first 

scintillator for detection of 

photons was used in the 

discovery of X-rays by Röntgen1. 

Nowadays the most commonly 

used scintillator for gamma 

photon detection is NaI80 which 

allows for large area scintillators 

to be used (typically 60 × 40 cm). Besides NaI, many other scintillators are available and 

some of them are used in medical imaging81. 

Scintillators can be used as continuous crystals or they can be subdivided in smaller 

pixels to restrict light spread (shown in figure 1.7). With continuous scintillators more light 

can reach the photo sensor, albeit spread over a larger area, whereas pixellated scintillators 

focus the light in a smaller area at the cost of light loss due to absorption at the interfaces.  

 
(a) (b) 

Figure 1.7: Diagram of a gamma photon that interacts and 

creates optical photons (dashed) in (a) a continuous scintillator 

where light spreads out and (b) a pixellated scintillator where 

light is focused (e.g. to a pixel of a sensor).82 
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1.2.2 Photo sensors 

 
Figure. 1.8: Anger camera, consisting of a parallel hole collimator in front of a 

NaI scintillator read out with an array of PMTs (courtesy 49). 

1.2.2.1 Photomultiplier tubes The photo multiplier tube (PMT), developed early in the 20th 

century83, contains a photocathode where the photon, by means of the photo electric effect, 

generates an electron. This single electron signal is amplified by accelerating it over a large 

voltage. Thus, the output signal of a PMT is a measure for the amount of light falling onto 

it. PMTs were combined with scintillators in nuclear detectors84,85,86, but the first real gamma 

camera, consisting of a NaI scintillator coupled to an array of PMTs was developed by 

Anger51,87 (figure 1.8). The invention of this gamma camera allowed the advent of SPECT 

imaging and the Anger camera still sets the standard in SPECT. Although the Anger camera 

is an established technology, research to improve its design and estimation process is 

ongoing88,89,90. Besides solid scintillators coupled to PMTs also liquid Xenon (LXe) can be 

used for gamma detection91,92,93. 

Position sensitive PMTs (PSPMT) were devised in 1985 by Hamamatsu94. In contrast 

to traditional PMTs which measure the amount of light, these can also provide position 

information due to a division of the PMT anode into multiple parts and are used in gamma 

camera prototypes95,96,97,98,99,100. 

(PS)PMTs have low noise but have a mediocre quantum efficiency (QE). PMTs have 

detector elements that are rather large (which is not beneficial for the spatial resolution) 

while those of PSPMTs are smaller. 

 

1.2.2.2 Semiconductor photo sensors Different semiconductor sensors have been used for 

scintillation detection. In many studies, photodiodes56 have been used in gamma 

detectors101,102,103, but the achievable signal to noise ratio is limited52.  

Silicon drift detectors (SDD) are a special kind of photodiode with improved noise 

properties104,105,52; arrays of these detectors106 have been used in scintillation gamma 

detection107.  

Avalanche photo diodes (APDs) use a large amplification of the signal, due to a high 

bias voltage, resulting in a more favourable signal to noise ratio compared to photodiodes56 

and were used for gamma detection108. Position sensitive APDs109 (PSAPDs), which are read 

out at the corners, have also been applied in scintillation gamma detectors110,111,112,113,114.  
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Finally, a type of semiconductor photo sensor that has recently become popular, the Silicon 

photon multiplier (SiPM), consists of a very large array of small avalanche photo diodes in 

Geiger mode. These diodes are biased at such a large voltage that each diode give off the 

maximum signal when one or more optical photons are absorbed, similar to a Geiger Muller 

tube115,116,117. When the total number of photons incident on the SiPM is small compared to 

the number of diodes, the summed output is proportional to the number of photons118. Given 

the good timing resolution of these devices they are mainly investigated for use in PET119, 

but they can also be of value in SPECT gamma cameras120,121. SiPMs have low noise but 

mediocre QE and up to now medium sized detector elements. 

 

1.2.2.3 (EM-)CCDs Charge coupled devices (CCDs) were devised in 1969 at AT&T Bell labs 

by W. Boyle and G. Smith who received the 2009 Nobel Prize for this invention that is now 

in use in thousands of applications, ranging from scientific, military and medical applications 

to many consumer products like cameras integrated in cell phones and video systems. A 

CCD consists of an area with capacitors which allow charge to be shifted between them. 

When photons are absorbed in the image area of a CCD, electron hole pairs are generated. 

These charges are shifted to a readout capacitance where they are converted to a voltage122. 

Because of their small pixel size and high quantum efficiency for optical photons, 

CCDs are popular imaging sensors and have been used as gamma detectors when coated 

with a scintillator123. Normal CCDs often can only detect the sum signal of a large number of 

scintillations, but detection of individual scintillations is hindered by the high read-out noise. 

A method to reduce this noise is to use an intensified CCD (ICCD), where an image 

intensifier amplifies the signal before it arrives at the CCD124.   

Alternatively, the new Electron Multiplying CCD (EM-CCD)125,126,127 reduces this noise by 

using electron multiplication128 to amplify the signal in the CCD. EM-CCDs are used in 

astronomy129,130,131, spectroscopy132,133 and biological imaging techniques134,135. They have been 

used as the photo sensor in beta probes136 and high resolution gamma cameras137,138 in 

combination with pixellated 

scintillators139,140. In these set-ups 

they allow for individual 

scintillation detection82 and 

significantly enhance performance 

compared to CCDs.  

EM-CCDs have high QE and a 

very small pixel size, allowing 

high resolution imaging. In this 

thesis a gamma detector set-up 

based on an EM-CCD (figure 1.9) 

is investigated. 

  

 

 

 

 
Figure 1.9: E2V CCD97, the EM-CCD used in the 

experimental set-up investigated in this thesis. 
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1.2.3. Estimation 

 

 Finally, the electrical signal produced 

by the photo sensor has to be analysed 

to estimate the gamma energy and the 

interaction position. Besides 

estimating the gamma energy and 

interaction position, one may also wish 

to estimate the depth-of-interaction 

(DOI). This is of special importance 

for gamma photons that enter the 

scintillator at an angle, which is 

common in pinhole gamma cameras. In 

this case, gamma photons that interact 

at variable depths in the scintillator 

are detected at different positions 

introducing position uncertainty for 

these photons (DOI-effect, illustrated 

in figure 1.10).  

The algorithm used for scintillation detection in the Anger Camera is a centre of 

gravity method, called Anger Logic51, sometimes combined with DOI detection98. Statistical 

estimation methods have, partially due to increasing computing power, become more popular 

recently. The most widely used method is the maximum-likelihood method141,142, although 

other methods such as the nearest neighbour method143 are also used.  

 

1.2.4. High resolution gamma detectors 
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Figure 1.11: The spatial (y axis) and energy (x-axis) resolution for (a) different scintillation detectors: 

EM-CCD144,145,146 (chapter 2 and 3), SDD106,107, PMT147, I-EMCCD148, SiPM120,121, PS-PMT97,149, PIN 

Diode102,103,150, PS-APD112,114 and LXe91,92,93. and (b) different non scintillation detectors: MWPC69,70,71, 

Bolometer151, HPGe58, HgI62, and CZT/CT59,60,61,66 as a function of the detection efficiency. The colour of 

the markers is a measure for the gamma detection efficiency. 

 
Figure 1.10: Depth-of-interaction (DOI) effect for 

gamma photons at an angle. The gamma photons can 

interact at variable depths (e.g. depth z1 or z2) 

resulting in a position uncertainty ∆x, degrading the 

spatial resolution. 
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A large number of gamma detectors, suitable for gamma imaging, have been reported in 

literature. Figure 1.11 shows a rough comparison of spatial resolution, energy resolution and 

efficiency of many of these detectors (references are provided in the caption). The values 

provided in the figure are for detecting the most common SPECT isotope 99mTc (141 keV 

gamma photon energy) or isotopes of similar energy. The comparison shows that EM-CCD 

based scintillation detectors exhibit the highest spatial resolution albeit often at poorer 

energy resolution compared to the other gamma detectors. 

 

1.6 Thesis Outline 

 

In this thesis, several ways to improve the performance of an EM-CCD-based high 

resolution scintillation gamma camera for SPECT are presented. First, different approaches 

for estimating the gamma photon’s scintillation position and energy from the electrical 

output signal of the EM-CCD are investigated. In chapter 2 we present a fast analytical 

algorithm that uses a multi-scale approach to estimate the energy and position -including the 

depth- of the scintillation. We show that the multi-scale algorithm can improve the 

performance of the gamma camera significantly over an algorithm that ignores the depth-

dependence of the scintillation. Chapter 3 describes a statistical detection algorithm that 

does not only incorporate a depth-dependent light spread model but also takes the statistical 

nature of the EM-CCDs response into account. The statistical maximum-likelihood 

estimation method used improves the accuracy of the energy estimate compared to the 

previous analytical approach.  

In chapter 4 we present a specially shaped scintillator combined with a new designed 

optical collimation. This special geometry allows to eliminate the deterioration of the spatial 

resolution due to the Depth-of-Interaction effect. 

Both the properties of the scintillator and the EM-CCD parameters determine the 

performance of the gamma camera. In chapter 5 we investigate experimentally how the use 

of different scintillator materials with different densities and light outputs influences spatial 

resolution, energy resolution and signal-to-background ratio. In addition, chapter 6  reports 

on how the different EM-CCD parameters (e.g. noise) affect spatial and energy resolution of 

the gamma camera. For this we use a theoretical Cramer Rao lower bound approach, which 

is validated by experiments. 

Chapter 7 investigates if improved collection of optical photons in the scintillator by 

means of a retro reflector that is placed on top of the scintillator improves the performance. 

In chapter 8 we study the effect of a different readout approach to the EM-CCD based on 

combining the charge in adjacent pixels (so called binning) on the gamma camera 

performance. 

Finally, the last two chapters of this thesis focus on a hybrid gamma detector that we 

constructed and that combines two types of sensors, the EM-CCD (below the scintillator) 

and SiPMs (attached to the sides of the scintillator.) In chapter 9 we use a summed signal 

of the SiPMs to provide a priori knowledge on the number of scintillations detected in an 

EM-CCD frame and we investigate the effect of this on the signal-to-background ratio. A 

more advanced use of the SiPM signals is presented in chapter 10 where we investigate the 
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use of different scintillation detection methods for our combined EM-CCD and SiPM gamma 

camera. Due to individual SiPM pixel readout we can also include position information from 

the SiPMs in the gamma detection algorithm. 
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Chapter 2 

 

Multi-scale algorithm for 

improved scintillation detection in 

a CCD based gamma camera 
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Abstract 

 

Gamma cameras based on Charge Coupled Devices (CCDs) and micro-columnar CsI:Tl 

scintillators can reach high spatial resolutions. However, the gamma interaction probability 

of these scintillators is low (typically <30% at 141 keV) due to the limited thickness of 

presently available micro-columnar scintillators. Continuous scintillators can improve the 

interaction probability but suffer from increased light spread compared to columnar 

scintillators. In addition, for both types of scintillators gamma photons incident at an 

oblique angle reduce the spatial resolution due to the variable depth-of-interaction (DOI). To 

improve spatial resolution and spectral characteristics of these detectors, we have developed 

a fast analytic scintillation detection algorithm that makes use of a depth-dependent light 

spread model and as a result is able to estimate the DOI in the scintillator. This algorithm, 

performing multi-scale frame analysis, was tested for an Electron Multiplying CCD (EM-

CCD) optically coupled to CsI:Tl scintillators of different thicknesses. 

For the thickest scintillator (2.6 mm) a spatial resolution of 148 µm Full Width Half 

Maximum (FWHM) was obtained with an energy resolution of 46% FWHM for 

perpendicularly incident gamma photons (interaction probability 61% at 141 keV). The 

multi-scale algorithm improves the spatial resolution up to 11 %, the energy resolution up to 

36 % and the Signal to Background counts ratio up to 46% compared to a previously 

implemented algorithm that did not model the depth-dependent light spread. In addition, 

the multi-scale algorithm can accurately estimate DOI. As a result, degradation of the 

spatial resolution due to the variable DOI for gamma photons incident at a 45 degree angle 

was improved from 2000 µm to 448 µm FWHM. We conclude that the multi-scale algorithm 

significantly improves CCD based gamma cameras as can be applied in future SPECT 

systems. 
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2.1. Introduction 

 

Today, small animal Single Photon Emission Tomography (SPECT) pinhole imaging44,45 can 

yield excellent image resolutions46,47,151 down to the sub-half-mm scale49,50. At present these 

ultra-high resolutions are obtained using traditional gamma cameras, by employing the 

principle of pinhole magnification. For future improvements of small animal SPECT 

imaging, gamma cameras with better spatial resolution and significant energy discrimination 

are essential54,153,154,155. Compact, high-resolution gamma cameras using EM-CCDs in 

combination with micro-columnar CsI:Tl scintillators139 are being developed by many 

research groups137,138,140,146,165. In such CCD-based detectors individual scintillation events can 

be detected in “photon counting” mode, enabled by readout at high frame rates. This 

detection method greatly improves the spatial resolution compared to integration of 

scintillation light signal82. However, the presently applied micro-columnar scintillators suffer 

from low interaction probability for gamma photons (< 30% at 141 keV) due to the limited 

thickness of commercially available scintillators (typically < 1mm).  

A solution to the latter problem is the use of continuous scintillators, which are available in 

larger thicknesses and are also more cost effective. Furthermore continuous scintillators can 

be obtained for scintillator materials with higher atomic number Z and density than CsI:Tl, 

offering potential for a further improvement in sensitivity. However these scintillators have 

increased scintillation light spread and increased dependence of the light spread on the 

depth-of-interaction (DOI). This severely complicates accurate scintillation detection. 

Gamma cameras equipped with both columnar and continuous scintillators suffer from 

degradation of spatial resolution due to the variable DOI for gamma photons incident at an 

oblique angle (figure 2.2(a)). Elsewhere a statistical scintillation detection algorithm, that 

uses information of the depth-dependent light spread, is applied to an EM-CCD based 

gamma camera with a micro-columnar scintillator165. However, long computation times of 

statistical algorithms can be prohibitive in many applications. To overcome this problem, a 

fast analytical scintillation detection algorithm, employing an analytical model for the depth-

dependent light spread, is presented and applied to a gamma camera with continuous 

scintillators. This analytical multi-scale algorithm (MSA) enables an accurate estimate of the 

DOI and is compared with a previously proposed detection algorithm based on a simple 

 
 

(a) (b) 

Figure 2.1: (a) EM-CCD with fiber-optic window. (b) Schematic of the gamma camera consisting of a 

continuous scintillator optically coupled through a fiber optic window to the EM-CCD, cooled by a Peltier 

element. 
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Gaussian filter (GFA)138. The spatial resolution, energy resolution and the signal to 

background counts ratio (SBR) are evaluated for both algorithms using CsI:Tl continuous 

scintillators of different thicknesses.  

 

 

2.2. Methods 

 

2.2.1 EM-CCD, optical coupling and scintillator 

 

An electron multiplying CCD (EM-CCD) is a CCD with an internal gain in the charge 

domain (before read-out). Because of the internal gain the relative contribution of the read-

out noise is reduced significantly, even at high frame rates. The internal gain is achieved by 

electron multiplication (avalanche multiplication or impact ionization) in the gain register. 

Details of the EM-CCD technology can be found in literature126,127,166,167. The EM-CCD used is 

the back-illuminated CCD 97 from E2V Technologies (Figure 2.1 (a)), with 512×512 active 

pixels, an active area of 8.192×8.192 mm2 (16×16 µm2 pixel size), and a Quantum Efficiency 

above 90% for light in the range of 500 to 650 nm. In order to exchange scintillators easily 

the EM-CCD is equipped with a 3 mm straight fiber-optic window. Shown in figure 2.1 (b) is 

a schematic of the gamma camera. To suppress the thermal dark current noise the EM-CCD 

is cooled to -40 ℃ using a Peltier element. The hot side of the Peltier is cooled using a 

RS44LT cooler purchased from FTS Systems. The cold side of the Peltier element is 

connected to a copper block, which is in thermal contact with the EM-CCD. For conversion 

of gamma photons into visible light continuous CsI:Tl scintillators from SCIONIX with a Tl 

concentration of 0.11 ± 0.01 mole percent are  used. The detector face of the scintillators is 

polished using Buehler Micropolish II powder of 1 micron particle size. The top and sides of 

the scintillators were not treated. 

The scintillators are optically coupled to the fiber optic window using Bicron BC-630 silicon 

optical grease. Due to the critical angle of the fiber optic window and the scintillator – 

window interface, there is a limited acceptance angle for light on the EM-CCD. The CsI:Tl 

scintillators tested have approximately the same area as the EM-CCD active area, the 600 

µm thick scintillator area is 8.9 × 10 mm2 and the 1.3 and 2.6 mm thick scintillator size is 

9.2 × 10 mm2. The scintillator thicknesses are 600 µm, 1.3 mm and 2.6 mm, resulting in an 

interaction probability for 141 keV gamma photons of 19%, 37% and 61% respectively.  

 

2.2.2 Depth-of-interaction  

 

A lack of knowledge about the depth (z-coordinate) within the scintillator at which a 

scintillation event has occurred (depth-of-interaction or DOI) causes serious degradation of 

the detector performance. In pinhole gamma cameras photons can enter the scintillator at an 

oblique angle causing the detected image to be blurred due to the varying DOI in the 

scintillator (figure 2.2 (a)). This effect in pinhole gamma cameras is called the “DOI 

effect”168. This DOI effect will limit the spatial resolution in EM-CCD pinhole cameras, given 
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the scintillator thicknesses required for sufficient interaction probability and the currently 

attained spatial resolutions. 

Apart from the degrading effect on the spatial resolution, the varying DOI can also affect 

the energy resolution. The scintillation light spread on the EM-CCD depends on the DOI; 

events further away from the EM-CCD result in a wider light distribution than events 

occurring closer (figure 2.2 (b)). Therefore, the amplitude of the light spot on the EM-CCD 

does not provide the full information on the energy of the gamma photon; one must also 

consider the depth-dependent width of the light distribution. Disregarding the depth-

dependence will degrade the energy resolution. 

A detection algorithm that can detect the DOI and considers the depth-dependent width can 

improve spatial resolution and energy resolution of a gamma camera and is necessary for 

high-resolution gamma cameras with sufficient sensitivity.  
 

 
 

(a) (b) 

Figure 2.2: (a) Diagram of a single pinhole gamma camera with point sources P1 and P2. The gamma 

photons interact at different depths resulting in a degradation of the spatial resolution (bottom) for 

photons incident at an oblique angle (DOI effect). Scintillation photons are incident on the entire fiber 

optic (f.o.) window, however the limited acceptance angle reduces the number of scintillation photons 

reaching the EM-CCD, resulting in a cone of acceptance. (b) Top: a scintillator with a scintillation with a 

large light spread (σDOI) (left) and a small σDOI (right). Shown are the cones of scintillation light reaching 

the EM-CCD. Middle: an EM-CCD frame corresponding to the two scintillations. Bottom: a profile of the 

frame, illustrating that the total number of photons (the integrated signal of the scintillation) is 

independent of σDOI  (or interaction depth).  

 

2.2.3 Scintillation detection algorithms 

 

2.2.3.1 Gaussian filter algorithm The GFA is a fast scintillation detection algorithm that can 

be used for real-time frame analysis138. The CCD frame image ICCD is corrected for the 

average dark background by subtracting the average background image A (additionally a 

threshold can be applied to ICCD), 

 

 

The corrected image (Ibg.corr) is then blurred with a 2-D Gaussian kernel (g(x,y,σ)) with fixed  

width σ  resulting in a smoothed image 
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(2.1)bg.corr. CCDI = I - A .                                                                                                 

( )  (2.2)smoothed bg.corr.I = I * g x, y,σ  ,                                                                     
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where * denotes a 2-D convolution. To increase speed, this convolution can be implemented 

as two orthogonal one-dimensional Gaussian convolutions, mathematically identical to a 

single 2-D convolution because of the separability of the Gaussian convolution operation. In 

this filtered image (Ismoothed) the scintillations appear as bright regions. Local maxima with 

amplitudes above a threshold are attributed to scintillation flashes and their amplitude and 

position (x,y) are recorded. The GFA does not estimate the DOI or z-coordinate of the 

scintillation and the spatial profile is not corrected for the DOI effect. It is assumed that the 

energy is proportional to the amplitude, ignoring the depth-dependent light spread. 

The width σ of g(x,y,σ)2influences the GFA performance146. In this paper, the σ of the GFA 

has been optimized in order to obtain the best possible spatial resolution for each 

scintillation crystal. 

 

2.2.3.2 Multi-scale algorithm The new scintillation detection algorithm presented in this 

paper, the multi-scale algorithm (MSA), is partly inspired by work in computer vision169,170. 

The MSA acts as a matched filter that takes the depth-dependent light spread in the 

continuous scintillator into account and can therefore accurately estimate the depth-of-

interaction (DOI). 

A single scintillation event will result in a light distribution I(x,y,σDOI) on the EM-CCD with 

a width σDOI that depends on the DOI (figure 2.2 (b)). The essential step in the MSA is the 

application of a convolution with a set of Gaussian kernels g(x,y;σ) of increasing width 

(standard deviation σ) and a subsequent multiplication by the respective standard deviation 

σ. This results in the representation of the EM-CCD frame in multiple slices (see figure 2.3 

(a)), each slice being characterized by σ. Scintillation events present in the acquired frame 

will have a distribution function P(x,y;σ)=I(x,y,σDOI)*g(x,y;σ2)·σ after the convolution step. 

The global maximum of P(x,y;σ) is in the slice where the width of the Gaussian kernel 

matches the width of the light distribution on the EM-CCD, i.e. for σ=σDOI. Thus σDOI can 

be estimated by searching each slice for local maxima and selecting the slice with the global 

maximum. Once σDOI is determined, the energy and z-coordinate of the scintillation are 

estimated. 

           
        (a) (b) 

Figure 2.3: (a) Four slices of a multi-scale representation of the EM-CCD frame of figure 2.2(b) 

(bottom slice), representing 2 scintillations at different depths. The slices are calculated by convolution 

of the EM-CCD frame with a Gaussian and multiplication by σ. (b) Profiles of the multi-scale 

representation slices. The global maximum of each scintillation in the multi-scale representation 

(bottom slice for right scintillation, top slice for left scintillation) is found for σ =σ DOI. 
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To relate the energy to σDOI we have to assume a specific light distribution function on the 

EM-CCD for a single scintillation event. Here it is assumed that all the energy of the gamma 

photon is deposited at a single interaction position. This assumption is substantiated by the 

high photoelectric absorption in CsI:Tl (at 141 keV this amounts to 87% of all inelastic 

photon interactions)171 and the short average range and small energy of fluorescent X-rays 

(0.1mm and 35keV respectively)172. Assuming an isotropic light spread and neglecting optical 

photon interactions in the scintillator and with the scintillator surface the light spread can 

be approximated by a Gaussian, 

 

  

 

where E is the energy of the scintillation, is an efficiency factor and the interaction position 

is at (x,y)=(0,0). The total number of photons on the CCD is proportional to the energy and 

does not depend on the DOI (illustrated in figure 2.2 (b)), in contrast to the width of the 

distribution. An explicit evaluation of the convolution results in 

 

 

 

The maximum in the slice characterized by σ2 is given by P(x=0,y=0;σ)=εEσ/2π(σ2
DOI+σ2). 

The global maximum (the largest of these maxima) occurs when the width of the Gaussian 

kernel and the light spread function match, i.e. for σ =σDOI. The energy is related to the 

maximum of P(x,y;σ) by 

 

 

 

The z-coordinate of the scintillation can be related to σDOI with an analytical light spread 

model or by using experimental data. We have chosen to determine the relation between 

σDOI and z by using calibration data of gamma photons incident at a known angle onto the 

scintillator surface. The calibrated relation between σDOI and z is used to determine z from 

the estimated σDOI. During a measurement the position (x,y,z) and the energy are recorded 

for every scintillation flash. The knowledge of the z-coordinate is used to correct the two-

dimensional spatial profile for the DOI effect. 

Depending on the desired accuracy and speed the number of slices can be varied. The range 

of σ depends on the scintillator thickness and has to be such that also scintillations at the 

top of the scintillator (having the largest light spread σDOI) can be detected. To increase 

speed, the convolutions are implemented as two orthogonal one-dimensional Gaussian 

convolutions, and the Gaussian kernels are truncated at 2σ. 

 

2.2.4 Measurements 

 

As a measure of performance of the MSA, its spatial resolution, energy resolution and signal 

to background ratio are compared with the values obtained by the GFA for CsI:Tl 

scintillators 0.6, 1.3 and 2.6 mm in thickness. The number of slices used in the MSA to 
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analyze these measurements is 10. To determine the spatial resolution a line pattern from a 

Tc-99m source (141 keV), projecting through a slit onto the scintillator, is acquired (figure 

2.4 (b)). The spatial resolution is defined as the Full Width Half Maximum (FWHM) of the 

line spread function of the radioactive source, corrected for the width of the gamma photon 

beam.  In our experiments we have investigated both perpendicular incidence (figure 2.4 (a)) 

and incidence at an angle of 45˚ (figure 2.5). The FWHM energy resolution is obtained by 

determining the full width at half maximum of the Tc-99m photopeak.  

 

 

 
(a) (b) 

Figure 2.4: (a) Measurement setup for acquiring line pattern images. (b) Image acquired using the GFA 

of the line pattern of a radioactive Tc-99m source through a 30 µm slit for the 600 µm CsI:Tl scintillator. 

 

Continuous
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Figure 2.5: Measurement setup with the 45˚ slit 

 

The Signal to Background Ratio (SBR) is defined as the ratio of the number of net signal 

counts in an irradiated area of the EM-CCD to the number of noise-induced background 

counts in a non-irradiated area of the same size. The number of net signal counts is obtained 

by subtracting the number of background counts from the counts in an irradiated area of the 

same size.  

Comparison of the spatial resolution and SBR of the two algorithms is always done for an 

equal number of net signal counts. This is accomplished by setting an energy window for the 

MSA and then tuning the detection threshold for the GFA . 
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2.3. Results 

 

2.3.1 Sigma optimization for GFA 

  

As mentioned in section 2.2.3.1, the width σ of the Gaussian kernel of the GFA is optimized 

in order to get the best possible GFA performance. The spatial resolutions for 

perpendicularly incident gamma photons at different widths σ are shown in figure 2.6 for the 

2.6 mm thick scintillator. For the other thicknesses similar results were obtained. The width 

σYyielding the best spatial resolution is chosen as the optimal σ for the comparison with the 

MSA.YThis optimal σ increases with scintillator thickness. 

 

2.3.2 Spatial resolution 

 

A line pattern image of a Tc-99m source projected perpendicularly through the 30 µm slit 

and analyzed by the GFA is shown in figure 2.4 (b). For perpendicular incidence, no DOI-

correction needs to be applied to the spatial profile. Nevertheless use of the MSA instead of 

the GFA still slightly improves the spatial resolution by 11%, 10% and 5% for scintillator 

thicknesses of 0.6 mm, 1.3 mm and 2.6 mm, respectively. We believe that this improvement 

is due to the better match between the kernel width σ used to detect the scintillation, and 

the light spreadYσDOI, which results in more γ photons being detected with a higher accuracy. 

The slight improvement in the spatial resolution of the line pattern profile for the 1.3 mm 

thick scintillator is shown in figure 2.7. All results are summarized in table 2.1. The FWHM 

spatial resolution for both algorithms deteriorates with scintillator thickness. 

 

 

 

 

 

 

 

 

 

 

 

 

 

When the beam is incident at an oblique angle, an estimation of the z-coordinate is 

necessary to correct the spatial profile for the resolution degrading DOI effect. Figure 2.8 

illustrates the capability of our algorithm to estimate the z-coordinate of the interaction for 

the 1.3 mm and 2.6 mm thick scintillators. Density plots are shown in figure 2.8 (a) (1.3 

mm) and (c) (2.6 mm) with the gray scale representing the number of detected scintillation 

events as a function of x- and z-position, when the gamma photons of the Tc-99m source are 

incident under an angle of 45˚. As expected, the scintillation events are distributed along a 

  
Figure 2.6: GFA FWHM spatial 

resolution along the x-direction for the 

2.6 mm thick CsI:Tl scintillator for 

different widths σ of the Gaussian 

kernel. 

Figure 2.7: Profiles of the line 

pattern images for the GFA 

(dashed line) and MSA (solid line) 

for a 1.3 mm thick continuous 

CsI:Tl scintillator. 
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line having a slope of approximately 45˚ with respect to the scintillator surface plane. Few 

scintillation events seem present at the top of the scintillator. This small discrepancy is most 

likely due to mechanical inaccuracies in the setup. The corresponding profiles obtained by 

the GFA and the MSA with DOI correction are shown in figure 2.8 (b) and (d) and the 

spatial resolution is listed in table 2.1. The MSA improves the DOI degraded spatial 

resolution by almost a factor of 5 (from 2.0 mm to 448 µm FWHM) for the 2.6 mm thick 

scintillator and by a factor of 3.3 (from 1.1 mm to 330 µm FWHM) for the 1.3 mm thick 

scintillator.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

2.3.3 Energy resolution and SBR 

 

To investigate the capability of the MSA for improving the energy resolution we compare 

the energy spectra obtained with both algorithms for scintillator thicknesses of 0.6, 1.3 and 

2.6 mm in figure 2.9. For all scintillator thicknesses the MSA outperforms the GFA. For the 

scintillator of 0.6 mm, the GFA does not even show a photopeak, whereas it is clearly visible 

when the MSA is used. For the 1.3 mm and 2.6 mm thick scintillators the photopeak 

acquired by the MSA is more narrow than the photopeak obtained by the GFA; respective 

improvements in FWHM energy resolution of 34% and 36% are obtained. Furthermore the 

MSA compared with the GFA results in an energy spectrum with significantly more counts 

present in the photopeak and less outside the photopeak. As already stated the results for 

the MSA were obtained for 10 slices (figure 2.3 (a)). The effect of the number of slices on the 

energy resolution in the MSA has also been investigated, and was found to be small. 

Compared with the GFA, the MSA improves the SBR by 32%, 47% and 21% for scintillators 

of 0.6 mm, 1.3 mm and 2.6 mm respectively.  

 

  

 

 

1.3 mm 

(a) (b)  

  

 

 

2.6 mm 

(c) (d)  

Figure 2.8: Density plots of the DOI, z, versus position x detected by the MSA are 

shown on the left. Top: 1.3 mm thick scintillator bottom: 2.6 mm thick scintillator.  

Image profiles for GFA (dashed line, left y-axis) and DOI-corrected MSA (solid line, 

right y-axis) are shown on the right. 
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(a) (b) (c) 

Figure 2.9: Energy spectra of a Tc-99m source for GFA (dotted line, right axis) and MSA (solid line, left 

axis) for scintillator thicknesses of 2.6mm (a), 1.3 mm (b) and 600 Ym (c).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.4. Discussion  

 

In the present work we have shown that the use of a new analytical scintillation detection 

algorithm, the multi-scale algorithm, improves the spatial resolution, the energy spectrum 

and the SBR compared to the optimized Gaussian filter algorithm proposed previously137. 

The fast multi-scale algorithm uses information contained in the width of the light spread 

distribution, allowing an accurate estimation of the energy and a correction to the spatial 

profile for the DOI effect. The MSA is expected to be significantly faster than a statistical 

algorithm as this new algorithm does not require the calculation of many iterations. 

In this work we have used a relatively simple model for light spread to facilitate fast blurring 

operations. More accurate modelling of the light spread function including effects such as 

inelastic scatter, fluorescent X-rays and reflections on the top and edges of the scintillator 

can further improve algorithm performance, possibly at the expense of computation time. 

In this paper we did not focus on effects close to the edges of the camera. Like in almost any 

scintillation camera, the spatial resolution is expected to be less good at the edges and could 

be improved by more advanced modelling. Alternatively, a relative reduction of the number 

of event detections that suffer from edge effects can be achieved by choosing a larger active 

area of the gamma camera. A larger active area can be obtained using demagnifying optical 

Table 2.1: Spatial, energy resolution (FWHM) and SBR for the GFA and MSA 

 Thickness GFA MSA Improvement 

Spatial resolution  0.6 [mm] 0.45 [mm] 201 [µm] 2.2 × 

(oblique angle) 1.3 [mm] 1.1 [mm] 330 [µm] 3.3 × 

 2.6 [mm] 2.0 [mm] 448 [µm] 4.5 × 

energy resolution 0.6 [mm] n.a. 52 % n.a. 

 1.3 [mm] 70 % 46 % 34 % 

 2.6 [mm] 75 % 48 % 36 % 

SBR 0.6 [mm] 53 70 32 % 

 1.3 [mm] 150 220 47 % 

 2.6 [mm] 195 236 21 % 

Spatial resolution  0.6 [mm] 66 [µm] 59 [µm] 11 % 

(perpendicular) 1.3 [mm] 100 [µm] 90 [µm] 10 % 

 2.6 [mm] 156 [µm] 148 [µm] 5 % 
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tapers82 and larger CCDs, which are currently in development in our department.  

We have investigated CsI:Tl scintillators of different thicknesses. For the thickest scintillator 

the improvement in spatial resolution at an oblique angle  by the MSA compared with the 

GFA is most pronounced; an improvement of almost a factor of 5 is reached. 

Using the MSA our gamma camera reaches a spatial resolution of 148 µm FWHM with an 

energy resolution of 46% FWHM for the 2.6 mm scintillator (interaction probability 61% at 

141 keV). While the spatial resolution is much better than the spatial resolution of clinical 

gamma cameras (typically 3-4mm), the energy resolution is not yet as good. This is not so 

important for animal imaging as scatter rejection is often not required due to the lower 

scatter in animals compared to humans. However, we expect that the use of dense high light 

output scintillators that are currently under development in our group can improve the 

energy resolution as well as the spatial resolution and interaction probability.  

 

2.5. Conclusions 

 

In the present work we have developed a new analytical scintillation detection algorithm, the 

multi-scale algorithm, and compared it with the Gaussian filter algorithm138. The MSA 

improves the spatial resolution, the energy spectrum and the SBR compared to the 

optimized GFA. The multi-scale algorithm can accurately estimate the energy and correct 

the spatial profile for the DOI effect, improving the resolution up to almost a factor of 5. 

The FWHM spatial resolution (both for gamma photons incident perpendicularly and at an 

oblique angle) obtained by both algorithms deteriorates with scintillator thickness, due to 

the increased light spread in thicker scintillators.  

Statistical scintillation detection in EM-CCD cameras165 may improve the detector 

performance further, however long computation times compared to analytical algorithms can 

be prohibitive in many applications. Besides new scintillators and statistical algorithms, 

further improvements in spatial resolution, energy resolution and SBR may be obtained by 

reduction of noise in the EM-CCD and read-out electronics.  
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MAXIMUM-LIKELIHOOD SCINTILLATION DETECTION

Abstract

Gamma cameras based on charge-coupled devices (CCDs) coupled to continuous scintillation crystals

can combine a good detection efficiency with high spatial resolutions with the aid of advanced

scintillation detection algorithms. A previously developed analytical multi-scale algorithm (MSA)

models the depth-dependent light distribution but does not take statistics into account. Here we

present and validate a novel statistical maximum-likelihood algorithm (MLA) that combines a

realistic light distribution model with an experimentally validated statistical model. The MLA

was tested for an electron multiplying CCD (EM-CCD) optically coupled to CsI:Tl scintillators

of different thicknesses. For 99mTc imaging, the spatial resolution (for perpendicular and oblique

incidence), energy resolution and signal-to-background counts ratio (SBR) obtained with the MLA

were compared with those of the MSA. Compared to the MSA, the MLA improves the energy

resolution by more than a factor of 1.6 and the SBR is enhanced by more than a factor of 1.3. For

oblique incidence (approximately 45◦), the depth-of-interaction (DOI) corrected spatial resolution

is improved by a factor of at least 1.1, while for perpendicular incidence the MLA resolution does

not consistently differ significantly from the MSA result for all tested scintillator thicknesses. For the

thickest scintillator (3 mm, interaction probability 66% at 141 keV) a spatial resolution (perpendicular

incidence) of 147 µm full width at half maximum (FWHM) was obtained with an energy resolution

of 35.2% FWHM. These results of the MLA were achieved without prior calibration of scintillations

as is needed for many statistical scintillation detection algorithms. We conclude that the MLA

significantly improves the gamma camera performance compared to the MSA.
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CHAPTER 3

3.1. Introduction

The use of multi-pinhole small-animal single photon emission tomography (SPECT) imaging44,45 can

yield excellent image resolutions46,47,48,159. Image resolutions better than half a mm are no longer

proof-of-principle49,50,173. At present, these ultra-high resolutions are obtained using traditional

gamma cameras, by employing the principle of pinhole magnification. For future improvements of

small animal SPECT imaging, gamma cameras with better spatial resolution and significant energy

discrimination capabilities are essential53,140,153,154,155.

Compact, high-resolution gamma imaging cameras are being developed by many research

groups123,156,157,158,159,160,161,162,163,164. A subset of these gamma cameras use micro-columnar

CsI:Tl scintillators138 in combination with EM-CCDs137,138,140,146,148,165. In such CCD based

detectors individual scintillation events can be detected in photon counting mode, enabled by

readout at high frame rates. This detection method greatly improves the spatial resolution

compared to integration of the scintillation light signal82. The sensitivity of these detectors can be

improved by using continuous instead of micro-columnar scintillators which are available in larger

thicknesses144,174 (chapter 2 and 7). A problem of pinhole gamma cameras with continuous crystals

is the degradation of spatial resolution due to the variable depth-of-interaction (DOI) for gamma

photons incident at oblique angles168,175 (chapter 4). This degradation of spatial resolution can be

reduced by using a detection algorithm that can detect the DOI. We have previously developed such

a scintillation detection algorithm, the multi-scale algorithm (MSA), that uses an analytical model

for the depth-dependent light distribution144 (chapter 2). While this algorithm already improves

significantly upon an algorithm that does not use a depth-dependent light distribution model, further

improvements in performance are expected by using a statistical scintillation detection algorithm.

Previously, a statistical scintillation detection algorithm using a calibration based approach

was applied to an EM-CCD based gamma camera with a micro-columnar scintillator165 and to a

simulation of a multi-anode photomultiplier tube based gamma camera with a thick continuous

scintillator99. Furthermore an excellent overview article about maximum-likelihood scintillation

detection is available141. Detection algorithms that rely on the calibration of individual scintillations

have their disadvantages; given the large number of pixels of a CCD these calibrations are often time

consuming and lead to a data storage challenge.

In this paper we present a novel statistical scintillation detection algorithm for EM-CCD

based gamma cameras with continuous scintillators. This algorithm does not require calibration of

gamma photon scintillations but instead uses analytical models for the light distribution and EM-

CCD statistics. The statistical model derived in this paper is based on research into EM-CCD

characteristics performed by many authors167,176,177. Maximum-likelihood estimation is used to

determine the scintillation position and energy of the incoming gamma photon. The performance

of this maximum-likelihood algorithm (MLA) is evaluated by comparison with the MSA in terms

of spatial resolution, DOI corrected spatial resolution for oblique incidence, energy resolution and

signal-to-background counts ratio (SBR).

3.2. Methods

3.2.1. EM-CCD, optical coupling and scintillator

The gamma camera consists of a CsI:Tl SCIONIX scintillator optically coupled, by a fiber optic

plate (FOP), to the E2V CCD97 EM-CCD126,127,166. A schematic of the gamma camera is shown in
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-

Fiber
Optic
Plate

(a) (b)

Figure 3.1: (a) EM-CCD with a FOP. (b) Schematic of the gamma camera consisting of a continuous

scintillator optically coupled through a FOP to the EM-CCD, cooled by a Peltier element.

figure 3.1 and is described in detail in144 (chapter 2). The pixels here are binned178 (chapter 8) on

chip to a size of 16×32 µm2. The FOP reduces the number of optical photons that reach the EM-CCD

at large oblique angles (see appendix). The scintillator thicknesses used in this paper are 0.7 mm, 1.5

mm, 1.8 mm and 3 mm with interaction probabilities for 99mTc gamma photons (141 keV) of 20%,

42%, 47% and 66%, respectively.

3.2.2. Multi-scale algorithm

The MSA acts as a matched filter that takes the depth-dependent light distribution in the continuous

scintillator into account and can therefore accurately estimate the DOI144 (chapter 2). Implicitly, the

MSA uses a Gaussian light distribution model. Here we employ the MSA with a threshold on the

CCD data which is at a level of 3 times the σ (standard deviation) above the mean dark level of the

individual pixel. The pixel σ and mean dark level is determined from dark CCD frames.

3.2.3. Maximum-likelihood algorithm

The maximum-likelihood algorithm (MLA) estimates the position and energy of scintillations by

calculating the response of the detector for a given estimated position and energy and iteratively

updating the estimate after comparison of the calculated response to the actual measurement (i.e.

CCD frame). In order to accurately calculate the detector response and thus accurately determine

the position and energy of scintillation events, the MLA requires advanced modeling of the detector

in terms of mean scintillation photon distribution and detector statistics. The mean light distribution

(figure 3.2 (a)) and statistical model (figure 3.3) and their validations are discussed below.

3.2.3.1. Light distribution In our gamma detector a gamma photon is absorbed in the scintillator

and optical photons are generated (shown in figure 3.2 (a)). The first step in calculating the detector

response consists of estimating the mean number of scintillation photons λi incident on each pixel i

of the detector for a given scintillation position and energy. Assuming a single interaction position

and neglecting interactions of optical photons with the scintillator but taking into account Fresnel

reflections and the optical properties of the FOP, the mean light distribution can be modeled by
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Here~θ is the parameter vector describing the scintillation event, it contains the scintillation position
~θρ, consisting of ~θr = (θx,θy) and θz representing the x, y and z coordinate of the scintillation, the

number of generated optical photons θN and the background signal θbg. Furthermore,~ρi is the pixel

position, consisting of the lateral pixel position ~ri = (xi,yi) and z position zi, A is the area of an

EM-CCD pixel, ε is an efficiency factor and the function f (φi) describes the Fresnel reflections and

transmission of the FOP as a function of the angle (φi) of the photon with the fiber axis for pixel i

(see appendix). The z axis is chosen perpendicular to the scintillator plane starting at the scintillator

bottom (see figure 3.1 (b)). To obtain a simple expression for the mean light distribution, we have

approximated (3.1) by a Gaussian with a cutoff at an angle φcutoff:
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Here H is the Heaviside step function and σDOI(θz) describes the width of the light distribution which

depends on the scintillation z position (θz).

3.2.3.2. Statistical model The role of the statistical model (figure 3.3) is to provide a complete

distribution of the detector output for a mean photon distribution described by the light distribution

model. The number of optical photons generated is not a Poisson random variable179,180, however,

through rarity, the optical photons incident on one pixel of the EM-CCD are Poisson distributed181,182.

An optical photon incident on the EM-CCD can reflect at different boundaries (scintillator-optical

coupling, optical coupling-FOP, etc.) before reaching the EM-CCD and an optical photon reaching

the EM-CCD can generate an electron-hole pair or not. Both these processes are Binomial selections

whereby the Poisson distribution is retained and only its mean changes183. Besides these electrons

generated by photons, also noise induced electrons can be present in a pixel of the EM-CCD. The

main noise sources for electrons are dark current noise and CIC noise167,176,177, shown in figure 3.3.

These noise induced electrons are Poisson distributed. The sum of the photon generated electrons

and noise induced electrons in one pixel is again a Poisson random variable

prel. (n|n̄) =
n̄n exp(−n̄)

n!
(3.3)

n̄ = n̄p + n̄n,

where n is the number of electrons in the pixel and n̄ the mean number of electrons in the

pixel consisting of the mean number of photon generated electrons n̄p and the mean number of noise

induced electrons n̄n. The electrons are amplified in the electron multiplication (EM) register and

the conditional probability prEM(g|n) for g electrons at the EM register output given n electrons in a

pixel is, similar to 176, given by:

prEM (g|n) = H(g)
gn−1 exp

(

− g
gain

)

gainn (n−1)!
+δ0nδ(g). (3.4)
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(a) (b)

Figure 3.2: (a) Measurement setup for acquiring line pattern images showing parameters from equation

(3.1). The gamma photon is absorbed in the scintillator and θN optical photons denoted by the dash dot

lines are emitted. (b) Measurement setup with the 45◦ slit showing γ interactions at x coordinates θx and

corresponding depths θz in the top of the scintillator (1), the middle (2) and the bottom (3).
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Figure 3.3: Schematic illustration of the statistical model with all modeled noise sources.

Here H(g) is the Heaviside step function, δ0n is the Kronecker delta and δ(g) is the Dirac delta

function. We describe the number of electrons at the EM register output by a continuous variable g,

which is allowed because gain≫ 1. The distribution prEM is normalized for integration over g for any

given n. Combining distributions (3.3) and (3.4) yields the conditional probability proutputEM(g|n̄) of

the number of electrons at the EM register output given a mean number of electrons in a pixel,

proutputEM (g|n̄) =
∞

∑
n=0

prEM (g|n) prel. (n|n̄) =

H(g)exp

(

−n̄− g

gain

)√

n̄

g ·gain
I1

(

2

√

n̄g

gain

)

+ exp(−n̄)δ(g). (3.5)

Here I1 is the modified Bessel function of the first kind and the Dirac delta function δ(g) describes

the case of zero electrons at the input of the EM register.

Subsequently, the electrons at the output of the EM register are converted to a voltage in the

charge-to-voltage amplifier. This conversion and other electronic noise in the analog electronics adds

readout noise which has a Gaussian distribution. The output is a convolution of a Gaussian with the

output signal177, but can be approximated by a convolution with the Dirac delta function in (3.5)
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only167. Applying this to the distribution in (3.5) results in

proutput (g|n̄) = H(g)exp

(

−n̄− g

gain

)√

n̄

g ·gain
I1

(

2

√

n̄g

gain

)

(3.6)

+ exp(−n̄)
1√
2πσ

exp

(

− g2

2σ2

)

,

where σ is the standard deviation of the Gaussian readout noise. The distribution is normalized for

integration over g from -∞ to +∞. Equation (3.6) is the conditional probability to measure g electrons

at the output given n̄. Since we want to estimate n̄ given a certain output g, we need the conditional

probability proutput(n̄|g). We have no prior knowledge of n̄ and therefore assume that pr(n̄) is constant

for nonnegative n̄ and zero for negative n̄ as is typical in ML182. In that case Bayes rule184 reduces to

proutput (n̄|g) =
proutput (g|n̄)

R ∞
0 proutput (g|n̄)dn̄

. (3.7)

Applying this to the approximation above results in a normalization of (3.6) for n̄:

proutput (n̄|g) =

[

H(g)gain−1 + exp

(

− g2

2σ2

)

(√
2πσ

)−1
]−1

proutput (g|n̄) . (3.8)

3.2.3.3. Maximum-likelihood estimation Combining the light distribution model (3.1) and the noise

n̄n with the normalized conditional probability (3.8) and multiplying over all pixels i the conditional

probability for a scintillation described by vector~θ given the measured pixel values ~g is

proutput

(

~θ|~g
)

= ∏
i

proutput

(

λi

(

~θ
)

+(n̄n)i |gi

)

, (3.9)

where~θ is the vector describing the scintillation position, the number of generated optical photons and

the background signal defined in (3.1). The maximum-likelihood estimate is obtained by maximizing

(3.9) or its logarithm.

3.2.3.4. Implementation of MLA For the ML algorithm, the CCD frame is thresholded at a level of

3 times the Gaussian readout noise and the data are binned from 16 × 32 µm to 64 × 64 µm pixels

by digital summation. The threshold on the data was necessary due to low amplitude drift in the

CCD frame data. To obtain starting values for the vector ~θ (see equation (3.1)) the CCD frame is

initially searched with the MSA algorithm and the outcome is used as a first estimate. The starting

value for θbg is set at n̄n, obtained from a measurement of the noise. Subsequently, a taxi cab type

search algorithm maximizes the log of the likelihood equation (3.9). This search algorithm, which is

a simple version of the Powell method185 and similar to previously published work186,187, evaluates

log[proutput(~θ,~g)] by varying only one of the elements of vector~θ at a time. The value that maximizes

an arithmetic mean of the likelihood equation (3.9) is chosen as the new estimate of~θ. This taxi cab

type algorithm performs the same search for all elements in the vector~θ and this five-element search

is repeated for 40 iterations.

3.2.4. Validation methods

3.2.4.1. Validation of the statistical model To validate the probability distribution equation (3.6)

that was derived in this paper and that forms the basis of the MLA, a series of measurements was

performed. The pixel values ~g of the EM-CCD were measured as a function of the mean number of

incident photons. To this end we irradiated the EM-CCD with a light source with varying intensities
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and measured its response. The measurements were fitted with equation (3.6) with gain, n̄ and σ as

fit parameters.

3.2.4.2. Scintillation light distribution on the detector The mean light distribution of optical photons

on the EM-CCD as a function of the depth of the scintillation events (θz) was measured. The setup

for this measurement consisted of a slit at an angle of approximately 45◦ as shown in figure 3.2

(b). The scintillations at a certain depth (θz) can be selected by combination of the detected position

(θx,θy) with the known thickness of the scintillator. Scintillations detected at the same depth (θz)

were summed to obtain mean scintillation light distributions as a function of depth. These mean

light distributions at 15 different depths were fitted with equation (3.1) where the fit parameters were

θx, θN, θbg and the reflectivity (see appendix). θz was set to the value of the known depth. The

light distributions were fitted again with equation (3.1) with constant reflectivity (obtained from the

previous fit) and with the Gaussian given by equation (3.2) with fit parameters θz, θx, θN and θbg.

The value of φcutoff in equation (3.2) was chosen at 37◦. The linear relation between σDOI and (θz)

was determined from the latter fit.

3.2.5. Algorithm comparison

As a measure of performance of the statistical algorithm, its spatial resolution, energy resolution,

SBR and linearity of response with energy are compared with the values obtained by the MSA.

In the MSA the slices are selected in such a way that every slice corresponds to a depth in the

scintillator of approximately 300 µm. However, in the case of oblique incidence more slices were

chosen (approximately 70 µm per slice) to rule out any spatial resolution degradation due to a limited

number of slices. To determine the spatial resolution, a line pattern from a 99mTc source (141 keV),

projecting through a slit onto the scintillator, is acquired (illustrated in figure 3.2 (a)). The spatial

resolution is defined as the full width at half maximum (FWHM) of the line spread function of the

radioactive source without correction for the width of the gamma photon beam. In our experiments

we have investigated both perpendicular incidence (figure 3.2 (a)) and incidence at an angle of

approximately 45◦ (figure 3.2 (b)). The FWHM energy resolution is obtained by determining the

FWHM of the 99mTc photo-peak for the scintillations in an area around the slit (with a width of 260

pixels). The energy in the energy spectra is calibrated by using the photo-peak of 99mTc at 141 keV.

The SBR is defined as in previous research144 (chpater 2). The uncertainties in the SBR, spatial and

energy resolution measurement were determined using the bootstrap method188 and are expressed as

a standard deviation. Comparison of the spatial resolution and SBR of the two algorithms is always

done for an equal number of net signal counts. This is accomplished by setting an energy window

for the MSA and the MLA. The linearity of response with energy of the MLA is investigated using a
99mTc, 241Am and 125I source after which the measured relative photo-peak energy is compared with

the known relative photo-peak energies of these isotopes.

3.3. Results

3.3.1. Validation of the statistical model

The output distribution of a single pixel was measured as a function of the mean number of detected

photons per pixel and fitted using equation (3.6). The plots, shown in figure 3.4, show a fairly good
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Figure 3.4: Measured distribution for a signal level and a fit with equation (3.6) for (a) 3.2 detected

photons per pixel, (b) 6.6 detected photons per pixel and (c) no photons incident on the CCD (n̄ = 0.1 due

to noise).
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Figure 3.5: (a) Measured mean light distribution of scintillations at a depth of approximately 0.4 mm

and a profile (b) at the same depth with a fit with the model (3.1) and a Gaussian (3.2). Profile and light

distribution fits are also shown for a depth of approximately 1.3 mm (c).

fit indicating that the statistical model gives an adequate description of the large noise and signal

components.

3.3.2. Scintillation light distribution on the detector

The measured mean light distribution of scintillations on the detector pixels is shown in figure 3.5(a).

The mean reflectivity obtained from the fit was 0.9976 ± 0.0004. The profiles and the fit results are

shown in figure 3.5 (b) and (c) for depths of approximately 0.4 and 1.3 mm. The measurements and

fits show that both the model (equation (3.1)) and the Gaussian (equation (3.2)) can describe the mean

light distribution accurately.

3.3.3. Spatial resolution for perpendicular incidence

The influence of the algorithm on the spatial resolution is investigated using the line pattern

measurement of 99mTc (as shown in figure 3.2 (a)) consisting of 100 000 CCD frames for the 3

mm thick scintillator and 50 000 CCD frames for the 1.8 mm thick scintillator. For the 3 mm

thick scintillator the profiles of the line patterns obtained with the MLA and the MSA are shown

in figure 3.6. Both profiles are approximately the same. For the 1.8 mm thick scintillator the results

are shown in table 3.1. The FWHM spatial resolution for the MLA is slightly smaller than for the

38



MAXIMUM-LIKELIHOOD SCINTILLATION DETECTION

3600 3800 4000
0

1000

2000

3000

C
o

u
n

ts
 b

in
−

1

x [µm]

 

 
3600 3800 4000

1000

2000

3000
MLA

MSA

Figure 3.6: Profiles of line patterns of a 99mTc source for the MLA (solid, red, left y-axis) and the MSA

(dashed, blue, right y-axis) for a 3 mm thick scintillator.
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Figure 3.7: Shown for the 3 mm thick scintillator are (a) detected DOI for the MLA, (b) uncorrected

profile for the MLA (solid, red) and MSA (dashed, blue) and (c) DOI corrected profile for the MLA (left

y-axis) and MSA (right y-axis).

MSA, but only significantly for the 1.8 mm thick scintillator. The spatial resolution for the 3 mm

scintillator was 150 µm for the MSA, a factor 1.02 ± 0.03 from the 147 µm for the MLA. The spatial

resolution for the 1.8 mm scintillator was 125 µm for the MSA, a factor 1.10 ± 0.04 from the 114

µm for the MLA. All results and errors are summarized in table 3.1.

3.3.4. DOI detection and correction

Figure 3.7 illustrates the capability of our algorithm to estimate the z-coordinate of the interaction for

the 3 mm thick scintillator. A density plot is shown in figure 3.7 (a) with the gray scale representing

the number of detected scintillation events as a function of x- and z-position, when the gamma

photons of the 99mTc source are incident under an angle of approximately 45◦. As expected, the

scintillation events are distributed along a line having a slope of approximately 45◦ with respect to

the scintillator surface plane. Figure 3.7 (b) shows the spatial profile of the density plot in (a). It can

be clearly seen that the intensity of the detected gamma beam is reduced by interactions of photons

with the scintillator, as would be expected. For the 3 mm thick scintillator, the MLA is slightly more

efficient at detecting scintillations far from the detector (at z ≈ 3 mm or x ≈ 6 mm) compared with

the MSA (remember that the profiles are shown with an equal total number of counts). In figure 3.7

(c), the profile corrected for the DOI is plotted. Compared with the MSA the MLA improves the DOI

corrected spatial resolution by a factor of 1.13 ± 0.04 (from 495 µm to 437 µm FWHM) for the 3
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Figure 3.8: Energy spectra of 99mTc for the MLA (solid, red, left y-axis) and the MSA (dashed, blue,

right y-axis) for the scintillator with thickness of (a) 1.5 mm and (b) 3 mm.

mm thick scintillator and by a factor of 1.12 ± 0.02 (from 306 µm to 273 µm FWHM) for the 1.5

mm thick scintillator (see table 3.1). The measurements contain 100 000 (1.5 mm) and 75 000 (3

mm) CCD frames.

3.3.5. Energy resolution and SBR

The energy spectra for the MLA and MSA, shown in figure 3.8, consist of 100 000 CCD frames for

the 1.5 mm scintillator and 95 000 frames for the 3 mm scintillator. For both scintillator thicknesses

the MLA significantly improves upon the energy resolution obtained with the MSA. For the 1.5 mm

thick scintillator the energy resolution improves from 53.3 % to 32.7 % by a factor of 1.63 ± 0.06,

for the 3 mm thick scintillator the energy resolution improves from 65.3 % to 35.2 % by a factor 1.85

± 0.09. Compared with the MSA, the MLA improves the SBR from 87 to 133 by a factor of 1.54 ±
0.10 (1.5 mm) and from 130 to 178 by a factor of 1.37 ± 0.11 (3 mm).

3.3.6. Linearity of response with energy

The energy spectra of 99mTc and 241Am for the 1.5 mm thick scintillators are shown in figure 3.9

(a). The high energy tail of the 241Am spectrum is probably due to the high count rate during the

measurement which resulted in pile-up. The same measurement for 99mTc and 125I was performed

on a 0.7 mm thick scintillator. In figure 3.9 (b), the measured relative energy peak for 125I, 241Am

and 99mTc (with respect to the 99mTc energy peak position) for the MLA and MSA are plotted versus

the known isotope gamma energies. The responses with energy for the MLA and the MSA are

approximately equal and linear.

3.4. Discussion

The MLA presented in this paper uses a validated statistical model of the EM-CCD, based on the work

by various authors167,176,177 and a Gaussian approximation to a realistic light distribution model. The

results in this paper show that the use of a statistical model in a scintillation detection algorithm

improves the performance. The MLA outperforms the previously developed MSA which, like the
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Figure 3.9: Energy spectra of 99mTc (solid, green, left y-axis) and 241Am (dashed, magenta, right y-axis)

for the 1.5 mm scintillator in (a). In (b) the relative energy peak positions are plotted as a function of

energy for the MLA and MSA.

Table 3.1: Spatial resolution, energy resolution (FWHM) and SBR for the MLA and MSA.

Thickness [mm] MSA MLA Improvement factor

Energy resolution [%] 1.5 53.3 ± 1.4 32.7 ± 0.8 1.63 ± 0.06

3 65.3 ± 2.9 35.2 ± 0.7 1.85 ± 0.09

Spatial resolution ∆x [µm] 1.8 125 ± 2 114 ± 3 1.10 ± 0.04

3 150 ± 3 147 ± 2 1.02 ± 0.03

Spatial resolution ∆x [µm] 1.5 306 ± 4 273 ± 4 1.12 ± 0.02

at oblique incidence (45◦) 3 495 ± 12 437 ± 9 1.13 ± 0.04

SBR 1.5 87 ± 4 133 ± 7 1.54 ± 0.10

3 130 ± 7 178 ± 11 1.37 ± 0.11

MLA, uses a Gaussian depth-dependent light distribution model but no statistical model for detector

response and noise. The aspect that benefits the most from the statistical approach is the energy

resolution; a significant improvement of more than a factor 1.6 is found for scintillator thicknesses of

1.5 mm and 3 mm. Furthermore, the MLA improves the SBR by factors of 1.37 to 1.54, depending on

the scintillator thickness, and the DOI corrected spatial resolution for oblique incidence by factors of

1.12 (1.5 mm thick scintillator) and 1.13 (3 mm). For the latter measurement, we chose to use many

slices in the MSA (with a single slice corresponding to 70 µm instead of 300 µm in depth) to rule

out any degradation of the MSA result due to too few slices. The spatial resolution for perpendicular

incidence was, within uncertainty, the same with the 3 mm thick scintillator for both algorithms.

However, for the 1.8 mm thick scintillator, the improvement for the MLA is small but significant.

Furthermore, it was shown that the responses with energy for the MLA and MSA are approximately

linear by a measurement for 99mTc and 241Am with a 1.5 mm thick scintillator and for 99mTc and
125I with a 0.7 mm scintillator. These measurements with 241Am and 125I were performed on rather

thin scintillators because thick scintillators (3 mm) would make detection of these low energies very

difficult.
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The MLA, unlike many statistical scintillation detection algorithms, does not require

calibration of individual scintillations for different scintillation positions and energies. Although

calibration could improve performance close to the edges of the camera it requires a recurring large

experimental effort to obtain the calibration data and it also requires a large amount of data storage

for detectors with many pixels such as CCDs.

Using the MLA our gamma camera reaches a spatial resolution of 147 ± 2 µm FWHM with

an energy resolution of 35.2 ± 0.8 % for 99mTc for the 3 mm thick scintillator (interaction probability

67 % at 141 keV). While the spatial resolution is much better than the spatial resolution of clinical

gamma cameras (typically 3-4 mm), the energy resolution is not yet as good. However, this is not

so important for animal imaging as scatter rejection is often not required due to the relatively low

amount of scatter in animals compared to humans.

Furthermore, we expect to further improve the detector performance by combining the

advantages of Silicon Photo Multipliers (SiPM) with those of EM-CCDs using SiPM side

detection189. Moreover, we expect that further reduction of the noise in the EM-CCD, for instance by

using an advanced CCD controller190, can improve the energy resolution. To accurately determine

how much a given reduction of noise will improve the performance of the EM-CCD based gamma

camera a simulation study would be beneficial.

3.5. Conclusion

In this paper we have presented a statistical maximum-likelihood scintillation detection algorithm.

The statistical model and light distribution model employed in the algorithm have been validated

experimentally. We have compared the statistical scintillation detection algorithm with a previously

presented analytical multi-scale algorithm and found that the use of a statistical instead of an

analytical algorithm significantly improves the energy resolution, the spatial resolution for oblique

incidence and the SBR.
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3.7. Appendix

The optical light distribution is determined by the various optical components of the detector (shown

in figure 3.10). The optical system consists of the scintillator which absorbs gamma photons and emits

optical photons. These optical photons can travel through the thin layer of optical grease (Bicron 630)

to the fiber optic plate (FOP) with angle with the fiber axis φi. The FOP restricts lateral spreading

of optical photons. An optical epoxy (Epotec 301-2 with refractive index n5 = 1.53)191 connects

the FOP optically to the EM-CCD. To accurately model the light distribution of a scintillation as

detected on an EM-CCD we use a model that describes the different optical components. The FOP

is the most complicated part of the optical system. The Anteryon FOP core is made of FOC-1 glass

(n3 = 1.805) and the cladding is made of 8250 Scott glass (n4 = 1.487). These refractive indices result

in a critical angle φc of 34.5◦ with the fiber axis. The FOP is 3 mm thick and consists of fibers with

a diameter of 5.4 µm. In order to take the transmission of skew rays192 above the critical angle into

account, the fibers are assumed to be cylindrical. The main causes of attenuation in a FOP are Fresnel
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Figure 3.10: Diagram of the detector with the respective refractive indices indicated in the scintillator,

FOP core and cladding and optical grease and epoxy. The actual width of a single core glass fiber is

only 5.4 µm. The red dashed line shows a possible path of a photon from the scintillator to the EM-CCD

detector.

reflections at the faces, an internal reflectivity less than 1 and absorption within the material of the

fiber193. The Fresnel reflections at the faces of the FOP and at the CsI:Tl scintillator (n1 = 1.79) 194

to optical grease (Bicron 630, n2 = 1.47)195 interface are taken into account. The internal reflectivity

is assumed to be less than 1 and an equation from other research196 is used. Given the relatively

small thickness of the FOP, the absorption within the material is neglected. We neglect the small

Table 3.2: refractive indices

Material Refractive index

CsI:Tl n1 1.79

Bicron 630 n2 1.47

FOP core n3 1.487

FOP cladding n4 1.805

Epotec 301-2 n5 1.53

difference in refractive indices between n1 (1.79) and n3 (1.805) and between n2 (1.47) and n5 (1.53)

which simplifies the expression for the Fresnel transmission. Furthermore the angle of a photon with

the scintillator surface is approximated by the angle with the fiber axis, denoted by φi. f (φi) from

equation (3.1) can then be described by

f (φi)=

[

1

2

(

Ts (φi)+Tp (φi)
)

]3

R n(φi)l

{

1− 2

π

[

arccos
(

α(φi)
−1

)

+α(φi)
−1

(

1−α(φi)
−2

)
1
2

]}

.(3.10)

Here the first term with coefficients Ts and Tp describe the Fresnel transmission197 of the scintillator

to optical grease interface and the FOP top and bottom interfaces, R is the reflectivity, n(φi) is the

number of reflections per unit length inside the FOP as a function of the angle with the fiber axis φi,

l the length of the fibers and α(φi) is defined as192

α(φi) =
n3 sin(φi)
√

n2
3 +n2

4

. (3.11)
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The angle with the fiber axis φi (in figure 3.10) can be approximated by

φi = arcsin
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The number of reflections n(φi) per unit length196 is given by

n(φi) =
φi

R
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 φi > φc (3.13)

n(φi) =
2φi

πR
φi ≤ φc (3.14)

with R being the radius of the fiber.
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Abstract 

 

The performance of pinhole Single Photon Emission Computed Tomography (SPECT) 

depends on the spatial resolution of the gamma-ray detectors used. Pinhole cameras suffer 

from strong resolution loss due to varying depth-of-interaction (DOI) of gamma quanta that 

enter the detector material at an angle. We eliminate DOI effects in a scintillation gamma 

camera via a dedicated optic fiber bundle that acts as a focusing collimator for light 

generated in a scintillation crystal. A curved crystal is connected to a concavely shaped 

fiber-optic bundle such that the fibers connect perpendicular to the crystal’s convex surface 

and point straight at the pinhole opening. Limiting the fiber numerical apertures can be used 

to suppress resolution losses due to light spread. Here we demonstrate experimentally that 

this prototype position-sensitive gamma sensor successfully eliminates DOI effects, has an 

intrinsic resolution of better than 280 µm Full Width at Half Maximum with an interaction 

probability 67% for 140 keV photons. Therefore the detector has great potential for 

increasing resolution of pinhole SPECT. 
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4.1 Introduction 

 

Today, imaging of radio-labeled tracers with gamma-cameras, whether in planar or Single 

Photon Emission Computed Tomography (SPECT) mode, forms the most frequently used 

clinical molecular imaging procedure. SPECT imaging of small animals rapidly gains 

popularity as a key tool for the development of tracers, development of methods and (radio-

labeled) agents for cancer therapy and to study animal models of human 

disease44,45,46,48,49,198,199,200,201,202. A key advantage of SPECT over optical molecular imaging is 

that the tracers can rapidly be translated to clinical application because gamma radiation 

has much lower attenuation and scatter in tissue than optical photons. Instrumental in these 

developments is the recent introduction of sub-mm and sub-half-mm resolution SPECT 

systems with high quantitative accuracy, mostly based on pinhole collimation technology. 

Pinholes cameras also have high potential for improving clinical SPECT devices. However, 

limited resolution and bulkiness of gamma-ray detectors can be perceived as the largest 

bottleneck to further improvement of SPECT device performance54,153,155,203.  

Commonly used scintillation detectors have an intrinsic resolution of a couple of mm. 

In these detectors the interaction position and energy of gamma quanta are extracted from 

the scintillation flashes via an array of photomultiplier tubes (PMTs). To improve detection 

accuracy a vast amount of research is directed at finding reliable alternatives to PMTs. In 

one class of novel detectors these PMTs are replaced by low-noise CCDs with fast read-out 

capabilities. In order to benefit from the high resolution light detection capabilities of CCDs 

novel structured scintillation crystals are being developed.    

Recently investigated methods to obtain a much higher spatial resolution include 

sensors with scintillation crystals consisting of parallel bundles of tiny CsI needles 

(“columnar crystals”) that are optically connected to CCDs. The CCDs are suitable for 

operating at high frame rates (e.g., 50 Hz)138,146,148,162,163,204, which enables one to obtain images 

in which scintillation light flashes have a very high likelihood to be spatially separated; thus, 

it is possible to detect the G photons individually (photon counting). The use of crystals 

consisting of columns with reflecting sides suppresses spatial resolution losses due to light 

spreading. At present however the gamma-ray interaction probability is low (typically <30% 

at 140 keV) due to the limited length of needles that can be manufactured. Moreover, when 

photons enter the crystal surface at an angle, varying depth-of-interaction (DOI) 

significantly reduces spatial resolution. The goal of the present work is to improve the 

interaction probability of a CCD based detector while simultaneously eliminating the 

associated resolution degrading DOI-effects of pinhole SPECT. 

 

 

4.2 Methods  

 

The principle of the camera with optical cone-beam collimation (OCC) is shown in figure 

4.1. Parallax errors caused by gamma-rays entering the crystal at an angle (the DOI effect) 

and light spreading effects are eliminated using a 3-mm-thick curved monolithic CsI:Tl 

crystal which, together with a dedicated fiber-optic bundle, acts as a focusing collimator 
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(Optical cone beam collimator, OCC)205,206,207. The 3-mm-thick curved monolithic crystal with 

a diameter of 20 mm was machined from a larger crystal block. The dedicated fiber-optic 

bundle was machined from a 1:1.67 magnifying taper. The magnifying taper consists of many 

glass fibers, of 6 µm diameter, that propagate the light from one end to the other by means 

of total internal reflection208. The OCC is optically coupled to an Electron-Multiplying CCD 

(EM-CCD) using Bicron BC-630 silicone optical grease. Fibers with a limited numerical 

aperture (N.A.) suppress detection of photons whose angle of incidence is too large.  

 

  
Figure 4.1:  Principle of depth-of-interaction elimination through optical cone beam collimators (OCC). G 

rays enter the crystal at an angle of 30°. 

 

 

 

 

 

  

Figure 4.2: Left: optical cone beam collimator (OCC), center: curved crystal, right: OCC and crystal 

stacked. 

 

The fibers are directed at the pinhole, which is also at the focal point of the convex side of 

the crystal. The fibers are normal to the crystal surface. The crystal and fiber-optics bundle 

are shown in figure 4.2. The pinhole diameter was 100 microns, the point source diameter 

was 300 microns, the source activity 100 MBq, the measurement time 4 minutes and the 

count rate approx. 50 counts per second. The pinhole to source distance was 20 mm, the 

pinhole to crystal distance was 21 mm and the opening angle of the gold pinhole was 62°. To 

calculate the FWHM of the radiation spot at the crystal surface the non-Gaussian pinhole 

response and point source shape were taken into account using the convolution method209. 

The pinhole transmission was calculated using the method described elsewhere210. Assuming 

a uniform and spherical point source this results in a radiation spot on the detector of 274 

Ray entering pinhole 

Point source 

Pinhole Collimator 

Monolithic crystal 

Cone defined by fiber N.A. 
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Position sensitive light 
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µm FWHM for the point source directly above the pinhole and 229 µm FWHM for the point 

source at an angle of 30°. The intrinsic spatial resolution was determined by correcting the 

measured resolution for the radiation spot. 

The OCC is compared with the Optical Parallel Collimator (OPC) which consists of a 

flat CsI:Tl scintillator of the same thickness (3 mm) on top of a straight fiber optic taper. 

We used an Electron Multiplying CCD (EM-CCD, type CCD97 from E2V Technologies). 

This CCD has an internal gain to reduce sensitivity to read-out noise, even at high read-out 

speeds (e.g. several Mpixels/second). The internal gain is achieved by electron multiplication 

(avalanche multiplication or impact ionization) in the gain register. To reduce the dark 

current, the EM-CCD was cooled to -50 ℃, using a Peltier element. The CCD was operated 

in photon-counting mode82, in which the individual frames are analyzed by a scintillation 

detection algorithm144 (chapter 2) to detect the individual gamma quanta. In order to cover 

the whole field of view the CCD was moved relative to the OCC in between measurements, 

but with the use of our future larger CCDs this will no longer be necessary. 

 

 

4.3 Results 

 

Initial results indicate that for the pre-eminent isotope in SPECT (99mTc, 141 keV) pinhole 

imaging can be performed with an intrinsic resolution of approx. 278 µm (Full Width at Half 

Maximum, corrected for the projected spot), an interaction probability of 67% and an energy 

resolution of 89% at 141 keV. Figure 4.3 shows the isolated effects of using the curved 

crystal with OCC, comparing it with a flat crystal CsI crystal (also 3 mm thick) combined 

with an optical parallel beam collimator (OPC). It shows that effects of DOI are adequately 

suppressed with OCC. 

Table 4.1 shows the measured and intrinsic resolution (corrected for the projected 

spot size) of OPC versus OCC for the multi-scale algorithm144 (chapter 2) that takes into 

account the varying light spread as a function of depth. As could be expected for gamma 

rays incident at normal angle, the differences between OPC and OCC are very small.  

Figure 4.4 shows the energy spectrum of the OCC based detector for a 99mTc source with a 

89% energy resolution at 141 keV. 

 

Table 4.1: Spatial resolution measurements for OCC and OPC. 

Angle Type of Optical 

Collimation 

FWHM measured FWHM intrinsic 

(corrected for source size and pinhole size) 

30° Parallel-beam 1460 µm 1442 µm 

30° Cone-Beam 360 µm 278 µm 

0° Parallel-beam 386 µm 272 µm 

0° Cone-beam 389 µm 276 µm 
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Figure 4.3: Left: optical parallel beam collimator (OPC), right: optical cone-beam collimator (OCC). 

OCC strongly suppresses depth-of-interaction- induced image degradation. The solid (blue) line is the 

measured profile and the dashed (red) line represents the spot on the detector when no detector blurring 

would be present (only blurring due to source and pinhole size). The x-axis of both figures has been scaled 

to the CsI:Tl crystal (i.e. multiplied by the demagnification factor of the taper). 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Energy spectrum of 99mTc measured with the optical cone-beam collimator (OCC).  

 

 

4.4. Discussion and Conclusions 

 

This paper presents the first pinhole gamma camera with intrinsic elimination of  spatial 

resolution losses due to varying depth-of-interaction. In a first prototype the intrinsic 
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resolution of the camera is already below 280 microns. Energy and spatial resolution of 

future OCC-based detectors may be further improved by e.g. (i) using advanced statistical 

methods to characterize and localize scintillation events,  (ii) fabricating crystals with higher 

density, better spectral matching or higher light yield, (iii) using light sensors with improved 

noise characteristics, and (iv) using new larger CCDs, currently under development for our 

group. Such larger CCDs will enable us to perform imaging using the full field of view. A 

point of further research is the effect of the numerical aperture of the optical fibers on the 

detector performance.  
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Abstract 

 

Detection of X-rays and gamma rays with high spatial resolution can be achieved with 

scintillators that are optically coupled to electron-multiplying charge-coupled devices (EM-

CCDs). These can be operated at typical frame rates of 50 Hz with low noise.  In such a set-

up, scintillation light within each frame is integrated after which the frame is analyzed for 

the presence of scintillation events. This method allows for the use of scintillator materials 

with relatively long decay times of a few milliseconds, not previously considered for use in 

photon-counting gamma cameras, opening up an unexplored range of dense scintillators. In 

this paper we test CdWO4 and transparent polycrystalline ceramics of Lu2O3:Eu and 

(Gd,Lu)2O3:Eu as alternatives to currently used CsI:Tl in order to improve performance of 

EMCCD-based gamma-cameras.  

The tested scintillators were selected for their significantly larger cross-sections at 140 keV 

(99mTc) compared to CsI:Tl combined with a moderate to good light yield. A performance 

comparison based on gamma camera spatial and energy resolution was done with all tested 

scintillators having equal (66%) interaction probability at 140 keV.   

CdWO4, Lu2O3:Eu and (Gd,Lu)2O3:Eu all result in a significantly improved spatial resolution 

over CsI:Tl, albeit at the cost of reduced energy resolution. Lu2O3:Eu transparent ceramic 

gives the best spatial resolution: 65 µm full-width-at-half-maximum (FWHM) compared to 

147 Gm FWHM for CsI:Tl. In conclusion, these ‘slow’ dense scintillators open up new 

possibilities for improving the spatial resolution of EMCCD-based scintillation cameras. 



CHAPTER 5 

 56 

5.1 Introduction 

 

High-resolution gamma detectors can play an important role in applications such as 

autoradiography211,212,213, crystallography161,164,214,215 and astrophysics156,158. Furthermore, it has 

been shown that for the improvement of future Single Photon Emission Computed 

Tomography (SPECT) devices, a high intrinsic detector resolution is essential52,53,54,153,154,155,216. 

Very high spatial resolution (below 60 microns) can be obtained with a detector consisting of 

micro-columnar scintillation crystals of CsI:Tl read out by an EM-CCD operating at high 

frame rates (~ 50 Hz)137,138,140,146,204,217. However, despite continuing progress in the field of 

micro-columnar crystals, the commercially available thickness of such crystals is currently 

limited to about 1.5 mm, resulting in interaction probabilities that are not sufficient for 

small-animal SPECT imaging or clinical application.  

In contrast to micro-columnar scintillators, single crystal and transparent 

polycrystalline ceramic scintillators are available in a large variety of materials and 

thicknesses with a uniform response. However, compared to micro-columnar scintillation 

crystals, the resolution that can be obtained with optically transparent scintillators is limited 

because of the larger width of the light spread on the EM-CCD. This can be partly overcome 

by the use of a detection algorithm that takes into account the interaction-depth dependent 

light spread144,145,165 (chapter 2 and 3) or by shaping the scintillators such that depth-of-

interaction distortions are reduced82,175 (chapter 4). 

Traditionally, PMT-based gamma cameras are equipped with fast scintillators (< 10-7 

s decay time) to handle typical count rates of a few 105 cps. Using slow scintillators at these 

rates, the PMT signals would suffer from pulse pile–up, deteriorating the energy and spatial 

resolution of the camera. However, for a pre-clinical multi-pinhole setup with a large number 

of EMCCD-based gamma cameras54,155 only a few events per frame will typically be present 

at a frame rate of 50 Hz (this frame rate is limited by the pixel readout rate of the CCD). 

Although the incident light is integrated for every frame, EMCCD-based gamma cameras 

can nevertheless detect and characterize multiple scintillation events simultaneously as long 

as their signals do not spatially overlap significantly.  

The relatively long integration times create opportunities for using slow scintillators 

that have not been considered previously in PMT-based gamma cameras, but which may 

lead to high-resolution gamma images because of other favorable properties such as their 

high interaction probability or brightness. EM-CCD gamma cameras could then be used 

advantageously instead of traditional PMT gamma cameras for (e.g.) multi pinhole small-

animal SPECT scanners. Despite the fact that temporal information within the frames is lost, 

CCD-based scanners can still be used for most fast dynamic scans. For some applications 

like gated (cardiac) murine scans, challenges with regard to temporal resolution may remain. 

Several factors are important in the selection of a scintillator, int. al. light yield, 

photon emission spectrum, attenuation coefficient for the incoming gamma rays and 

(intrinsic) background radiation. Firstly, a high light yield is important because a larger 

amount of optical photons will allow a more precise estimation of the energy and position of 

the scintillation events; this also requires the emission spectrum of the scintillator to match 

the spectral response of the EM-CCD. Secondly, a higher attenuation coefficient is 
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advantageous because it allows a thinner scintillator to achieve the desired interaction 

probability with, on average, a reduced light spread on the detector as a consequence. A 

small light spread improves the accuracy of the position estimation144 (chapter 2) 

Furthermore, a dense (hence thin) scintillator has the additional advantage that smaller 

light spreads on the CCD allow operation at a higher count rate. The balance between 

attenuation coefficient and light yield is crucial, since a scintillator with a high light output 

could compensate for a low attenuation coefficient (scintillation events can be accurately 

detected further from the CCD surface in the thicker scintillators required in that case) and 

vice versa. A low light yield can to some extent be compensated for by applying retro-

reflectors to increase the number of light photons reaching the EM-CCD without increasing 

their spread on the EMCDD174 (chapter 7). 

In the present investigation we test different scintillators in our EMCCD-based 

gamma camera, in an effort to improve its performance. To this end, we have experimentally 

compared the spatial resolution, energy resolution and the dark count rate (no source 

present) of our gamma camera employing several optically transparent scintillators, all with 

equal (66%) interaction probability for 99mTc emitted gamma photons. 

 

 

5.2 Materials and Methods 

 

5.2.1 Scintillators 
 

We have tested a number of candidate materials that appeared promising in terms of 

scintillation light yield and/or 99mTc 140 keV radiation attenuation length: CsI:Tl, Lu2O3:Eu, 

(Gd,Lu)2O3:Eu and CdWO4. CsI:Tl is currently used because of its high light yield (~ 54-66 

photons/keV81,218), in combination with a good correspondence of its emission spectrum to 

the sensitivity of the EM-CCD that we employ.  

Lu2O3:Eu (5% doping) was selected for its large mass attenuation coefficient for 140 

keV radiation (13.3 cm-1, compared to 3.6 cm-1 for CsI:Tl). Furthermore, its measured light 

yield of 50-70 photons/keV is similar to that of CsI:Tl (see light yield setup described 

elsewhere219). The (Gd,Lu)2O3:Eu material is similar to Lu2O3:Eu but approximately half of 

the Lu has been replaced by Gd in order to reduce the intrinsic activity (due to 176LuG-

emission). Its density is approx. 10% lower than that of Lu2O3:Eu, but its light yield is 

comparable (70 photons/keV, 219). The Lu2O3:Eu and (Gd,Lu)2O3:Eu scintillators are so-

called ceramic scintillators; these materials are not monocrystalline but polycrystalline, with 

average grain size of ~100 microns, phase purity of >99.5% and with residual porosity of 

<0.6%. Further details on the fabrication and morphology of these materials can be found 

elsewhere220. In general, optical scatter can occur in transparent ceramics at grain boundaries, 

particularly if any residual porosity or secondary phase is present. However the samples used 

for these experiments exhibited low optical scatter; between 0.1 and 0.2 cm-1 for Lu2O3:Eu 

and between 0.03 and 0.08 cm-1 for (Gd,Lu)2O3:Eu (the setup is described elsewhere220). 

Therefore, optical scatter was not expected to degrade the scintillators’ performance for 

thicknesses up to a few millimeters as considered in this work. 
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Finally, CdWO4 was included because it has a gamma attenuation length (9.0 cm-1)  that is 

almost equal to (Gd,Lu)2O3:Eu while being monocrystalline. However, its light yield is only 

approx. 25-33% of that of CsI:Tl (20 photons/keV81, ~15 photons/keV221). 

The properties of the scintillators used in the experimental comparison are 

summarized in Table 5.1. Thicknesses for 66% interaction probability are also indicated, the 

figures are based on attenuations lengths from the NIST XCOM database171. The 

attenuation lengths include both photoelectric and Compton effects. The CsI:Tl and CdWO4 

crystals were approx. 1.2 × 1.2 cm2 in size in order to fit properly onto the EM-CCD 

detector; the circular Lu2O3:Eu and (Gd,Lu)2O3:Eu samples measured 1.2 cm in diameter. All 

scintillators had been polished on top and bottom prior to detector mounting. 

 

Table 5.1: Summary of the relevant properties of the scintillation crystals compared in this work.  

Scintillator CsI:Tl Lu2O3:Eu (Gd,Lu)2O3:Eu CdWO4 

 Monolithic Ceramic Ceramic Monolithic 

Light output for 140 keV gamma 

[photons] 

8400 7000-

9800 

7000-9800 2100-2800 

Peak emission wavelength λpeak [nm] 560 610 610 475 

Refractive index at λpeak 1.79 1.94 1.92 2.24 

Thickness for 66% interaction probability 

at 140 keV [mm] 

3.0 0.85 1.0 1.2 

Scintillator decay time [Gs] 1 1-2·103 1-2·103 14 

 

 

5.2.2 EMCCD-based gamma camera, read-out electronics and algorithm 

 

The scintillation gamma camera that was used in the current investigation has been 

described in detail elsewhere138,146, only a brief overview is presented here. Our setup 

employed a back-illuminated CCD97 from E2V technologies. This device has a sensitivity 

exceeding 90% for visible photons in the range of 500 to 650 nm, matching very well the 

emission wavelengths of the considered crystals. The EM-CCD has an internal gain 

mechanism based on electron multiplication that results in a sub-electron noise level per 

pixel when the device is cooled to -30 ℃. The photosensitive area consists of 512 lines of 512 

pixels that are 16 × 16 µm2 in size, resulting in a total area of 8.2 × 8.2 mm2. The crystals 

were coupled with Scionix BC90/147 optical grease to a ~3 mm thick fiber optic interface on 

the EM-CCD. No reflectors have been applied.  

Read-out of the EM-CCD was performed by an in-house developed electronics board 

that transfers the CCD frames to a PC via a Matrox Meteor II framegrabber. The camera 

was read out at a rate of 50 frames per second and was operated in (gamma) photon-

counting mode through post-processing of the complete images. 

The photon-count algorithm that analyzed the individual EM-CCD frames is capable 

of detecting the position (both in x-, y-coordinates and the depth-of-interaction) and relative 
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energy of the individual scintillation events through correction of electronic background and 

multi-scale filtering (for an extensive description of the multi-scale photon-count algorithm144 

see chapter 2). In said paper, 10 different filter widths (scales) have been included in the 

algorithm and it was found that including more scales has only a small effect on the 

performance. For the different tested scintillators we applied 10-12 scales and the range of 

the scales was verified for each crystal by line source measurements at oblique (~45˚) angles. 

This allowed us to estimate the filter width that corresponds to scintillation events in the 

top of the crystal; the maximum filter width for each crystal was set such that it exceeded 

the maximum light spread of the scintillation events for that crystal thickness, to ensure 

inclusion of all events.  

 

5.2.3 Measurements 

 

For the different scintillators we compared the energy and spatial resolution and the dark 

count rate. To this purpose, each scintillator was tested in our gamma camera set-up, shown 

in figure 5.1. A 30-µm-wide slit was placed on top of the camera, which was irradiated with 

a 99mTc source with an activity of around 40 MBq. Because of source strength regulations in 

our lab the average detector countrate was around or below one event per frame. For the 

electronic background correction a series of frames without radio-active source was 

registered; for the Lu2O3:Eu and (Gd,Lu)2O3:Eu measurements this necessitated removal of 

the scintillator, because of their intrinsic radio-activity.  

Energy spectra were calculated as histograms of the energy values of the events 

detected in an area covering half of the CCD surface with the slit centered in the image. 

This was to prevent edge effects of the circular Lu2O3:Eu and (Gd,Lu)2O3:Eu samples in the 

corners of the EM-CCD to affect the comparison. The energy resolution is the ratio of the 

measured full-width-at-half-maximum (FWHM) of the photopeak and the photopeak 

position in the energy spectrum. Scintillation events within energy windows ranging from -

50% to +50% of the energy peak value were included in the calculation of the spatial 

resolution and the dark count measurements.  

The spatial resolution of the camera was determined as the measured full-width-at-

half-maximum (FWHM) of the profile of the image of the slit, corrected for the width of the 

slit itself138. To show the effects of electronic noise and inherent (176Lu) scintillator activity 

we have measured the number of background events (per frame within the appropriate 

energy window) for each scintillator when the camera was not irradiated (i.e. dark counts). 
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Figure 5.1: Experimental setup for determination of the spatial and energy resolution. A 99mTc 

source is placed in proximity to the gamma camera, which is irradiated through a 30-µm-wide slit. 

 

 

5.3 Results 

 

Figures 5.2 and 5.3 show the energy spectra and line profiles obtained with the different 

scintillators. The values for energy and spatial resolution derived from these figures, as well 

as the dark counts, are listed in table 5.2. In figure 5.4 we plot spatial (x-axis) vs. energy 

resolution (y-axis), indicating the relation between these quantities for the different 

scintillators. In such a plot, the scintillator with the best overall performance will be found 

in the lower left corner. 

  

 
Figure 5.2: Energy spectra for different scintillation crystals, each with 66% interaction 

probability for 140 keV gammas.  
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Figure 5.3: Profiles of the line source for different scintillation crystals, each with 66% 

interaction probability for 140 keV gammas. 

 

Table 5.2: Results of the energy resolution, spatial resolution and dark count 

measurements.  

Crystal CsI:Tl Lu2O3:Eu (Gd,Lu)2O3:Eu CdWO4 

Energy Resolution [%] 53 84 75 80 

Spatial Resolution     

(FWHM) [µm] 147 65 75 87 

(FWTM) [µm] 465 190 238 285 

Dark counts [frame-1] 1.4·10-3 8.8·10-2 4.8·10-2 2.0·10-3 

 

 
Figure 5.4: Comparison of the performance of the different scintillation crystals, by displaying 

measured spatial vs. energy resolution. 

 

As can be inferred from table 5.2 and figure 5.4, there is no single scintillator in this study 

that has the best performance in terms of spatial and energy resolution. The energy 

resolution (figure 5.2) obtained with CsI:Tl (53%) is significantly better than that obtained 

with the CdWO4, (Gd,Lu)2O3:Eu and Lu2O3:Eu scintillators (80%, 75% and 84% 
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respectively). However, the Lu2O3:Eu ceramic achieves the best spatial resolution, (closely) 

followed by the (Gd,Lu)2O3:Eu and CdWO4 scintillators (FWHM: 65 µm, 75 µm and 87 µm 

respectively, FWTM: 190 µm, 238 µm and 285 µm resp.). The spatial resolution of the CsI:Tl 

crystal (147 µm FWHM, 465 µm FWTM) is considerably worse, by more than a factor of 2. 

One can see that the full-width-at-tenth-maximum (FWTM) values of the line source 

profiles scale roughly with the FWHM values. 

From table 2 one notes that the numbers of dark counts for Lu2O3:Eu and 

(Gd,Lu)2O3:Eu are significantly higher than for CdWO4 and CsI:Tl. 

 

 

5.4 Discussion 

 

The use of a denser scintillating material considerably improves the spatial resolution of our 

EMCCD-based gamma detector. This is because denser materials allow the use of thinner 

scintillators for a certain desired interaction probability which reduces, on average, the light 

spread on the EM-CCD. There is a clear correlation between the thickness of the 

scintillation crystal and the measured spatial resolution, with CsI:Tl having the worst (147 

µm FWHM, 465 µm FWTM) and Lu2O3:Eu having the best (65 µm FWHM, 190 µm 

FWTM) performance in this respect.  

The (Gd,Lu)2O3:Eu and Lu2O3:Eu scintillators have a dark count rate which is 

significantly higher than that of CsI:Tl and CdWO4, by up to a factor of 60. We believe that 

this is caused by an intrinsic background level due to the natural radioactivity of 176Lu 

present in these scintillators (about 50 Bq for our samples). The 176Lu decay generates 

scintillation events with a continuous energy spectrum up to ~600 keV, overlapping with the 

spectrum of the 140 keV 99mTc (true) events. The background of (Gd,Lu)2O3:Eu is approx. 

40% below that of Lu2O3:Eu, corresponding to the different quantities of Lu in these 

scintillators. These numbers show that for expected event rates in preclinical multi-pinhole 

SPECT (a few events per frame), dark counts (less than 0.1 per frame) constitute a small 

percentage of the total number of detected events. 

The energy resolution is worse for the three newly tested scintillators compared to 

CsI:Tl. One would expect the thin scintillators Lu2O3:Eu and (Gd,Lu)2O3:Eu, with an 

expected light yield similar to that of CsI:TlI, to perform better than CdWO4, but the results 

indicate differently. Measurements with a second (Gd,Lu)2O3:Eu scintillator have confirmed 

that the degraded energy resolution was not due to high optical scatter or a badly mounted 

sample as there was only a minor improvement of energy resolution from the reported 75% 

to 70%, which is just outside the statistical error of ±3%. The effect of the intrinsic 176Lu 

activity on the energy resolution is also expected to be small. The emitted γs and βs give a 

wide but low background in the energy spectrum when the crystal is unirradiated. 

                                                 
I We would like to point out that the light yield of CsI:Tl is expected to degrade by ±10% at a temperature of 

-30˚C; the light yields of Lu2O3:Eu and (Gd,Lu)2O3:Eu are not known exactly, but like CdWO4 they are not 

expected to have a strong temperature dependence. 
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There are several possible explanations for the reduced energy resolution. Firstly, it is 

possible that the CCD detects less photons than expected, as the exact light yields of the 

scintillator samples in our gamma camera setup are unknown. Furthermore, the relatively 

high optical density (refractive index) of Lu2O3:Eu and (Gd,Lu)2O3:Eu results in a smaller 

critical angle of reflection, reducing the relative amount of scintillation photons reaching the 

CCD compared to a setup with CsI:Tl.  

Another reason for the reduced energy resolution could be that, contrary to our initial 

assumption, the integration time of the CCD is not sufficient to collect all of the scintillation 

photons for Lu2O3:Eu and (Gd,Lu)2O3:Eu in a single frame, especially if the scintillation 

occurs just before the end of the integration period (20 ms). We have estimated this effect 

by simulating scintillation events detected by the EM-CCD with a 50% energy resolution 

and 1 or 2 ms decay time, arriving randomly in the integration time window (frame) and 

integrating these light signals till the frame is read out. We found that this partial 

integration does indeed degrade the energy resolution; about 10-20% (relatively) of the 

energy resolution of Lu2O3:Eu and (Gd,Lu)2O3:Eu is due to this effect. Experimentally, we 

have noticed (in particular for Lu2O3:Eu) that some events seem to be spread out over two 

CCD frames, supporting this hypothesis. A correction for this partial integration effect may 

improve the energy resolution of Lu2O3:Eu and (Gd,Lu)2O3:Eu to surpass the one of CdWO4. 

We do not expect afterglow to play a role here because i) no afterglow was observed by us in 

decay time measurements and ii) the count rates are rather low, limiting afterglow buildup, 

if afterglow would nevertheless be present.  

The tested CdWO4 scintillator is a monocrystalline material that does not suffer from 

optical scatter, and has less than half the thickness of the CsI:Tl scintillator. Therefore, 

compared to CsI:Tl, the light spots on the detector are relatively small and well-defined. 

However, its energy resolution is worse than that of CsI:Tl; we believe that this is mainly 

caused by the fact that its light yield is expected to be only ~25-30% of that of CsI:Tl. 

Moreover, it has a higher optical refractive index than CsI:Tl, which further reduces the 

amount of scintillation photons to be detected by the EM-CCD. Note that energy resolution 

is less important for small animal imaging than for clinical applications, as scatter rejection 

is often not required due to the lower amount of scatter in animals compared to humans. 

Given our results, we believe that for improving both the energy and spatial resolution of 

our gamma camera one should find a scintillator which has at least an attenuation coefficient 

and light yield as high as Lu2O3:Eu has, but without natural radioactive isotopes. Moreover, 

to obtain an energy resolution similar to CsI:Tl or better, its light yield should be considered 

in conjunction with the refractive index. For the presently used scintillation detection 

algorithm the energy resolution will be better when the scintillator has a decay time smaller 

than the CCD integration period (< 1 ms). The development of a novel detection algorithm 

may relax the latter requirement. 
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5.5 Conclusion 

 

Dense, though 'slow', scintillators CdWO4, (Gd,Lu)2O3:Eu and Lu2O3:Eu considerably 

improve the spatial resolution of our photon-counting gamma camera compared to CsI:Tl, 

however at the cost of degraded energy resolution. This can be attributed to the reduced 

light yield (in the case of CdWO4), the refractive index of the scintillator (for CdWO4, 

(Gd,Lu)2O3:Eu and Lu2O3:Eu) or the slow decay time of (Gd,Lu)2O3:Eu and Lu2O3:Eu). We 

conclude that the investigation of dense scintillators that were previously not considered in 

gamma detectors, because of their slow decay times, opens new possibilities for improving 

the spatial resolution of CCD-based scintillation cameras. 
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CRAMER RAO LOWER BOUND OPTIMIZATION

Abstract

Scintillation gamma cameras based on low noise Electron Multiplication (EM-)CCDs can reach high

spatial resolutions. For further improvement of these gamma cameras, more insight is needed in

how various parameters that characterize these devices influence their performance. Here we use the

Cramer Rao lower bound (CRLB) to investigate the sensitivity of the energy and spatial resolution

of an EM-CCD based gamma camera to several parameters. The gamma camera setup consists of a

3 mm thick CsI:Tl scintillator optically coupled by a fiber optic plate to the E2V CCD97 EM-CCD.

For this setup, position and energy of incoming gamma photons are determined with a maximum-

likelihood detection algorithm. To serve as basis for the CRLB calculations, accurate models for the

depth-dependent scintillation light distribution are derived and combined with a previously validated

statistical response model for the EM-CCD. Sensitivity of the lower bounds for energy and spatial

resolution to the Electron Multiplication (EM) gain and the depth-of-interaction (DOI) are calculated

and compared to experimentally obtained values. Furthermore, calculations of the influence of the

number of detected optical photons and noise sources in the image area on the energy and spatial

resolution are presented. Trends predicted by CRLB calculations agree with experiments, although

experimental values for spatial and energy resolution are typically a factor 1.5 above the calculated

lower bounds. Calculations and experiments both show that an intermediate EM gain setting results

in the best possible spatial or energy resolution and that the spatial resolution of the gamma camera

degrades rapidly as a function of the DOI. Furthermore, calculations suggest that a large improvement

in gamma camera performance is achieved by an increase of the number of detected photons or a

reduction of noise in the image area. A large noise reduction, as is possible with a new generation of

EM-CCD electronics, may improve the energy and spatial resolution by a factor 1.5.
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6.1. Introduction

Multi-pinhole small animal Single Photon Emission Computed Tomography (SPECT) imaging44,45,47,48

can yield image resolutions below half a mm49,50,124. At present these ultra-high resolutions are ob-

tained using traditional gamma cameras, by employing the principle of pinhole magnification. For

future improvements of small animal SPECT imaging, gamma cameras with better spatial resolution

and significant energy discrimination are essential53,140,153,154,155.

Compact, high resolution gamma imaging cameras are being developed by many research

groups157,158,159,161. In a subset of these gamma cameras micro-columnar CsI:Tl scintillators are

being used in combination with EM-CCDs137,138,140,146,165,222,223. In such CCD based detectors

individual scintillation events can be detected in photon counting mode, enabled by readout at high

frame rates. This detection method greatly improves the spatial resolution compared to integration of

the scintillation light signal82. The sensitivity of these detectors can be improved by using continuous

instead of micro-columnar scintillators which are available in larger thicknesses144,174 (chapter 2

and 7). When using such continuous scintillators, a detection algorithm that models the depth-of-

interaction (DOI) dependent light distribution144 (chapter 2) is essential to achieve good performance.

A detection algorithm that also takes the EM-CCD statistics into account in the detection algorithm

leads to further improvements145,165 (chapter 3).

An important characteristic of a detector such as a gamma camera is the lower bound

on its performance, i.e. the best performance that could theoretically be obtained. The most

widely used method for calculating the lower bound is the Cramer-Rao lower bound (CRLB)

method224. It has been used for determining the lower bound in source localization and wave direction

measurement225,226 and also for optimization of system parameters in MRI227, localization228,

frequency estimation229, X-ray imaging230 and SPECT scanners231. For designing detectors with

an optimal performance one would like to know the sensitivity of the lower bound to changes of

detector parameters. Such an optimization method has been applied to an APD based and also a

SiPM based scintillation PET detector232,233, timing of PET detectors234,289 and an Anger camera235.

In this paper we present CRLB calculations on a gamma camera consisting of a 3 mm thick

CsI:Tl scintillator optically coupled to a photodetector by a fiber optic plate (FOP). Lower bounds

on the spatial and energy resolution of this gamma camera are calculated and the sensitivity of these

lower bounds to several parameters of the gamma camera is investigated. Parameters considered here

are EM gain, DOI, the number of detected scintilation photons and noise originating in the image

area, such as dark current noise and clock induced charge (cic) noise. Investigating the effect of the

number of detected photons and noise on the performance is relevant because of the ongoing search

for scintillators236 and recently developed new EM-CCD electronics that can reduce the noise by

more than a factor 10.189,237 Trends predicted for EM gain and DOI are validated by experiments.

6.2. Methods

In general, the Cramer Rao method can be used to estimate the lower bound on the spatial and

energy resolution of a detector. Here we applied this method to our EM-CCD based scintillation

gamma camera. Input to these CRLB calculations was a statistical model for the detector response

to incoming gamma photons which is described in section 6.2.1. Subsequently, in section 6.2.2

equations for the CRLB are provided. Finally, the experimental detector setup, detector parameters

and validation methods are described in sections 6.2.3, 6.2.4 and 6.2.5 respectively.
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Figure 6.1: Diagram showing three different processes that determine the light distribution as detected by

the EM-CCD; the distribution of the centroid of the energy deposition in the scintillator (gray, dotted), the

light distribution in the scintillator including transmission through the optical coupling for a single optical

point source (red, solid) and the minimum light spread in the optical components between scintillator

and EM-CCD (green, dashed). It was assumed that a convolution of these three distributions accurately

represents the mean light distribution on the EM-CCD.

6.2.1. Detector response model for incoming gamma photon

To arrive at an accurate description of the detector response we took into account the gamma energy

deposition distribution due to multiple interactions, the light distribution in the scintillator, the

optical coupling between scintillator and EM-CCD and a detailed statistical model for the EM-CCD

response. Our approach is the following: we assume that the mean light distribution at the EM-CCD

can be described as a convolution238 of three probability distributions (figure 6.1), describing (i) the

distribution prc of the centroid of the energy deposition in the scintillator, (ii) the light distribution λph

for a single optical point source in the scintillator including the transmission of the optical coupling

between scintillator and EM-CCD, and (iii) the additional light spreading λo.c. in the optical coupling.

These three probability distribution are derived below in sections 6.2.1.1, 6.2.1.2 and 6.2.1.3. The

total mean light distribution on the detector, λtot is then given by a convolution of these 3 distributions,

λtot = prc ⊗λph ⊗λo.c. (6.1)

The statistical EM-CCD model that uses the mean light distribution as its input was derived

and validated in a previous paper and it is summarized in subsection 6.2.1.4.

6.2.1.1. Mean interaction position A gamma photon can interact with a scintillator via different

mechanisms. For 99mTc, the most widely used SPECT isotope239, the dominant mechanism in a

CsI:Tl scintillator is the photoelectric effect. However scatter such as inelastic Compton scatter is also

present. Furthermore, after initial energy deposition by the photo electric effect or Compton scatter,

Kα X-rays play a significant role by depositing the energy further away from the initial interaction

position. The relative occurrence of these different interaction mechanisms is determined by the type

of scintillator and the gamma photon energy. These processes can cause the energy of a gamma

photon to be absorbed in multiple interaction positions. In this paper we followed the strategy of

approximating multiple interaction positions by a single interaction position at the centroid of the

deposited energy238,240 taking into account the probability distribution of these centroids over the

69



CHAPTER 6

scintillator volume. This probability distribution was calculated using Monte Carlo software Geant4

version 9.4.241 The Geant4 low energy Electromagnetic physics Lawrence Livermore model was used

for detailed modelling of all relevant processes. The resulting centroid distribution was fitted with

the following empirical exponential function, somewhat similar to previous research238,

prc (~r) = a1 exp(−a2 |~r|a3) . (6.2)

6.2.1.2. Scintillation light distribution including transmission through FOP When a gamma photon

is absorbed in the scintillator, optical photons are generated (shown in figure 6.1). We did not take the

fluctuation in the total number of optical photons generated in the scintillator into account as it is small

in comparison to the other statistical random variables. Previously we modeled the mean number

of scintillation photons λph,i incident on each pixel i of the detector, assuming a single interaction

position and neglecting interactions of optical photons within the scintillator but taking into account

Fresnel reflections and the optical properties of the FOP145 (chapter 3). We validated that the resulting

light distribution can be approximated well by a simple Gaussian with a cutoff at an angle φcutoff:
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~θ =
(

~θρ,θN,θbg

)

=
(

~θr,θz,θN,θbg

)

=
(

θx,θy,θz,θN,θbg

)

.

Here H is the Heaviside step function, ~θ is the parameter vector describing the scintillation event;

it contains the scintillation position ~θρ, consisting of ~θr = (θx,θy) and θz representing the x, y and

z coordinate of the scintillation, the number of generated optical photons θN and the background

signal θbg. Furthermore,~ri = (xi,yi) denotes the lateral pixel position, σDOI(θz) describes the width

of the light distribution which depends on θz, A is the area of an EM-CCD pixel and ε is an efficiency

factor. The z-axis was chosen perpendicular to the scintillator plane starting at the scintillator bottom

(see figure 6.2). In this paper we chose ε and σDOI such that the light distribution agreed with the

amplitude and the width of a measured scintillation (see section 6.2.5.1)

6.2.1.3. Optical coupling light distribution While in (6.3) the angle-dependent transmission

coefficient of the optical coupling between scintillator and EM-CCD was taken into account, light

spreading in the optical components was ignored. Ignoring this can lead to the unrealistic result

that scintillations at the bottom of the scintillator can be detected with a resolution equivalent to the

pixel size. It is therefore essential to include the light distribution due to the optical grease and the

FOP. The shape and width of this light distribution were obtained from measurements of individual

scintillations that occur at the bottom of the scintillator where it can be assumed that light spreading

(nearly) only results from the optical components. These measured light distributions were fitted with

a Gaussian.

λo.c.(r) =
1

2πs2
o.c.

exp

(

− r2

2s2
o.c.

)

(6.4)

with r being the lateral distance from the primary interaction position and so.c. the standard deviation

of the light distribution width.

70



CRAMER RAO LOWER BOUND OPTIMIZATION

6.2.1.4. Statistical model For the statistical model of the EM-CCD we used the expressions derived

previously in chapter 3.145 In the derivation of these expressions the photon statistics, the statistics of

the multiplication register and the pixel and readout noise were taken into account. The probability

distribution proutput(gi|n̄i) of detecting gi electrons at the EM-CCD output for pixel i given a mean

number of electrons n̄i in the same pixel can be expressed as

proutput (gi|n̄i) = H(gi)exp

(

−n̄i −
gi

gain

)√

n̄i

gi ·gain
I1

(

2

√

n̄igi

gain

)

(6.5)

+ exp(−n̄i)
1√
2πσ

exp

(

− g2
i

2σ2

)

,

where H(x) is the Heaviside step function, gain the gain of the EM-register, I1 the modified Bessel

function of the first kind and σ the standard deviation of the Gaussian readout noise. The distribution

was normalized to 1 for integration over gi from -∞ to +∞.

The mean number of electrons n̄i in the normalized conditional probability (6.5) was assumed

to be the sum of the mean number of electrons due to noise in the image area n̄n (noise per pixel which

is assumed to be independent of the pixel index) and the mean number of photon generated electrons

(the mean number of light photons in a pixel (6.1) multiplied by the EM-CCD Quantum Efficiency

(QE)). Multiplying this distribution over all pixels i gives the conditional probability for the measured

pixel values ~g given a scintillation described by parameter vector~θ

proutput

(

~g|~θ
)

= ∏
i

proutput

(

gi|QE ·λtot,i

(

~θ
)

+ n̄n

)

. (6.6)

6.2.2. Cramer Rao lower bound

Using the probability distribution from (6.6) we can calculate the CRLB for the n’th component of

the parameter vector θ224,242:

var
(

θ̂n −θn

)

≤
〈

[

∂

∂θn
log

[

proutput

(

~g|~θ
)]

]2
〉−1

. (6.7)

Here θ̂n denotes the estimated value of θn.

6.2.3. Detector setup: EM-CCD, optical coupling, scintillator and algorithm

The gamma camera consisted of a 3 mm thick CsI:Tl SCIONIX scintillator optically coupled, by

a FOP, to the E2V CCD97 EM-CCD126,127,166. The FOP reduces the number of optical photons

that reach the EM-CCD at large oblique angles (see appendix of chapter 3)145. The EM-CCD was

cooled to -40◦ Celsius to reduce the thermal dark current noise, a component of the noise in the

image area. The CsI:Tl thickness of 3 mm used in the simulations and experiments results in an

interaction probability for 99mTc photons (141 keV) of 66%. The scintillation position and energy

were determined using a maximum-likelihood scintillation detection algorithm145 (chapter 3). A

schematic of the gamma camera is shown in figure 6.1 and figure 6.2 and is described in detail in

previous publications144,145 (chapter 2 and 3).
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Figure 6.2: Measurement and simulation setup for the EM-CCD scintillation gamma camera. Shown

is the 99mTc source, the lead blocks with a slit and the CsI:Tl scintillator with a single gamma photon

interacting at position θx,θy,θz.

6.2.4. Parameters for simulated detector setup

For the CRLB calculation we modeled the EM-CCD based gamma camera with parameters chosen

the same or similar to those in experiments (see section 6.2.3). The values of the different noise

sources and the light distribution parameters are provided in table 6.1. The parameters, not treated

before are the number of analog to digital converter (ADC) bins, the gain after the EM gain from

electrons to digital units (DU) and the total detected photons per scintillation calculated with (6.3).

Table 6.1: Cramer Rao detector parameters, the first group of parameters is derived from datasheets

and the measurement setup, the second group of parameters are chosen based on measurements of

the EM-CCD output and the measured scintillation light distribution in 6.3

Parameter Value

Scintillator thickness [mm] 3

QE [%] 9 ·101

pixel size [µm] 16

ADC bins 28

θN [photons MeV−1] 59600 236

σDOI [µm] 0.577 · θz

ε 0.54

φcutoff [◦] 45

total detected photons per scintillation 6 · 102

so.c. [µm] 50

gain 5000

σ [electrons pixel−1] 2000

n̄n [electrons pixel−1] 0.1

gain after EM [DU electrons−1]† 0.005
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6.2.5. Validation methods

6.2.5.1. Scintillation light distribution validation The mean light distribution of optical photons on

the EM-CCD at a number of depths of the scintillation events (θz) was measured previously. The

setup for this measurement is described in chapter 3.145 Here we used these measurements to validate

(6.1); the behaviour of the amplitude and width of the scintillation light distribution in the CsI:Tl

scintillator as a function of depth. The absolute value of the efficiency factor ε and σDOI in 6.3 was

obtained from a single scintillation such as shown in chapter 3.145 At different depths the individual

scintillation flashes (for depths < 850 µm) or the sum of many scintillation flashes (for larger depths)

were fitted with a Gaussian function where the fit parameters were standard deviation (σDOI) and

amplitude (ε). Fitting sums of individual scintillations for larger depths was necessary because these

scintillations have a relatively small amount of photons per pixel compared to the noise.

6.2.5.2. Cramer Rao lower bound validation for gain and DOI We validated the calculated CRLB

trend for the energy resolution and spatial resolution as a function of the gain experimentally. For

the spatial resolution this was done for multiple depth ranges. Furthermore the calculated trend of

the CRLB for the spatial resolution as a function of DOI was validated. While the gain setting can

easily be changed in the experimental set-up, the DOI is not a parameter that can be set at will; it was

estimated for each single scintillation event by the maximum-likelihood algorithm145 (chapter 3) and

this information was used.

To experimentally determine the spatial and energy resolution, a line pattern from a 99mTc

source (141 keV), projecting through a slit onto the scintillator, was acquired (illustrated in figure 6.2).

The spatial resolution was defined as the Full Width at Half Maximum (FWHM) of the line spread

function of the radioactive source corrected for the width of the gamma photon beam due to the slit

width of 30 µm. The FWHM energy resolution was obtained by determining the FWHM of the 99mTc

photo-peak for the scintillations in an area around the slit (with a width of 260 pixels).

6.2.6. Cramer Rao lower bound sensitivity to noise in the image area and the number of detected

photons

The CRLB sensitivity to noise in the image area and to the number of detected scintillation photons,

parameters that can not be varied in our experiment but could in the future be adapted by using a novel

EM-CCD, another electronical readout setup, a different scintillator or a scintillator equipped with a

reflector, were also calculated and are presented in the results section. When varying one parameter

the other parameters were held constant at the values provided in table 6.1.

6.3. Results

6.3.1. Mean light distribution

6.3.1.1. Energy deposition centroid distribution In figure 6.3 the distribution prc(~r)of the centroid

of the energy deposited in the CsI:Tl scintillator is plotted along the x direction (by summation over

all y en z). This distribution was obtained from Monte Carlo simulations. The option of setting an

energy window on the result and thus selecting only scintillations which deposit all their energy in

the scintillator did not influence the outcome significantly. The result was fitted with the exponential

function (6.2) with coefficients provided in table 6.2

† DU: digital units
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Figure 6.3: Simulated energy centroid distribution in the x direction (by summation over all y en z) with

a 3 mm thick CsI:Tl scintillator for 99mTc (141 keV). The fit is with exponential function (6.2) providing

the parameters in table 6.2.

Table 6.2: Exponential fit parameters in (6.2)

Parameter Value

a1 0.070

a2 0.14 [µm−a3]

a3 0.77

6.3.1.2. Optical coupling light distribution The minimal light distribution due to the light spreading

in the optical coupling layer between scintillator and FOP and in the FOP itself is shown in figure 6.4.

This figure represents a measurement of a single scintillation at the bottom of the scintillator. A

profile with a fit of the corresponding scintillation with a Gaussian is also shown. Saturation of the

measurement, which is due to the combination of a large gain and a large intensity on the EM-CCD

directly below the scintillation, is clearly visible in this plot.

6.3.1.3. Total light distribution validation With the energy deposition centroid distribution 6.3.1.1,

the optical coupling light spreading distribution 6.3.1.2 and the scintillator light distribution (6.3) as

its ingredients, the model for the total light distribution is complete (6.1). In figure 6.5, the predictions

of this model for the amplitude and width (expressed in standard deviation σ) of the mean scintillation

light distribution as a function of depth are shown together with experiments.

To illustrate the importance of taking the minimal light distribution due to optical coupling

into account, we have also plotted predictions of our model without considering this distribution. In

this case the theoretical light spread and measured values disagree at lower depths. For large depths

the measured light spread σ is somewhat above the value of the model, possibly due to reflections at

the top of the scintillator or due to the limited accuracy of positioning when summing the scintillations

at larger depths.

6.3.2. Validation of CRLB trends with experiments

Experimental results for the energy resolution as a function of gain were compared with CRLB

calculations in figure 6.6. The CRLB calculations at different depths were combined taking Beer’s
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Figure 6.4: (a) Example scintillation measured at the bottom of the scintillator resulting in a minimal

light distribution on the detector and (b) a profile through this scintillation light spot with a corresponding

Gaussian fit.
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Figure 6.5: (a) Mean fitted amplitude and (b) mean fitted light spread σ of the measured light distribution

of scintillations as a function of the depth at which the gamma photon interacts. The data points at lower

depth < 850 µm were obtained by fitting individual scintillations and those at higher depth by fitting the

average of multiple scintillations. The amplitude and sigma according to the model (6.1) (red solid line)

and the model without the optical coupling light distribution (6.4) (green dashed line) are shown as well.

law into account. For the spatial resolution these results are shown in figure 6.7 for different depth

ranges. The CRLBs for spatial and energy resolution, in accordance with the experiments, show an

unpronounced minimum for intermediate gain. The gain at this minimum is the optimal gain setting,

which should not be too high nor too low. That the gain should neither be too high or too low is

caused by the need to balance the conflicting requirements of a high gain to reduce the effect of the

readout noise and a low gain to reduce the saturation in the detector.

Furthermore, the energy and spatial resolution as a function of DOI (averaged over the gains

plotted in figure 6.6 to reduce the statistical error) are shown in figure 6.8. Both the measurement

and the CRLB calculations show that the energy resolution deteriorates slightly with DOI; for

the measurement this effect is somewhat larger. For the spatial resolution we see that both the
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Figure 6.6: Calculated CRLB and measurement of energy resolution as a function of the gain.

measurement and the CRLB calculations deteriorate strongly for larger DOI. A scintillator with

a larger attenuation coefficient than CsI:Tl which can be thinner and have the same interaction

probability as 3 mm CsI:Tl , would be an advantage236.

In all cases, the trend found in the measurements is similar to the calculated lower bound.

However, the CRLB for the energy resolution is approximately a factor 1.5 better than the

experimentally found energy resolution, except for low gain where the experimental resolution

deteriorates earlier than the CRLB. For the spatial resolution the CRLB is typically a factor 1.5 better

than the experimental resolution, with the exception of scintillations at small depths which have up

to a factor 2.7 difference between CRLB and experiment.

6.3.3. Sensitivities of CRLB to noise in the image area and the detected photons

The sensitivity of the lower bounds to the noise in the image area for the energy resolution and the

spatial resolution at different depth ranges is shown in figure 6.9. This type of noise influences the

lower bound by a large amount. Lowering the noise from the present value of 0.1 to 0.01 [electrons

pixel−1] is predicted to improve the spatial and energy resolution by approximately a factor of 1.5.

Such a reduced amount of noise in the image area is feasible by combining cooling, to reduce the

thermal dark current noise, with advanced read out electronics, reducing the cic noise189,237. Should

the noise in the image area be reduced to this level the CRLB for the energy resolution is 14 %.

Finally, the sensitivity of the lower bounds to the number of detected photons per scintillation

is shown in figure 6.10. This number, approximately 600 in the current setup, is influenced by the

scintillator light output, the light collection efficiency and the EM-CCD Quantum Efficiency (QE).

Like noise in the image area, this number is of significant influence on the lower bound. This agrees

with experimental findings which show that it is better to use back illuminated CCDs instead of front

illuminated CCDs146, the latter detecting approximately 3 times less photons because of the lower

QE. This previously published experimental comparison did involve a micro columnar instead of a

continuous scintillator as was used here. As the QE for the back illuminated EM-CCD is already as

high as 90 %, little improvement in the number of detected photons is possible by a further increase

of the QE. However an increase in the number of detected photons can also be achieved by using

improved scintillation light collection efficiency174 (chapter 7) or choosing a different scintillator

material to increase the scintillator light output236 (chapter 5). A resulting increase in detected
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Figure 6.7: Calculated CRLB and measurement of the spatial resolution as a function of the gain for depth

ranges: (a) 0 to 0.5 (b) 0.5 to 1, (c) 1 to 1.5, (d) 1.5 to 2 and (e) 2 to 2.5 mm.
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Figure 6.8: Calculated CRLB and measurements of (a) the energy resolution and (b) the spatial resolution

averaged over the gain as a function of the depth.

photons of 50 % is predicted to improve the spatial resolution by 26 % and energy resolution by

33 %.

6.4. Discussion

CRLB calculations shown in this paper were based on a light distribution model that includes a

model for the centroid of the deposited energy in the scintillator (determined with Geant4) and the
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Figure 6.9: Calculated CRLB for the (a) energy resolution and (b) spatial resolution for different depth

ranges as a function of the noise in the image area. All other parameters were chosen as in table 6.1.
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Figure 6.10: Calculated CRLB for (a) the energy resolution and (b) spatial resolution for different depth

ranges as a function of the number of detected photons. All other parameters were chosen as in table 6.1.

minimal light distribution due to the FOP and optical grease. This allowed us to construct a light

distribution model that describes the measured data as a function of depth relatively well (figure 6.5).

Furthermore, a statistical model for the EM-CCD was used that was validated in chapter 3.145

In general, we found that measured energy and spatial resolutions are typically a factor 1.5

above the calculated CRLB. We believe that this is mostly caused by the presence of drift in the

output of the measurement system over time. Such a drift can result in a change of for instance

the gain over time which changes the response of the detector and therefore the detected energy.

Furthermore electrical instability of the measurement system can adversely affect the spatial and

energy resolutions negatively. Specifically for scintillations close to the detector, the measured spatial

resolution is much worse than the calculated CRLB. We believe this is caused by the difficulty to

detect scintillations there because of saturation of the output signal (see figure 6.4) and possibly also

because of divergence of the gamma photon beam and pixel binning (to 64 × 64 µm). However, in

all cases, trends predicted by CRLB lower bound calculations are in accordance with experiments.
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The lower bound as a function of gain shows that there is an optimal gain determined by the

contradicting requirements to i) amplify the signal above the readout noise and ii) prevent saturation

for large signals. Furthermore it is predicted that low noise in the image area and a large number of

detected photons are essential for good performance. A significant reduction in noise in the image

area by a factor 10 reduces the CRLB for the energy resolution to 14 % and could improve the gamma

camera performance by a factor 1.5. Such a reduction in noise has been demonstrated by research

on EM-CCDs189,237. The performance of the gamma camera depends strongly on the number of

detected photons which is affected by the CCD QE; which is already as high as 90 % using back

illuminated CCDs instead of front illuminated CCDs. An increase in the number of detected photons

can be achieved by improving the scintillation light collection efficiency174 (chapter 7) or choosing a

scintillator material with a higher light output236. No effect on the gamma camera performance by a

reduction of the readout noise is expected as a high enough gain renders the performance insensitive

to the readout noise. Of interest would also be to investigate if the pixel size of the EM-CCD

has a large influence on the energy and spatial resolution. The influence of these parameters, that

cannot simply be changed in our current set-up, are essential to understand when considering a next

generation EM-CCD based gamma camera. CRLB calculations such as presented in this paper can

guide the decision making process in development of new EM-CCD based gamma cameras when

benefits of e.g. improved noise in the image area can be judged with respect to costs.

6.5. Conclusion

In this paper we have investigated the CRLB of the energy resolution and spatial resolution of an

EM-CCD based scintillation gamma camera and validated predicted trends with experiments. Such

calculations can guide for the design of next-generation EM-CCD based gamma cameras. The CRLB

results were shown to be very sensitive to the DOI in the scintillator, noise originating in the image

area and the number of detected scintillation photons. The use of new EM-CCDs in combination with

new low-noise readout electronics and scintillators with higher light output and better light collection

efficiency are expected to improve the scintillation gamma camera performance significantly.
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Abstract 

 

High-resolution imaging of X-ray and gamma-ray distributions can be achieved with 

cameras that use Charge Coupled Devices (CCDs) for detecting scintillation light 

flashes. The energy and interaction position of individual gamma photons can be 

determined by rapid processing of CCD images of individual flashes. Here we 

investigate the improvement of such a gamma camera when a micro-machined retro-

reflector is used to increase the light output of a continuous scintillation crystal. At 

122 keV we found that retro-reflectors improve the intrinsic energy resolution (Full 

Width at Half Maximum (FWHM)) with 32% (from 50% to 34%) and the signal-to-

noise ratio by 18 %. The spatial resolution (FWHM) was improved by about 4%, 

allowing us to obtain a resolution of 159 µm. The Full Width at Tenth Maximum 

(FWTM) improvement was 13%. Therefore, this enhancement is a next step towards 

realizing compact high resolution devices for imaging gamma emitters. 
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7.1. Introduction 

 

Today, the majority of clinical procedures using tracers to visualize specific tissue binding 

sites are carried out with planar gamma camera imaging, Single-photon Emission Computed 

Tomography (SPECT) or Positron Emission Tomography (PET). Imaging of single-photon-

emitting radiopharmaceuticals with gamma cameras, in planar or tomography mode, makes 

up the largest fraction of these molecular imaging procedures. In addition to these clinical 

applications, SPECT imaging of laboratory animals is currently a rapidly expanding field 

since resolutions better than 0.5 mm can readily be achieved. This allows for both the 

visualization and the accurate quantification of ligand concentrations in small animals such 

as rodents with resolutions down to subcompartments of mouse organs49,50,112,173. This affects 

most preclinical imaging procedures since rats and mice form the majority of the 

experimental animal population. 

For a more beneficial resolution-sensitivity trade-off, most dedicated small-animal 

SPECT systems employ pinhole collimation as opposed to other types of collimation46. 

Introductions to the subject of pinhole SPECT can be found in different studies44,45,243. 

Stationary small-animal pinhole SPECT systems48,49,112,173,244 provide the advantage that one 

can perform dynamic imaging with arbitrarily short frame lengths48,50,180. 

For further improvement of future SPECT devices, a high intrinsic detector resolution 

is essential54,153,154,155,216. It has been shown that very high spatial resolutions (below one 

hundred microns) can be obtained with a detector consisting of CsI:Tl micro-columnar 

scintillation crystals read out by a CCD operating at high frame rates82,137,138,140,146,178,204,245 

(chapter 8). However, due to the low capture efficiency of CsI:Tl and the limited thickness of 

available micro-columnar crystals, these crystals are not well-suited for small-animal imaging.  

To increase the capture efficiency of our gamma camera, the micro-columnar crystal 

has been replaced by a thicker continuous (monolithic) CsI:Tl crystal in combination with 

an advanced multi-scale detection algorithm144,175 (chapter 2 and 4). One drawback of 

continuous crystals is that the spread of scintillation light is not confined and therefore 

significantly larger than for micro-columnar crystals. Furthermore the light spread on the 

CCD will be dependent on the depth of the scintillation event in the crystal (depth-of-

interaction, DOI). The multi-scale algorithm can incorporate information from the light 

spread in the estimation of scintillation position (which includes DOI) and energy, provided 

a sufficient amount of photons is detected144 (chapter 2). With increased light output of the 

scintillation crystal, it is expected that the energy and position of the scintillation events can 

be estimated more accurately. 

The light output of the scintillation crystal can be enhanced by using a reflective 

coating on the top of the crystal217; in some cases the amount of photons reaching the CCD 

surface will almost be doubled. However, the light spread will also increase (figure 7.1 (a)). 

More improvement can be expected from the application of a retro-reflector: the reflected 

photons appear to arrive from the scintillation location directly; additional light spread is 

avoided (figure 7.1 (b)). 

 Examples of the application of retro-reflectors in scintillation gamma cameras have so 

far been based on photo-multiplier tubes198 and avalanche photodiodes245. However, the retro-
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reflectors used in those experiments have relatively large reflective elements and are unsuited 

in combination with relatively thin crystals and ultra-high resolution light sensors such as 

CCDs. Therefore, the goal of the present paper is to develop a retro-reflector based on 

microscopic, high precision reflective elements and to test it in a CCD-based gamma camera 

for high resolution imaging tasks. To this end we have first conducted ray-tracing 

simulations of the (optical) photon trajectories to predict the efficiency of differently 

structured reflective coatings. Then, the most efficient of these coatings has been 

manufactured and tested experimentally by measuring the SNR and the energy and spatial 

resolution of a gamma camera with and without the reflector. 

 

(a) 

 

(b) 

 

Figure 7.1: In case of the specularly reflective surface (a), photons will be reflected back from the top 

of the scintillation crystal to the detector at the bottom. With an ideal retro-reflector (b), the photons are 

reflected back through their point of origin (i.e. the location of the scintillation) onto the detector, thus 

maintaining the spatial resolution. 

 

 

7.2. Materials and Methods 

 

7.2.1 EM-CCD, read-out electronics and photon-counting algorithm 

 

The scintillation gamma camera that is used in this experiment consists of a continuous 

scintillation crystal being read-out by an electron-multiplying (EM-)CCD125. Here we only 

summarize its characteristics; a comprehensive description of this gamma camera is provided 

elsewhere138,146.  

Gamma photons are captured in the scintillation crystal and the light flashes that are 

generated are detected by a back-illuminated EM-CCD. The EM-CCD that is used in these 

experiments is a CCD97 from E2V technologies. The quantum efficiency of the CCD97 

exceeds 90% for the range of visible light from 500 to 650 nm. It has an active area of 512 

lines of 512 pixels that are 16 × 16 µm2 in size. To reduce the dark current to a level below 

0.1 e/pixel/s the EM-CCD is cooled via a Peltier element and liquid cooler to a temperature 

of -50 ℃. 

Read-out of the EM-CCD is performed by an in-house developed electronics board 

that transfers the signal to a PC. In order to improve the read-out frequency of our camera 

the lines are read out in pairs of two, which allows us to operate the camera at a rate of 50 

frames per second. Through post-processing of the acquired images, the camera is operated 
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in photon-counting mode: each individual frame is analyzed for the presence of scintillations 

by a Multi-Scale gaussian filter Algorithm144 (MSA, chapter 2). This algorithm estimates the 

center of gravity and the DOI for the separate scintillation events; the DOI is estimated 

through matching of the light spread with the scale of the filter. The energy of the 

scintillation is determined by the peak height of the signal after matched filtering. 

  

(a) 

 

(b) 

 

Figure 7.2: Different retro-reflective structures that were simulated: 75 µm square pyramids (a) and 

75 µm tetrahedral retro-cubes (b). Based on simulations the retro-reflector with tetrahedral retro-cubes 

was selected for physical experiments. 

 

7.2.2 Scintillation Crystal 

 

An (approx.) 1.5×1.5 cm2, 2-mm-thick CsI:Tl crystal was used, courtesy of SCIONIX 

Netherlands, which has an interaction probability of >50% for 140 keV 99mTc gamma 

photons. The continuous CsI:Tl crystal is proximity coupled to a CCD via a fiber-optic 

window using optical grease (Bicron BC-630). As a result of the high Tl concentration of the 

material, the emission spectrum of the CsI:Tl crystal (ranging from approx. 450 to 650 nm) 

closely coincides with spectral response of the CCD97.  

 

7.2.3 Ray-tracing simulations 

 

The efficacy of different reflector designs was first characterized by simulating the number of 

reflected photons per scintillation event and their spread on the detector. These figures have 

been estimated for different types of reflectors with a ray-tracing code that calculates the 

paths of the optical photons. The reflectors that we have simulated are i) (specular) mirror-

like, ii) a retro-reflector with square pyramids, iii) a retro-reflector consisting of regular 

tetrahedra (i.e. parts of regular cubes); the geometric and material properties of the 

simulated crystal are consistent with our laboratory set-up (i.e. 2 mm thick CsI:Tl). The 

square pyramid and tetrahedral retro-reflector are shown in figures 7.2 (a) and (b), resp. 

For each type of reflector we have simulated many scintillations events taking place 

at random depths throughout the crystal, but with a scintillation depth distribution 

according to Beer’s law. Approx. 7800 photons were simulated in each event which is typical 
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for a scintillation event of 99mTc in CsI:TlII. We assume that the generated optical photons 

have random directions (with an isotropic distribution) and that ideal reflections occur at 

the boundaries of the reflectors with a probability of 95%. Between the crystal and the 

reflector we simulate an optical medium with the same optical density as the optical grease 

present in our experiment; at the boundary between scintillator and CCD we assume 

complete transmission of rays within the critical angle of internal reflection. Photons with 

trajectories leaving the sides of the crystal are considered to be lost. 

Once the individual photon traces have been determined, it is straightforward to 

calculate the number of photons arriving on the CCD (either directly or after reflection) and 

their spread. The size of the scintillation light spread on the detector of the directly detected 

photons is uniquely determined by the distance of the scintillation event from the detector 

surface and the critical angle. The center-of-gravity of the light spot corresponds to the x- 

and y-coordinates of the scintillation event. 

The ‘gain’ of each reflector is defined as the relative number of reflected photons vs. 

direct photons for a large number of scintillations (>5000). Only those reflected photons that 

arrive at the detector within the light spread of the directly detected photons are included in 

this gain, since we assume (based on our MSA algorithm) that the extra photons outside this 

light spot do not contribute to an improvement of the spatial and energy resolution. 

Whether or not the calculated number of detected light photons corresponds with the actual 

number of experimentally detected photons is debatable, since the simulation does not 

include any photons losses outside of the crystal or a noise model for our detector. However, 

as these loss factors will be equal for crystals both with and without reflector, the detected 

trends of the simulations should be accurate. Results of the simulations are presented in 

section 7.3.1. 

 

7.2.4 Retro-reflector 

 

To experimentally validate our retro-reflector we compare the gamma-ray detection 

capabilities of a camera with reflector to those with an uncoated crystal. The reflector is 

applied to the crystal side that is not read out by the CCD (i.e. the top of the crystal) with 

the same optical grease as used for coupling to the CCD. To remove possible air inclusions in 

the reflector cavities, the crystal with reflector was temporarily placed in vacuum. 

The retro-reflector has been designed in-house and micro-machined for this 

experiment specifically. The outcome of the ray-tracing simulations indicated that for 75-µm 

tetrahedral cubes a large number of photons are reflected back onto the detector, within the 

original photon spread. Thus, the retro-reflector we have designed consists of tetrahedral 

retro-cubes with a baseline of 75 µm molded into a polymer resin, which has subsequently 

been hardened and on which a highly reflective aluminum film has been vapor deposited 

(figure 7.3). Aluminum films have a reflectivity of >90% for the range of wavelengths of the 

                                                 
II According to literature (scintillator.lbl.gov), CsI(Tl) generates approx. 59.000 photons per MeV of gamma 

radiation 
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CsI:Tl emission spectrum (450-650 nm)III. The reflective tetrahedral cavities will ensure that 

a large fraction of the incident photons is retro-reflected in the direction of their origin.  

 
Figure 7.3: Photograph of a micro-machined retro-reflector, specially designed for this experiment. The 

baseline of the tetrahedral elements is 75 µm. 

 

7.2.5 Measurements 

 

The properties we investigate to evaluate the reflector are the spatial and energy resolution 

and SNR. The crystal is irradiated by a Co-57 (122 keV) source through a 30-µm-wide slit 

between two tungsten plates. From the MSA list-mode data energy spectra are constructed 

as histograms of the intensities of the detected scintillations. The energy resolution that is 

determined from these spectra provides a measure for the ability of the EM-CCD-based 

gamma camera to distinguish scintillations of different radioisotopes. It is derived as the full 

width at half maximum (FWHM) of the peak of the Co-57 signal in the energy spectrum.  

The spectra are subsequently used to set the energy windows for event selection for 

the reconstruction of the projected image. For both the camera with and without the retro-

reflector, this energy window ranges from 50% to 150% of the energy peak value (i.e. peak 

value ± 50%, roughly corresponding to twice the FWHM of the photopeak for the uncoated 

crystal). The spatial resolution is determined from the FWHM of the projection of the slit, 

corrected for the width of the slit itself82.  

The signal-to-noise ratio (SNR) is defined as the net number of counts within the 

area irradiated by the slit divided by the number of false positives counts detected on an 

equally sized non-irradiated area of the CCD. The irradiated area is taken to be 30 columns 

wide, which is slightly wider than the full width at tenth maximum (FWTM) of the profile 

of the slit.  

                                                 
III See, for instance, http://www.mellesgriot.com/products/optics/oc_5_1.htm or 

http://www.edmundoptics.com/TechSupport/DisplayArticle.cfm?articleid=259  
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Each of the measurements consists of a total number of 25.000 frames and the results are 

described in sections 7.3.2 and 7.3.3. 

 

 

7.3. Results 

 

7.3.1 Ray-tracing simulations 

 

We present the numerical results for a CsI:Tl scintillation crystal of 2 mm thickness 

irradiated by 140 keV (99mTc) gamma radiation. Figure 7.4 shows the photon spread for a 

crystal without reflector (‘directly detected photons’), covered with a specular reflector, a 

retro-reflector with 75-µm-side square pyramids and a retro-reflector with 75-µm-baseline 

tetrahedra (for the reflectors the total signal of reflected and direct photons is shown). For 

clarity, we show the results for simulated scintillations occurring at the average scintillation 

depth (~900 µm). We can see that, direct photons are exclusively detected with a deviation 

from the center of gravity smaller than ~1500 µm, as the ‘detection cone’ is cut off at the 

critical angle of total internal reflection at the scintillator-CCD interface. The photons that 

have been reflected by the reflectors, however, can have larger deviations. 

For both retro-reflectors and specular reflectors, the gain was found to vary over the 

depth of the crystal. Figure 7.5 shows the variation of reflector gain with scintillation depth.  

This variation is the result of the fact that for a perfect retro-reflector, in general, each 

photon will have to reflect three times in order to reflect exactly into the direction of its 

origin. However, in the simulations we found that a significant number of photons will reflect 

only twice (or even once). For scintillations close to the top surface of the crystal, these 

imperfectly (retro-)reflected photons have a larger chance of arriving within the spread of the 

directly detected photons, than for scintillations close to the detector. 

 
Figure 7.4: Comparison of the photon spread without any coating (light grey, solid), with a specular 

reflector (black, dash-dot), and with retro-reflectors with square pyramids of 75 µm (dark gray, solid) and 

tetrahedral retro-cubes of 75 µm (dark gray, dashed) at the average scintillation depth (900 µm). 
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Figure. 7.5: Comparison of the numerically calculated gain of the three different reflectors vs. the 

depth-of-interaction (only 1 in every 50 data points is shown here). For scintillations close to the crystal 

surface (DOI is low) the gain is highest for all three reflectors. The cubic retro-reflector has a superior 

performance, in particular for scintillations occurring deeper in the crystal.  

 

Therefore, the gain was found to be largest for scintillations with a small DOI. The overall 

gain is largest, and its variation is smallest, for the tetrahedral retro-reflector. Table 7.1 lists 

the overall gain for the 5000 simulated events for all reflector types. 

Because the multi-scale photon-count algorithm provides an estimation of the DOI, 

we can correct for the variation of the gain in the determination of the energy values using 

the calculated gain factors from figure 7.5 (see 7.3.2).  

 

Table 7.1: Simulated reflection gain for different coatings. 

Retro-reflector  # of direct photons # of reflected photons Gain (%) 

Mirror  9037066 3329131 36.8 

Square 75 µm  9037534 4372173 48.4 

Tetrahedral 25 µm  9039292 5382168 59.9 

Tetrahedral 75 µm  9035540 5360889 59.3 

Tetrahedral 125 µm  9036769 5328560 59.0 

 

From our simulations we conclude that the tetrahedral retro-reflector (retro-cubes) has an 

efficiency that is > 20% higher than the retro-reflector constructed from square pyramids 

and >1.5 times as high as a normal mirror. Therefore, we expect that application of this new 

retro-reflector will lead to a significant improvement of the light output of our scintillator 

and a subsequent improvement of the spatial and energy resolution of our EM-CCD-based 

gamma camera.  

In principle, smaller retro-cubes will enhance the ability to reflect light back into the 

original direction. In our simulations we have found that below a size of ~75 µm the 



 RETRO-REFLECTOR FOR IMPROVING LIGHT YIELD IN GAMMA CAMERAS 

 89 

improvement is only smallIV, whereas for retro-cubes of 125 µm a large variation in gain 

values for scintillations with small DOI arises. This indicates the influence of the lateral 

position of the individual scintillations (with respect to the retro-reflector) on the gain. We 

have therefore decided to fabricate a retro-reflector with a baseline of 75 µm. 

The experimental validation of the application of this retro-reflector in comparison 

with an uncoated crystal is presented in the next two sections. 

 

7.3.2 Measured energy spectrum and SNR 

 

Figure 7.6 (a) shows the experimentally obtained energy spectra for the crystal with and 

without retro-reflector, accumulated in the entire crystal thickness.  

For the spectrum with the retro-reflector, the estimated energy values of the 

scintillation events have been corrected for the DOI-dependent gain due to the retro-reflector. 

According to the simulations (figure 7.5), for scintillations occurring close to the top of the 

scintillation crystal almost twice the amount of photons will be detected compared to 

scintillations close to the detector. The position of the photopeak is therefore dependent on 

the DOI. To correct for this, the DOI information of the individual scintillations from the 

MSA algorithm144 (chapter 2) is used to scale the energy as a function of the DOI. The 

scaling factors have been derived directly from the calculated gain values of figure 7.5. With 

this correction a single narrow photopeak is obtained (figure 7.6 (a)), showing that there is 

good agreement between simulations and experiment. 

 

(a) 

 

(b) 

 

Figure 7.6: (a) Energy spectrum for the 2-mm-thick CsI:Tl crystal, for the case of no coating 

(dashed, left y-axis), and the specially designed retro-reflector (solid, right y-axis). The energy window for 

the SNR and spatial resolution measurements runs from 12.5 to 37.5 (a.u.) on the x-axis for both cameras. 

(b) Profiles of the images of the slit for the crystal with retro-reflector and without. 

 

From these spectra the energy window for SNR and spatial resolution comparison of the 

different optical coatings was determined as explained before (i.e. ranging from 12.5 to 37.5 

(a.u.)). Table 7.2 shows the overall energy resolution and SNR for the coated and uncoated 

                                                 
IV 25−µm tetrahedral structures could also have been constructed, but the limited advantage in gain would not 

compensate for the extra expense and expected mechanical difficulties in fabrication. 
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crystal, showing an improvement of the energy resolution as well as the SNR when the retro-

reflector is applied. The improvement of the SNR is the result of the inclusion of more true 

positive counts as well as a reduced background level due to the better energy resolution. 

 

7.3.3 Spatial resolution 

 

Figure 7.6 (b) shows the accumulated profiles of the images of the slit for the camera with 

retro-reflector and without. Figure 7.7 shows the variation of the spatial resolution (in µm 

FWHM) for events at different DOIs. In figure 7.7 the improvement of the spatial resolution 

through the application of the retro-reflector is clearly visible, although limited to 

scintillations occurring in the top of the crystal (small DOI). 

 

 

The spatial resolution is listed in table 7.2, for both Full Width at Half Maximum (FWHM) 

and Full Width at Tenth Maximum (FWTM), showing a significant improvement of the 

FWTM by using the retro-reflector. However, the improved spatial resolution (FWHM) for 

small DOIs shown in figure 7.7 does not directly translate into an improvement of the 

FWHM of the reconstructed profile of the line source (figure 7.6 (b)). This is because the 

width of the accumulated profile is dominated by the FWHM of the smallest profiles (for 

large DOIs) which show almost no improvement in figure 7.7. Nonetheless, for applications 

where the DOI-information is taken into account in the image reconstruction (e.g. pinhole 

gamma imaging) the retro-reflector will present a clear improvement as shown in figure 7.7.  

 

Table 7.2: Energy and spatial resolution and SNR for the CsI:Tl crystal with and without retro-reflector. 

 without reflector with retro-reflector Improvement (%) 

Energy Resolution (%) 50 34 32 

Spatial Resolution    

  FWHM (µm) 165 159 3.6 

  FWHM (µm) 424 370 12.6 

Signal / false-pos. counts 4125/251 4444/230  

SNR 16.4 19.3 17.5  
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Figure 7.7: Variation of the spatial resolution (FWHM) of the continuous CsI:Tl crystal with the 

estimated depth-of-interaction, measured with and without retro-reflector. 

 

 

7.4. Discussion and Conclusions 

 

We have shown that the use of micro-machined retro-reflectors greatly improves both energy 

resolution and SNR of CCD-based gamma cameras, by 32% and 17.5%, resp. In agreement 

with the outcome of the ray-tracing simulations the retro-reflector significantly improves the 

light output, in particular for scintillations occurring close to the top of the scintillator. 

Furthermore, because the multi-scale algorithm allows for a depth-of-interaction separated 

analysis, we have found that the spatial resolution also significantly improves for scintillation 

events occurring further from the CCD surface, even up to 50% for scintillations in the top 

of the crystal; the overall FWTM resolution improved by 12.6%. 

The application of the retro-reflector in our CCD-based gamma camera presents a 

further step in improving the camera’s performance and bringing its energy resolution up to 

par with that of PMT-based gamma cameras. In SPECT, sufficient energy resolution is 

essential to discriminate scattered photons from primary photons. However, in small-animal 

SPECT, the amount of scattered photons is relatively low due to the small sizes of the 

objects under investigation. Furthermore the amount of scatter in pinhole apertures is quite 

low and does not give rise to strong contamination of projection data, even without energy 

discrimination247. The energy spectra presented in this work clearly indicate that the current 

prototype camera may be able to perform sufficient scatter rejection for applications such as 

small-animal SPECT. 

For further development of EMCCD-based gamma cameras we are searching for 

scintillators giving an excellent energy and spatial resolution in combination with a high 

capture efficiency. All three factors will depend on the light yield and thickness of the 

scintillation crystal. The degrading effects of having a thick crystal (for high detection 

efficiency) on spatial and energy resolution might be alleviated by using a retro-reflector. 
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Retro-reflectors thus provide an important tool for combining good spatial and energy 

resolution with a high detection efficiency. 
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Chapter 8 
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counting EMCCD-based gamma 
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Abstract 
 

Charge Coupled Devices (CCDs) optically coupled to scintillation crystals can be used to 

construct high resolution gamma cameras. Previously, several groups have reported intrinsic 

detector spatial resolutions below 100 microns. When the CCD images can be read out fast 

enough, the energy and interaction position of individual gamma quanta can be estimated by 

a real-time image analysis of the scintillation light flashes. The Electron-Multiplying CCD 

(EM-CCD) is well-suited for fast read out, since even at high frame rates it has extremely 

low readout noise. However, due to the often very low light levels present in scintillation 

gamma cameras, further reduction of noise is desirable. Here, the EM-CCD is optically 

coupled to a 1000-µm-thick columnar CsI:Tl crystal for Tc-99m and I-125 imaging. We 

investigate noise reduction through summing of signals in pixels before the gain register and 

readout circuit of the EM-CCD (“pixel binning”). We compare the energy and spatial 

resolution, photopeak efficiency (PE) and signal-to-noise ratio (SNR) of an EMCCD-based 

gamma camera for the case of binning vs. non-binning. When pixels were read out 

simultaneously in groups of 4 the spatial resolution is slightly worse in the direction of 

binning, but the number of false-positive counts resulting from background noise for I-125 

was reduced by 74% compared to the no binning case. We conclude that the use of charge 

binning when reading out EM-CCDs may significantly improve the energy spectra and noise 

properties of CCD-based high-resolution gamma cameras.  
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8.1 Introduction 

 

High-resolution gamma and X-ray detectors are currently under development in a large 

number of laboratories54,82,123,137,138,140,154,156,157,158,159,160,161,162,164. Such detectors can be useful to 

improve small animal SPECT systems45,49,54,82,248. Very high spatial resolution, combined with 

energy discrimination capabilities can be obtained through the use of micro-columnar 

scintillation crystals that are read out by EM-CCDs (Figure 8.1).82,138,140 These compact 

gamma cameras can determine the position and energy of individual scintillation events 

(photon-counting) and in some cases achieve spatial resolutions better than 60 µm.82,137,138,140 

The use of back-illuminated instead of front-illuminated EM-CCDs leads to significant 

improvements with respect to energy resolution and the number of false-positive counts146.  

Despite the continuous improvement of the spatial and energy resolution and noise 

properties of EM-CCD-based gamma cameras, additional noise reduction can widen the 

range of applications.  

In low light level applications, the performance of an EM- CCD is limited by the 

thermally generated dark current and the clock-induced charge (CIC) that is the result of 

the charge transfer through the device167,249. The dark current can be suppressed by cooling 

the EM-CCD; CIC however is a temperature-independent noise source. 

The amount of CIC noise is proportional to the number of transfers that the signal is 

subject to before readout. Here we reduce this number of transfers by summing the signal of 

multiple lines (binning) before it is transferred through the serial readout and gain register. 

Binning has been applied in other CCD-based gamma cameras137,140 for increasing frame 

rates. The goal of the present paper is to deduce the efficacy of binning for reducing the CIC 

noise. To this end, we present energy spectra, SNR measurements as well as image profiles 

for spatial resolution measurements obtained with and without binning.  

 

8.2 Materials and Methods 

 

8.2.1 EM-CCD, scintillators and optic coupling 

 

An Electron-Multiplying CCD (EM-CCD) is a CCD with an added feature: internal gain in 

the charge domain (i.e. before readout). Because of this internal gain an EM-CCD is less 

sensitive to readout noise, even at high readout speeds (e.g. several Mpixels/second). The 

internal gain is provided by electron multiplication (avalanche multiplication or impact 

ionization) in the gain register (see Figure. 8.2). Details of the EM-CCD technology are 

available in several papers125,126,127,250. 

 The EM-CCD used in the present work is the back-illuminated CCD97 from E2V 

Technologies, which has 512 lines of 512 pixels, with a pixel size of 16 × 16 µm2 and a 

quantum efficiency exceeding 90% for visible light in the range of 500 to 650 nm (figure 8.1 

(a))45,250. It is cooled to -50 °C to reduce the dark current to levels below 2U10-2 e/pixel/frame 

(according to the manufacturer). The temperature-independent CIC noise, which is also 

called spurious charge or charge transfer noise, has a level of approx. 3.3U10-5 e/transfer for 

our read-out frequency of 50 frames per second at a pixel frequency of 11 MHz249,250. In the 
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worst case scenario, the charge has to pass through 512 lines of the image area, 520 lines of 

the storage area and 552 serial transfer columns before the gain stage, adding up to 5.2U10-2 

e/pixel. It is therefore the dominant noise source in our application. 

 

  

Figure 8.1: EM-CCD chip with fiber-optic window (a) and a compact EMCCD-based gamma camera 

(b). A Peltier element cools the CCD chip, thereby reducing the dark current noise. 

 

For the conversion of the incident gamma rays to visible photons, we used a 1000-µm-

thick micro-columnar CsI:Tl scintillation crystal (Hamamatsu FOS, type J6671), which has a 

capture efficiency of almost 100% for I-125 and ~30% for Tc-99m. The peak wavelength of 

the emission spectrum lies at 550 nm, which is in the optimal range of our EM-CCD, while 

the columnar structure of CsI:Tl yields a high spatial resolution. A fiber-optic taper can be 

used to increase the effective detector area per CCD, but in our experiment a 3-mm-thick 

straight fiber optic window is present for protection of the CCD. The scintillation crystal 

was coupled to the fiber-optic window using Bicron BC-630 silicon optical grease.  
 

8.2.2 Photon-counting algorithm 

 

The electronics board that drives and reads out the EM-CCD is connected to a Digital 

Signal Processor (DSP), type TMS320C6416 from Texas Instruments. This DSP executes a 

photon-counting algorithm that performs a real-time analysis of each of the frames of the 

EM-CCD to detect and localize individual scintillation events. 

Summarized, the algorithm proceeds as follows: first, before each measurement 

sequence an average (dark) background image is acquired. Then for each frame during 

acquisition, this background image is subtracted from the raw EM-CCD image. Next, a 

filtering step is performed by convolution of the background-corrected image with a 2D 

Gaussian filter. In this filtered image scintillation events will appear as bright regions and 

the peak position and intensity of each of these bright regions are transferred in list mode to 

a PC. The peak amplitude of the bright spots after filtering provides a measure for the 

energy that has been released in the scintillation event.  

A more detailed description of the algorithm can be found elsewhere162; a description of the 

influence of the width of the 2D Gaussian kernel on the spatial and energy resolution of the 

gamma camera can be found in previous work146. The physical width of the Gaussian 

convolution (σ) in both the horizontal and vertical direction is set to the same value (i.e. σ is 

64 µm), for both the case of binning and not binning. 

Fiber-optic window 

EMCCD 

CCD 

Copper cooling block 

Peltier element 

(b) Columnar scintillator (a) 

Active area with 

Fiber-optic window 
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Figure. 8.2:  Schematic lay-out of the EM-CCD. The internal electron multiplication gain is achieved 

in the charge multiplier that has been added before the readout capacitor. The binning of lines is 

performed by summing of the signal of multiple lines in the serial readout register. This is achieved 

through downward transfer of lines into the register, before the previous line(s) has been shifted serially 

through the register. The signal of any number of lines can thus be summed before it enters the charge 

multiplier166. 

 

8.2.3 On-chip binning 

 

To improve the noise characteristics of our EM-CCD, we have binned the signal of multiple 

lines before their transfer through the serial readout and gain register. This effectively 

reduces the number of transfers that the signal is subject to, which in turn reduces the 

amount of CIC noise since it is linearly dependent on the number of transfers. Binning also 

reduces the susceptibility of the signal to the noise in the serial readout and gain register and 

readout circuit.  

In normal operation EM-CCDs are read out the following way: after line-by-line (i.e. 

parallel) transfer of the signal from the storage area to the serial readout register, it is 

shifted pixel by pixel (i.e. serially) through the gain stage and the readout capacitor. Due to 

the fact that the readout electronics of our camera have been developed in-house, we have 

the ability to transfer multiple lines (rows) into the serial register before the serial transfer 

(binning). Effectively we thus sum the charge signal of multiple pixels in a column before it 

is transferred through the gain stage. Unfortunately, due to the structure of the device, 

binning of the charge in the direction of the rows can only be performed just before the read-

out capacitorV. Though this can reduce the influence of the read-out noise it will have no 

effect on the CIC noise. Consequently, we only perform vertical binning in our comparison. 

About half of the total number of transfers that the signal is subject to is in the serial 

readout and gain register; therefore binning could reduce the influence of the CIC by almost 

half. For instance, binning 4 lines would reduce the contribution of the CIC noise for the 

serial transfers through the readout and gain register, compared to the signal, by a factor of 

4; instead of shifting 4 pixels through the registers, we are shifting only 1. Since the serial 

and gain register transfers amount to half the total number of transfers, this effectively 

                                                 
V Furthermore, in our particular setup horizontal binning can only be applied in conjunction with vertical 

binning, while vertical binning can also be applied independently. 
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reduces the total CIC noise by ~ 40%. Furthermore, summation of the signal of multiple 

pixels increases the signal in the serial register. The larger signal is less susceptible to the 

noise added in the readout circuit and to the standard deviation of the total noiseVI, thereby 

increasing the signal to noise ratio further. However, the contribution of the statistical noise 

generated in the gain register will not improve. The stochastic nature of the electron 

multiplication gain leads to a factor √2 increase of the variation of the noise over the gain 

register, independent of the amount of charge entering the gain stage. 

Since binning occurs in the charge domain it is an essentially noiseless operation. It is 

often used in high-speed microscopy or fluoroscopy to either improve the readout rate of the 

camera or to reduce the influence of the noise in the readout capacitor251. However, binning 

will often lead to loss of spatial resolution as the pixel size is increased by the binning factor. 
 

8.2.3 Measurements 

 

To determine the spatial and energy resolution, photopeak efficiency (PE) and signal-to-

noise ratio (SNR) of the camera, line pattern images were acquired using a setup with two (4 

mm thick) tungsten blocks separated by a narrow slit (30 µm wide). Tc-99m (141 keV) and 

I-125 (27-35 keV) sources are placed behind the slit and a line pattern is projected through 

the slit onto the scintillator. The use of a slit to determine the line spread function is a 

standard method for measuring intrinsic resolution of clinical gamma cameras.  

Energy spectra were recorded for the I-125 and Tc-99m sources consecutively for the 

irradiated area of the CCD (50 lines wide centered on the image of the slit). The energy 

resolution is determined from the FWHM of the peaks of the energy spectra after 

subtraction of the background level.  

The spatial resolution is defined as the Full Width at Half Maximum (FWHM) of the 

line spread function corrected for the width of the gamma beam of 30 µm, on the assumption 

that both the beam itself and the response from an infinitely narrow beam are Gaussian. The 

scintillation events that are accepted for the determination of the spatial resolution are those 

with a light yield that fall within a 10% energy window (+/-14 keV) symmetrical around the 

photo-peak energy for Tc-99m and within a window ranging from 20 keV to 50 keV for I-

125. 

The photopeak efficiency (PE) was determined as the ratio of the signal counts within 

the photopeak compared to the background counts. For both the I-125 and Tc-99m 

photopeak (of the independently measured energy spectra), counts that lie below the 

baseline of the photopeak, were identified as background; counts above the baseline were 

identified as photopeak signal (Figure. 8.3). The signal-to-noise ratio (SNR) is defined as the 

total number of counts in the energy windows (I-125: 20 to 50 keV; Tc-99m: 126 to 155 keV) 

divided by the number of noise-induced false-positive counts detected in the appropriate 

energy windows of dark (unirradiated) images. The count rate of the experimental setup 

(several cps/mm2 below the slit) is similar to what can be expected in practical small-animal 

                                                 
VI Note, however, that this latter effect could also be achieved by summing or averaging the signal after read-

out. 
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pinhole SPECT imaging. 

We compare measurements performed with binning of 2 and 4 lines with no binning. 

For this comparison the gain of the EM-CCD was adjusted such that the output signal of 

the camera was equal for all cases. The EM-CCD was irradiated with the slit oriented in 

both the horizontal and vertical direction (on the EM-CCD image) in order to determine 

resp. the spatial resolution both along the direction of binning (i.e. the vertical direction) 

and perpendicular to the direction of binning (horizontal). Each of the measurements 

described below consists of a total number of 25000 analyzed frames. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.3:  Definition of the energy resolution and photopeak efficiency (PE) deduced from the energy 

spectra. The energy resolution is determined as the FWHM of the photopeak after subtraction of the 

background noise level. For determination of the photopeak efficiency the number of counts above the 

background level is considered signal; the number of counts below this level is considered background 

(right).  

 

8.3 Results 

 

8.3.1 Energy resolution, PE and SNR 

 

Figure 8.4 shows the energy spectra acquired with I-125 and Tc-99m for the case without 

binning and for binning of 2 and 4 lines. Furthermore, the background spectra measured 

without any radioactive sources present are also provided.  

The scale of the energy axis is calibrated assuming that the peaks of I-125 and Tc-

99m are situated at 30 keV and 141 keV respectively. The energy resolution is determined as 

the FWHM of the separate I-125 and Tc-99m peaks after subtraction of the background 

noise level. The I-125 peaks could be well fitted with Gaussians, the Tc-99m peaks less so. 

The energy resolution was estimated to be 32% FWHM (45 keV) for Tc-99m and 59% 

(17.6 keV) for I-125 without binning. Binning of 4 lines resulted in an energy resolution of 

28% (40 keV) for Tc-99m and 53 % (15.9 keV) for I-125, showing an improvement for both.  

The energy resolutions both with and without binning are listed in table 8.1.  
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Figure 8.4:  Comparison of the energy spectra, when imaging I-125 and Tc-99m separately, for the cases 

of binning of lines vs. no binning. The spectra have been measured for an area of 50 lines wide centered on 

the image of the slit; the non-irradiated background spectra have been measured for the entire CCD. 

 

Table 8.1: Energy and Spatial Resolution for Tc-99m and I-125. Summary of the resolution measurement 

results, as measured from the energy spectra (figure 8.4) and the corresponding Tc-99m and I-125 image 

profiles (figure 8.7), for no binning and for binning 2 and 4 lines. 

 

  Tc-99m I-125 

 binning horizontal vertical horizontal vertical 

1 55.8 54.0 46.1 49.7 

2 50.9 60.0 42.4 48.0 

Spatial 

Resolution 

(µm) 4 53.5 83.8 42.4 76.7 

 [keV] [%] [keV] [%] 

1 45 32 17.6 58.7 

2 46 32.6 17.5 58.3 

Energy 

resolution 

4 40 28.4 15.9 53.0 

 

The PE measurements with and without binning, for both the I-125 and Tc-99m energy 

windows, are presented in figure 8.5 and tables 8.2 and 8.3.  

The signal is determined from the energy plots (figure.8.5) as the vertically striped area 

under the peak: the background is determined from the horizontally striped background level. 

Binning improved the PE by 118 % for I-125 and by 58 % for Tc-99m. Tables 8.2 and 8.3 

also include the ratio of the total signal of the photopeaks to the false positive counts in 

identical energy windows for completely dark (unirradiated images). For the I-125 energy 

window these numbers indicate a clear improvement of the SNR; for the Tc-99m window the 

SNR does not seem to improve. For I-125 an important parameter, the number of false 

counts in the energy windows for the unirradiated CCD, decreases significantly with binning. 
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Figure 8.5:  Comparison of the photopeak efficiency of I-125 (top) and Tc-99m (bottom) for the case of 

binning of lines vs. no binning. These are derived from the individual spectra of both sources. The 

horizontally delineated areas mark the background counts, the vertically delineated areas the signal 

counts. 

 

Table 8.2 Summary of the PE and SNR measurements for Binning and without Binning for I-125. 

Summary of the Photopeak Efficiency (PE) and SNR results, as measured from the energy spectra (figure 

8.5) and the corresponding energy windows of the dark images, for no binning and for binning 2 and 4 

lines. 

 binning Energy window 

(keV) 

Total peak area /  

background 

Photopeak efficiency 

50 lines only no binning 12-50 4950 / 1540 2.2 

 2 lines  5746 / 1110 4.2 

 4 lines  5068 / 871 4.8 

 binning Energy window 

(keV) 

Total counts/ Noise 

counts 

SNR 

no binning 20-50 4332 / 357 12.1 

2 lines  5352 / 294 18.2 

Line signal 

compared to 

dark image 4 lines  4636 / 92 50.4 

 

Table 8.3: PE and SNR measurements for Binning and without Binning for Tc-99m. Summary of the 

Photopeak Efficiency (PE) and SNR results, as measured from the energy spectra (figure 8.5) and the 

corresponding energy windows of the dark images, for no binning and for binning 2 and 4 lines. 

 binning Energy window 

(keV) 

Total peak area / 

background 

Photopeak efficiency 

50 lines only no binning 90-180 6735 / 1492 3.5 

 2 lines  6487 / 1218 4.3 

 4 lines  6610 / 1007 5.6 

 binning Energy window 

(keV) 

Total counts / Noise 

counts 

SNR 

no binning 126-154 3722 / 75 49.6 

2 lines  3515 / 74 47.5 

Line signal 

compared to 

dark image 4 lines  3909 / 80 48.9 
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8.3.2 Spatial resolution measurements 

 

Figure.8.6 shows I-125 image profiles taken perpendicular to the line pattern without binning 

(single line readout) and for binning of 4 lines. Figure 8.6 left shows the profile when the line 

is projected vertically (in the EM-CCD image); figure 8.6 right shows the profile when the 

line is projected horizontally. In the first case the profile of the line lies perpendicular to the 

direction in which the binning takes place, and thus the effective pixel size does not change 

with binning. In the latter case, the binning of lines is along the profile of the projected line, 

and thus the effective pixel size for binning 4 lines is 64 µm in that direction.  

The resolutions determined from Full Width at Half Maximum (FWHM) of the 

profiles for both Tc-99m and I-125 are listed in Table 8.1. The uncertainty on the spatial 

resolution measurements is of the order of 1.5 µm. Use of binning slightly improves the 

spatial resolution in the direction perpendicular to the binning of lines for Tc-99m from 55.8 

µm to 53.5 µm and for I-125 from 46.1 µm to 42.4 µm.   

 

 
Figure 8.6:  Image profiles of the projection of the slit in the I-125 energy window, not binned (1 line) 

and binned for 4 lines. The left figure shows the effect of binning on the resolution in the horizontal 

direction; the right figure shows the effect of binning on the resolution in the vertical direction. In the 

vertical direction binning increases the effective pixel size by a factor of 4 to 64 µm. 

 

The loss of resolution in the parallel direction, along which binning occurs, is from 54.0 µm 

to 83.8 µm for Tc-99m and from 49.7 µm to 76.7 µm for I-125. This is far less than the 

effective increase in pixel size. The spatial resolution in the parallel direction is still better 

than 1.5 pixel lengths (96 µm). 

 

8.4 Discussion 

 

In the present paper we have shown that the use of binning increases the PE and SNR and 

reduces noise induced false-positive counts in CCD-based gamma camera for imaging of I-

125. Furthermore we showed that binning results in some improvement of the energy 

resolution, even when this has been determined after the subtraction of the background 

noise. Without this background correction the energy resolution for not binning would be far 

worse. Unfortunately the improvements in spectral characteristics and energy resolution 
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come at the cost of some loss in spatial resolution in the direction of binning; increasing the 

effective pixel height by a factor of 4 degrades the resolution along the direction of binning 

by just over 50%. However, the resulting spatial resolution is in the range of the effective 

pixel size; we believe that for configurations where the spatial resolution is in the range of 

multiple times the pixel size or larger (e.g. in the case of thicker crystals) the loss of spatial 

resolution due to binning will be relatively small. 

In the direction perpendicular to the binning, one would expect at least to see an 

improvement of the spatial resolution. For the I-125 signal indeed we see some improvement, 

for the Tc-99m signal an improvement cannot be detected, which can be explained by the 

strong signal in the case of 140 keV photons.  

We expect that particularly in case of binning more pixels, further improvements in 

energy and spatial resolution are possible with the application of advanced centroiding 

algorithms. In the direction of binning, the current spatial resolution is less than 1.5 times 

the pixel size; this might very well be reduced by e.g. Anger logic or fitting algorithms that 

enable sub-pixel determination of the location of the individual scintillation events. Recently, 

a Maximum Likelihood Estimation Maximization (MLEM) algorithm has been developed for 

3D position and energy estimation that can partly correct for depth-of-interaction (DOI) 

effects165. At this stage however, such algorithms are computationally intensive. 

Even though sufficient energy resolution is essential in clinical SPECT in order to 

distinguish primary photons from scattered photons, small animal SPECT results in 

relatively small numbers of scattered photons. This is due to the small sizes of the objects 

being imaged. Furthermore, the amount of scatter in pinhole apertures is quite low, and does 

not give rise to strong contamination of projection data even without energy 

discrimination247. Therefore the energy discrimination capabilities of our prototype gamma 

camera should prove more than sufficient for application in small animal pinhole SPECT. 

The optimal tradeoff between spatial resolution and energy resolution and noise depends on 

the specific imaging task. For example for very small objects (e.g. mice) scatter rejection is 

of minor importance and spatial resolution can be maximized. For clinical applications a 

lower intrinsic resolution is required while energy resolution can be very important. 

 

 

8.5 Conclusion 

 

In the present work we have investigated energy and spatial resolution and spectral 

characteristics of an EMCCD-based gamma camera, when the signal of multiple pixels in a 

column is summed before entering the gain register of the EM-CCD. The use of this pixel 

binning leads to improvements in energy resolution, while maintaining sufficient spatial 

resolution. Further improvements might be possible if the signal could be binned for columns 

as well as for lines.  

The signal-to-noise ratio has improved significantly for the low-energy I-125 γ-

photons. Furthermore binning can facilitate the readout of the EM-CCD at higher frame 

rates. We conclude that binning in EM-CCDs is a promising technique, in particular for low 

light level detection, such as in gamma cameras used for SPECT imaging. 
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Abstract 

 

Electron-multiplying charge coupled devices (EM-CCDs) coupled to scintillation 

crystals can be used for high-resolution imaging of gamma-rays in scintillation counting 

mode. However, the detection of false events as a result of EM-CCD noise deteriorates 

the spatial and energy resolution of these gamma cameras and creates a detrimental 

background in the reconstructed image. In order to improve the performance of an 

EMCCD-based gamma camera with a monolithic scintillation crystal, arrays of silicon 

photon-multipliers (SiPMs) can be mounted on the sides of the crystal to detect 

escaping scintillation photons, which are otherwise neglected. This will provide a priori 

knowledge about the correct number and energies of gamma interactions that are to be 

detected in each CCD frame. This information can be used as an additional detection 

criterion, e.g. for the rejection of otherwise falsely detected events.  

The method was tested using a gamma camera based on a back-illuminated EM-CCD, 

coupled to a 3 mm thick continuous CsI:Tl crystal. Twelve SiPMs have been mounted 

on the sides of the CsI:Tl crystal. When the information of the SiPMs is used to select 

scintillation events in the EM-CCD image the background noise level for 99mTc is 

reduced by a factor of 2. Furthermore, the SiPMs enable detection of 125I scintillations. 

A hybrid SiPM-/EMCCD-based gamma camera thus offers great potential for 

applications such as in vivo imaging of gamma emitters. 
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9.1 Introduction 

 

Single-photon emission computed tomography (SPECT) is a prominent molecular imaging 

modality, both in clinical and in pre-clinical (e.g. small-animal) research. The application of 

pinhole geometries leads to unsurpassed imaging capabilities in small-animal SPECT49,173,200 

and is also applied for human SPECT imaging of specific regions-of-interest, e.g. brain252, 

chest112 and extremities253. Introductions to pinhole and small-animal SPECT imaging are 

provided by several authors44,45,243. 

Gamma detectors with high intrinsic spatial resolutions in combination with energy 

discrimination capabilities may be essential for the improvement of future multi-pinhole 

SPECT devices, as has been shown by simulations and modeling53,54,153,155,216,254; recent work255 

validates the efficacy of high-resolution detectors in small-animal SPECT applications. High-

resolution gamma-ray detectors have been developed for applications ranging from 

astronomy and particle physics to biomedical imaging82,123,140,148,154,156,157,158,159,160,161,162,164,165,245.  

Very high spatial accuracy (below 60 microns) can be obtained with a detector 

consisting of an EM-CCD operating at high frame rates, that detects individual gamma 

photons in an optically coupled micro-columnar CsI:Tl scintillation crystal with the use of 

scintillation detection algorithms138,140,146,148,165,178 (chapter 8). The application of continuous (or 

monolithic) crystals can improve the sensitivity for incoming 99mTc gamma photons (140 

keV) at some cost in spatial and energy resolution144,236 (chapter 2 and 5). 

The spatial and energy resolution obtained with continuous crystals is, in principle, 

reduced because of the increased width of the light spread distribution compared to micro-

columnar crystals. This can partly be overcome by the use of detection algorithms that take 

into account the depth-dependent light spread distribution144,VII (chapter 2). With such a 

depth-sensitive algorithm, EMCCD-based gamma cameras equipped with monolithic, 2.6 mm 

thick CsI:Tl crystals (corresponding to 60 % 99mTc absorption) have achieved a spatial 

resolution of ~150 µm, (intrinsic) depth-of-interaction correction and an energy resolution of 

48 % for 99mTc imaging144,175 (chapter 2 and 4); the application of micro-retroreflectors even 

improves the energy resolution to 34%174 (chapter 7). 

However, noise in the EM-CCD complicates the detection of scintillation events 

occurring at some distance from the EM-CCD surface (i.e. in the top of the scintillation 

crystal). In particular the detection of ~30 keV 125I gamma photons (and characteristic X-

rays) is significantly compromised, as these photons are absorbed at a greater distance from 

the detector surface (over 50% of 125I gamma photons are absorbed in the top 200 µm of the 

CsI:Tl crystal) and generate far less scintillation photons than 99mTc (approx. 25%). As a 

result, true scintillation events can hardly be distinguished from the noise, which may lead 

to a background of falsely detected events in the reconstructed image or loss of sensitivity 

when thresholding is applied. Additional information on the true number of scintillation 

events therefore could assist the detection algorithm in separating true from false-positive 

detections.  

                                                 
VII The multi-scale algorithm actually uses information from the light spread to deduce the depth at which the 

scintillation occurred (the depth-of-interaction or DOI). 
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Since most light detectors (including EM-CCDs) read out only a single surface of the 

scintillation crystal, a considerable amount of scintillation photons is lost because they 

escape from the sides217; taking into account internal reflections within the crystal this could 

amount to 40-60% of the total number of scintillation photons. The information that these 

photons contain about the position and energy of the scintillation events has thus far not 

been exploited in CCD-based gamma imaging.  

In this paper we introduce a novel method256 to use the information from these 

photons; silicon photomultipliers (SiPMs)116,257,258 attached to the sides of the crystal (see 

figure 9.1) are used to detect the previously neglected photons. The information that is 

extracted from the SiPM signals consists of the number of scintillation events in each 

measured frame; this number will serve as a priori information for the detection algorithm. 

To investigate the efficacy of our hybrid SiPM-enhanced EMCCD-based gamma camera, we 

compare its performance in terms of signal-to-noise ratio, spatial and energy resolution for 
99mTc and 125I imaging to the same setup without SiPMs.  

 

 

 
Figure 9.1: Experimental EMCCD-based gamma camera set-up with SiPM side detectors. A Peltier 

element cools the EM-CCD chip to reduce its dark current. Silicon photon-multipliers (SiPMs) are 

coupled to the sides of the scintillation crystal. The crystal and SiPMs are also cooled through thermal 

contact with the EM-CCD. 
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9.2. Materials and Methods 

 

9.2.1 EM-CCD gamma camera 

 

The scintillation gamma camera that is used in this research consists of a scintillation crystal 

coupled to an EM-CCD and is operated in gamma photon-counting mode, see figure 9.1. 

Gamma photons are converted in the crystal and the individual scintillation flashes are 

detected by the EM-CCD. A comprehensive description of this gamma camera is provided 

elsewhere138,146.  

We use a 3 mm thick continuous CsI:Tl crystal, which is proximity-coupled to the 

EM-CCD via a fiber-optic plate using optical grease. The crystal has an interaction 

probability of ~66% for 141 keV 99mTc gamma photons and ~100% for ~30 keV 125I gamma 

photons and X-rays. The emission spectrum of the scintillation photons of the crystal has a 

maximum at 550 nm.  

The EM-CCD used here is a back-illuminated CCD97 from E2V technologies. The 

quantum efficiency of the CCD97 surpasses 90% in the range of visible light between 500 

and 650 nm, which matches nicely with the spectral emission of the crystal.  It has an active 

area of 512 lines with 512 pixels, each 16 × 16 µm2 in size. To reduce the dark current to a 

level below 0.1 e pixel-1 s-1 the EM-CCD is cooled to a temperature of -50 ℃ using a Peltier 

element backed by a liquid cooler. The read-out of the EM-CCD is performed by an in-house 

developed electronics board; by reading out the EM-CCD lines in pairs of two we achieve a 

frame rate of 50 Hz.259 

The frames are transferred to a Matrox Meteor-II framegrabber. The camera is 

operated in gamma photon-counting mode by off-line processing with an analytical 

scintillation detection algorithm144 (chapter 2). This algorithm analyzes each separate frame 

for the presence of (possibly multiple) scintillations and determines the spatial coordinates 

and the intensity of each individually detected event, presenting the data in list-mode 

(indicating x, y, z-coordinates, intensity and frame number). 

 

9.2.2 Silicon photo-multipliers 

 

SiPMs are photon detectors that consist of a large number of avalanche photo-diodes 

(APDs) connected in parallel and operated in Geiger mode116,257. When a single APD (or: 

micro-cell) detects an optical photon, it will discharge, resulting in an output signal with 

fixed charge content. The presence of a large number of these APDs in a single SiPM 

basically presents a proportional photon counter, provided that the photon density is 

sufficiently low (i.e. when no more than a single photon is detected within the recovery time 

of the microcell)119. The accumulated signal of the cells in an SiPM is proportional to the 

number of cells discharging (i.e. increasing with the number of photons that is detected). 

SiPM readout of scintillator crystals currently enjoys increasing interest for medium energy 

gamma detectors, in particular for (time-of-flight) positron emission tomography 

(PET)118,260,261, combined PET-MRI262 and small-animal PET263. 
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We have selected Hamamatsu S10931-100P(X) type SiPMs, which are 3x3 mm2 in size and 

consist of 900 100×100 µm2 cells. On all four sides of the crystal 3 SiPMs have been 

mounted using Bicron BC-630 optical grease. Through thermal contact with the EM-CCD, 

the SiPMs are cooled to a temperature of -27.4 (±0.2) ℃ and they are operated at a bias 

voltage of approx. 67.4 V. For each SiPM the bias voltage can be adjusted separately, to 

ensure relatively equal gain and noise levels. The spectral response of the SiPMs peaks at 

400 nm, which lies somewhat lower than the peak emission of the CsI:Tl crystal; nevertheless 

the photon-detection efficiency should be around 20-25%.258 

In this first proof-of-principle setup the SiPMs are applied as gamma photon counters. 

The signals of the 12 SiPMs are first preamplified by a 16-channel read out board (the 

design of which is described and characterized elsewhere264) and subsequently summed. The 

summed signal is shaped and amplified by an Ortec 572 spectroscopy amplifier. Spectra of 

the amplitudes of the sum pulses are recorded by an Ortec AD114 peak-sensitive ADC and 

these spectra are used to set an appropriate threshold on a Canberra SCA 2035 constant 

fraction discriminator (CFD). The CFD logic output pulses are counted with a National 

Instruments PCI-6034E card. A simplified electronics scheme for the SiPM-enhanced 

EMCCD-based gamma camera is shown in figure 9.2. 

 

 
 

Figure 9.2: Simplified electronics scheme of the SiPM-enhanced EMCCD-based gamma camera. The 

gamma photon count of the SiPMs can be applied as a priori knowledge for the analytic scintillation 

detection algorithm. A timing circuit ensures synchronization between the EMCCD frames and the 

counter for the SiPM pulses. 

 

9.2.3 Measurements 

 

In order to verify the performance of the SiPMs and to set the appropriate thresholds for the 

CFD, the hybrid gamma camera has been irradiated by both 99mTc and 125I flood and line 

sources. The line sources are created by collimation using a 30 µm wide slit in 4 mm thick 

tungsten plates. 

For measurements of the spatial and energy resolution of the hybrid gamma camera 

the crystal is irradiated by 99mTc and 125I line sources only. In order to determine the energy 



CHAPTER 9 

 112 

resolution for the camera without SiPMs, energy spectra are constructed as histograms of the 

intensities of the detected events, such as determined by the scintillation detection 

algorithm144 (chapter 2). 

The energy spectra of the EM-CCD are used to determine the energy windows for 

reconstruction of the image of the slit and determination of the spatial resolution. For a fair 

comparison of the efficacy of the SiPMs, for both the camera with and without SiPMs, the 

energy windows are set to range from 50 % to 150 % of the position of the full-energy peak 

of the EM-CCD spectrum174 (chapter 7). This is because in the current setup the SiPMs 

indicate how many events, detected by the scintillation detection algorithm, to include in the 

listmode; the SiPMs’ information does not influence the location or energy of detected events. 

The spatial resolution is determined by measuring the full-width-at-half-maximum 

(FWHM) of the projection of the slit, corrected for the width of the slit itself by 

deconvolution82. The SNR is defined as the net number of counts within the area irradiated 

by the slit (taken to be 50 lines for 99mTc and 200 lines for 125I) divided by the number of 

false positives in an equally sized area of the EM-CCD covered by the tungsten plate (i.e. a 

non-irradiated area). The number of net signal counts is obtained by correcting the total 

signal for the false positives144,174 (chapter 2 and 7). 

To include almost all SiPM sum signals within the SiPM photopeak the CFD 

threshold has been set at (photopeak position – FWHM of the SiPM pulse-height spectra) for 

both the 99mTc and the 125I measurements. The number of events above the threshold is 

counted per CCD frame. The effect of the inclusion of this a priori SiPM information on the 

performance of the gamma camera is investigated for a single measurement for each source 

(of 25.000 frames), by either ignoring or including the SiPM event count in the post-

processing scintillation detection algorithm.  

Because the number of incident gammas in a small-animal pinhole geometry is 

expected to be less than one per frame54,155,173, in the simplest implementation, those frames 

for which the SiPMs detect no events have been discarded (rejection method); in a more 

advanced implementation the SiPMs’ event count is used to select the number of most likely 

scintillation events (i.e. those with the highest detected energy) that the scintillation 

detection algorithm detects in each frame (counting method). Both the rejection and the 

counting method are compared to the case where the SiPM information is ignored. 

 

 

9.3. Results 

 

9.3.1 Characterization of SiPMs 

 

In figure 9.3 we show the 125I and 99mTc pulse-height spectra of the SiPMs measured for both 

line and flood sources. The good agreement between the spectra of the line sources and those 

of the flood sources indicates that the overall summed signal of the SiPMs (i.e. the total 

number of detected scintillation photons) is relatively independent of the location of the 

scintillation events in the crystal. The ratio of the peak positions of the 99mTc and 125I spectra 
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indicates a good linearity of the SiPMs’ response with the deposited gamma energy, in the 

range of energies investigated. 

 

 
 

Figure 9.3: SiPM pulse-height spectra for 125I and 99mTc sources. In both cases the SiPM pulses can be 

clearly distinguished from the background. For the 99mTc line source the spectrum seems to indicate a 

slight increase of scatter (to the left of the photopeak), presumably arising from the collimating slit. 

 

9.3.2 EM-CCD Energy spectra 

 

 
 

Figure 9.4: EM-CCD energy spectra of the 125I and 99mTc signal for the camera with the SiPMs’ event 

count ignored (dashed and dotted curves), with the rejection method (grey solid curves) and the more 

advanced counting method (black solid curves).  

 

Figure 9.4 shows the energy spectra that have been acquired with the EM-CCD. It is clear 

that by including the SiPM information the energy spectra are improved dramatically by the 

rejection of false positive events. For 99mTc the background of low-energy counts (below the 

full-energy peak) is significantly suppressed. In the case of 125I it is not even possible to 

separate true positives from the noise without applying the SiPMs. Compared to the 

rejection method, the counting method clearly leads to further reduction of the noise level. 
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Figure 9.5: Profiles of the images of the slit for the gamma camera for the rejection and counting 

methods and without the application of the SiPMs. 

 

9.3.3 Spatial resolution and SNR 

 

Figure 9.5 shows the profiles of the images of the line sources, from which we have measured 

the FWHM spatial resolution values, for the camera employing the rejection and counting 

methods and without including the information of the SiPMs. The data are included in table 

9.1. 

For 99mTc one can see that the application of the SiPMs reduces the background 

without significantly reducing the signal itself. The spatial resolution is also somewhat 

improved. For 125I, the improvement of the profile of the slit (i.e. the spatial resolution) and 

the reduction of the background are even more striking. In particular the counting method 

allows the 125I scintillations to be distinguished from the background, although significant 

blurring occurs due to the relatively low number of scintillation photons generated at ~30 

keV. However, without the information from the SiPMs, applying only the energy window, it 

is only barely possible to distinguish any 125I signal from the background. 

 

Table 9.1: Energy resolution (in FWHM (%)) measured from the EM-CCD energy spectra (figure.9.4) and 

spatial resolution values (FWHM and FWTM (µm)) and signal-to-noise ratio (SNR) as measured from the slit 

image profiles (figure 9.5). For 125I the resolution has been determined after subtraction of a background level. 

The SNR is defined as the net number of counts within the image of the slit, divided by those in an equally 

sized area that is not irradiated.  

 125I 99mTc 

 with SiPMs with SiPMs 

 

SiPMs 

ignored rejection counting 

SiPMs 

ignored rejection counting 

EM-CCD Energy 

Resolution FWHM 

no 

photopeak  

- ~ 30 keV 

(~ 100 %) 

75±2 keV 

(54 %) 

68±3 keV 

(48 %) 

69±2 keV 

(49 %) 

Spatial Resolution 

FWHM  

~1900 µm ~1700 µm ~1600 µm 164 (±4) 

µm 

162 (±4) µm 160 (±3) µm 

Spatial Resolution 

FWTM 

 - - 551 (±16) 

µm 

524 (±16) 

µm 

519 (±23) 

µm 

Signal/False-positive 

counts (SNR) 

2092/18465 

(0.11) 

4029/4396 

(0.92) 

2585/1285 

(2.0) 

7071/205 

(34.5) 

6569/138 

(47.5) 

6493/100 

(64.7) 
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9.4 Discussion 

 

In the present investigation we have shown that the use of a priori knowledge of the SiPMs 

can significantly improve the performance of our EMCCD-based gamma camera. Two 

striking improvements can be noted: first, it is now possible to clearly detect 125I 

scintillations, which, without use of the SiPMs, could barely be distinguished from the 

background at all; the SNR for 125I has improved by a factor of almost 20. Secondly, for 
99mTc the SNR has been improved by a factor of almost 2. 

From the profiles of the line sources we can see that the rejection of frames without 

SiPM counts (i.e. most likely dark frames) already leads to reduction of the background level 

(false positive counts), viz. an improvement of 33 % in the case of 99mTc. Using the SiPM 

gamma photon count as an estimator of the number of most likely events from the 

scintillation detection algorithm leads to a further improvement (an additional 50%). 

Furthermore, the energy spectra show that applying the SiPMs information also significantly 

reduces the number of false counts in the EM-CCD images. 

In this work we have used the information provided by the SiPMs only to indicate 

the number of scintillation events in each frame. In principle, more information can be 

extracted from the SiPMs and the use of this information might further improve gamma 

camera performance. In particular, the energy resolution of the SiPMs for 125I and 99mTc 

(53 % and 29 %, respectively) is significantly better than that of the EM-CCD. In future 

work, we hope to use the signal of the SiPMs to further improve the energy resolution of the 

EMCCD-based gamma camera by combining pulse-height information from the SiPMs with 

the energy estimation from the scintillation detection algorithm. Other near-future 

investigations will include the extraction of spatial information from the pulse-heights of the 

individual SiPMs. This spatial information will allow us to exclude areas of the EM-CCD 

from the scintillation detection algorithm for further improvements of the noise performance 

of our gamma camera as well an acceleration of the algorithm256. Ultimately, for a very large 

area EM-CCD a high frame rate could be maintained by a partial read out, based on the 

information provided by the SiPM side detectors. Also, the SiPMs might improve the 

detection of (partially) overlapping scintillation flashes, which can cause problems with the 

analytical multi-scale algorithm used here. Finally, the method shown here could be 

combined with other methods such as micro-retroreflectors or optimized scintillation crystal 

materials174,236 (chapter 5 and 7) for further improvement of the energy resolution. 

 

9.5 Conclusion 

 

In the present paper we have combined the benefits of the good signal-to-noise ratio of 

SiPMs with the unsurpassed spatial resolution of EMCCD-based gamma cameras. It has 

been shown that for 99mTc, SiPM side detectors improve the gamma camera SNR while the 

good detection efficiency and excellent spatial resolution are maintained. Moreover, the 

application of the SiPM allows detection of 125I scintillations with a thick continuous 

scintillator, which could previously hardly be achieved. For future investigations we hope to 
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include energy and spatial information from the SiPMs in the detection algorithm to further 

improve the accuracy of our gamma camera. 

We conclude that both SiPMs and EM-CCD are suitable devices for scintillation 

gamma detection, and that a hybrid SiPM/EM-CCD gamma camera can combine the 

advantages of both types of light sensor: high spatial resolution and excellent SNR. Thus, 

hybrid SiPM/EM-CCD gamma cameras are very promising and may enhance future SPECT 

and gamma autoradiography devices. 
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Abstract 
 

High spatial resolution gamma-imaging can be achieved with scintillators read out by low-

noise, fast, electron-multiplying charge-coupled devices (EM-CCDs). Previously we have 

shown that false-positive events due to EM-CCD noise can be rejected by using the sum 

signal from silicon photomultipliers (SiPMs) mounted on the sides of the scintillator. Here 

we launch a next generation hybrid CCD-SiPM camera that utilizes the individual SiPM 

signals and Maximum-Likelihood Estimation (MLE) pre-localization of events to 

discriminate between true and false events in CCD frames. In addition SiPM signals are 

utilized for improved energy discrimination. The performance of this hybrid detector was 

tested for a continuous CsI:Tl crystal at 140 keV. With a pre-location accuracy of 1.06 mm 

(FWHM) attained with MLE the signal-to-background ratio (SBR) was improved by a 

factor of 5.9, 4.0, or 2.2 compared to EM-CCD-only readout, at the cost of rejecting 

respectively 47%, 9% or 4% of the events. Combining the pre-location and SiPM energy 

estimation improved the energy resolution from 50% to 19% while maintaining the spatial 

resolution at 180 µm. 
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10.1 Introduction 
 

While clinical gamma cameras as used today in Nuclear Medicine typically have intrinsic 

resolutions for gamma-ray detection of a few mm52, mathematical system analysis53,155 and 

simulations54,153 have shown that detectors with intrinsic resolutions approaching 100 µm can 

be useful to achieve high tomographic resolution with (very compact) SPECT devices. 

Several laboratories are developing cameras with spatial resolutions below a few hundred 

micrometers in the field of small-animal pinhole SPECT imaging124,140,222,254,255,265,266,267,254. Those 

ultra-high resolution gamma detectors can be based on direct or indirect gamma detection. 

Often, indirect gamma detectors based on a scintillating crystal coupled to position-sensitive 

photodetectors are used. For our future pre-clinical SPECT devices we are developing such a 

high resolution gamma detector based on Electron-Multiplying Charge-Coupled Devices 

(EM-CCDs)  

EM-CCDs can be used to accurately detect the position of the scintillation light 

produced by each gamma interaction in the crystal. With columnar CsI:Tl crystals coupled 

to EM-CCDs, a spatial resolution of about 60 µm can be achieved82,138,146,148. However, the 

sensitivity of these configurations is low for 140 keV photons due to the limited thickness of 

currently available columnar crystals. To increase the detection efficiency, monolithic 

scintillators can be used144,190,236 (chapter 2, 5 and 9). Because of the larger light spread onto 

the EM-CCD compared to using columnar crystals energy and spatial resolutions are 

degraded. This can be partly remedied by the use of an appropriate detection algorithm that 

takes into account the depth-of-interaction dependency of the light spread144 (chapter 2). 

With this algorithm, an EM-CCD-based gamma camera coupled to a monolithic 3 mm thick 

CsI:Tl crystal achieves a spatial resolution of about 160 µm and an energy resolution of 54% 

for 99mTc imaging190 (chapter 9). Still, the spatial and energy resolution as well as signal to 

noise ratio are degraded due to the small number of detected optical photons with respect to 

the EM-CCD noise. A better energy resolution would improve dual isotope imaging 

capabilities and reduce the number of background event for tomographic reconstruction. Less 

background improves the statistics of the detected events for the reconstruction, particularly 

when one works with small injected doses. 

Silicon photomultipliers (SiPMs)116,119,257,258,268,269 are currently being investigated by 

different research groups for use in PET detectors. An array of SiPMs mounted at the 

bottom of a continuous crystal achieves ~1.5 mm spatial resolution for 511 keV gamma 

radiation270. SiPMs mounted on top of a pixilated crystal do better: 0.8 mm. 271 Recently 0.8 

mm resolution for an SiPM readout of a pixelated crystal for 122 keV gamma-rays was 

obtained.112 Nevertheless, EM-CCD readout for SPECT detectors has still a much better 

spatial resolution.  

Several groups have proposed additional sensors on the sides of continuous crystals 

for PET imaging272 and SPECT imaging256 to catch scintillation photons escaping through 

the sides of the crystal. Beekman proposed to add side detectors to use them for e.g. pre-

localization or estimating the number of counts in order to improve the overall performance 

of a relative noisy high resolution position sensitive sensor at the bottom of the crystal. First 

results with an EM-CCD detector at the bottom have been published recently190 (chapter 9), 
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(detector geometry shown in figure 10.1). In this first prototype device we simply summed 

the signals of the SiPMs and passed them to a discriminator to estimate the number of 

gamma interactions per CCD frame. Subsequently, CCD frames were rejected in the CCD 

event detection algorithm when no SiPM interactions had been detected in that frame, the 

so-called rejection method. In the same paper a more evolved method was proposed; i.e. the 

counting method in which the number of SiPM-detected interactions in each CCD frame was 

used in the detection algorithm to select the corresponding, most likely true-positive, CCD 

events by highest energy order within a certain energy window. These methods improved the 

signal-to-background ratio (SBR) by respectively a factor of 1.4 and 1.8 for 99mTc imaging, 

and strongly improved the detection of low energy gamma rays, such as ~27 keV photons 

from 125I. 

In this paper, we propose and validate the use of the individual SiPM detector signals 

in order to not only estimate the number of gamma-interactions, but also pre-locate them 

within the scintillator with the aim to further improve both the signal-to-background ratio 

and energy resolution of  EM-CCD γ-images. 

 

 

Figure 10.1: EMCCD-based gamma camera set-up with SiPM 

detectors on the scintillator sides. 
 

10.2 Materials and Methods 

 

10.2.1 EM-CCD with scintillator  

 

The scintillation gamma camera used in this research consists of a 12 × 12 mm2, 3 mm 

thick CsI:Tl scintillating crystal coupled to an EM-CCD operating in gamma photon-

counting mode (figure 10.1). Gamma photons are converted in the crystal into scintillation 

photons detected by the EM-CCD. A detailed description of this gamma camera principle is 

provided elsewhere82,146.  

The scintillator material (SCIONIX corp.) has a light-yield of ~52 ph/keV273, a decay 

time of 1 µs and a peak emission at a wavelength of 540 nm. The crystal is optically 

coupled to the EM-CCD via a Fiber Optic Plate (FOP) with Scionix BC90/147 optical 
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grease (n = 1.47). The 3 mm thickness of the crystal results in a 66% interaction 

probability for the 140 keV gamma-rays from 99mTc. 

The EM-CCD is back-illuminated (CCD97, E2V technologies) with a quantum 

efficiency approaching 93% at 550 nm wavelength. The active area consists of 512 × 512 

pixels, each 16 × 16 µm2 in size. To reduce the dark current to a level below 0.1 e/pixel·s 

the EM-CCD is cooled to a temperature of (-30.5±0.1) ℃ using a Peltier element backed by 

a liquid cooler. The read-out of the EM-CCD is performed by an in-house developed 

electronic board138. By reading out the EM-CCD lines in pairs of two we achieve a frame rate 

of 50 Hz259. Frames are transferred to disc by means of a Matrox Meteor-II frame grabber 

PCI board. An analytical Multi-Scale Algorithm144 (MSA, chapter 2) is used to retrieve the 

coordinates (x, y, z) and the energy of the scintillation(s) in each frame. 

 

10.2.2 Silicon PhotoMultipliers 

 

The silicon photomultipliers (SiPMs) are coupled with BC90/147 optical grease to the side 

surfaces of the scintillator (figure 10.1) in order to detect the light normally escaping from 

these surfaces. The SiPMs used here are MPPC-S10931-100P from Hamamatsu Corp. 

composed of 30 × 30 microcells with a 100 µm pitch and 78.5% fill factor. Three SiPMs 

are mounted on each of the four crystal sides. The photon-detection efficiency (PDE) of this 

device is approx. 15% for 550 nm wavelength according to photon counting measurements274 

for SiPMs with the same microcell structure. Through thermal conduction from the EM-

CCD, the SiPMs are cooled down to (-12.2±0.1) ℃. Their temperature is monitored with a 

small NTC in contact with one of the SiPMs. Their bias voltages are set to -68.82 V. A 

common negative SiPM high voltage is used with our electronic pre-amplifier boards. 

Figure 10.2 shows a simplified schematic view of the electronic set-up for the 

experiment. The signals of the 12 SiPMs are linearly pre-amplified by an in-house built 12-

channel electronic board. The pre-amplifier circuit description can be found elsewhere275,276. 

The circuit includes an individual adjustment of the SiPM bias voltages to ensure equal gain 

and noise level of the SiPMs. The 12 output signals are sent to a 12-channel LeCroy 2249W 

charge integrating ADC unit (CAMAC). A sum signal from the 12 SiPMs is made on the 

main electronic board and sent to a LeCroy 623B octal discriminator to generate a 3 µs gate 

signal (sufficient to collect 95% of the signal charge) with a dual timer (SEN/TU 277). The 

gate signal is sent to the ADC unit for SiPM signal charge integration. The sum signal 

threshold of the discriminator is set well above the SiPM dark current level and corresponds 

to approx. 17 keV in the energy spectrum. The digitized values of the SiPM charges are 

assembled in data list-mode for each event and recorded by a PC: the SiPM event list. 

The synchronization in the data analysis between the SiPM event list and the EM-CCD 

frame number is achieved by successively counting the number of SiPM gate pulses 

(registered events) for every EM-CCD frame of 20 ms. Therefore, a CAMAC scaler board is 

employed to count the number of SiPM gate pulses in between frame synchronization pulses. 

These pulses are extracted with the frame pulse generator from the video signal. The scaler 

counts are written to an SiPM counter list for every EM-CCD frame. The proper 

synchronization of the SiPM event list with the EM-CCD frames is then ensured by 
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referencing the SiPM event list and the EM-CCD frames to a common start signal: 6 LED 

light flashes sent to the crystal via an optical fiber at the start of each data acquisition just 

before a frame readout. These light flashes, separated by 200 ns, appear in one of the first 

recorded CCD frames and are detected as 6 consecutive "overflow events" in the SiPM event 

list and by 6 counts in the SiPM counter list. After this common starting point, the SiPM 

events belonging to a frame are obtained by taking the number of events from the SiPM 

event list as indicated by the SiPM counter list for that frame. It was checked for our 40 

seconds lasting data acquisition files that the number of events in the SiPM counter list was 

equal to the number of events in the SiPM event list and that the last event in the SiPM 

counter list was found in the corresponding CCD frames 

 

 

Figure 10.2: Electronic block diagram of SiPM-EMCCD gamma camera. A 

frame pulse generator ensures synchronization between the EM-CCD frames 

and the scaler for the SiPM pulses.  
 

10.2.3 SiPM scintillation detection 

 

The SiPM event information from the list-mode data file is processed in several steps. First, 

the SiPM energy estimate, Qtot, is determined from the software-sum ∑
12

tot i
i=1

Q = Q  of the 

individual SiPM signals Qi. Then the spatial coordinates are obtained by a maximum-

likelihood algorithm using the Qi and look-up-tables (LUTs) which are constructed from 

Monte Carlo simulations and calibration measurements. 

 

10.2.3.1 Maximum-likelihood estimation with SiPMs (MLE-S) Since the spatial information 

of the event is contained in the relative amplitudes of the SiPM signals, we define the 

normalized SiPM signals i i totm =Q /Q , (i=1,…12) and use the following likelihood function to 

retrieve the event at position (x,y): 

 { }

( )

∏

2
i i

2
i

m -μ (x,y)
-12

2σ (x,y)

i=1 i

1
L m | x, y = e

σ (x, y) 2π
                              (10.1) 
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Here the signals m  (= m1,…,m12) represent SiPM light signals with a Gaussian probability 

density function with parameters µi(x,y) and σi(x,y) for a scintillation at position (x,y). The 

correlation between the signals m  is neglected for simplicity. With look-up tables (LUTs) for 

µi(x,y) and σi(x,y) we estimate the event position (x,y) by maximizing the log-likelihood 

function: 

{ } ( )
( )  

  
    

∑
212

i i
i 2

i=1 i

m - μ (x, y)
lnL m | x, y = - ln σ (x, y) 2π +

2σ (x, y)
              (10.2) 

The LUTs µi(x,y) and σi(x,y) are obtained  from simulations and calibrations for binned 

positions (x,y) over the entire field-of-view (FOV) of the scintillator (see section 10.2.3.2). 

The event position (x,y) is estimated by calculating the log-likelihood values (10.2) for the 

measured data set m at all LUT (x,y) grid points and subsequent determination of a 

weighted average over the (x,y) coordinates giving log-likelihood values within 8% of the 

maximum value. The 8% value was found to give the best results while measuring the MLE-

S spatial resolution. Moreover, a threshold on the log-likelihood values is applied to remove 

multiple scattering events in the crystal for the interaction position estimation187. The 

threshold is set at -3 standard deviations from the mean value of the averaged likelihood 

value distribution. 

 

10.2.3.2 SiPM LUTs generation The generation of the µi and σi LUTs is done by a Monte-

Carlo (MC) simulation of the set-up using the GEANT4 V9.3 code241 combined with 

experimentally determined response characteristics. The CsI:Tl crystal is modelled with its 

geometry and optical properties according to the literature (see table 10.1). The simulated 

SiPM detectors consist of epoxy layers on top of silicon with dimensions as given by the 

device specifications277. The 12 detectors are coupled to the scintillator by an optical grease 

of refractive index of 1.47. The fiber optic plate is modeled as a glass plate with refractive 

index 1.53 coupled to the crystal by the optical grease.  

Table 10.1: Optical and geometric properties of the CsI:Tl crystal included in the GEANT4 

simulations. 

 

All standard electromagnetic processes are included in the simulation. The GEANT cross 

section tables extend well below the 17 keV detection threshold of our hardware. The MC 

simulation generates 2·106 gamma-rays of 140 keV, incident perpendicularly on the 

scintillator over the entire FOV of 12 × 12 mm2. Secondary particles, e.g. Compton 

scattered γs, are tracked for another interaction or escape from crystal. For each primary  

interaction, the x, y and total deposited energy values of the interaction are recorded as well 

as the number of collected optical photons per SiPM (Nph). For each event in the post 

simulation process, the photo electron output signal (hereafter noted Qi
Sim) of each SiPM is 

sampled from a Gaussian distribution. The mean value, µp.e., of this Gaussian distribution is 

Light yield 

(ph/keV) 

Wavelength at 

peak emission 

(nm) 

Refractive 

index 

Density 

(g/cm3) 

Decay 

time (ns) 

Intrinsic energy 

resolution 

@140 keV (%) 

Size 

(mm3) 

Finish 

52 273 540 273 1.79  278 4.51 278 1000 273 5.9 179 12×12×3 Polished 
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given by Nph multiplied by the detector PDE (~15%) and added to a random number of 

electrons, Nd.c.(2.04 on average), which we derive from SiPM dark count rate measurements 

for our ADC integration time (3 µs) at their operating temperature of -12˚C.  

p.e. ph d.c.μ = N × PDE +N          (10.3) 

The sigma value σp.e.of the distribution is given by:  

p.e. p.e.σ = α μ           (10.4) 

Here, α  is a parameter matching the experimentally observed average energy resolution 

( . . . ./ /
p e p e Q Q

σ µ σ µ= ) of the SiPMs for 140 keV events in the centre of the crystal and found 

to be 1.6. This parameter accounts for all individual sources of variance (scintillator energy 

resolution, SiPM dark current, excess variance, electronics, acquisition etc.) and electronic 

gains in the experimental signals Qi and is used in the simulations for any position (x,y). 

Finally, the distribution of the normalized SiPM signals mi
sim =Qi

Sim/Qtot
Sim is 

constructed for each of the 12 SiPMs and every 125 × 125 µm2 binned gamma interaction 

position over the whole FOV, resulting in 12 × 96 × 96 signal distributions. Figure 10.3(a) 

gives an example of such a distribution for SiPM #2 and for gamma interactions located at 

the centre of the crystal (0,0). The photoelectric peak of the distributions are then fitted by 

a Gaussian curve to retrieve the 96 × 96 grid µi(x,y) and σi(x,y) LUTs. Figure 10.3(b) shows 

the µi and σi LUTs for the first three SiPMs versus the position of the interaction.  

 

 

Figure 10.3: (a) Normalized charge distribution of SiPM #2 for gamma interactions located at the 

centre of the crystal and the applied Gaussian fit (solid black line). (b) µi(x,y) and σi(x,y) LUTs for three 

SiPMs. Grey scales indicate values of the parameters for an (x,y) event position. 

 

These simulated LUTs assume a linear response of the SiPMs. In order to improve the 

agreement of the LUTs with the experimental set-up, we apply a correction based on a 

calibration measurement similar to other researchers277 with the linearity test phantom 

defined in section 10.2.5.1. With this phantom the SiPM signal distribution for 6 × 6 

irradiated positions of the crystal can be recorded. In these 6 × 6 calibration positions the 

experimental µi(x,y) and σi(x,y) LUTexp are calculated. By dividing them by the simulated 

look-up-table (LUTsim) values in the corresponding positions, 6 × 6 correction maps can be 

constructed for the SiPMs. These correction maps are then bilinearly interpolated to the 

96 × 96 grid and applied to the simulated LUTsim µi(x,y) and σi(x,y) to obtain the LUTs for 
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equation (10.2). So, we combine a high resolution simulated LUT with a low resolution 

calibration measurement. All results provided in this article are obtained after this 

calibration correction has been applied to the LUTs. 

 

10.2.4 Combining EM-CCD and SiPM data 

 

The hybrid gamma camera can combine the information from the MSA event detection 

algorithm for the EM-CCD with the SiPM detector using different methods. Two of them 

only check if events have SiPM sum signals above a particular threshold. The first of these 

two methods, the rejection method, discards frames where no SiPM event has been detected. 

The second method, the counting method, uses the number of events from the SiPM event 

counter list to select the same number of EM-CCD MSA reconstructed events, in order of 

highest energy, in the corresponding frame. An elaborate description of both methods is 

given by a previous investigation of these methods190 (chapter 9). 

A third method launched here (the pre-location method), estimates the location of the 

events obtained from the MLE-S algorithm to select the MSA events. For each MLE-S 

reconstructed event a region of interest (ROI) with a radius, expressed as a number of SiPM 

spatial standard deviations (σSiPM, defined in section 10.2.5.1), is set around the MLE-S 

interaction location. Then the algorithm searches in the MSA event list of that frame an 

interaction position within this ROI. If an event is found in the ROI, the matching MSA 

(x,y,z) coordinates are taken for the scintillation position, while the SiPM software-sum 

signal (Qtot) is used for its energy. Otherwise the MLE-S event is discarded. When all MLE-S 

events for a frame have been checked, the remaining MSA events not attributed to a ROI 

are discarded. Due to the low count rate in case of SPECT imaging82, the probability that 

more than one event is detected within the same ROI in an EM-CCD frame is sufficiently 

low to assume that no degradation can be seen either in the energy spectrum or in the 

reconstructed image. 

 

10.2.5 Measurements 

 

In order to measure the performance of the SiPMs and EM-CCD individually and their 

combination in the hybrid gamma camera, the detector has been irradiated with a source 

consisting of a 0.5 ml Eppendorf cup partly filled with 99mTc (140 keV). 

10.2.5.1 SiPM performance To show that the MLE-S algorithm for SiPM data works 

properly with corrected LUTs, we used a linearity test phantom consisting of 6 × 6 holes, 

170 µm in diameter, made in a 12 × 12 mm2, 5 mm thick lead plate. The hole pitch was 

2 mm in x and y directions. The phantom was positioned 3 mm above the crystal and 

uniformly irradiated by the 99mTc source placed 6 cm above the centre of the phantom. The 

same setup has been used to obtain images for the LUT correction map calculation. 

The energy resolution is measured as the FWHM (full-width-at-half-maximum) of a 

Gaussian fit to the photoelectric peak in the energy spectrum built from the SiPM Qtot 

signal. The event positions are estimated with the MLE-S algorithm and corrected LUTs. 
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Then, projections in each direction are made over 2 mm wide areas centered on the holes 

and used to measure the spatial resolution in the other direction; See for example figure 

10.4(b). The spatial resolution (FWHM) at the hole positions are determined as 2.35 times 

the standard deviation (σSiPM) obtained from Gaussian fits applied to the x and y projections 

of the holes. The error of the spatial resolution is calculated using the bootstrap method187 

and includes an estimated error for limiting the projections to 2 mm wide areas. The MLE-S 

spatial resolution is summarized as the average of x- and y- FWHM resolution of the holes in 

the EM-CCD FOV, i.e. 8 × 8 mm2. To check if corrected LUTs give a good event position 

estimation, we measure the non-linearity in the CCD FOV as the average observed absolute 

x- and y- difference between the mean position of each hole projection and the corresponding 

known hole position in the phantom. 

 

10.2.5.2 Hybrid gamma camera performance For evaluating resolutions of the different 

methods utilizing the EM-CCD SiPM combination, a line-shaped irradiation pattern in the 

middle of the CCD was made by collimation of the 99mTc source, using a 30 µm wide slit in 

a 4 mm thick tungsten plate. Data were acquired for 100,000 frames. The gamma camera 

was tested for the rejection, counting and pre-location event position estimation methods as 

well as the CCD only MSA method (discarding SiPM information) for comparison. 

Energy spectra are acquired for events reconstructed in a CCD area of 128 rows of 

pixels on both sides of the slit and the energy resolutions are extracted as the Gaussian 

fitted FWHM of the photopeak145,236 (chapter 3 and 5). An MSA energy window from 67% to 

200% of the mean photopeak value is used to select events for the slit images, rejecting 

scattered events in the collimator. Line spread functions (LSF) of the slit are made by 

making image projections parallel to the slit direction. The spatial resolution is then 

obtained for each method by the FWHM of Gaussian fits to the slit LSFs and FWTM (Full-

Width-Tenth-Maximum) of these LSFs. The uncertainties in energy and spatial resolutions 

have been calculated using the bootstrap method. 

The number of true counts is defined as the total number of counts within an area 

irradiated by the slit corrected for the number of false positives (background), which are the 

events detected in an equally sized area of the EM-CCD covered by the tungsten plate (i.e. a 

non-irradiated area)144,174 (chapter 2 and 7). The signal-to-background ratio (SBR) is then 

defined as the number of true counts in a 50 lines wide area below the slit divided by the 

number of false positives. 
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10.3 Results 

 

10.3.1 SiPM performance 

 

Figure 10.4(a) presents the 2D image of the linearity phantom obtained by the SiPM only 

MLE-S position estimation of events from the 99mTc source. Figure 10.4(b) shows the 

projections in the x and y directions for the areas indicated by the white lines in the 2D 

image. The different peak heights in figure 10.4(b) are caused by varying spatial resolution. 

The SiPM spatial resolution varies between 0.85 mm and 1.4 mm within the EM-CCD 

FOV. The average resolution within the CCD FOV is 1.11±0.35 mm FWHM (σSiPM =0.47 

mm) and the average spatial non-linearity in that area is 175±130 µm. The energy spectrum 

for 99mTc is shown in figure 10.5 together with the Gaussian fit used to estimate the energy 

resolution (solid black curve). The measured energy resolution, the average spatial resolution 

as well as the average non-linearity are listed in table 10.2. The FWHM energy resolution is 

21±2% for 99mTc over the CCD FOV. 

 

Table 10.2: Energy, average spatial resolutions (FWHM in µm) and non-linearity for the SiPM 

only performances obtained with the linearity phantom and 99mTc gamma source. 

 

FWHM (µm) Non-linearity (µm) FWHM energy 

resolution (%) <x> <y> <x> <y> 

21±2 1110±350 1090±330 170±120 180±140 

 

 

Figure 10.4: (a) Image based on SiPM only (MLE-S) of a linearity phantom 

irradiated with 99mTc. Dashed lines show boundaries of the EM-CCD FOV. (b) Image 

projections for positions enclosed by the white lines in (a).  
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Figure 10.5: Energy spectrum of SiPM software-sum signal Qtot with 

the linearity phantom irradiated by a 99mTc gamma source. Energy 

resolution is calculated as FWHM of the Gaussian fit (solid black 

curve). 

 

10.3.2 Hybrid gamma camera performances 

 

In figure 10.6 the energy spectra obtained with the different methods are shown. The energy 

resolution (also mentioned in table 10.3) is 78% for the CCD only MSA energy spectrum 

when the SiPM information is completely discarded. By accepting only matching events from 

the MLE-S algorithm in the pre-location method, the resolution is very similar: 75%. 

However, the resolution of the SiPM energy spectrum for these pre-location method events is 

much better: 19%.  

 

 

Figure 10.6: Energy spectra for 140 keV events (99mTc) obtained from the MSA 

algorithm using the different methods and energy spectrum obtained with SiPMs.  
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This is slightly better, although within the error bars,  than the 21% obtained with the 

linearity phantom in table 10.2, because for the slit measurement only events within 

±128 lines around the slit are included in the energy spectrum, while with the linearity 

phantom events over the whole scintillator area are included. This effectively reduces the 

amount of Compton scatter from the phantom included in the energy spectrum photopeak. 

Line spread functions of the slit are plotted in figure 10.7 for the four different 

scintillation detection methods. These are used to obtain the FWHM and FWTM of the 

hybrid gamma camera. 

 

 

Figure 10.7: Line spread functions of the images of 99mTc line source for the 

different scintillation detection methods. For the pre-location method, ROI is 

3 × σSiPM. The enlarged inset illustrates the differences in background events. 

 

It is clear that the use of SiPM information reduces the background in the non-irradiated 

area, in particular with the pre-location method. However, this pre-location method rejects 

also more true events than the other methods depending on the ROI radius. This reduction 

is shown in figure 10.8(a) by the relative number of true counts within the slit profile given 

by the pre-location method compared to those from the counting method as function of the 

ROI radius expressed as number of σSiPM values (SiPM spatial standard deviation). Figure 

10.8(b) presents how the SBR improves relatively to CCD only method as a function of the 

ROI radius. For a ROI radius of 3 × σSiPM the loss of counts is found to be 9% for an SBR 

improvement of a factor 4.0. Above a ROI radius of 3 × σSiPM, the loss of counts reduces to 

4%, while the SBR improvement drops down to 2.2. On the other hand, by rejecting 47% of 

the events the SBR improvement rises to a factor 5.9. Subsequent results are therefore 

evaluated with a standard ROI radius of 3 × σSiPM. Table 10.3 summarizes the results 

obtained with the different methods and also includes the SiPM results from the slit 

measurements. 
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Figure 10.8: (a) Plot of the number of true counts for the pre-location method relative to the 

counting method as function of the ROI radius. (b) SBR improvement factor of the pre-

location method relative to CCD only versus the ROI radius.  

 

Table 10.3. Energy resolution measured from the energy spectra (figure 10.6), spatial resolution (FWHM 

and FWTM) and signal-to-background ratio (SBR) as measured from the slit LSFs (figure 10.7) for the 

different scintillation detection methods. The results of the EM-CCD event position estimation without 

the use of the SiPM (CCD only) and the (MLE-S) SiPM only event position estimation are also shown for 

comparison.  

 

CCD only 

(MSA) 

SiPM 

only 

(MLE-S) 

SiPM based 

Frame 

Rejection 

SiPM based 

Event 

Counting 

SiPM based 

Pre-location 

Energy resolution 

FWHM (%) 
78±2 19±3 77±4 75±3 19±3 

Spatial resolution 

FWHM (µm) 
178±14 923±15 177±15 175±14 181±24 

Spatial resolution 

FWTM (µm) 
813±43 1930±240 761±47 758±84 736±78 

True/false-positive cts 

SBR 

18685/541 

34.5 
- 

17941/352 

60.0 

17256/260 

66.4 

15632/114 

137.0 

 

 

10.4 Discussion 

 

In this paper we show that utilizing SiPM side detectors with individual read-out improves 

the performance of an EM-CCD gamma camera. First, it is interesting to note that the 

SiPM energy resolution is improved to 19%, compared to 29% for a previous setup using 

SiPM sum signals190 (chapter 9). Moreover, the individual readout of SiPMs combined with 

MLE-S results in a pre-location spatial resolution of approx. 1 mm. Thus a setup without 

CCD could be useful for low to medium resolution applications.  

We also show that Look-Up-Tables for MLE-S can be constructed by Monte-Carlo 

simulations corrected with coarse calibration data, making the system calibration fast and 

practical. However, the 2D image from the linearity phantom measurement shows artifacts 

at the borders of the scintillator. These can be attributed to the fact that for these areas 

only a few of the 12 SiPMs have a significant signal. These artifacts can possibly be reduced 
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by the use of more, though smaller, SiPMs on the sides and calibrations at a finer grid and 

use of SiPMs with higher PDE and other improved properties currently being developed. 

Almost no events are found in the image for the holes in the corners of the linearity 

phantom. This is caused by rather poor calibration data for these holes. Nonetheless, in the 

CCD FOV (not at the very crystal edges) the MLE-S gives a good event position estimate 

for our pre-localization method. Therefore a long and difficult calibration process to improve 

the position estimate for crystal edge events could be avoided.  

In table 10.3 is shown that the number of background counts in the CCD only image 

can be reduced by almost a factor of 2 when the SiPMs are used as a simple scintillation 

counter and by a factor of 4 when pre-localization is used. Then the signal-to-background 

ratio increases from 34.5 (CCD only) to 137 (pre-location). The improvement depends on the 

conditions for matching SiPM pre-location and MSA event location, as can be seen in figure 

10.8: The smaller the ROI radius the more true events are rejected while the SBR is 

improved. For example at rejecting 47% of the true events (at ROI radius of 1.5 × σSiPM), 

the SBR is improved to 203. For a large ROI, the event rejection reduces to 4%. Then the 

pre-location method becomes almost equal to the counting method, because for a large ROI 

MLE-S events always match the MSA events. The remaining 4% rejection is caused by the 

fact that some of the matching MLE-S events are rejected because of the likelihood threshold 

test. Due to this test, the SBR improvement of 2.2 is just slightly better than the factor 1.9 

for the counting method. 

From table 10.3, one sees that the pre-location method maintains the FWHM spatial 

resolution at 180 µm, like CCD MSA.The FWTM values are slightly reduced from 813 µm 

to 736 µm by removing more of the false-positive counts in the tails of the line profiles than 

the rejection and counting methods as can be seen in the inset of figure 10.7. The energy 

resolution obtained with the MSA algorithm for EM-CCD frames is 78% for 140 keV 

gamma-rays while in previous measurements190 (chapter 9) it was around 50%. This could be 

caused by aging of the EM-CCD or the fact that in the current set-up the SiPM bias 

voltages are set higher to improve the SiPM photon detection efficiency (PDE). With this 

higher bias voltage we could observe the cross-talk photons produced in the SiPM 

avalanches280 via photon transport through the scintillator in the EM-CCD video frames. We 

believe that this extra noise is the cause of the degraded energy resolution given by the MSA 

event position estimation algorithm for the EM-CCD frames. But this degradation does not 

affect the results in the pre-location method, since the event energy is no longer estimated 

from the EM-CCD MSA information, but from the SiPM energy estimate with 19% energy 

resolution. Yet, the extra noise is probably the cause of the slightly degraded spatial 

resolution of 180 µm compared to 160 µm for the previous measurements190 (chapter 9). 

For lower energy photons (i.e. ~27 keV X-rays emission from 125I), SiPM rejection 

and counting methods have been shown to be useful to improve energy resolution and to 

distinguish events from the background190 (chapter 9). However, after careful investigation, 

the use of the pre-location method has shown no further improved results for these low 

energy photons. This can be explained by a degraded spatial and energy resolution of the 

SiPM set-up due to the lower number of photons emitted compared to 99mTc 140 keV 

scintillations events. With a degraded spatial resolution the ROI becomes almost as large as 
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the EM-CCD FOV and then the pre-location method does not help to reject false-positive 

counts. However, next generation SiPM are expected to change this outcome. 

In future work, the use of the SiPM individual read-out combined with a statistical 

algorithm to retrieve the CCD event information145 (chapter 3) may possibly lead to more 

improvements of the hybrid gamma camera performance. Ultimately, the development of a 

single statistical algorithm combining next generation SiPMs and EM-CCD data might 

significantly improve the performance of our hybrid gamma camera. Such a hybrid gamma 

camera may be successfully applied in our next SPECT systems: For example it was shown 

that with detector resolutions between 0.1 and 0.2 mm the system resolution can be halved 

compared to the current setup with clinical gamma detectors155, as used in our 

commercialized U-SPECT-II system173. We have studied concept scanners that require a few 

tens of CCDs when installed around a dedicated multi-pinhole collimator54 and optimized 

according to the model proposed previously155. We believe that this is technically and, soon, 

also economically feasible. Given the expected event rates for such a system, we expect 

about 400 cps per CCD. With the 50 Hz frame rate presently already available and with a 

proper detection algorithm these events can easily be identified in the CCD images. The 

current MSA algorithm runs at 2 seconds per frame on a Core2 Duo 3 GHz processor and is 

dominant compared the 10 ms processing time for MLE-S end pre-location method per SiPM 

event.  With dedicated hardware (e.g. DSP, FPGA or GPU) or multiprocessor systems the 

event processing can eventually be done online88,138,187,281. 

Today many image reconstruction methods exist that inherently deal with gaps 

between detectors. However, when one wants to produce a SPECT system with almost full 

detector coverage, dead space around useful crystal area should be limited. When using the 

concept of side detectors a combination of smaller SiPMs, longer (almost) straight fiber optic 

tapers, larger CCDs and other geometries to read out the crystal sides256,282 could be used to 

accomplish a high performance full ring pre-clinical SPECT system. 

 

10.5 Conclusion 

 

In this paper, we have presented a new hybrid gamma imaging detector combining an EM-

CCD and silicon photomultipliers as side detectors for the scintillation readout. With a 

position detection algorithm using the additional information from the SiPM pre-location the 

FWHM energy resolution is considerably improved: from 50% (EM-CCD setup without 

SiPM side detectors) to 19%. This improved energy resolution comes together with a high 

intrinsic spatial resolution of 180 µm (FWHM). The signal-to-background ratio for 

commonly used 99mTc-based radiotracers in SPECT imaging is improved by a factor 4.0 

compared to an EMCCD-only setup. Such a hybrid device might enhance future high-

resolution small-animal SPECT scanners. Because a 19% energy resolution is not sufficient 

to perform dual isotope SPECT with isotopes that have their energy peaks close to each 

other (eg 99mTc and 123I), it would be desirable to further improve the energy resolution by 

combining the method proposed in here with other improvements of the EM-CCD detectors, 

such as the use of special read out methods178,290 (chapter 8), special reflectors174 (chapter 7), 

better scintillators236 (chapter 5) and improved detection algorithms141,145 (chapter 3). 
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Chapter 11 

 

Summary and outlook 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SUMMARY AND OUTLOOK 

 137 

 

The development of high resolution gamma detectors is an important step towards 

improvement of SPECT imaging. Currently, most SPECT imagers still use the traditional 

Anger camera consisting of a NaI scintillator read out by an array of photo multiplier tubes. 

To improve upon the Anger camera, different high spatial resolution gamma detectors are 

being considered. In this thesis we investigated a scintillation gamma detector based on a 

high sensitivity and high resolution light sensor -the EM-CCD- that has the potential to 

achieve a large improvement in resolution over the Anger camera. Such EM-CCD based 

gamma cameras may be particularly useful in pre-clinical SPECT. 

This sensor, first announced more than a decade ago, is a special kind of CCD with 

on-chip signal amplification115,116. Because of this amplification, the readout noise, typically 

the dominant noise source in CCDs, is overcome in EM-CCDs.  

In scintillation gamma detectors, EM-CCDs have initially been used in combination with 

CsI:Tl scintillators which were structured in micro columns, to prevent the light photons 

from spreading too much114,120. In this set-up, it was shown that, because of its low noise, the 

EM-CCD allows for individual gamma photon detection123. 

The research described in this thesis focuses on the use of EM-CCD based gamma 

detectors in combination with continuous instead of columnar scintillators. Because these 

continuous scintillators are available in much larger thicknesses than columnar scintillators, 

their use can improve gamma photon detection efficiency. Additionally, the choice of 

scintillating materials is very limited for columnar scintillators. However, the use of thicker 

continuous scintillators presents new challenges such as a larger spread of the scintillation 

photons before they reach the EM-CCD and larger variation of the depth-of-interaction in 

the scintillator. If gamma photons enter the detector at an oblique angle the variation of the 

depth-of-interaction causes a variation of the detected position, resulting in a degradation of 

the spatial resolution.  This degradation is known as the depth-of-interaction effect, which is 

present in most SPECT pinhole cameras. It becomes more pronounced when thicker 

scintillators are being used and therefore plays a major role for the relatively thick 

continuous scintillators considered in this thesis. 

 

One way to tackle the problems caused by the variable depth-of-interaction is to use a 

detection algorithm that models the light spread as a function of depth, thereby enabling the 

detection of the depth-of-interaction. In this thesis two new detection algorithms were 

presented and validated. The first of these detection algorithms, introduced in chapter 2, is 

a fast analytical scintillation detection algorithm based on analysis of a recorded scintillation 

at multiple scales and thus named the multi-scale algorithm. We showed that the multi-scale 

algorithm can detect the depth-of-interaction in an experiment where gamma photons are 

incident at an oblique angle and use this information to reduce the depth-of-interaction 

effect. This resulted in a 5-fold improvement of the spatial resolution for gamma photons 

incident at an angle of 45 degrees compared to an analytical Gaussian filter algorithm that 

did not use any depth-of-interaction information. Furthermore, the multi-scale algorithm 

also improved the energy resolution and signal-to-background ratio significantly compared to 

the Gaussian filter algorithm.  
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A second detection algorithms investigated in this thesis is a statistical Maximum-Likelihood 

algorithm that not only models the depth-dependent light distribution on the EM-CCD but 

also takes into account the statistical nature of the EM-CCD output. In chapter 3, we 

addressed the research question whether the use of such a statistical scintillation detection 

algorithm further improves upon the multi-scale algorithm. We found that the use of the 

statistical Maximum-Likelihood algorithm resulted in a substantial improvement in energy 

resolution by more than a factor 1.6, a significant improvement of the spatial resolution for 

gamma photons incident at an oblique angle and of the signal to background ratio. 

Regardless of the algorithm used we found that the thickness of the scintillator has a strong 

influence on the spatial resolution; for larger thicknesses the spatial resolution degrades 

continuously from a resolution of 59 µm for a 0.6 mm thick scintillator to a resolution of 147 

µm for a 3 mm thick scintillator. 

Another approach to resolve the depth-of-interaction effect, involving the use of a 

new detector design, was presented in chapter 4. This new detector geometry consisted of a 

curved scintillator fitted to a concavely shaped optical taper with all fibers pointing towards 

the pinhole. As a consequence, the centroid of the scintillation light distribution of a point 

source is independent of the depth-of-interaction. This new curved detector was compared to 

a regular flat detector with comparable taper thickness for gamma photons incident 

perpendicularly and at an oblique angle of 30 degrees. The flat detector reached a spatial 

resolution below 280 µm for perpendicular incidence but this was degraded to values worse 

than 1.4Umm for oblique incidence due to the depth-of-interaction effect. The prototype 

curved detector attained spatial resolutions below 280 µm for all angles of incidence, 

demonstrating the elimination of the depth-of-interaction effect. However, a drawback of the 

prototype curved detector is a degradation of the energy resolution, probably due to 

scintillation light losses in the optical taper. 

One of the advantages of using continuous scintillators is that the choice of 

scintillator material is no longer restricted to CsI:Tl but many different materials can be 

used. Furthermore EM-CCDs, in contrast to commonly used PMTs, do not instantaneously 

read out the detector but integrate the scintillation signal. This property has important 

consequences for the types of scintillators that can be used in conjunction with EM-CCDs;  

it enables the use of relatively slow scintillators that have not been considered previously for 

gamma photon detection. In order to improve the gamma detector performance we compared 

several high density scintillator materials, such as CdWO4, (Gd,Lu)2O3:Eu and Lu2O3:Eu, to 

CsI:Tl in chapter 5. These denser scintillators can be thinner than CsI:Tl and still have the 

same interaction probability. The use of these thin and dense scintillators improved the 

spatial resolution considerably compared to CsI:Tl. However, in all cases the energy 

resolution was degraded, probably due to a lower light output, the presence of radioactive 

isotopes in the scintillator or a higher refractive index. 

Optimizing gamma camera performance requires a good understanding of the 

influence of different detector parameters on its performance. For this purpose, Cramer Rao 

lower bounds can be an aid because they can show what the theoretically best attainable 

performance is. In chapter 6 we presented Cramer Rao lower bounds of the energy and 

spatial resolution as a function of different detector parameters. We found that the predicted 
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trends of the theoretical lower bounds as a function of the EM gain and depth-of-interaction 

were reproduced by the measurements. Both measurements and calculations show that the 

spatial and energy resolution are optimal for moderate EM gain and they predict an almost 

quadratic degradation of spatial resolution with increasing depth-of-interaction. This 

suggests that scintillator thickness is one of the main parameters determining the spatial 

resolution, which was also found empirically in chapter 2, 3 and 5. Furthermore, we learned 

that the amount of detected photons (determined e.g. by the quantum efficiency (QE), the 

scintillator light output and light collection efficiency onto the detector) and the noise 

originating in the image area have a strong influence on the performance. The amount of 

detected photons cannot be increased significantly by the use of an EM-CCD with a higher 

QE as it is already at 90 % but could in principle be improved using a scintillator with 

higher light output. Furthermore, a 10-fold reduction of the noise originating in the image 

area has been shown to be possible201 and can lead to an improvement of approximately a 

factor 1.5 in spatial and energy resolution of the gamma camera.  

To increase the number of photons that arrive at the EM-CCD detector, we present 

the use of retro reflectors in chapter 7. These retro reflectors are designed to reflect an 

optical photon into the direction it originally came from. We showed by simulation that the 

retro reflector significantly improves the light output, especially for scintillations close to the 

top of the scintillator. The use of the retro reflector resulted in a significant improvement of 

the energy resolution and signal to background ratio compared to a setup without reflector. 

The spatial resolution for scintillations close to the top of the scintillator improved 

significantly although the overall spatial resolution was not strongly affected. 

The effect of binning -the combination of signals from multiple pixels- on the spectral 

characteristics, spatial and energy resolution was investigated in chapter 8. Due to binning 

before the gain register, pixels become larger and the number of transfers of charge is 

reduced. Because of the reduced number of charge transfers the noise in the image area is 

expected to be lower and can also facilitate a higher frame rate. We showed that binning 

leads to an improvement in energy resolution and a better quality of the 125I energy peaks at 

low energy (around 30 keV). Nevertheless some degradation in spatial resolution occurs but, 

with the use of a sub-pixel scintillation detection algorithm, this could be alleviated. For 

instance, the maximum-likelihood algorithm in chapter 3 uses pixels digitally binned to 64 

µm x 64 µm without loss of spatial resolution compared to an algorithm without binning. 

A recently devised light detector, the silicon photo multiplier (SiPM)107 is being more 

and more applied in scintillation detectors109,111.We have taken the approach of combining 

these SiPMs with our EM-CCD-based set-up, by using the SiPMs as side detectors (chapter 

9). This allowed us to combine the good signal-to-noise ratio of SiPMs with the good spatial 

resolution of EM-CCD based gamma cameras. We showed that when SiPMs were used to 

detect the number of scintillations in each EM-CCD frame, the signal to background ratio of 

the gamma-camera set-up was improved while the excellent spatial resolution was 

maintained. Furthermore, the use of SiPMs as side detectors even allows for detection of the 

low-energy 125I scintillations when thick continuous scintillators are used because the 

scintillations can now be discerned from the background in the EM-CCD.  
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As a next step into the development of a hybrid SiPM-EM-CCD based gamma camera, we 

used the information provided by the SiPMs in a more advanced manner than to merely 

count the number of gamma interactions (chapter 10). The SiPMs were read-out 

individually to also allow for a position estimation of the scintillation event which was 

subsequently used for pre-locating scintillations in the EM-CCD frames. This improved the 

signal to background ratio by a factor 4 compared to only using the EM-CCD, albeit 

resulting in some loss of detected scintillations. The energy resolution was improved 

significantly compared to only using the EM-CCD with the multi-scale algorithm from 50% 

to 19%.  This good energy resolution was combined with the high spatial resolution (180 

µm) of the EM-CCD. 

 

In the research presented in this thesis, we have shown that EM-CCD based gamma cameras 

can achieve a spatial resolution better than 0.2 mm for detection of 99mTc gamma photons. 

This spatial resolution is approximately 20 times better than that of the current photo 

multiplier based systems. These high resolutions were obtained with continuous CsI:Tl 

scintillators with thicknesses of up to 3 mm thereby increasing the detection efficiency of the 

EM-CCD based gamma camera from lower than 30% with micro columnar scintillators up to 

66%. We believe that a further increase in thickness is not advisable as the current noise 

levels would complicate the detection of the scintillations furthest from the detector due to 

their large light spread.  

Compared to other gamma cameras that can determine the gamma energy and have a 

reasonable detection efficiency the spatial resolution of EM-CCD based gamma cameras is 

unprecedented, which was already illustrated in the introduction (figure 1.11). However the 

detector also has some drawbacks such as a mediocre energy resolution and a count rate 

which is limited by the frame rate of the EM-CCD. 

For the application in small animal SPECT this mediocre energy resolution does not 

necessarily pose a large problem when one isotope is imaged at a time. A very good energy 

resolution would be necessary to separate the gamma photons that scatter and therefore 

change their direction from those that do not. However, very few photons scatter in a small 

animals, due to their small sizes, or in the pinhole202. Furthermore, the required count rate in 

the envisioned EM-CCD based SPECT scanner, consisting of many EM-CCD gamma 

cameras to image a single animal (figure 1.5), would not exceed the EM-CCD count rate 

capabilities (see Chapter 9). 

All these characteristics taken together make this detector very promising to improve 

pinhole SPECT imaging, mainly due to the unprecedented spatial resolution increase of a 

factor 20 compared to the Anger camera. 

 

There are still challenges, beyond the scope of this thesis, that need to be met for practical 

use of the EM-CCD based gamma camera in SPECT imaging.  

The first challenge relates to the large amount of data that is constantly being 

collected by the detectors. For detection of scintillations this detector data needs to be 

analyzed real-time in order to prevent unmanageable data accumulation. 
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Earlier, it has been shown that real time data processing of scintillation flashes is possible 

with thin micro columnar scintillators120, which have a very small scintillation light spread. 

This small light spread results in a small number of pixels that have to be taken into 

account for scintillation detection, making it feasible to use real time scintillation detection 

even when using iterative maximum-likelihood algorithms208. In our set-up, employing thicker 

continuous scintillators, light spread is much larger and a large number of pixels is 

considered, making real time scintillation detection much more challenging. A possible 

solution is the use of binning to reduce the number of data points and/or using the 

increasing computational power of Field Programmable Gate Arrays (FPGAs)283.  

A second challenge is related to the cooling required for favourable operation of the 

EM-CCD based gamma detector. In this thesis, the EM-CCD detector was cooled to -40 ℃, 

which, while feasible for single detector operation119,203,204, would be troublesome for an array 

of detectors as envisioned in a multi pinhole SPECT scanner37. It is hoped that 

ongoing research into new low dark current noise EM-CCD designs can reduce its cooling 

requirements205. 

 

As already discussed in the introduction (see also figure 1.11), many types of gamma 

detectors that improve the Anger camera spatial resolution by a large factor while 

maintaining energy resolution and detection efficiency are under development or have 

already been constructed. It can therefore be expected that the Anger camera will be 

replaced by some of these new detectors. Whether the EM-CCD, I-CCD206,207, the SiPM, the 

PSAPD, the semiconductor detector or another detector will be used for SPECT imaging 

will depend on the requirements and budget of a specific application and the result of 

ongoing detector development. 

 

 

 

 

 

 

 



 

 142 

 

Chapter 12 

 

Samenvatting en vooruitzicht 
 

Hoge-resolutie EM-CCD scintillatie gamma camera's 
 

 



CHAPTER 12 

 143 

 

De ontwikkeling van hoge resolutie gamma detectoren is een belangrijk stap voor verbetering 

van SPECT imaging. De huidige SPECT scanners gebruiken nog traditionele Anger camera's 

die bestaan uit een NaI scintillator, uitgelezen door een reeks photomultiplicator buizen 

(PMT's). Ter vervanging van de Anger camera worden verschillende gamma detectoren met 

een hoge spatiële resolutie beschouwd. In dit proefschrift onderzochten we een scintillatie 

gamma detector gebaseerd op een lichtsensor met hoge gevoeligheid en hoge resolutie -de 

EM-CCD- die een grote verbetering in resolutie ten opzichte van de Anger camera kan 

behalen. Zulke EM-CCD gebaseerde gamma camera's kunnen vooral tot nut zijn in 

preklinische SPECT. 

Deze EM-CCD lichtsensor, het eerst aangekondigd een decennium geleden, is een 

speciale CCD met signaalversterking op de CCD zelf115,116. Vanwege deze signaalversterking 

wordt de uitleesruis, typisch de dominante ruisbron in CCDs, teniet gedaan in EM-CCDs. 

In scintillatie gamma detectoren werden EM-CCDs initieel gebruikt in combinatie met 

CsI:Tl scintillatoren die zijn gestructureerd in micro kolommen, ter vermindering van teveel 

lichtspreiding114,120. In deze configuratie is aangetoond dat, vanwege de lage ruis van de EM-

CCD, het mogelijk is individuele gamma photonen te detecteren123. 

Het onderzoek beschreven in dit proefschrift is gericht op het gebruik van EM-CCD 

gebaseerde gamma detectoren in combinatie met monolithische scintillatoren in plaats van in 

kolommen gestructureerde scintillatoren. Monolithische scintillatoren kunnen de detectie 

efficiëntie voor gamma's  verbeteren omdat ze  beschikbaar zijn in veel grotere diktes dan in 

micro kolommen gestructureerde scintillatoren. Bovendien zijn in micro kolommen 

gestructureerde scintillatoren alleen beschikbaar in een paar materialen.  Echter, het gebruik 

van dikkere monolithische scintillatoren resulteert in nieuwe uitdagingen zoals een grotere 

lichtspreiding van scintillatie photonen voordat ze de EM-CCD bereiken en een grotere 

variatie van de diepte van interactie in de scintillator. Als gamma photonen onder een hoek 

op de scintillator invallen resulteert de variatie van de interactiediepte in een variatie van de 

gedetecteerde positie. Dit resulteert in een degradatie van de spatiële resolutie. Deze 

degradatie wordt het interactiediepte effect genoemd en komt in de meeste SPECT pinhole 

camera's voor. Dit effect wordt groter als dikkere scintillatoren worden gebruikt en speelt een 

grote rol voor de relatief dikke monolithische scintillatoren, gebruikt in dit onderzoek. 

 

Een manier om de problemen ten gevolge van de variabele interactiediepte aan te pakken is 

een detectie algoritme te gebruiken dat de licht spreiding als functie van diepte modelleert 

waardoor detectie van de interactie diepte mogelijk wordt. In dit proefschrift werden twee 

nieuwe detectie algoritmes gepresenteerd en getest. Het eerste detectie algoritme, beschreven 

in hoofdstuk 2, is een snel analytisch scintillatiedetectie algoritme gebaseerd op analyse van 

een gedetecteerde scintillatie bij verschillende schalen, het multi-scale algoritme. 

We lieten zien dat het multi-scale algoritme, voor gamma photonen onder een hoek, de 

interactiediepte kan detecteren en hierdoor het interactiediepte effect kan worden 

verminderd. Dit resulteerde in een 5-voudige verbetering van de spatiële resolutie voor 

gamma photonen onder een hoek van 45 graden vergeleken met een analytisch Gaussisch 

filter algoritme dat geen interactiediepte informatie gebruikt.  
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Verder verbeterde het multi-scale algoritme de energie resolutie en de signaal-tot-

achtergrond verhouding significant vergeleken met het Gaussische filter algoritme. 

Een tweede detectie algoritme onderzocht in dit proefschrift is een statistisch 

Maximum-Likelihood algoritme dat niet alleen de diepteafhankelijke licht verdeling op de 

EM-CCD modelleert maar ook de statistiek van de EM-CCD. In hoofdstuk 3, onderzochten 

we de onderzoeksvraag of zo een statistisch scintillatiedetectie algoritme een verbetering is 

ten opzichte van het multi-scale algoritme.  Het statistische Maximum-Likelihood algoritme 

bleek een substantiële verbetering in energie resolutie van meer dan een factor 1.6, een 

significante verbetering van de spatiële resolutie voor gamma photonen onder een hoek en 

van de signaal-tot-achtergrond verhouding te leveren. 

Onafhankelijk van het algoritme ontdekten we dat de dikte van de scintillator een sterke 

invloed heeft op de spatiële resolutie; voor grotere diktes degradeert de spatiële resolutie 

monotoon van een resolutie van 59 µm voor een 0.6 mm dikke scintillator naar een resolutie 

van 147 µm voor een 3 mm dikke scintillator. 

Een andere benadering om het interactiediepte effect te verhelpen, vanuit een nieuwe 

detector geometrie, werd gepresenteerd in hoofdstuk 4. Deze nieuwe detector geometrie 

bestaat uit een gekromde scintillator die geplaatst is op een concaaf gevormde optische taper, 

waarvan alle fiber wijzen naar de pinhole. 

Door deze geometrie is het zwaartepunt van de scintillatie licht verdeling ten gevolge van 

een puntbron onafhankelijk van de interactiediepte. De nieuwe gekromde detector werd 

vergeleken met een standaard vlakke detector met vergelijkbare taper dikte voor gamma 

photonen loodrecht invallend en onder een hoek van 30 graden. De standaard detector 

bereikte een spatiële resolutie onder 280 µm voor loodrecht invallende photonen, maar voor 

photonen onder hoek degradeerde dit tot waarden boven 1.4 mm vanwege het 

interactiediepte effect. 

Het nieuwe prototype van de gekromde detector behaalde spatiële resoluties onder de 280 

mm voor zowel loodrecht invallende als gamma photonen onder een hoek, waarmee de 

eliminatie van het interactiediepte effect gedemonstreerd werd. Echter een nadeel van het 

prototype gekromde detector is een degradatie van de energie resolutie, waarschijnlijk ten 

gevolge van scintillatie licht verliezen in de optische taper. 

Een van de voordelen van monolithische scintillatoren is dat de keuze voor het 

scintillator materiaal niet langer beperkt is tot CsI:Tl maar vele verschillende scintillatie 

materialen. EM-CCD's, in tegenstelling tot PMT's, lezen niet instantaan de detector uit 

maar accumuleren het scintillatie signaal over een bepaalde tijd. Deze eigenschap heeft 

consequenties voor de type scintillatoren die kunnen worden gebruikt in combinatie met EM-

CCDs; het maakt het mogelijk relatief langzame scintillatoren te gebruiken die tot nog toe 

niet beschouwd waren voor gamma photondetectie. 

Voor verbetering van de gamma detector prestatie vergeleken we verscheidene scintillator 

materialen met een hoge dichtheid zoals CdWO4, (Gd,Lu)2O3:Eu en Lu2O3:Eu met CsI:Tl in 

hoofdstuk 5. Deze scintillatoren met een hogere dichtheid kunnen dunner zijn dan CsI:Tl 

met behoud van dezelfde gamma interactie kans. Deze dunnere scintillatoren met een hogere 

dichtheid verbeteren de spatiële resolutie significant vergeleken met CsI:Tl. Echter de energie 
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resolutie degradeerde, waarschijnlijk vanwege de lagere lichtopbrengst, de aanwezigheid van 

radioactieve isotopen in de scintillator of een hogere brekingsindex. 

Optimalisatie van de prestaties van de gamma camera vereist een goed begrip van de 

invloed van verschillende detector parameters op de prestaties. Daarom kan de Cramer Rao 

ondergrens nuttig zijn omdat deze de theoretisch best haalbare prestatie kan tonen. In 

hoofdstuk 6 laten we Cramer Rao ondergrenzen voor de energie en spatiële resolutie zien 

als functie van verschillende detector parameters. De voorspelde trends van de theoretische 

ondergrens als functie van de EM versterkingsfactor en interactiediepte werden bevestigd 

door metingen. Zowel de metingen als de berekeningen toonden dat de spatiële en energie 

resolutie optimaal zijn voor een matige EM versterkingsfactor en ze toonden een bijna 

kwadratische degradatie van de spatiële resolutie bij toenemende interactiediepte. Dit laatste 

suggereert dat de scintillator dikte een van de belangrijke parameters is die de spatiële 

resolutie bepaald, wat ook empirisch gevonden is in hoofdstuk 2, 3 en 5. Bovendien vonden 

we dat de hoeveelheid gedetecteerde photonen (bepaald e.g. door de Quantum Efficiëntie 

(QE), de scintillator lichtopbrengst en de lichtcollectie efficiëntie naar de detector) en de ruis 

in het beeldvormende deel van de CCD een sterke invloed op de prestaties hebben. 

De hoeveelheid gedetecteerde photonen kan niet significant worden verhoogd door een EM-

CCD met een hogere QE te gebruiken omdat deze reeds 90% is maar zou in principe kunnen 

worden verbeterd door een scintillator met een hogere lichtopbrengst te gebruiken. 

Bovendien is aangetoond dat een 10 voudige vermindering van de ruis in het beeldvormende 

deel van de CCD mogelijk is201 en kan leiden tot een verbetering van de spatiële en energie 

resolutie van de gamma camera met een factor 1.5. 

Ter verhoging van het aantal photonen dat de EM-CCD detector bereikt presenteren 

we het gebruik van retro-reflectoren in hoofdstuk 7. Deze retro reflectoren zijn ontworpen 

om een optisch photon te reflecteren in de richting waar het vandaan kwam. Door middel 

van simulaties toonden we aan dat de retro-reflector de lichtopbrengst significant verhoogt, 

in het bijzonder voor scintillaties nabij de bovenkant van de scintillator. Het gebruik van de 

retro reflector resulteerde in een significante verbetering van de energie resolutie en de 

signaal-tot-achtergrond verhouding vergeleken met een opstelling zonder reflector. De 

spatiële resolutie voor enkel die scintillaties nabij de bovenkant van de scintillator verbeterde 

significant maar de gehele spatiële resolutie veranderde nauwelijks. 

Het effect van binning -de combinatie van het signaal van meerdere pixels- op het 

energie spectrum, de spatiële en energie resolutie  werd onderzocht in hoofdstuk 8. 

Vanwege binning voor het versterkingsregister worden pixels groter en neemt het aantal 

ladingsoverdrachten af. Vanwege het lagere aantal ladingsoverdrachten is de verwachting dat 

de ruis in het beeldvormende dele van de CCD lager is en dat een hogere frame frequentie 

mogelijk is. We lieten zien dat binning leidt tot een verbetering in de energie resolutie en een 

betere kwaliteit van de 125I energie piek bij lage energie (rond 30 keV). Toch is er sprake van 

enige degradatie van de spatiële resolutie wat met behulp van sub-pixel scintillatiedetectie 

algoritmes verminderd zou kunnen worden. Bijvoorbeeld het maximum-likelihood algoritme 

in hoofdstuk 3 gebruikt pixels die digitaal gebinned zijn tot 64 µm x 64 µm zonder verlies 

van spatiële resolutie vergeleken met een algoritme zonder binning. 
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Een recent ontwikkelde lichtsensor, de silicium photomultiplicator (SiPM)107 wordt meer en 

meer toegepast in scintillatie detectoren.109,111 We hebben ervoor gekozen deze SiPM's te 

combineren met onze EM-CCD gebaseerde opstelling door de SiPMs te gebruiken als zij-

detectoren (hoofdstuk 9). Dit maakte het ons mogelijk de goede signaal-ruis verhouding 

van SiPMs met de goede spatiële resolutie van EM-CCD gebaseerde gamma detectoren te 

combineren. We toonden aan dat als de SiPMs gebruikt werden om het aantal scintillaties 

gedurende elk EM-CCD frame te tellen, de signaal-tot-achtergrond verhouding van de 

gamma-camera verbeterde terwijl de excellente spatiële resolutie behouden bleef. Bovendien 

maakte het gebruik van SiPMs als zij-detectoren detectie van de lage energie 125I scintillaties 

mogelijk terwijl dikke monolithische scintillatoren werden gebruikt doordat scintillaties van 

de achtergrond konden worden onderscheiden. 

Als volgende stap in het ontwikkelen van een hybride SiPM-EMCCD gebaseerde 

gamma camera gebruikten we de informatie van de SiPMs geavanceerder dan enkel het 

aantal scintillaties te tellen (hoofdstuk 10). De SiPMs werden individueel uitgelezen om 

positie bepaling van de scintillaties mogelijk te maken zodat we scintillaties in EM-CCD 

frames konden pre-lokaliseren. Dit verbeterde die signaal-tot-achtergrond met een factor 4 

vergeleken met het gebruik van enkel de EM-CCD ten koste van een klein verlies in het 

aantal gedetecteerde scintillaties. De energie resolutie verbeterde significant vergeleken met 

de EM-CCD gamma camera gebruikmakend van het multi-scale algoritme van 50% tot 19%. 

Deze goede energieresolutie werd gecombineerd met de hoge spatiële resolutie (180 µm) van 

de EM-CCD. 

 

In het onderzoek beschreven in dit proefschrift hebben we laten zien dat EM-CCD 

gebaseerde gamma camera's een spatiële resolutie beter dan 0.2 mm kunnen bereiken voor 

detectie van 99mTc gamma photonen. De behaalde spatiële resolutie is ongeveer een factor 20 

keer beter dan dat van de huidige photomultiplicator gebaseerde systemen. Deze hoge 

resoluties werden behaald met monolithische CsI:Tl scintillatoren met een dikte tot op 3 mm 

waardoor de detectie efficiëntie van de EM-CCD gebaseerde gamma camera van minder dan 

30%, voor scintillatoren gestructureerd in micro kolommen, tot op 66% werd verhoogd. We 

geloven dat een verdere vergroting van dikte niet aan te raden is omdat het huidige 

ruisniveaus detectie van scintillaties bij de bovenkant van de detector zeer moeilijk zal 

maken vanwege de grote lichtspreiding. 

Vergeleken met andere gamma camera's, die de gamma energie kunnen bepalen en een 

redelijke detectie efficiëntie hebben, is de spatiële resolutie van EM-CCD gebaseerde gamma 

camera's ongeëvenaard, zoals reeds beschreven in de introductie (figuur 1.11). Deze detector 

heeft echter wel een aantal tekortkomingen zoals een middelmatige energie resolutie en een 

maximale telsnelheid die beperkt wordt door de frame frequentie van de EM-CCD. 

Voor SPECT scanners voor kleine dieren zoals muizen is deze middelmatige energie resolutie 

niet noodzakelijkerwijs een groot probleem als 1 isotoop tegelijkertijd wordt gebruikt. Een 

zeer goede energie resolutie zal noodzakelijk zijn om gamma photonen die scatteren, en 

daarom van richting veranderen, te onderscheiden van ongescatterde photonen. Echter zeer 

weinig photonen scatteren in kleine dieren, vanwege hun kleine grootte, of in de pinhole202. 
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De vereiste maximale telsnelheid in de voorgestelde EM-CCD gebaseerde SPECT scanner, 

bestaande uit vele EM-CCD gamma camera's om een dier af te beelden (figuur 1.5), zou niet 

de EM-CCD telsnelheid mogelijkheden overtreffen (zie hoofdstuk 9). 

All deze eigenschappen bij elkaar maken deze detector veelbelovend om pinhole SPECT 

imaging te verbeteren, voornamelijk vanwege de ongeëvenaarde spatiële resolutie toename 

met een factor 20 ten opzichte van de Anger camera. 

 

Er zijn uitdagingen, niet behandeld in dit proefschrift, die moeten worden voldaan voor het 

praktische gebruik van EM-CCD gebaseerde gamma camera's in SPECT imaging. 

De eerste uidaging is de grote hoeveelheid data die constant wordt verzameld door de 

detectoren. Voor scintillatiedetectie moet deze detector data worden geanalyseerd in real 

time om onhanteerbare data accumulatie te voorkomen. 

Eerder is al aangetoond dat real time data verwerking van scintillatie flitsen mogelijk is met 

dunne scintillatoren gestructureerd in micro kolommen120, die een kleine scintillatie licht 

spreiding hebben. Deze kleine lichtspreiding resulteert in een klein aantal pixels die 

beschouwd moeten worden voor scintillatiedetectie. waardoor het mogelijk is in real time 

scintillaties te detecteren, zelfs met een iteratief maximum-likelihood algoritme208. 

In onze opstelling, gebruikmakend van dikkere monolithische scintillatoren, is de 

lichtspreiding veel groter en moet een groter aantal pixels in overweging genomen worden 

waardoor real time scintillatiedetectie een grotere uitdaging is. Een mogelijke oplossing is het 

gebruik van binning om het aantal data punten te reduceren en/of het benutten van de 

toenemende computationele kracht van Field Programmable Gate Array's (FPGA's)283.  

Een tweede uitdaging is de koeling die nodig is voor een optimale werking van de EM-

CCD gebaseerde gamma camera. Voor experimenten beschreven in dit proefschrift werd de 

EM-CCD detector gekoeld tot -40 ℃, wat mogelijk is voor gebruik van een enkele 

detector119,203,204 maar moeilijk voor een reeks detectoren zoals gepland in een multi pinhole 

SPECT scanner37. Het is te hopen dat lopend onderzoek naar nieuwe EM-CCD's met een 

lage donkerstroom ruis de eisen aan de koeling kan verminderen205. 

 

Velen van de in de introductie (zie figuur 1.11) besproken gamma detectoren, die in 

ontwikkeling zijn of reeds zijn gebouwd, kunnen een veel betere spatiële resolutie bereiken 

vergeleken met de Anger camera met behoud van de energie resolutie en detectie efficiëntie. 

Het is daarom de verwachting dat de Anger camera zal worden vervangen door sommige van 

deze nieuwe detectoren. Of de EM-CCD, I-CCD206,207, de SiPM, de PSAPD, de halfgeleider 

detector of een andere detector gebruikt zal worden voor SPECT imaging zal afhangen van 

de eisen en het budget van een specifieke applicatie en de toekomstige resultaten van het 

detector onderzoek. 
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Dankwoord 
 

Mijn promotietraject wil ik graag vergelijken met een van de eerste beklimmingen met onze 

klimgroep in de Alpen.  

Als jonge en onervaren alpinisten hadden we de route Fliegerbandl op de Riepenwand in de 

Oostenrijkse Kalkögel uitgezocht en waren vol goede moed dat we alle problemen op onze 

weg zouden overwinnen. Het eerste deel van de klimroute, alhoewel moeilijk, verliep vlot 

totdat we bij een lange traverse kwamen waardoor we niet rechtdoor omhoog konden 

klimmen. Deze traverse bleek een turnstuk met meer dan 200 meter lucht onder de voeten 

terwijl stenen langs onze hoofden naar beneden suisden. Hierbij waren we slechts gezekerd 

aan enkele antieke en roestige haken. Na de traverse werd de rots van steeds mindere 

kwaliteit en brak geregeld een stuk rots waar een van ons zich aan vast hield af, wat 

gelukkig steeds net goed afliep. Terwijl we nog bezig waren omhoog te klimmen begon het al 

donker te worden; we hadden gepland op dit tijdstip al lang klaar te zijn. Na uiteindelijk in 

het donker en zonder lamp te zijn bovengekomen en weer afgedaald naar de voet van de 

wand overheerste enkel grote opluchting. 

Net als bij het begin van de beklimming was bij het begin van mijn promotietraject in 

Utrecht goede moed essentieel, had ik geweten welke uitdagingen op me te wachten lagen 

zou ik wellicht nooit zijn begonnen.  

De horizontale verplaatsing van de traverse zou doen denken aan de verhuizing van het 

promotieonderzoek van Utrecht naar Delft ware het niet dat de laatste vlekkeloos verliep, 

onder andere vanwege de goede ontvangst in Delft. 

Momenten dat het onderzoek niet vlot liep en er moeilijk grip te krijgen was op de 

onderzoeksmaterie door o.a. experimentele uitdagingen, wil ik graag vergelijken met moeilijke 

klimterrein met afbrekende rots. 

Net als de beklimming heeft het afronden van het proefschrift uiteindelijk langer geduurd 

dan vantevoren gepland wat de opluchting aan het eind des te groter maakt. 

Terugkijkend op de beklimming zie ik de momenten met grote moeilijkheden maar 

ben ik blij dat we ze hebben doorstaan en is ze een bron van waardevolle ervaring geweest. 

Op mijn promotietraject, dat momenten van grote moeilijkheden heeft gekend, kijk ik nu het 

bijna is afgerond tevreden terug en ga ik ervan uit dat het ook nuttige ervaringen voor de 

rest van mijn leven bevat. 

 

Bij onderzoek, net als klimmen, is de samenwerking met enkelen en de hulp en de morele 

ondersteuning van velen essentieel. Daarom wil ik, nu het er (bijna) allemaal opzit en de 

promotie in zicht is iedereen bedanken die heeft bijgedragen in welke vorm dan ook. 

 

Allereerst wil ik mijn promotor, prof. dr. F.J. Beekman bedanken. Beste Freek, ik wil je 

bedanken voor je gestelde vertrouwen aan het begin van het promotietraject terwijl ik toen 

al 4 jaar uit de natuurkunde was. Je motiverende woorden en je vele creatieve ideeën zijn 

van grote waarde voor me geweest. Daarnaast heb ik je snelle feedback als ik je een tekst 
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stuurde altijd gewaardeerd. Verder wil ik je bedanken voor je inzet voor me op momenten 

dat het tegenzat. 

Daarnaast wil ik mijn co-promotor en dagelijkse begeleider, dr. ir. M. Goorden, 

bedanken. Beste Marlies, jouw talent voor onderzoek en je tekstuele vaardigheden hebben dit 

proefschrift tot een hoger niveau weten te tillen. Verder wil ik je danken voor je inzet en 

steun bij het afronden van het proefschrift.  

 

Zonder de bijdrage van Jan Heemskerk was dit boekje in de huidige vorm er niet gekomen. 

Naast de hulp in het lab zijn vooral je tekstuele kwaliteiten van onschatbare waarde geweest, 

hiervoor mijn dank. Thank you Samuel Salvador, for your quick experimental and simulation 

skills which proved invaluable in the work on SiPMs.  

Voor het opbouwen en ontwerpen van de elektronica, het aanbrengen van 

aanpassingen en het snel en vakkundig verhelpen van storingen wil ik Albert Westra en Jan 

Huizenga bedanken. Verder wil ik Rob Kreuger bedanken voor het helpen regelen van allerlei 

praktische zaken in het lab en het helpen verbeteren van de meetopstelling. Ook wil ik 

Gerralt de Vree hier met name noemen op wiens voorbereidende werk Jan en ik hebben 

kunnen bouwen tijdens onze promoties. 

 

Graag wil ik de leden van de beoordelingscommissie,  prof. dr. R. Boellaard, prof. dr. R. 

Verdaasdonk, prof. ir. A.J.M. van Tuijl, prof. dr. P. Dorenbos, dr. F.W.B. van Leeuwen en 

prof. dr. H.T. Wolterbeek, bedanken voor het interesse in het beschreven onderzoek. 

Daarnaast wil ik mijn afstudeer professor dr. Johan Bleeker bedanken voor zijn interesse in 

het onderzoek en zijn kundige opmerkingen bij reeds een eerste blik op het proefschrift. 

 

Van de oorspronkelijke onderzoeksgroep uit Utrecht wil ik Frans van der Have danken voor 

het me wegwijs maken in alle zaken rondom radioactieve straling en zijn vermogen elk 

onderwerp tot in detail te kunnen uitleggen. Brendan Vastenhouw bedankt voor het snel en 

bondig beantwoorden van allerhande vragen op IT gebied. Tim de Wit bedankt voor het me 

bijbrengen van de beginselen van de beeldreconstructie en de fijne samenwerking bij Capita 

Selecta. Woutjan Branderhorst, bedankt voor de motiverende, leerzame en interessante 

gesprekken over onderzoek, programmeren en andere zaken en voor de steun als het tegenzat. 

Woutjan, ik ben vereerd dat jij mijn paranimf wil zijn. 

Van de onderzoeksgroep in Delft heb ik profijt gehad van het wetenschappelijk 

enthousiasme en de talenten van Herman van Dam en Stefan Seifert. Voor de vele 

interessante gesprekken en de nuttige opmerkingen wil ik hen bedanken. Daarnaast wil ik 

dr.ir. Dennis Schaart en dr. Bernd Rieger bedanken voor de minder frequente maar niet 

minder interessante en nuttige gesprekken over het onderzoek en prof. dr. Pieter Dorenbos 

en dr. Erik van der Kolk voor het delen van hun onschatbare kennis over scintillatoren. 

De bijdrage van technici, de instrumentele diensten, Medische Technologie en DEMO 

waren essentieel bij het opbouwen en uitbreiden van de opstelling of voor het snel maken 

van een prototype. Hier wil ik speciaal Kees Ligtvoet en Henk te Biesebeek van het UMC, 

Norbert van Milabs, en Rene den Oudsten van de TU Delft bedanken. Johan en Martijn 
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bedankt voor de snelle hulp bij vele praktische lab vragen. Gustavo, thanks for saving the 

day by helping us out with soldering when our electronics broke down. 

 

Paul Schotanus van Scionix bedankt voor het rijkelijk beschikbaar stellen van scintillator 

samples en je kennis. Voor de samenwerking binnen het IOP photonics project wil ik de 

penvoerder prof. Albert Theuwisse en Yue Chen van de TU Delft en Inge Peters, Jan Bosiers, 

Erik Boogaart, Harry van Kuijk en Jan Nooien van Dalsa bedanken. 

 

Experimenten met radioactieve straling worden goed begeleid door mensen die daarvoor zijn 

opgeleid. Van de Stralings Beschermings Dienst in Delft wil ik met name Aad, Jan, 

Wingman, Henk, Koos en Christian danken voor het nauwgezet in de gaten houden van de 

veiligheid. De stralingsdeskundige in het UMC Utrecht, Marina Keiman, wil ik bedanken 

voor de vakkundige en snelle bijstand bij de puntbron fabricage in Utrecht en het transport 

naar Delft. Rene Nousse bedankt voor de vele transporten van radioactiviteit en voor de 

hulp bij het melken van de Technetium koe wil ik Jolanda, Mark, Klazien en Marcel van de 

onderwijs afdeling van het Nationaal Centrum voor Stralingsveiligheid bedanken. 

 

Zonder de uistekende secretariële ondersteuning zouden vele zaken niet tot stand zijn 

gekomen, daarom mijn bijzondere dank voor Peggy van den Brink-Brouwer in Utrecht en 

Jose Buurman en Thea Miedema in Delft. Thea bedankt voor het uit handen nemen van veel 

praktische zaken bij het einde van het promotietraject.  

Het algoritme en simulatie onderzoek zou welhaast onmogelijk zijn geweest zonder toegang 

tot een snel computercluster; mijn dank hiervoor aan Danny Lathouwers en anderen. 

Verder wil ik graag de studenten die ik mede begeleid heb: Jan, Emma, Osman en Leo 

danken voor de prettige samenwerking en het bieden van de mogelijkheid het onderzoek 

vanuit een ander gezichtspunt te bekijken.  

My PhD colleagues Pieter, Melvin, Ivan and Mikhail thank you for the great skiing vacation 

to Val Thorens. Candice bedankt voor het organiseren van sociale activiteiten in de groep en 

de gezellige kopjes koffie. For "gezelligheid" and nice coffees I would also like to thank Ola 

and Ana Maria. Mark bedankt voor de leuke sportieve uitjes op de fiets of in het water. Leon 

bedankt voor het organiseren van de vrijdag poker avonden.  

I would like to thank my colleagues and ex-colleagues from Milabs and the UMC Utrecht: 

Carmen, Changuo, Chao, Eelco, Jianbin, Jose, Leonard, Mariette, Mart, Paul, Rudolf, Ruud, 
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Verder wil ik graag alle huisgenoten, vrienden en familieleden die me bewust of onbewust 

gesteund hebben gedurende het promotietraject danken, ook diegenen hier niet speciaal 
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Mijn huisgenoten in "Villa Tarweboll" bedankt voor de goede tijden en speciaal Maurice, 

Anna, Noortje, Anneke Winterman, Rens, Birgitta, Danique, Jeroen, Teuntje en Reinier. 
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Markus for the nice times in Pijnacker.  Jozsef Kophazi, I very much enjoyed the interesting 
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bij het maken van de omslag wil ik voor advies o.a. Claudia Kisters, Marko Masselink, 

Daniela Anastasopol en Marieke van Kammen bedanken en Erik Bruis voor de uitgewerkte 

suggesties en tips. Voor de ontspannende tango lessen wil ik de leraren Birkit en Muzaffer en 

dansers Iris, Stephanie, Marian, Sacha, Zillah, Sophie, Dodijn, Stefan en Tuna bedanken. 
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and Andreas. Voor de ontspannende (en soms koude) surf sessies in Scheveningen wil ik Erik 
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