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Abstract
Cities are built close to the sea, and are protected against water by defence systems. These
defence systems can be man-made, such as dikes and flood defence systems, or can be
natural, such as beaches or cliffs. It is important to keep a close watch on these natural
defences, to ensure that the risk of flooding remains low. In order to manage the natural
defences, understanding of its system and behavior is crucial. Different models have been
used to replicate these systems and to estimate their resilience to different storms. These
models use different timescales, ranging from a single storm to multiple years. However,
due to its complexity, these natural defence systems are not fully understood. As a result,
errors occur in these models (Roelvink and Brøker, 1993). Most models are calibrated using
observations with a time span of hours or more, but Nielsen and Shimamoto (2015) observed
that a sandbar was able to react to a changing water level within minutes under regular
waves and wondered if this is also the case in a field study. This report seeks to answer how
the bed level of a beach behaves in a timescale of minutes.

The beach is studied with high-resolution observations of the bed level using two echo
sounders. The bed level is observed at an interval of 10 minutes. Next to that, the waves at
the beach are observed using pressure sensors with a frequency of 8 Hz. Several results were
found. First, the bed level changed with a maximum of 20 centimeters during a single tide
and there is no tidal signal visible in the bed level. Secondly, the significant wave during the
week of observations was between 0.4 meters and 1.2 meters high and increased throughout
the week. Lastly, the observations of the bed level had a significant degree of uncertainty.

The bed level changes observed are linked to short waves, and flow velocity under these
waves. The relative wave height is used to link these bed level changes to the short wave
processes. These changes are most evident in the breaking zone. The flow velocity and the
bed level changes are studied using the parametric cross-shore model (Mariño-Tapia et al.,
2007a). This model was unable to predict the bed level changes with direct correlation to
the observed changes. But the waves in the model differed from the waves observed. When
the difference between the waves was reduced, the model was able to predict the bed level
behavior with a correlation of 0.61. However, this was not the case for the observations
made closer to shore. Both results indicate that bed level behavior in deeper water is better
understood rather than closer to shore. Therefore, more research should be done in the inner
surf zone.

In order to study small scale effects accuracy is important. feather research should be
done when devices are able to accurately observe the bed level changes in the breaker zone
and inner surf zone.
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1
Introduction

1.1. Background information
Beaches and dunes are the natural defence line from the seas. Many people are living close to
these coastal regions. Therefore, it is crucial to know what storms the beach can withstand
and if the beach should be strengthened to be more resilient to the sea. However, it is not easy
to determine how much sand there is at a beach, and how resilant a beach is for a storm.
For instance, when a storm hits a coast, sediment moves from the shore to the sea. But
when there are mild waves, the sediment is transported from the sea to the land, recovering
the beach (Bascom, 1953; Shepard, 1950). How fast this process takes place depends not
only on the hydrodynamics but also on the state of the beach and the sandbars (Coco et al.,
2014). Wang et al. (2006) observed that a beach slope was able to recover after a hurricane,
the upper part of the beach was able to recover in 90 days in Florida. Birkemeier (1979)
observed that half of the eroded sediment during a storm was restored in a single day in New
Jersey. Furthermore, Thom and Hall (1991) concluded that a beach at the south coast of
Australia needed at least a couple of years to completely recover from a storm. How fast the
beach is eroding during a storm and how long it takes for the beach to recover during calmer
periods are crucial factors to predict how safe coastal regions are to inhabit.

Over the years, coastal engineers have developed different models to predict the sediment
transport and shape of the beach. These different models serve different purposes(Amoudry
and Souza, 2011). There are models that predicts an average beach profile over many years,
for example the model of Bruun (1953) and Dean (1977). This model predicts a cross-shore
bed level profile based on empirically equations. The empirically based equations provide an
approximation for the bed level at certain depths. Still, they lack the more complicated bed
level features.

Another example is the model that predicts how the complete beach behaves during dif-
ferent storms. Roelvink et al. (2009) used X-beach to predict the bed level erosion and ag-
gregation in a wave flume over hours and for waves of 0.8 meters and was able to predict the
bed level with a 𝑅ኼ higher than 0.9. Spaans (2019) uses also a x-beach model to simulate
onshore sediment transportation during calm conditions over the duration of a tide at the
Dutch coast. The model was not able to accurately predict the bed level changes over days.
The x-beach model underestimates the onshore transport of sediment (Spaans, 2019).

Lastly, there are models that focus on onshore sandbar migration over a timescale of hours
during calm days (Fernández-Mora et al., 2015; Hoefel and Elgar, 2003; Hsu et al., 2006).
These models predicted sandbar behavior over 3 hours intervals, based on different short
wave processes. The models were able to predict bed level changes with reasonable accuracy
at different locations. Fernández-Mora et al. (2015) showed that the model of Hoefel and
Elgar (2003), that uses the acceleration differences below waves, was better at predicting
the bed level changes closer to shore, but the Hsu et al. (2006), that uses the velocity below
waves, model was able to better predict the bed level further offshore.

All of the above described models predict bed level changes with intervals over hours or
more which, in this research, are considered as models with a large timescale. However, there
have been observations that bed level is changing within minutes. Van Den Ende (2017), for
example, used PIV measuring devices in a wave flume to show that sediment transport under
a single wave event is dominated by flow velocities of the water. Puleo et al. (2014) observed

1



1.2. Research question 2

bed level at Perran Beach in Perranporth in the United Kingdom. Puleo et al. (2014) observed
the swash zone and inner surf zone with a precision of 1mm on a timescale of a single wave
and found that bed level changes are dominated by the differences of the flow velocity. This
indicates that on a small time scale, bed level changes are dominated by velocity moments.
Puleo et al. (2014) observed that bed level changes in the order of centimeters over minutes.

Nielsen and Shimamoto (2015) provide another example of a short timescale. They ob-
served that a sandbar is able to respond to changing water levels within minutes in a flume
experiment with a regular waves of 1.34 meters with a period of 7.9 seconds. The study of
Nielsen and Shimamoto (2015) uses the data of a flume experiment, described by C. Kraus
and Larson (1988). In that experiment, researchers changed the water level over time to sim-
ulate the tide. The sandbar that was between the surf zone and the shoaling zone was able
to respond quickly and move to a new equilibrium within 15 minutes. This showed that bed
level can respond in minutes to changes in the water level. (Nielsen and Shimamoto, 2015,
p 3), in their conclusion, called ”for more laboratory and field experiments with sufficient
time resolution [...]”. To see if the observations are visible in other situations.

Most of the above mentioned studies were based on a cross-shore profile. This is a sim-
plified way of studying the beach. The problem of predicting beach behavior due to changing
conditions has been challenging researchers for years Roelvink and Brøker (1993). This is
because a beach system is complex in- and of itself, with short-waves, long-waves and wa-
ter flow currents involved. Researchers try to simplify these processes in different ways to
be able to study them.CERC (1984), for example, estimates long-shore sediment transport
based on the power of waves and the angle at which these waves move towards the beach.
By only including a single effect, the process of sediment transport is simplified.

Another simplification, which is used in different studies, is to separate the beach into two
directions. These are the alongshore direction and the cross-shore direction. The alongshore
direction is the direction parallel to the beach. The cross-shore is perpendicular to the beach.
This simplification is granted if the beach acts along shore uniform. In this research the
cross-shore effects are studied, therefore only the cross-shore profile is used.

1.2. Research question
The models described above are able to fairly accurately predict the bed level. However,
these models are calibrated using data with large intervals between their measurements.
This means that these models glance over changes that happen on a smaller timescale, i.e.
minutes or seconds. Furthermore, Nielsen and Shimamoto (2015) argued that bed level was
able to respond to changing water levels within minutes, meaning that the bed levels does
change within minutes. Therefore, the question arises:

• How does the bed level behave on a time scale of minutes in the surf zone and the
shoaling zone?

The models described in section 1.1 above use short wave induced sediment transport
to predict the bed level changes (Fernández-Mora et al., 2015; Hoefel and Elgar, 2003; Hsu
et al., 2006). Can short wave processes be linked to bed level changes? The models use
two different methods of predicting the bed level, one model included the accelerations of
the water flow (Hoefel and Elgar, 2003) and one that only included the water flow (Hsu et al.,
2006). Both models were able to predict the sandbar migration (Fernández-Mora et al., 2015).
Van Den Ende (2017) showed that on a small scale only velocity is important, therefore it is
tested if a velocity based model is able to predict the observed changes.

• How well suited are short wave processes to predict bed level changes?

• How accurate is a velocity based model in predicting the bed level changes in the shoal-
ing and surf zone?
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1.3. Literature
1.3.1. Cross-shore zones
Cross-shore beaches are classified into different zones, based on the hydraulic processes and
morphological processes. The cross-shore zones are classified based on the different waves.
When waves move from deep water to the shore, they first move in to the shoaling zone, the
reduced depth causes the waves to slow down and steepen. Waves break when they become
too steep, and this happens in the breaker zone. The waves continue as white rolling waves
(bores) towards the shore. This zone is called the surf zone. The swash zone is where these
bores collapse. This research focuses from the shoaling zone to the surf zone, similar as
Nielsen and Shimamoto (2015) observed the sandbar changes.

Figure 1.1: Shows a cross-shore beach with different zones, based on wave processes, (van Rooijen, 2011).

1.3.2. Hydrodynamics
In deep water the water surface consist of different waves. Munk (1951) classified the different
waves based on energy and frequency. The classification is shown in figure 1.2. This research
focuses on wind generated waves (short waves) and infra gravity waves (long waves), as these
influence bed level changes on a small time scale (Van Den Ende, 2017). The waves in this
paper are described by the linear wave theory.
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Figure 1.2: Wave energy is categorised into different frequencies. It shows the full energy spectrum that can be observed in a
wavefield, Holthuijsen (2009) after Munk (1951).

The linear wave theory, which describes the deep waves and roughly the evolution of waves
in the nearshore, is based on two equations: the mass balance equation and the momentum
equation. The theory assumes that water is an ideal fluid, is incompressible, has a constant
density, and has no viscosity. One of the results of the linear wave theory is a harmonic wave
that describes water level elevation, water speed, and water acceleration. Figure 1.3 shows
the water flow below a wave. The water flow effects decrease over depth.

Figure 1.3: Describes harmonic wave elevations and the velocity below the wave and the acceleration below the wave, (CERC,
1984).

The hydrodynamics that drive bed level changes consist of three different water flows:
short wave related flow velocity, long wave related flow velocity, and mean current (Mariño-
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Tapia et al., 2007b; Van Den Ende, 2017), resulting in equation 1.1. In this section first
the short waves related flow velocity will be discussed, secondly the long-waves related flow
velocity is explained, and lastly the mean currents are elaborated.

𝑢፭ = �̄� + 𝑢፬ + 𝑢፥ (1.1)

When waves move from deeper water into shallower water, the orbital motion of the waves
is effected by the limited depth. The shape and the height of the waves change as the waves
move closer to shore; the waves become non-linear (Brinkkemper, 2013). Wave non-linearity
is described by two different shape changes: the wave skewness and the wave asymmetry.
In figure 1.4, the differences are shown. The skewed wave is characterised by a higher crest
of the wave and a flatter, less deep, trough. The asymmetrical wave has a different distance
between the crest and the trough.

Figure 1.4: The dotted line is the average water level over distance; a is showing a harmonic linear deep water wave, b is a
skewed wave, and c is an asymmetrical wave (Brinkkemper, 2013) .

When the shape of a wave changes, the velocity and acceleration change under this wave.
When a wave is skewed, there is a difference between the velocity amplitude at the trough
and the crest. The flow velocity is higher at the onshore directed flow during the crest. Wave
asymmetry changes the acceleration, which becomes faster at the trough than the crest.
The faster acceleration causes pressure differences, which in turn causes more sediment
transport onshore (Drake and Calantoni, 2001)

The non-linear effect increases until a wave reaches a maximum height. Depending on
the steepness, bottom slope, and the water level, a wave breaks (Battjes and Janssen, 1978).
When it collapses, the skewness decreases and the asymmetry continues to increase towards
the beach, the wave gets a sawtooth shape (Svendsen, 2006).

According to Short (1999) there are three different kinds of long waves in the nearshore:
the edge waves, the bound long waves and the leaky waves. The edge wave is a long wave
that is trapped in the nearshore and will cause alongshore differences (Short, 1999). These
are ignored, as the aim of this research is the cross-shore effects. The bound long waves are
generated by the incident short waves. The long bound waves have a set-down under groups
of high waves and a set-up between the low wave groups (Mansard and Barthel, 1985). This
means that during high waves there is an offshore directed flow of the long bound wave due
to the trough, and during smaller waves there is an onshore directed flow of the long bound
wave due to the crest. The leaky waves are long waves that are depended on the short waves,
these wave can be reflected back from the beach (Short, 1999). Long-waves have smaller
amplitudes than short waves therefore the flow velocity due to long-waves is smaller than
short wave.
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Figure 1.5: Representation of long bound waves, with short waves. The crest of the long wave is associated with the lower short
waves and the trough is associated with the higher waves (Barthel and Funke, 1985).

In the nearshore waves generate different currents. The currents are flows in a single di-
rection over time, referred to as mean currents. The mean current in the nearshore consisted
of different flows: alongshore currents, the undertow, and stokes drift. Long shore currents
are continues flows along the beach that occur due to non-perpendicular waves. The un-
dertow is an offshore directed water flow near the bed. Stokes drift is caused by the depth
difference between the crest and through of a wave. In this research only cross-shore effects
are accounted for, and therefore undertow and stokes drift are explained in more detail.

When waves break, large amounts of water are transported towards the shore in the up-
per region of the water column (Svendsen, 1984), The broken waves can be described as
hydraulic jumps moving towards the beach, called bores (Svendsen, 2006). To compensate
for the water transported in the upper regions of the water column towards the shore, an
offshore directed current is formed in the lower regions (Svendsen, 1984). The offshore di-
rected current is called the undertow. The undertow is proportional to the energy dissipation
of the waves when they break (Svendsen, 2006), and is the dominant process in the surf zone
when waves are energetic (Russell and Huntley, 1999). Henderson and Allen (2004) observed
that a sandbar was able to migrate closer to shore under breaking waves of 0.77 meters, and
argued that closer to shore asymmetry can become dominant over undertow. Stokes drift is
the result of water particles in the crest travelling with higher velocity onshore than the water
particles in the trough travel offshore (Rijn, 2003). The result is that there is an onshore flow
of water in the upper regions of the water. To compensate for this onshore flow, an offshore
flow is formed in the lower part of the water column.
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Figure 1.6: A) the effect of undertow, resulting in a near bed return current. B) the effect of Stokes drift (Masselink and Black,
1995)

1.3.3. Sediment transport
There are different methods to calculate sediment transport. Schoonees and Theron (1995)
describe 10 different methods and compare them on their performance on two time scales;
daily beach behavior and seasonal changes. In their results, the best group consist of:
Bailard, Watanabe, Kriebel and Dean, and Larson and Kraus. The Bailard formula has
been used in multiple studies to predict the bed level behavior of the surf zone with suc-
cess (Fernández-Mora et al., 2015; Hoefel and Elgar, 2003; Hsu et al., 2006). Therefore the
formula developed by Bailard and Inman (1981) is an suitable sediment transport formula.

Bagnold (1963) developed an energy-based model for sediment transport, based on the
idea that sediment transport is proportional to the bed level friction. The bed level friction
depends exponentially on the near bed flow velocity ((Jonsson, 1967) as seen in (Amoudry
and Souza, 2011)). The model was developed initially for sediment transport in a downstream
situation, for example in a river. Bowen (1981) rewrote Bagnold’s work in order for it to
predict wave-induced sediment transport. A year later, Bailard and Inman (1981) revised the
model and added an efficiency factor. The model differentiates between suspended sediment
transport and bedload transport. Suspended sediment transport are particles that travel
in the water column, while bedload transport are particles that travel over the bed. Guza
and B. Thornton (1985) showed that bedload transport depends on the third-order velocity
moment and that the suspended sediment transport depends on the fourth-order velocity
moment. There is a distinction between the two because sediment travels with different
efficiencies. This means that:

⟨𝑆⟩ ∝ ⟨𝑢፭|𝑢፭|ኼ⟩ (1.2)

⟨𝑆፬⟩ ∝ ⟨𝑢፭|𝑢፭|ኽ⟩ (1.3)

A limitation of this method from Bailard and Inman (1981) is that it only includes velocity
to predict bed level changes. However, as the waves changes shape the acceleration of the
water changes. Drake and Calantoni (2001) showed that there can be sediment transport due
to asymmetry. Hoefel and Elgar (2003) showed that onshore sediment transport depends on
this acceleration. Fernández-Mora et al. (2015) showed that closer to shore the acceleration
becomes more important. Still, Van Den Ende (2017) used high resolution experiment in a
flume and showed that in the surf zone, sediment transport depends on the near bed velocity.
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She showed that sediment transport is for 50 % depended on the short waves velocity, for
30 % on the mean currents and for 20 % on the long wave velocity, and found no influence
by accelerations. Therefore velocity gives good results for sediment transport. The bed of the
beach consists of sediment. The bed level changes when there is a difference of sediment
moving in to and from a location. Therefore, bed level is directly influenced by the differences
of sediment transport at a cross-shore profile.

1.3.4. Cross-shore velocity moments over a profile
Different studies (Mariño-Tapia et al., 2007b; Russell and Huntley, 1999; Tinker et al., 2007)
have monitored flow velocities near the bed level on different beaches. Russell and Huntley
(1999) collected their data on three beaches that where alongshore uniform and had no bars.
the gradient of the beaches varied between 1∘ and 5.4∘ degrees. The tide at these beaches
was semi diurnal, with a water level difference of more than 4 meters. The waves varied at the
beaches between 1 and 3 meters, the largest alongshore current measured at the different
beaches was 0.5 m/s, and the sensors were installed 0.1 meter from the bed level. The
observations were done using intervals of 17 minutes to determine the first shape function.
Russell and Huntley (1999) normalised the flow velocity with the method suggested by Bailard
(1982) and Doering and Bowen (1987). They used the stirring of the waves and currents to
make the flow velocity independent of the wave energy. The normalised flow velocity made it
possible to see if there is a constant pattern for flow velocities at different cross-shore beaches.
Russell and Huntley (1999) found there was a consistent pattern between flow velocity and
the relative depth based on the breaking depth. Mariño-Tapia et al. (2007b) expended the
data set using five different beaches. The average beaches slopes varied between 6∘ and
4.5∘ degrees, two of the beaches contained sandbars. Waves varied between 0.16 meters
and 2.5 meters, and there was one location that had alongshore currents larger than 1 m/s.
Mariño-Tapia et al. (2007b) expended the shape function to the complete cross-shore profile.
Tinker et al. (2007) tested the shape function on beaches in France and England. During
the experiment in France, the measurements were taken at the top of a sandbar. The results
are in line with the shape function of Mariño-Tapia et al. (2007b).The results of Mariño-Tapia
et al. (2007b) are shown in figure 1.7 and 1.8. This shows that the shape function is a method
that can solve the complex hydrodynamics at a cross-shore beach profile.

Figure 1.7: The third-order velocity moment for bedload transport, normalised and plotted against normalised depth. The x-axis
shows the normalised depth over the cross-shore profile, and the y-axis is the third-order velocity moment for bedload transport
normalised. Positive values of the y-axis make for onshore directed flow, while negative values make for offshore directed flow.
The points in the plot are the different values found at different beaches (Mariño-Tapia et al., 2007b).
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Figure 1.8: The fourth-order velocity moment for bedload transport normalised and plotted against normalised depth. The x-
axis shows the normalised depth over the cross-shore profile, and the y-axis is the fourth-order velocity moment for bedload
transport normalised. Positive values of the y-axis make for onshore directed flow, while negative values make for offshore
directed flow.The points in the plot are the different values found at different beaches (Mariño-Tapia et al., 2007b).

Because sediment transport depends directly on flow velocity moments, the shape func-
tions gives a similar shape for sediment transport. The pattern of the shape function is similar
to the pattern seen in figure 1.10. Mariño-Tapia et al. (2007b) used the shape function to
describe on a planar beach, to describe sandbar migration patterns 1.9. In figure (a) the
creation of a sandbar is shown, as there is onshore sediment transport before the breaking
point due to wave non-linear effects and offshore sediment transport due to undertow. In
figure (b) and (c) the responses of the beach profile are sketched if the wave point changes.
Mariño-Tapia et al. (2007a) used the shape function to predict sandbar migrations during
the Duck 1994 experiment. The shape function was able to predict the sandbar migration
between days over a period of 77 days with a correlation of 0.84.
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Figure 1.9: Figure a shows the sediment transport and bed level response at a cross-shore beach by the shape function. Figure
b shows the offshore migration when waves break further offshore. Figure c shows the onshore migration when waves break
closer to shore (Mariño-Tapia et al., 2007b).

The research of Mariño-Tapia et al. (2007b) showed that the shape function matches dif-
ferent conditions. Mariño-Tapia et al. (2007a) stated that the shape function can be used to
predict bed level changes over time. The shape function is depended only on the breaker
depth. However, there are three reasons why this method should be applied with care.
Firstly, Masselink and Russell (2006) showed that velocity moments are not suited to predict
bed level changes in the swash zone, as errors from the swash zone will grow and disturb
the rest of the profile over time. Secondly, Mariño-Tapia et al. (2007a) explained that the
method does not predict sediment transport correctly in the trough of a sandbar. Thirdly,
when there are strong three dimensional effects, the model is also incapable of predicting
the bed level accurately, as these three dimensional effects become dominant over the shape
function (Mariño-Tapia et al., 2007a).

1.3.5. Short wave processes and bed level behavior
In section 1.3.3, the Bailard and Inman (1981) formula was explained. This formula depends
on the near bed flow velocity moments to predict sediment transport. In section 2.2, the
near bed flow velocities are explained and it is shown that the total velocity depends on
different complex processes. This makes it difficult to compute sediment transport. However,
Masselink et al. (2006) explained, based on different field studies, that there is a general
pattern in sediment transport based on wave processes. Masselink et al. (2006) described
how wave processes are depended on relative wave height, and that there is a generally
observed sediment flow associated with these processes, as seen in figure 1.10.
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Figure 1.10: figure a), shows the sediment transport direction and possible magnitude of sediment transport on the y-axis. The
x-axis shows the cross-shore distance. Figure b) shows relative wave height development over a profile with increasing values
closer to shore. Figure c) shows the beach and different waves. This is a sketch of sediment transport under various processes
and is only conceptual (Masselink et al., 2006).

Wave processes Relative significant wave height
Shoaling waves > 0.3
Breaking waves 0.3 - 0.5

Bores 0.5-1
Swash < 1

Table 1.1: Classification of wave processes based on the significant relative wave height, based on Masselink et al. (2006),

1.4. Hypotheses
Based on the literature and background information there is an expected result . This is
presented here as the hypothesis, per question stated in section 1.2 and explained why, and
the hypothesis will be tested to see if it holds.
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How does the bed level behave on a time scale of minutes in the surf zone and the
shoaling zone?

Nielsen and Shimamoto (2015) showed that under a single wave climate a sandbar is able
to keep up with the changing water level. Nielsen and Shimamoto (2015) observed that the
bed level at the sandbar was able to change 0.5 meter during a single tide. However in the
field study there is a wider wave field, this will decrease the response time of the bed level
(Nielsen and Shimamoto, 2015). During the fieldwork the bed level will be observed and
particularly at a sandbar, this will cause that the changes can be smaller than the changes
in observed near at the sandbars. Nielsen and Shimamoto (2015) observed bed level moves
with significant amounts in minutes, and it responses to changes in water level. Therefore
in a field study a tidal signal will be observed in the bed level.

It is expected that the bed level moves with the tide, and there is a erosion and aggregation
pattern visible of at least 10 centimeters when the tide passes over.

How well suited are short wave processes to predict bed level changes?
Masselink et al. (2006) linked sediment transport for a planar beach directly to short wave

processes. If that is the case, then bed level changes in line with the sediment transport will
be observed under the different wave processes. Since Masselink et al. (2006) used different
relative wave height to identify different wave processes, there should be a pattern between
bed level changes and relative wave height. Figure 1.11 is an alteration of the figure 1.10 to
link sediment transport to relative wave height and link the sediment transport differences to
bed level changes. The bed level should behave similar to this pattern. Here, large sedimen-
tation rates are expected between the shoaling waves and breaking waves, and slow erosion
rates for the rest of the wave process excluding the swash zone.

Figure 1.11: The top panel gives the relative sediment transport based on the relative wave height, the figure below gives the
relative bed level change. The x-axis is the relative wave height, based on (Masselink et al., 2006).

There is a clear distinction between erosion and aggregation visible for different relative
wave heights, and the average bed level change is within 5% to the bed level change predicted
by figure 1.11.

How accurate is a cross-shore velocity model able to predict the small scale bed
level changes in minutes?

Wave breaking is depended on the water depth (Battjes, 1974). Therefore, if the tide
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changes, the location where waves break also changes. Mariño-Tapia et al. (2007b) showed
that the velocity moments at a cross-shore profile depend on the depth where waves break.
Therefore, the velocity moments keep changing due to the tide. Guza and B. Thornton (1985)
showed that sediment transport is directly proportional to the velocity moments. bed level
changes are depended on the sediment transport. Nielsen and Shimamoto (2015); Puleo
et al. (2014) observed that bed level changes on a time scale of minutes. Mariño-Tapia et al.
(2007b) made a situation sketch for a planar beach, figure 1.9 (a) showing erosion in the
shoaling zone, aggregation where the waves break, and erosion closer to shore. When the
tide is passing over a location and the waves stay reasonable stable, the bed level should
have a pattern of erosion and aggregation based on the short waves above.

Since Van Den Ende (2017) observed that in the surf zone sediment transport depends on
velocity. Furthermore, the shape function can be used to provide near bed velocity moments
during different conditions. A cross-shore model that uses the shape function should be able
to predict the small bed level changes with a linear relation to the observations.

To test the relation between the observations and the predictions, correlation is used.
Correlation measures the linear relationship between two signals. The Pearson correlation is
used in this research. The correlation coefficient shows the strength of the relation between
the signals. The rule of thumb with correlations according to Hinkle et al. (2003) correlations
are: if a correlation between 1 and 0.9 is found, the signals are very highly correlated; if a
correlation between 0.9-0.7 is found the signals are highly correlated; if a value between 0.7
and 0.5 is found the signal is moderately correlated; between 0.5 till 0.3 is low correlation
and 0.3 till 0 little to no correlation. Negative values mean a negative relation.

The cross-shore model that only uses flow velocity is able to predict the bed level changes
with a correlation of at least 0.3.

1.5. Research approach
To answer the central question. The research is divided into several chapters. In chapter
2, the setup of the model is described in greater detail. This model includes four different
modules which are; the input module, the hydrodynamic module, the sediment transport
module, and the morphology module. The data, collected from the fieldwork, is explained and
analysed in chapter 3. In order to see if the model is able to predict bed level changes with
accuracy, input conditions of the fieldwork conditions are needed. How this input is gathered
will be explained in chapter 4. The results will be presented and compared in chapter 5. All
of the information and results will be discussed in chapter 6, followed by a conclusion and
recommendation for future research. The framework of the research is presented in figure
1.12.

Figure 1.12: The overview of the research.



2
Model

Figure 2.1: The chapter will cover the model.

Before the hypothesis can be tested, as suitable model needs to be developed. The model
used in this research will theoretically describe how the bed level should respond to hydro-
dynamic conditions on a small timescale. The model is a basic 1-D cross-shore model that
only includes cross-shore wave processes.

14
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Figure 2.2: The diagram of the cross-shore model. The different boxes show the different modules that need to be resolved
before the next module can be resolved. Arrows show how the model moves from module to module. Figures next to the boxes
show the result after every module (Grasmeijer, 2002).

Figure 2.2 shows the principles of the cross-shore model. The boxes represent different
steps in the model. The model starts with the input conditions and boundary conditions.
The initial conditions, together with the boundary conditions, will be used to determine the
hydrodynamics in this model. The sediment transport will be determined on the outcome of
the hydrodynamics. The differences in sediment transport over the cross-shore model will
induce morphological changes that will change the bed level. The bed level is updated to
these changes, and the model will run again. In this chapter, every step of the model is
described in detail.

2.1. Input module
The first step of the model is to define the input conditions. The input conditions are unique
conditions to a particular case. The input conditions for this model consist of the initial
bathymetry, the waves during the run of the model and the parameters.

2.1.1. Bed level profile
The initial bed level profile is the bed level at the beginning of the simulation. The bed level
profile consists of different depth readings over a cross-shore distance. The cross-shore
bed profile will be explained with bathymetry measurements of the Sand Engine made by
De Zeeuw et al. (2017) (figure 2.3).
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Figure 2.3: The figure above is the observation of a beach in alongshore direction and cross-shore direction. In the top panel
the y-axis is the alongshore distance in meters, while the x-axis is the cross-shore distance in meters. The elevation of the bed
level is shown in different colours. The associated depth in meters of each colour is presented in the bar on the right side. The
panel below is the black line that shows the bed level profile in the cross-shore direction, in which the y-axis displays the bed
level depth in meters.

2.1.2. Boundary conditions
The model is used too simulate what is happening in its domain with the bed level, however
the model is influenced by what is happening at the edges. These edges are the boundary
conditions. The 1D cross-shore model has two different boundaries, which are the water level
elevation boundary and bed level boundary. The water level elevation boundary consists of
the tide influencing the water level, and the waves that change over time which drive the
processes in the model. The offshore bed level boundary is assumed to be stable during the
simulation. The other bed level boundary is at the beach where it is assumed that there is no
sediment transport above water. The boundary conditions, which are needed to simulate the
bed level, consist of a tidal signal over time and significant waves characteristics over time.

2.1.3. Parameters
Parameters are values that are estimates and can vary at different beaches and conditions.
In this model, there are multiple parameters. Most of the parameters will be derived from
literature, and others will come from fieldwork (table 2.1).
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Parameter Symbol Value
Hydrodynamics

Wave breaker 𝛾 0.5 - 0.9 (Holthuijsen, 2009)
Sediment transport

Drag coefficient 𝐶፟ 0.003 (Gallagher et al., 1998)
bed level transport efficiency 𝜖 0.15 (Gallagher et al., 1998)
Suspended transport efficiency 𝜖፬ 0.01 (Gallagher et al., 1998)
Response angle of the beach 𝑡𝑎𝑛(𝜙) 0.53 (Gallagher et al., 1998)

Drag constant 𝐶ኻ 20 (Ferguson and Church, 2004)
Friction constant 𝐶ኼ 1.1 (Ferguson and Church, 2004)

Morphology
Porosity n 0.4 (Luijendijk et al., 2017)

Table 2.1: Parameters used in the model

2.2. Hydrodynamics
After the input conditions are known, different processes are used to predict the changes over
time. The first step is to determine the hydrodynamics. The hydrodynamics consists of two
parts. The first part describes how the waves are propagating over the profile. The second
part describes the transformation of waves to velocity estimates. The velocity estimates are
needed for the next step to estimate sediment transport.

2.2.1. Waves
When simulating waves over a cross-shore profile, it is crucial to know which processes
are important. In this research, the model is designed for nearshore coastal water based
on significant wave height. The significant wave height is the average wave height of the
highest one third of the all the waves. The most dominant processes in the nearshore are
refraction/shoaling and depth induced breaking (Holthuijsen, 2009). These are the only
processes that will be included in the cross-shore model.

Figure 2.4: Table of the processes involved in waves computations at different locations, and their influence (Holthuijsen, 2009).

The wave height over a cross-shore profile depends on shoaling and refraction and depth
induced breaking. The wave height due to shoaling and refraction is determined with the
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linear wave theory. This theory gives errors when estimating waves in transitional water
depth and shallower waters as waves do not behave linear. However, it often predicts the
wave characteristics with good accuracy (Masselink and Black, 1995; Plant et al., 2001). The
wave height due to wave breaking is determined with the expression of Battjes (1974). The
overall wave height is determined as a minimum value of the wave height due to shoaling
and refraction and depth induced breaking.

𝐻፬፫ = 𝐾፬፡𝐾፫፞፟𝐻ኺ (2.1)

𝐻፫ = 𝛾𝑑 (2.2)

𝐻 = 𝑚𝑖𝑛(𝐻፬፫𝐻፫) (2.3)

ፇᑤᑣ is the wave height depending on the shoaling and refraction processes, ፊᑤᑙ is the shoaling coefficient, ፊᑣᑖᑗ is the
refraction coefficient and ፇᎲ is the wave height where the small zero indicates the deepwater value. γ is the breaker
parameter, d is the local water depth and ፇᑓᑣ is the maximum wave height before depth induced breaking. H is the
local wave height

Shoaling happens when waves enter shallower water. The decreased depth causes the
wave to reduce speed. Wave shoaling occurs when waves are in transitional depths. Waves
are in transitional depth when the water depth divided by wavelength is less than 0.5 and
more than 0.05. When waves shoal, their energy fluxes remains the same if energy loss
is smaller than the speed reduction. The energy flux and energy of a wave is described by
equation 2.4 and 2.5. Showing that when the speed decreases the wave height must increase
so that the energy flux can remain constant, this effect is called shoaling.

𝐹 = 𝐸𝑐፠ (2.4)

𝐸 = 1
8𝜌፬፞ፚ𝑔𝐻

ኼ (2.5)

F is the energy flux of the waves per meter. E is the energy of the wave. ᑘ is the group velocity of the wave. ᑤ፞ፚ is
the water density, g is the gravitational constant.

When waves are shoaling, the wave speed in transitional water depth should be deter-
mined. Wave speed can also be estimated with the linear wave theory (Airy, 1845). This
theory estimates wave speed in transitional water depth based on a relation between wave
frequency and wavelength, called the dispersion relation. The dispersion relation is an it-
erative process as wavelength depends on wavelength. Therefore the iteration is performed
until a stable wavelength is found, meaning that the length of waves changes less than a
millimetre per iteration.

𝐿 = 𝑔𝑇ኼ
2𝜋 𝑡𝑎𝑛ℎ(

2𝜋𝑑
𝐿 ) (2.6)

Where L is the wavelength, T is the wave period.

The dispersion relationship gives the characteristics of the waves at transitional depths.
The characteristics are used to estimate the wave celerity and the group wave celerity. The
group wave celerity is used to determine the wave height increase due to shoaling.

𝑘 = 2𝜋
𝐿 (2.7)

𝑐 = √𝑔𝑘 𝑡𝑎𝑛ℎ(𝑘𝑑) (2.8)
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𝑐፠ =
1
2(1 +

2𝑘𝑑
𝑠𝑖𝑛ℎ(2𝑘𝑑)) (2.9)

𝐾፬፡ = √
𝑐፠ኺ
𝑐፠

(2.10)

Where k is the wavenumber, c is the wave celerity.

Wave refraction happens as waves are moving slower in shallower water. When waves
travel at an angle to the beach, the wave is at different depth over the length of the waves.
The different depth causes the waves to turn to a more incident angle. This turning causes
the waves to decrease in height over the profile.

Figure 2.5: The angle turning of the waves when moving into shallower water (Holthuijsen, 2009).

𝑠𝑖𝑛(𝜃) = 𝑐
𝑐ኺ
𝑠𝑖𝑛(𝜃ኺ) (2.11)

𝐾፫፞፟ = √
𝑐𝑜𝑠(𝜃ኺ)
𝜃 (2.12)

Where ᎕ is the angel of the wave

Waves break when the they become too steep. Battjes (1974) found that maximum wave
height depends on a ratio between the wave height and the depth. When a wave exceeds the
ratio, the wave breaks. Battjes (1974) used a parameter to express this ratio 𝛾, the breaker
parameter. There have been different studies that show that the breaker index varies over
different beaches. For instance, Battjes (1974) stated that the best result is gained with 𝛾 =
0.8, while Masselink et al. (2006) stated that significant waves break between 0.3 < ፇ

፝ < 0.5.
Different values for gamma are found when using different waves for instance significant
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wave gives a different value than the root mean square wave. The distribution of waves also
effects the breaker parameter. The wave breaker parameter will be determined based on
fieldwork based on the significant wave height, as this will provide the most accurate value.
This is needed as the model depends significantly on the breaker depth.

There are limitations when estimating the waves over a profile using linear wave theory and
depth induced wave breaking. When, only depth induced breaking is included to reduce wave
height. However, there are more processes involved in waves in coastal waters. According to
Holthuijsen (2009), bottom friction, current refraction, triad wave interactions and reflection
are significant as well for wave height. However, to keep the model simple, we exclude these
from the wave module. Due to the ignoring the energy losses, this can lead to deeper wave
breaking depths. The use of linear wave theory, while waves are non-linear, is known to cause
errors. However, it often predicts the wave characteristics with good accuracy (Masselink and
Black, 1995; Plant et al., 2001).

2.2.2. Shape function
As was explained in section 1.3, the shape function will be used to determine sediment
transport. The full shape function is derived from the observations made by Mariño-Tapia
et al. (2007b) and is presented in equation 2.13 and 2.14. Mariño-Tapia et al. (2007b) also
derived the velocity moments for the gravitational terms. However, when (Mariño-Tapia et al.,
2007a) used the shape function to predict sand bar migration, they ignored the gravitational
terms and explained that this would not have large effects on the bed level predictions and
thus can be ignored. Therefore in this research, they are also ignored.

⟨|𝑢ኼ፭ |𝑢፭⟩ = (𝑠𝑖𝑛(2𝜋(
𝑑
𝑑
)ኺ.ኼ)1.9( 𝑑𝑑

)ኺ.ኻኾ𝑒ዅኺ.ኾ
ᑕ
ᑕᑓ )⟨𝑢ኼ፭ ⟩ኽ/ኼ (2.13)

⟨|𝑢ኽ፭ |𝑢፭⟩ = (𝑠𝑖𝑛(2𝜋(
𝑑
𝑑
)ኺ.ኼ)4( 𝑑𝑑

)ኺ.ኻኾ𝑒ዅኺ.ኾ
ᑕ
ᑕᑓ )⟨𝑢ኼ፭ ⟩ኼ (2.14)

The 〈|፮Ꮄ|፮〉 the equation for the third-order velocity moment. 〈|፮Ꮅ|፮〉 is the fourth-order velocity moment. Here d is
the local water depth, ፝ᑓ is the breaker depth and ፮ᑥ is the total near bed velocity. The total near-bed velocity is
used to unnormalize the shape function.

The flow velocities were normalised by dividing them by the stirring term, ⟨𝑢ኼ፭ ⟩፧, following
the method of Bailard and Inman (1981) and Doering and Bowen (1987). The depth was
normalised by dividing the local depth by the breaker depth. To use the shape function
to determine velocity moments, depending on the depth, the shape function needs to be
unnormalized.

The shape function can be unnormalized with the total flow near the bed and the breaker
depth. The breaker depth was derived in section 2.2.1 This is the deepest part where breaking
waves are lower than shoaling waves. The total water velocity near the bed consists of three
different components, as was explained in section 1.3 Mariño-Tapia et al. (2007a) used the
mean currents and short wave oscillations to unnormalize the shape function. This will be
done in similar fashion.

𝑢፭ = �̄� + 𝑢፬ + 𝑢፥ (2.15)

When the total flow velocity is filled into the stirring term, the equation 2.15 becomes
squared and averaged over wave groups. However, when first-order oscillatory components
are wave averaged, they become zero. The term ⟨𝑢፬𝑢፥⟩ is negligible according to (Mariño-Tapia
et al., 2007a; Russell and Huntley, 1999). This results in equation 2.16, which is used to
normalise the shape functions flow velocity.

⟨𝑢ኼ፭ ⟩፧ = (�̄�ኼ + ⟨ ̃𝑢፬ኼ⟩ + ⟨ ̃𝑢፥ኼ⟩)፧ (2.16)

now expressions are needed for the mean current, the short wave flow velocity and the
long wave flow velocity.
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The mean current of the total near-bed flow are the bed return currents, as was explained
in section 1.3. Masselink and Black (1995) developed a method to estimate the near-bed
flow velocity of bed return currents depending on the breaker parameter and depth and deep
water wave height. The expression was able to predict bed return currents flow velocities
with an accuracy of 10-20 percent of the observations in the surf zone (Masselink and Black,
1995).

�̄� =
ኻ
ዂ√

፠
፝𝛾

ኼ𝑑

1 − ᎐
ኼ
(exp−(𝛾 𝑑𝐻ኺ

)ኼ) (2.17)

The short-wave oscillations are estimated based on linear wave theory, similar to Mariño-
Tapia et al. (2007a). However, in shallow water waves behave non-linearly, and linear wave
theory is considered unsuitable for predicting wave characteristics. However, Plant et al.
(2001), showed that near-bed velocities in the surf zone are determined with correlations of
R = 0.99 using linear wave theory.

̃𝑢፬ = √(
𝐻
2 √

𝑔
𝑑 )2 (2.18)

The oscillatory part of long-waves is not included. Grasmeijer (2002) stated that there is
a need for further research before long-waves flows can be estimated successfully. However,
the shape function includes all flow effects in the magnitude and direction of flow, because of
that the effect of long waves can still be present in the flow momentum expression (Mariño-
Tapia et al., 2007b) . Still, the velocities will be underpredicted because of the lack of long-
waves. Van Den Ende (2017) showed that 80 per cent of the sediment transport is related to
the short wave processes and the mean currents.

There are limitations to this shape function. Firstly, Hoefel and Elgar (2003) modelled
sandbar migration based on wave asymmetry induced sediment transport due to flow accel-
eration skewness. The shape function is based only on flow velocity due to wave skewness,
thereby ignoring the flow acceleration. However, it is still debatable as Hsu et al. (2006)
also successfully predicted sandbar migration based on the velocity of flow. Fernández-Mora
et al. (2015) tested both methods and showed that the Hoefel and Elgar (2003) system was
a better method for the shallower regions of the profile. Wave asymmetry keeps increasing
towards the shore as wave skewness is decreasing after wave breaking; this increases the
effect of wave asymmetry induced sediment transport closer to shore. Secondly, when beach
profiles contain more bars, there can be multiple breakpoints as waves break on the crest of
the bar and in the trough, when the depth increases the waves re-shoal. The shape function
can predict offshore transport in the through due to less depth than the breaker depth while
studies have shown that in the trough of a sand bar there is onshore sediment transport
(Thornton et al., 1996)). However, Tinker et al. (2007) tested the shape function on a bar of
a beach and found velocity moments that were in line with the shape function. Thirdly, the
shape function is only valid when undertow is the dominant mean flow. When there is a 3-D
cell circulation, different processes are dominant to the shape function Mariño-Tapia et al.
(2007b).

2.3. The sediment transport module
In this step, the velocity moments derived in the previous step are used to determine the
sediment transport over the cross-shore profile.

2.3.1. The Bailard function
The complete function of Bailard includes a gravitational term and as was explained in section
2.2.2. Here, the gravitational term is ignored, which leads to the simplified formula for the
Bailard function, as is shown in equation 2.19.
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Where Q is the sediment transport. ᑤᑖᑕᑚᑞᑖᑟᑥ is the density of sediment. ፂᑗ is the drag coefficient. Ꭸᑓ is the param-
eter of the bed transport. Ꭻ is the sediment angle of response. Ꭸᑤ is the parameter of the suspended transport. w is
the fall velocity of sediment.

During the fieldwork, there were no samples taken of the sediment. However, the Sand
Engine is a frequently studied place. From a recent paper, the sediment characteristics are
used. The median sand diameter found at the intertidal part of the beach at the tip of the
Sand Engine is 378 µm (Pit et al., 2020). The median sand diameter is needed to determine
the fall velocity of the sediment in the water. Sediment fall velocity can be determined for
a spherical object through the water with Stokes’ law. However, when particles are more
coarse, the settling speed can change due to the turbulent drag and friction that slows the
particle. Ferguson and Church (2004) combined both these equations to a simple universal
formula that can be used for sediment fall velocity equation 2.20.

𝑤 = 𝑅𝑔𝑑ኺ
𝐶ኻ𝑣 + √0.75𝐶ኼ𝑅𝑔𝑑ኺ

(2.20)

R is the submerged specific gravity, ፝ᎷᎲ is the median sand diameter. v is the kinematic viscosity of the seawater,
the viscosity of the water at 17 Celsius is 1.0804 ፤፠/፦፬. ፂᎳ and ፂᎴ are constants. When using a median grain
diameter, it is recommended to use ፂᎳ and ፂᎴ as 20 and 1.1 (Furgeson and Church (2004), Raudkivi (1990)).

The Bailard functions have different parameters. The parameters are set to similar values
of the ones found by Gallagher et al. (1998) to describe the duck 1994 experiment. The
sediment diameter during the duck 1994 experiment varied between 250 and 120 μm, which
differs from that of the Sand Engine. However, these are believed to give realistic sediment
transport values. Changing the the parameters will only lead to larger or smaller bed level
changes, and not the pattern.

2.4. Morphological module
The last step is the morphological change. The sediment transport differences are used to
determine if there is a loss or gain of sediment at different locations of the profile. The loss or
gain is used to update the profile. After the updated profile is checked for unrealistic slopes,
and if a slope exceeds a realistic value, avalanching occurs. The bed level update due to
differences in sediment transport is described in section 2.4.1. The avalanching is described
in section 2.4.2 2.4.2.

2.4.1. Exner function
The morphological change can be expressed as a conservation of mass formula, which is
determined with the Exner function (Amoudry and Souza, 2011). There should be a bal-
ance between sediment moving in and out of the profile and in bed level change. Expression
equation 2.21 is a simple mass conservation formula. There are limitations with this expres-
sion as there cannot be any sediment in suspension in the water column so all transport
is instantaneous and there is no sediment stored in the water. The bed level does not only
consist of sand. Because of the porosity of sand, there is also water between the sand-grains.
To account for this, the bed level is considered to be partly sediment and partly water. The
porosity is important as the change of bed level is increased.

𝛿𝑧
𝛿𝑡 =

𝛿𝑄
𝛿𝑥 (

1
1 − 𝑛) (2.21)

ᒉᑫ
ᒉᑥ is the bed level change over time. ᒉᑈ

ᒉᑩ the difference of cross-shore sediment transport moving in and from a
location over space. n is the porosity of the bed level. Luijendijk et al. (2017) used a porosity of 0.4 for a sediment
model at the Sand Engine; therefore, the same value will be used in this model.
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2.4.2. Avalanching function
The avalanching term is included to prevent unrealistic slopes in the bed level profile. Larson
and Kraus (1989) found that the bed level can reach a maximum slope steepness of 28
degrees. Similar to their model S-Beach, this model will include an avalanching term. When
the slope of the beach exceeds the maximum angle of 28 degrees, the model will avalanche -
causing the sediment to move downslope - restoring the beach slope angle to 18 degrees.

Figure 2.6: A definition sketch of avalanching. Where the angle between and is exceeding the maximum angle. The exceeding
sediment is distributed over the nearby cells in the direction that the slope was exceeded until the slope is stable (Larson and
Kraus, 1989).

The Δℎኻ is determined in the same way as the S-Beach model by Larson and Kraus (1989).
The formula determines how much of the original bed level height is lost and distributed over
the neighbouring cells.the number of cells the avalanching term is spread ever is unknown,
and iteration with equation 2.22 and 2.23 is performed until a stable slope is reached that
matches the restore slope.

Δℎኻ = −
𝑁 − 1
𝑁 ℎኻ +

1
𝑁

ፍ

∑
።ኼ
ℎ። +

1
2(𝑁 − 1)Δℎ (2.22)

Δℎ። = ℎኻ + Δℎኻ − ℎ። − (𝑖 − 1)Δℎ (2.23)

Where is the first cell where the angel exceeds the maximum angle, N is the number of cells where the sediment is
redistributed to, i is an indicator of the which cell, is the height of the cell. is the stable difference between two cells
based on the restore angle.
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Fieldwork

Figure 3.1: The chapter will cover the observations.

In this chapter it will be explained how the observations are made and local data of the
beach is gathered an what devices and methods are used. Between the 21፭፡ and the 27፭፡
of September 2019, the fieldwork trip of the TU-delft was conducted at the Sand Engine.
The data collected during the fieldwork is used in this report to show how the bed level is
responding at a small time scale. Data was obtained using several devices, which will be
elaborated on in 3.1. The setup up of the field work is explained in section 3.2, and the
processing of the data collected is described in section 3.3.

3.1. Devices
3.1.1. Acoustic bed level sensors
The bed level is measured with an acoustic sensor of the type EA400 Echosounder. This
device measures the bed level with a frequency of 0.1 Hz. The acoustic sensor sends out a
sound wave. When the sound wave hits an object the wave is reflected back. The reflected
sound wave is recorded by the acoustic sensor. To estimate the distance between the acoustic
sensor and the object, the time between the wave being sent and the wave coming back must
be measured. The acoustic sensor uses a conical sound wave of 5 degrees. The sensor
measures the amount of the sound waves that are reflected back as intensity; small objects
only give a small intensity, and large objects such as the bed level will provide a high intensity.
The intensity gives a complete signal in the water column, from the bed level up to the sensor
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(with an accuracy of 1 millimetre). During the week of fieldwork, the settings of the acoustic
sensors where changed. The acoustic sensors were removed at the afternoon low tide on the
25th of September. The gain of the devices was switched from -6 decibel to -10 decibel and
reinstalled on September 26 in the morning. The change of -6 decibel to -10 decibel did not
have any effect on the final results.

3.1.2. High-frequency pressure sensor
The water pressure is measured with a sensor of the type RBRsolo3D. This device continu-
ously measures the pressure above the sensor. Using the pressure, the water elevation can
be calculated. The transformation from the pressure to water elevation is further explained
in section 3.3. The sampling frequency of the pressure sensor was set at a frequency of 8
Hz. A more complete wave field can be gathered as the frequency of the pressure sensor
increases.

3.1.3. CastAwayTM-CTD
The CastAwayTM-CTD diver is a device that provides crucial information about the water.
The device is used to estimate the water density and temperature of the water. Water density
is needed to convert the pressure to water level, and for sediment transport calculations in
the model. The CTD device can compute the sea density with an accuracy of 0.02 kg/m3. It
is convenient to know the temperature of the water, to be able to estimate the viscosity of the
water – that is used to determine the fall velocity of sediment in the water – more accurate.

3.1.4. GPS
Real-time kinematic global positioning system (RTK-GPS) measurements are taken at low
tide, to obtain the intertidal zone bathymetry. The grid measured 35 meters from the sensor
in each direction alongshore (for a total of 70 meters). The accuracy of the GPS during the
measurements lays between ± 0.02 m and ± 0.04 m, however human handling of the devices
will increase the error.

3.2. Set-up fieldwork
The acoustic sensors and pressure sensors are installed on a beach profile. The sensors
are installed as a pair, with one pressure sensor and one acoustic sensor on a scaffold pole.
The sensors were installed 5 meters from each other, lined up in cross-shore direction. The
sensors are installed at two places: the first one on 0.5 meters below the low tide, the second
5 meters closer to shore as can be seen in figure 3.2.
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Figure 3.2: The setup of the fieldwork. Four poles on the beach, with pole A as the offshore pole and pole B as the onshore pole
containing both a pressure sensor and an acoustic sensor. Pole D had a pressure sensor installed that is used to estimate the
atmospheric pressure (the devices on pole C did not function and are thus ignored).

3.2.1. Raw data sensors
The sensors give raw data observations. Figure 3.3 contain raw acoustic data and figure 3.4
contain the pressure signal over time. These data sets need to be transferred to a single value
over time to compare to the model output.

Figure 3.3: The acoustic data from the offshore sensor. The x-axis is the time the y-axis is the distance between the acoustic
sensor and the received signal. The colours indicate the strength of the signal received where yellow indicates the strongest
signal received at a certain depth.
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Figure 3.4: The pressure measured over time. The x-axis represents the time, the y-axis represents the pressure measured in
ፍ/፦Ꮄ. The top panel is the pressure signal of the offshore sensor. The panel below is the onshore sensor.

3.3. Data processing
3.3.1. Conversion from pressure fluctuations to water elevations fluctuations
The pressure measured with the sensors needs to be converted to water elevation. The pres-
sure signal consists of two contributors: the atmospheric pressure, and the water pressure.
The atmospheric pressure is the weight of the air and is measured with the pressure sensor
that is installed at pole D in figure 3.2. If the pressure sensor of pole D is underwater, in-
terpolation is used to estimate the atmospheric pressure for these time intervals. The water
pressure consists of the hydrostatic pressure and the dynamic pressure. The hydrostatic wa-
ter pressure depends on the mean water level. The dynamic pressure depends on the waves
passing over and the phase of the waves, as shown in figure 3.5. The hydrostatic water
pressure can be determined from the mean pressure minus the atmospheric pressure. The
dynamic pressure is determined with the linear wave theory. The theory will induce errors
as waves near the coast behave non-linear. However, as was mentioned in section 2.2, the
theory has acceptable errors in the nearshore.

Figure 3.5: The dynamic pressure of the waves superimposed on the hydrostatic pressure of the water. The atmospheric
pressure is ignored in this picture (Holthuijsen, 2009).

Other problems occur when using the linear wave theory in shallower waters. When
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waves travel in shallow water, wavelength decreases and the wavenumber increases. When
the wavenumber increases, the dynamic pressure increases, causing waves to become un-
realistically high. (Bishop and Donelan, 1987) derived a method that prevents the dynamic
pressure from becoming too large. When the elevation difference between the sensor and the
bed level divided by the wavelength is smaller than a certain cut-off value, the ፨፬፡[፤(፝ዄ፳)]

፨፬፡(፤፝) is
replaced by the cut-off value. A cut-off value of 0.33 is used based on the paper of Bishop
and Donelan (1987).

𝑃 = 𝑃ፚ፭፦፨፬፩፡፞፫። + 𝑃፰ፚ፭፞፫ (3.1)

𝑃፰ፚ፭፞፫ = −𝜌፬፞ፚ𝑔𝑧 + 𝜌፬፞ፚ𝑔𝑎
𝑐𝑜𝑠ℎ[𝑘(𝑑 + 𝑧)]
𝑐𝑜𝑠ℎ(𝑘𝑑) 𝑠𝑖𝑛(𝜔𝑡 − 𝑘𝑥) (3.2)

The water elevation during the week needs to be separated, as there was a tidal wave
and a wavefield. Munk (1951) classification, as shown in figure 1.2 is used to separate the
different waves. The figure shows that tides are happening at a frequency lower than 10ዅኾ
Hz. The water level that was observed can be separated into ‘magnitude’ and ‘frequency’
with a Fourier transformation. The Fourier transformation uses sinusoidal functions with
different magnitudes and frequencies to imitate the original signal. In the measured water
level, the tidal signal is separated based on the believe that the frequency below 10ዅኾ Hz is the
tidal signal. Waves with a frequency of less than 10ዅኺ Hz are considered noise, and therefore
removed from the signal. The pressure water elevation is now separated into a tidal signal,
and a wavefield without noise.

The water level entails a summation of sinusoidal frequencies and amplitudes that can
be separated into waves by using the downward zero-crossing method. The downward zero-
crossing method classifies a wave period as the time the water takes to make a downward
motion below the mean water level twice, with one elevation in between. The wave height is
the difference between the lowest and highest point of the wave period. This is illustrated
in figure 3.6. The wave field is separated into time intervals of 10 minutes, and all the
individual waves are distinguished within these time intervals. The time intervals consist of
different waves. However, the model predicts a significant wave. Out of the recorded waves,
a significant wave is determined by averaging the highest one-third.

Figure 3.6: Showing water elevation over time on a single location. The darker part indicates a wave where two successful
downward crossings of the wave where recorded (Holthuijsen, 2009).

3.3.2. Observation error of the pressure sensor
The sensor will have an error due to the device used and the conditions it is placed in. The
device has an error of 0.05 % therefore the error of the device is considered neglectable. The
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error of the conditions is determined using the expected signal and the standard deviation
od this signal to derive the noise to signal ratio. This method was used on both location, at
the offshore location a ratio of 18.5 and at the onshore location of 18.1. For both locations
a ratio of 18 is used to be safe. The noise in the signal is ኻ

ኻዂ = 0.05. The pressure signal is
changed with 5 % to see the effect of the error on the significant waves. The calculations are
done in the same method as described above to estimate the significant wave this showed
that the mean error of the noise is 0.08 meter at the offshore location and 0.09 meter at the
onshore location.

3.3.3. Raw acoustic data transformation to bed level
The raw acoustic data has to be transformed into an average bed level every ten minutes.
The raw acoustic data is a signal strength measured at different depths. It is assumed that
the location where the signal increases the most is the location of the bed level. The acoustic
sensors are placed in shallow water, and Jaarsma (2019) showed that the signal is influenced
by sediment and air bubbles trapped in the water column. Therefore, different filters have to
be applied to find the bed level. The filters used will be explained in the next paragraphs.

First, the data of unrealistic points are removed. The acoustic sensor is able to measure
distances accurately from 0.15 meter. As a consequence, all signals received below 0.15
meters are removed. Distances greater than 0.6 meters are considered unrealistically large,
and were therefore also removed. The second filter adds up all signals received every ten
seconds, and then the maximum increase is used as bed level. This is done to filter out
possible air bubbles and sediment as these are moving in the water. Over time, the signal
strength will vary per distance, with the bed level as a consistent signal. The average signal is
used to determine the location of the sharpest increase. The third filter that is applied ensures
that the bed level is not moving towards outliners in the data. The third filter predicts the
bed level based on the nearest 30 points, using the k-NN regression (Pedregosa et al., 2011).
The system determines the nearest neighbour based on Euclidean distance. This method for
distance increases the performance of the nearest neighbour algorithm, according to Wang
et al. (2007). Because these 30 points are spread out, the 95% certainty spread is indicated.
The results are presented in figure 3.7, where the original data is plotted in the red, to show
the performance of the filters. Figure 3.8 shows the bed level over time and the spreading of
the data.

Figure 3.7: The offshore sensor. The x-axis is the time, the y-axis is the distance from the sensor. Showing the bed level as the
red line, the colours are the raw acoustic signal strengths.
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Figure 3.8: The offshore senor. The x-axis is the time, the y-axis is the distance from the sensor in the above panel. In the lower
panel the y-axis is the spread of the signal.

The distance of the sensor to the bed level consists of three different parts: Noise from
the sensor, oscillations from sand ripples and trend behavior of the bed. The research aims
to see bed level erosion and aggregation. The noise and sand ripples are unwanted effects.
Sand ripples are waves in the bed level that have an amplitude between 3 cm and 20 cm and
move with speeds varying between 2 meters per day and 10 meters per day (Becker et al.,
2007). Saulter et al. (2003) observed ripples at Egmond aan Zee between 0.5 cm and 1.5
cm, with periods of 10 to 30 minutes. A single spectrum analysis (SSA) is a method that can
separate oscillations and noise from a signal over time (Claessen, 2002).

The SSA decomposes a signal by eigenvalues and vectors. The eigenvalues indicate the
importance of the total signal. The vectors show the behavior. When all the eigenvalues and
vectors are combined, it forms the original signal. The SSA used in this paper is based on
the method explained in Claessen (2002). The data set after the filters is a value over time
similar to [𝑥ኺ𝑥ኻ…𝑥፧] . First, the data is converted to a lagged matrix, this is done so a single
time series is converted to a matrix so the empirical orthogonal functions can be determined
(of 83 minutes to ensure all ripples are included), also called a Hankel matrix. An example is
shown in equation 3.3 where the Hankel matrix is Y, that consist of the x values over time.

𝑌 = [
𝑥ኺ 𝑥ኻ 𝑥ኼ
𝑥ኻ 𝑥ኼ 0
𝑥ኽ 0 0

] (3.3)

Secondly, the covariance matrix is drawn from the Hankel matrix. The covariance matrix
is computed as follows.

𝐶 = 𝑌𝑌ᖣ
𝑁 (3.4)

Thirdly, the empirical orthogonal functions (EOF) and the vector-matrix are computed
from the covariance matrix. The EOF are the eigenvalues of the covariance matrix and indi-
cate the importance of the total signal. The data set can be rebuild using the vectors from
the covariance matrix C. This is done by determining the principal components of the time
series. The principal components are 𝑃 = 𝑌 ⋅ 𝑣𝑒𝑐𝑡𝑜𝑟𝑠. The principle components contain the
different parts of the original signal. In order to transform the PC back to a time dependent
series first, a new matrix needs to be constructed similar to Y, but the difference is that it is
not based on the original data but on the PC, and the matrix is a step backwards in time.
The new matrix is called Z and looks like:

𝑍 = [
𝑃𝐶ኺ 0 0
𝑃𝐶ኻ 𝑃𝐶ኺ 0
𝑃𝐶ኼ 𝑃𝐶ኻ 𝑃𝐶ኺ

] (3.5)
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Then the reconstructed components (RC) are derived from 𝑅𝐶ኻ =
ፙ⋅፯፞፭፨፫Ꮃ

ፌ , where 𝑣𝑒𝑐𝑡𝑜𝑟ኻ
is the first column of the eigenvectors computed from the covariance matrix, with m being
the window length of the Hankel matrix. The result is a separation of oscillatory motion,
trend and noise over the time series, as is shown in figure 3.9. The figure 3.10 shows the
amount of variation associated with each EOF.The top figure is the offshore sensor, the EOF
in the offshore sensor accounts for almost 80 percentage of the signal. The below figure is
the onshore sensor, the EOF accounts for 50 percentage of the signal. This means that there
are more oscillations, or noise in the onshore sensors signal. The end result shows the bed
level over time. The bed level moves in the order of decimeters over days.

Figure 3.9: The above panel is the bed level change over time of the offshore sensor and the below panel is the onshore sensor.
The x-axis is the time, the y-axis is the bed level change, with negative values indicating erosion and positive values indicating
aggregation. The orange line is the filtered bed level

Figure 3.10: The above panel is the EOF of the offshore signal and the below panel is the EOF of the onshore sensor. The x-axis
is the EOF, the y-axis is the percentage of variability of the complete signal.
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Input model

Figure 4.1: The chapter will cover the input conditions for the model

As was explained in section 2.1, the model needs several input conditions to predict bed level
changes for different locations. The input conditions are the waves and the initial bed level.
During the fieldwork, the deep water waves and bathymetry were not collected. Therefore
these input conditions need to be derived. During the fieldwork waves were observed, and
these observations are used to determine the wave breaker parameter. The method used will
be explained in the following order: section 4.1 shows how the bed level is derived from jet-
ski bathymetry measurements at the Sand Engine, section 4.2 describes how offshore waves
observed at a measuring platform are transformed waves near the Sand Engine, and section
4.3 shows how the breaker parameter was derived from the water elevation of the fieldwork.

4.1. Bed profile
Between 3/8/2011 and 7/9/2016, the bathymetry of the Sand Engine was monitored reg-
ularly. During this time, 37 surveys were conducted. De Zeeuw et al. (2017) used LIDAR
and jet-ski mounted with altimeters to make the surveys. The Sand Engine bathymetry was
monitored with a 20-meter grid. The accuracy of the data set was not found.
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Figure 4.2: The jet-ski and LIDAR collected bed level at the sand engine at 1/4/2016. The coast was turned to align perfectly with
the poles that were installed during the field experiment. The x-axis is the cross-shore distance. The y-axis is the alongshore
distance. The black line is the profile of interest at the location of the poles. The bar on the side indicates the elevation from the
Normaal Amsterdams Peil (NAP). (De Zeeuw et al., 2017)

The surveys bathymetry is used to extract the cross-shore profile at the location of interest.
The location of interest is shown in the figure 4.2 as the black line. The coast-line of the Sand-
Engine was changing over time, so in order to compare different cross-shore profiles they are
all compared from an equal zero point. The location where the NAP is zero was used as a
location to compare the profiles with each other. The Dean profile was used to estimate the
sandbars overtime on the profiles. Dean profile was shortly mentioned in section 1.1 as a
method to determine the average cross-shore bed profile for a long period. The method to
derive the Dean profile is shown in the equation 4.1.

𝑑 = 2.25(𝑤
ኼ

𝑔 )
ኻ/ኽ𝑥ኼ/ኽ (4.1)
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Figure 4.3: The maximum and the minimum elevations of the profiles are plotted, The blue line shows the maximum elevavation
and the orange line shows the minimum elevation. The dean profile is the black line (De Zeeuw et al., 2017).

The coast of the Sand Engine is retreating. However, the profile of the Sand Engine is
behaving ’reasonable’ stable over the years with a permanently present sandbar between
100 and 200 meters offshore, for more elaboration appendix C. Therefore it is assumed that
the best deep water profile that can be used for the field experiment is the average profile of
the beach in the year 2016, as shown in figure 4.4.

Figure 4.4: The average bed level profile from all observations done in 2016

During the field experiment bed level data was collected form the intertidal zone. This data
is used to provide an accurate bed level where possible. The data is processed and combined
with the deep water level to provide a total cross-shore profile
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Figure 4.5: The intertidal zone measured at 24/9/2019. The x-axis is the cross-shore distance in meters. The y-axis is the
alongshore distance in meters. The colour indicates the depth from the NAP. The black dots are the locations of the poles
installed where pole A is at x = 0 and y = 0. Pole B is the second pole at x = 5 and y = 0.

Figure 4.6: The cross-shore intertidal profile at 24/9/2019. The x-axis is the cross-shore distance in meters the y-axis is the
elevations form the NAP.

The profile of the 24/9/2019 was made after installing the poles and captures the inter-
tidal zone until a NAP of +1.5. However, this was not high enough as the tide reaches further
during the fieldwork. Therefore the profile walked at the 22/9/2019 that reached further up
the beach was used to compleet the cross-shore profile. The result is the initial bathymetry
of the beach for the model shown in figure 4.7.
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Figure 4.7: The initial bathymetry of the model. The x-axis is the cross-shore distance the y-axis is the elevation from the NAP.

4.2. Waves
The offshore waves were measured at platforms off the Dutch coast. These waves are deep
water waves that need to be transformed into waves at the Sand Engine. Luijendijk and
de Fockert (2011) designed a transformation matrix for waves that transforms waves from
the offshore platform to an onshore location in the domain of the model, as shown in 4.8.
The matrix was developed for PhD students on ‘the working with nature’ projects (Luijendijk
and de Fockert, 2011). The transformation matrix shows that it can transform waves height
from an offshore platform to an onshore location with a correlation factor 0.9 or higher.
However, the period that the transformation matrix predicts for waves closer to shore has
a correlation factor of 0.6 (Luijendijk and de Fockert, 2011). Depending on the direction of
the waves, different offshore platforms are used to determine the onshore waves. For the
Sand Engine waves reach the coast from two different platforms. When the wave direction
is lower than 280˚ and higher than 200˚ degrees, waves come from the Europlatform. When
the wave direction is higher than 280˚ and lower than 30˚, waves are used from the offshore
measuring station of IJmuiden.
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Figure 4.8: The domain of the wave transformation table. The red dots are points where the model was validated at and the red
stars are locations where wave and wind data was gathered (Luijendijk and de Fockert, 2011) .
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Figure 4.9: The offshore waves used in the model are the observations at the Europlatform. As waves where below 280 degrees
north, this station was used to transfer the waves towards the Sand Engine. The top panel shows the significant wave height
over time, the second panel shows the period over time, the third panel shows the direction of the waves from North normal, the
panel figure shows the wind speed ten meters from the ground, the fifth figure shows the wind direction from North normal
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Figure 4.10: The deep water waves near the Sand engine is the result. the top panel is the significant wave height, the second
panel is the peak period of the waves, the third panel is the wave direction from North normal. These are the waves used in the
model

4.3. Wave breaker parameter
In section 1.3.2, wave shapes were explained. The skewness of the wave increases until the
wave break, after which the skewness decreases again (Grasso et al., 2012; Svendsen, 2006).
This means that when wave skewness is maximum, the waves are breaking. Wave skewness
can be expressed by equation 4.2. The equation is derived from Svendsen (2006).

𝑆𝑘 = 𝑎፫፞፬፭
𝐻 − 0.5 (4.2)

The water elevation was recorded during the fieldwork. This will provide the waves needed
to determine the breaker parameter. The water elevation of both sensors is divided into
segments of ten minutes, after which the zero-down crossing method is applied to identify
the waves. From every segment, the highest one-third of the waves is collected, the skewness
of highest one-third of the waves is calculated and averaged. The wave height is averaged as
well and divided by the water depth. The result is shown in figure 4.11.

The figure shows that the skewness of the wave increases as the relative wave height
increases. However, while the relative wave height keeps increasing, the skewness drops.
According to Svendsen (2006) the waves start breaking at the highest point of skewness.
The location of the maximum skewness is determined using the rolling mean of every 100
points. The result is the red line in figure 4.11. From the red line it follows that the maximum
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skewness is located at a relative wave height of 0.59. This value is in line with the literature.
However, most studies show larger values for the breaker parameter. This might be possible
because as the pressure was converted to waves using linear wave theory, decreasing the
non-linear effects that would have increased the wave height. Using the error of the wave
signal and the same method as described above, the wave breaker parameter was found to
be 0.59 for the decreased pressure signal and 0.71 for the increased pressure signal.

Figure 4.11: Where Sk is the average skewness of the significant waves over 5 minutes Hs/d is the relative significant wave
height every 5 minutes. The blue dots are the mean of observed skewness at these relative significant wave heights every 5
minutes, The red line is the mean of every 100 points and the green lines are the mean +/- a standard deviation.

4.4. Settings model
There are two additional settings for the model: the time step between each cycle trough the
modules, and the step in space between locations were the bed level change is estimated
for. The time step is set at 10 minutes as the deep water waves are measured for every ten
minutes. The step in space is set for 0.1 meters to ensure that small changes will be noticed.



5
Results

The main goal of this study is to gain knowledge about how the bed level is behaving on
a small time scale and what effects are influencing this behavior. This chapter is divided
into three different segments. First, the results of the field work, the observations, will be
presented. A short elaboration is given on the results. The observations are used to see
if short wave processes can be used to estimate bed level changes. Secondly, the model
sensitivity is presented to see the effects of different waves on the model. Thirdly, the results
of the model are presented and compared to the observations.

5.1. Observations
In this section, the observations from Chapter 3 were presented and explained. The observa-
tions made when the water depth is lower than 0.4 meters were ignored, as these observations
were considered unreliable.

41
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Figure 5.1: The observations at the offshore and onshore location of the sensors. The x-axis is the time. The top panel is the
significant wave height. The y-axis is the wave height in meters. The second panel is the water depth. The y-axis is in meters.
The third panel is the bed level compared to the initial bed level. The y-axis is in meters. The bottom panel is the bed level
changes over time. The y-axis shows if there is erosion, a negative value, or aggregation, positive value, the axis is expressed
in centimeters per 10 minutes.

The pressure sensors observed the water pressure and from the water pressure, the sig-
nificant wave and tide were extracted. The significant waves observed during the week were
almost similar for both locations during high tide, which can be seen in figure 5.1. When
the water level dropped, the waves started to differ, as the waves at the onshore location de-
creased faster and became lower. During high tide, the maximum significant wave recorded
at the offshore location was ≈ 1.1 meters, and the minimum recorded was ≈ 0.5 meters. The
significant wave height increased throughout the days of the fieldwork. For the first tides,
the maximum significant waves were lower than 0.8 meters. During the fourth and fifth high
tide, the recorded waves were higher than 0.8 meters.

The third panel shows the bed level over time. At the offshore location, the bed level had
a maximum rise of 6 centimeters and a maximum decrease of 3 centimeters. At the onshore
location, the bed level had a maximum rise of 9 centimeters and a maximum decrease of 16
centimeters. The bed level on both locations was oscillating around the starting value. The
onshore bed level increase and decrease were larger than the offshore bed level increase and
decrease. Interestingly, the measurements of the first day showed large changes in the bed
level at the onshore location.

The bed level rate of change for every ten minutes shows the direction and magnitude of



5.2. The measurements certainties 43

the change observed. The offshore location changes were observed and fluctuated between
-0.5 and 0.5 centimeters, as is shown in the fourth panel. At the onshore location, bed level
changes were more extensive. This indicates that closer to shore, the bed level is responding
faster.

5.2. The measurements certainties
The waves were measured with pressure sensors that have an accuracy of 0.0005 % and a
signal to noise ratio of 18. Reducing or increasing the pressure signal with the error effected
the waves. The waves increased or decreased with 0.1 meters. Also, the pressure signal
was converted to waves using the linear wave theory. This is known to cause errors in the
nearshore. The error it causes is not known and will not be derived in this research, as this
is considered out of the scope.

The bed level was observed with echo sounders. The echo sounders had a precision of
millimetres in ideal circumstances. In chapter 3, the back scatter information was used
to find the bed level. The back scatter gave possible locations of the bed level, and these
locations were combined and averaged to determine the bed level. The spread of the locations
was used to define the certainty of the bed level. The average spread of the bed level at the
offshore location was 4.7 centimeters, and the average spread of the onshore location was
7.8 centimeters.

5.3. Relative wave height and bed level changes
To see if bed level changes could be predicted based on wave processes, the bed level changes
were ranked depending on the relative wave height. The relative wave height was used to
identify the wave process (Masselink et al., 2006). The observed data was used to see if
bed level rise and fall could be predicted based on wave processes, as was derived from the
sediment fluxes based on wave processes Masselink et al. (2006). The significant waves
observed were divided by the local water depth to get the relative significant wave height.
The bed level changes were normalised by dividing them by the maximum change observed,
which is 0.811 centimeter in ten minutes at the onshore location. The observed bed level
changes were categorised based on the relative wave height in bins with a size of 0.05 from
the relative significant wave height to show the average bed level change.
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Figure 5.2: The bed level change pattern that was in the conceptual model compared to the observations in the field. The x-axis is
the relative significant wave height. The y-axis is the relative bed level change. The top panel shows the offshore observations,
while the panel below is the onshore observations. The orange line is the conceptual model suggested by Masselink et al.
(2006) for a planar beach. The blue dots were the average values per relative wave height, and the blue lines show the standard
deviation of the data used to determine the average.

At the offshore location, the average bed level change was mostly positive when the relative
wave height was between 0.3 and 0.4. The average bed level change was negative between
a relative wave height of 0.45 and 0.5. The average bed level change was shifting between
positive and negative when the relative wave height is larger than 0.55, and deviated more
as can be seen by the increase of the size of the standard deviation bar in the first panel.
For the onshore location, the average bed level change was positive between a relative wave
height of 0.3 and 0.4. The average bed level change was negative between a relative wave
height of 0.45 and 0.5. The average bed level change from a relative wave height of 0.55 till
0.95 was shifting between positive and negative, as can be seen in the second panel.

In both locations, the average bed level change went in the same directions between a
relative wave height of 0.3 till 0.5. When the relative wave height was higher than 0.5, the
bed level changes deviated more, as can be seen by the blue bars (5.2). These blue bars reach
from a negative bed level change to a positive bed level change indicating that the bed level
does not change in an overall direction. The results indicate that there is a general bed level
change when the relative significant wave height was between 0.3 and 0.5 and that there is
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no general bed level change when the relative wave height was larger than 0.5.

5.4. Sensitivity of the model on different wave conditions
The second part discusses if water flows dominate bed level changes on a time scale of min-
utes. The bed level was predicted using a cross-shore model described in chapter 2. The
cross-shore model only used velocity estimates to predict bed level changes. The model was
tested to see how sensitive it reacted to different input conditions of the waves. The sensitiv-
ity was tested for three different input conditions: the significant wave height, the significant
wave period, and the breaker parameter. The test was done with the input data collected in
chapter 4. The different parameters were increased and decreased, to see the effects on the
bed level change.

Figure 5.3: The effect of changes in the wave height for the bed level predictions. The top panel is the offshore location and
the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the significant
wave height, the orange line is a decrease of 10 percent and the green line is an increase of 10 percent.



5.4. Sensitivity of the model on different wave conditions 46

Figure 5.4: The effect of changes in the wave period for the bed level predictions. The top panel is the offshore location and
the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the significant
wave period, the orange line is a decrease of 10 percent and the green line is an increase of 10 percent.

Figure 5.5: The effect of changes in the breaker parameter for the bed level predictions. The top panel is the offshore location
and the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the breaker
parameter, the orange line is a decrease of 10 percent and the green line is an increase of 10 percent.

The 10 % change of the input conditions show that the direction of change was hardly
effected. However, the rate of change was influenced by changes in the conditions. The model
was effected the most by changes in the breaker parameter and the least effected by changes
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in the period. The sensitivity test showed that the model is robust to minor differences in the
input conditions, as the changes only influence the rate of change. The error of the waves
observed was 0.1 meter from the signal to noise ratio. Therefore, the model was tested with
this deviation added and subtracted from the wave height. Due to the error of the pressure
sensor, the wave breaker parameter differed as well. The wave breaker parameter was spread
between 0.59 and 0.71. Therefore the 0.71 value was tested to see the effect on the bed level
predictions.

Figure 5.6: The effect of changes in the wave height for the bed level predictions. The top panel is the offshore location and
the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the significant
wave height, the orange line is a decrease with 0.1 meter and the green line is an increase of 0.1 meter.

Figure 5.7: The effect of changes in the breaker parameter for the bed level predictions. The top panel is the offshore location
and the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the breaker
parameter, the green line is the breaker parameter of 0.71.

Next to that, the input conditions were changed with 50 % to see the effects. The breaker
parameter was only increased to 0.89, as values that were lower than 0.3 were considered
not realistic (Holthuijsen, 2009).
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Figure 5.8: The effect of changes in the wave height for the bed level predictions. The top panel is the offshore location and
the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the significant
wave height, the orange line is a decrease of 50 percent and the green line is an increase of 50 percent.

Figure 5.9: The effect of changes in the wave period for the bed level predictions. The top panel is the offshore location and
the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the significant
wave period, the orange line is a decrease of 50 percent and the green line is an increase of 50 percent.
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Figure 5.10: The effect of changes in the breaker parameter for the bed level predictions. The top panel is the offshore location
and the panel below is the onshore location. The y-axis is the bed level rate of change and direction of change every ten minutes,
positive value means a rise of the bed level. The x-axis is the time. The blue line is the input found in chapter 4 for the breaker
parameter, the orange line is an increase of 50 percent.

With the 50% change, the dominance of the breaker parameter becamemore pronounced.
The breaker parameter had the most significant effect on the bed level change (figure 5.10).
The wave height, when decreasing, influenced the direction of the bed level changes, as a
decrease in the wave height was able to change the direction of the bed level predictions. The
offshore location started to show an increasing bed level, where it first showed a decrease.
The effect of the wave period remained limited.

parameter deviation offshore onshore
wave height −50% 0.41 0.57

−10% 0.13 0.21
-0.1 meter 0.09 -0.15
+0.1 meter 0.14 0.17
+10% 0.08 0.24
+50% 0.21 0.37

wave period −50% 0.17 0.28
−10% 0.08 0.19
+10% 0.05 0.21
+50% 0.10 0.26

wave breaker parameter γ=0.53 0.09 0.21
γ=0.65 0.15 0.41
γ=0.71 0.38 0.63
γ=0.89 0.94 1.30

Table 5.1: overview of the root mean square errors from the original signal, in centimeter per 10 minutes for each deviation

The model was more sensitive to deviations at the onshore location than at the offshore
location. A change in the breaker parameter effected the bed level predictions the most and
the bed level predictions were the least influenced by an increase in the period of the waves.
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5.5. Predictions of the model compared to the observations
In this section, the results of the model were compared to the observations. Firstly, the waves
were compared. Secondly, the bed level was compared, and lastly the bed level changes
were compared. A small conclusion will follow on the comparison of the results and the
observations.

5.5.1. Waves

Figure 5.11: The waves predicted compared to the observed waves. The x-axis is the time the y-axis is the significant wave
height in meters. The first panel shows the offshore location and the second panel shows the onshore location. The third panel
shows the difference between the observations and the modelled waves at different locations.

There is a difference between the waves observed and the waves in the model. Apart from
the third tide, the model overestimated the waves at both locations. When there was a low
tide, the model underestimated the height of the waves. The most substantial difference
between the waves observed and the waves in the model were seen in the first high tide,
where differences of 0.6 meter were observed. The differences were the smallest for the third
tide, where differences of 0.2 were observed.
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5.5.2. Bed level

Figure 5.12: The bed level predicted over time. The first panel is the offshore location, and the second panel is the onshore
location. The x-axis is the time. The y-axis shows the bed level; when the direction is negative, there is erosion. When the
direction is positive, the bed level is aggregating. The third panel shows the difference between the bed level predicted by the
model and the bed level observed.

The bed level was compared between the model and the observations for both locations.
There was a difference between the bed level in the observations and the bed level derived
from the model. The bed level at the offshore location showed that the model predicted a bed
level rise of 20 centimeters, while in the observations there was a rise of only 5 centimeters.
There was, however, a similar pattern of bed level change between the observations and the
model. This was observed during the decrease of the second tide. The model predicted a fall
after the rise of 20 centimeters, where the observations are missing. When the observations
continued, the bed level had eroded back to the initial bed level. The second panel shows the
onshore location. Here, the bed level changes were larger. The model predicted an erosion
pattern that is not visible in the predictions made by the model. Over time, the differences
between the observed onshore location and predicted onshore location grew.
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Figure 5.13: The predicted bed level changes and the observed bed level changes. The top panel is the bed level changes at
the offshore sensor. The penal below is the onshore bed level changes. The x-axis is the time. The y-axis shows the change of
the bed level in centimeters per 10 minutes. If the change is negative, the bed level is eroding.

(a) (b)

Figure 5.14: Correlation between the observations and the predictions at the offshore (a) and onshore (b) locations. The x-axis
is the observed values and the y-axis is the model predictions. The offshore location had a ፑᎴ  ኺ.ኺዀ and p-value = ኻ.ኽ ⋅ ኻኺᎽᎷ,
The onshore location had a ፑᎴ  ኺ.ኺኻ and p-value = ኺ.ኺዃ
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5.5.3. Bed level changes
The bed level changes within ten minutes were compared between the model and the observa-
tions, as shown in figure 5.13. The model was predicting longer periods of bed level increase
and decrease than the observations. The bed level changes predicted by the model ranged
from ≈ -0.5 to 1 centimeters. The observations showed rates between -0.5 and 0.5 centime-
ters. Differences between the observations of the bed level change and model predicted bed
level changes were between ≈ -1.5 and 1.5 centimeters.

The squared value of the correlation coefficient tells how much of the variances of the
signals were related. The p-value shows how likely it is to receive the same amount of corre-
lation with a random data set. The correlation between the observations and the prediction
is shown in table 5.2. There is little to no correlation between the model and the bed level
predicted.

Location Correlation Determinant of correlation P-value
Offshore 0.26 0.067 1.3 ⋅ 10 − 5
Onshore 0.11 0.015 0.090

Table 5.2: The results of the correlation

The model would ideally work on perfect matching wave conditions, but the waves in
the model and the observation were different. During some high tide conditions, the waves
matched better than other high tides. Therefore, the model was tested per tidal cycle to see
if the correlation improved when the waves matched better during high tide.
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5.6. Comparison per tide

Figure 5.15: The data divided into four tides. The top panel shows the tidal signal observed. The middle panel shows the
difference in the waves predicted, and the waves observed over time. The lowest panel shows the difference between the bed
level change observed, and the bed level change predicted. The x-axis is the time, and the y-axis is the absolute value. The
blue line is the offshore location, and the orange line is the onshore location. The transparent colours indicate the tide. The blue
tide is the first tide, pink the seconds, green the third and yellow the fourth.

The data is divided into four different tides. The bed level predictions and the observations
were compared to calculate the correlation coefficient for each tide. The aim is to see if the
prediction of the bed level is improving when the waves match closer. The results for each
tide is shown in table 5.3. The wave error is the maximum difference between the observed
wave and the predicted wave for a whole tidal cycle.
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Location Tide Wave error [m] Correlation Determinant of correlation P-value
Offshore 1፬፭ 0.6 0.28 0.08 0.0074

2፧፝ 0.36 0.61 0.38 1.3 ⋅ 10ዅዀ
3፫፝ 0.44 0.31 0.10 0.0090
4፭፡ 0.50 0.12 0.014 0.33

Onshore 1፬፭ 0.54 0.25 0.061 0.039
2፧፝ 0.33 0.15 0.023 0.29
3፫፝ 0.32 0.29 0.090 0.040
4፭፡ 0.48 -0.19 0.038 0.14

Table 5.3: Results per tide per location

The correlations show that for the offshore location, the best performance of the model is
achieved when the wave error is the lowest. However, during this tide, the same improvement
was not observed for the onshore location. This indicates that the model is not able to predict
the bed level at the onshore location. The results of the model over the whole week show
that the model is incapable of predicting the bed level changes with precision during the
week with the given input. The sensitivity analysis shows that this can occur due to large
differences between the waves as input for the model and the waves observed. The wave
breaker parameter can also be the reason.



6
Discussion

6.1. Observations
During the fieldwork, two echo sounders were used to make observations of the bed level.
These observations are interesting on their own. It was observed that the bed level at the
onshore location was able to move 20 centimeters within a single tide. The bed level of
the offshore location, however, showed less fluctuations. These large changes could have
happened because of different reasons.

One of these reasons can be sand ripples. When ripples move over the bed level, movement
is observed by the echo sounder. Becker et al. (2007) used video images and echo sounders
to observe ripple behavior in the nearshore, and showed in an overview that 1 meter long
ripples with an amplitude of 0.15 s were observed on a beach in New Jersey. However, the
sand ripples can have different migration rates. Becker et al. (2007) found that sand ripples
move between 2 to 10 meters a day and have a length ranging between 2 centimeters and
one meter. So, the observed bed level change can be the result of sand ripple only if the
amplitude is 0.1 meters and the ripple length and migration rate are at such a length and
speed that it passes over in 5 hours.

Next to sand ripples, there is another reason which can result in large bed level changes.
This might happen when the coast moves between states. Due to changing wave conditions,
the shape of the beach changes. The change of the shape can cause erosion and aggregations
on different locations (Coco et al., 2014). This can be the case, as the wave conditions may
have been different a day before the measurements started. During the fieldwork, when the
wave conditions changed, no large changes in the bed level were observed. Therefore, this
reason was not likely to be the case during the fieldwork.

Furthermore, a migrating sandbar at the location of measurement can be another expla-
nation . Nielsen and Shimamoto (2015) observed that a sandbar under a single wave could
cause a bed level shift of 0.5 meters during a single tide. However, in the field, more waves
are present. This can result from the sandbars having a smaller crest. This is because dif-
ferent sized waves cause different sediment transport along a cross-shore profile, damping
the effect of a sandbar (Mariño-Tapia et al., 2007b). This can be the case as there was a
sandbar forming in the intertidal zone during the fieldwork, which can be seen in appendix
A. The significant bed level change is most likely caused by a large slowly migrating ripple or
a sandbar.

The bed level observations showed that the rate of change was below a centimeter per ten
minutes, with a single exception at the beginning of the fieldwork. Changes of the bed level
observed at the onshore location were larger than the onshore location. The average change
during the flume experiment described by Nielsen and Shimamoto (2015) was around 1.67
centimeters every ten minutes. This is larger than was observed in the field. The difference
results from the fact that the flume experiment was conducted with a single wave, while dur-
ing the field work there were multiple waves influencing the bed level changes. The multiple
waves spread the sediment fluxes and decreased the bed level response rate.

Bed level change have been observed in the field in the surf zone with a depth less than 1
meter at the beach of Egmond aan Zee. At this location, similar maximum bed level change
rates were found. These were between 0.2 and 2.2 centimeters per ten minutes (Saulter et al.,
2003). This shows that the observations are realistic and in line with previous research.
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The differences in the depth could have been the reason for the differences in responses
at both locations. Depending on the depth, the flow velocity was influenced by a passing
wave (Holthuijsen, 2009). Sediment transport depends on the dissipation of energy on the
bed level and bed friction depends on the flow velocity of the water in a higher-order (Bailard
and Inman, 1981). Therefore, the sediment fluxes are larger closer to shore, and bed level
changes due to sediment fluxes happen faster in shallower water. This can be a reason for
the faster bed level changes closer to shore.

There are limitations to these observations. The bed level was observed using the backscat-
ter information from two echo sounders. The certainty spread of the bed level observations
were in the order of centimeters while the observed changes every ten minutes were in the
order of millimeters. Therefore, it was impossible to distinguish between measurement errors
and bed level changes. The observations of the pressure sensor had errors in the magnitude
of decimeters of the wave height and the direct influence of the significant wave height did
not significantly impact the model. However, the wave parameter changes due to this error
had a significant impact on the root mean square error. The root mean square error of the
breaker parameter difference was 0.38 centimeters at the offshore location and 0.63 centime-
ters at the onshore location. The accuracy of these observations is a major limitation to the
research, as the errors are larger than the observations.

6.2. Wave process and bed level changes
The bed level changes are linked to wave processes using the relative wave height. When a
beach is planar, cross-shore sediment fluxes are expected based on wave processes (Mas-
selink et al., 2006). These fluxes can be used to predict bed level changes. Relative wave
height is used to identify wave processes. Masselink et al. (2006) stated that

• Waves are shoaling when the relative wave height of the significant wave is lower than
0.3.

• The waves are breaking when the relative waves are between 0.3 till 0.5.

• When the relative waves are between 0.5 and 1, the waves are in the inner surf zone
travelling as bores towards the coast.

The results showed that the bed level was rising when the relative wave height was between
0.3 and 0.4 and the bed level was falling between 0.4 and 0.5. After 0.5, the bed level
movement went in both directions. When linking these results back to wave processes, it
showed that there was aggregation as a result of waves breaking. This was predicted by the
planar beach model (Mariño-Tapia et al., 2007a; Masselink et al., 2006). When waves are
shoaling, they are non-linear, and this effect causes onshore sediment transport. However,
when waves start breaking, undertow becomes more dominant. The undertow counters the
effect of the shoaling waves causing the sediment to aggregate at that location. The undertow
depends on the dissipation of energy of the waves. When more waves are breaking, the
undertow becomes stronger. This causes more sediment to move offshore, and thus explains
the erosion observed. This is again in line with the expected behavior (Mariño-Tapia et al.,
2007a; Masselink et al., 2006). The results show that after 0.5 the bed level is not moving in
a single direction. However, according to Mariño-Tapia et al. (2007a); Masselink et al. (2006)
there should be erosion. This shows that the short wave predictions are not valid for the
inner surf zone observations. From the mentioned studies and the results, it follows that the
bed level behavior in the outer surf regions is understood and short waves can be used to
describe the direction of change. However, this is not applicable to the inner surf zone.

There are two limitations to this method. The waves were observed using pressure sensors.
The pressure was used to estimate the waves using the linear wave theory. However, this
theory is known to cause errors in coastal regions where the waves are not linear (Holthuijsen,
2009). The pressure sensors installed in these conditions also have errors; these errors
change the wave height. This can have large consequences as was seen for the breaker
parameter, where the relative wave height changed with 0.2 due to this difference. The beach
was assumed to be planar, but this was not certain as no deep bathymetry measurements
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were taken that week. Therefore, the response of the bed level may have been different as a
beach that is not planar would react differently.

6.3. Applications of the cross-shore model
The model was tested to see the sensitivity of the wave parameters. The model predicted
sediment transport similar to Mariño-Tapia et al. (2007b). The predicted sediment transport
in case of a planar beach caused a bed level response that had erosion along the entire cross-
shore profile, and solely aggregation where the waves were breaking. This bed level reaction
is in line with the break point hypothesis, which is used to describe sandbar movement and
predict sandbar generation (Mariño-Tapia et al., 2007b). However, if this hypothesis is true
for sediment transport, it can also be a method to predict bed level behavior where no sandbar
is present. When the tide changes the water level, the location where the waves break changes
as well. So does the sediment fluxes along the beach and the bed level response for each
location Mariño-Tapia et al. (2007b). The model was tested to see the response to changing
input conditions. The model was tested on deviations of 10 % and 50 %, and the noise found
in the pressure signal. The input conditions that changed were the wave height, the wave
period, and the wave breaker parameter. The bed level predictions were compared based on
the rate and direction of change to the model predictions in line with the found parameters
in chapter 4.

When the input conditions were changed with 10%, the rate of change responded. How-
ever, the direction of change remained similar to the original predictions. The effect did not
change the shape of the bed level response. The maximum root mean square error was
found for the breaker parameter and was 0.41 centimeters, which is large. The model did
not respond significantly to the change of 10% for the direct waves. However, when the wave
breaker parameter changed, the effect was considerable.

When the input conditions were changed with 50%, the bed level response changed sig-
nificantly. The bed level response direction was especially vulnerable for a decrease in wave
height for both locations. The vulnerability showed when the wave height influenced the
location of the break point. The decrease in the waves caused the breaking waves to move
closer to shore. In the original situation, the waves were breaking at the offshore location,
which caused sedimentation. In the reduced wave height situation, there was erosion due
to wave shoaling at the same location. When the tide decreased in the original situation,
the breaker point moved deeper into the surf zone, which caused erosion. However, with the
reduced waves, this was where the breaking started. When the wave height was increased,
this was not the case, as the breaking point never passed the location similar to the orig-
inal signal. When the breaker parameter was increased with 50 %, the bed level respond
changed completely. The rate of change predicted by the model exceeded 4 centimeters per
ten minutes. The direction of change matched for most of the time. However, the root mean
square error was the largest observed with the onshore location having an error of 1.3 cen-
timeters. This, in turn, showed the dependence of the cross-shore model on the location of
wave breaking and the wave breaker parameter. In short, the model was affected heavily
by the large changes in the input conditions and showed to be vulnerable to errors in the
breaker parameter.

The noise of the pressure sensor was used to see the effect on the bed level prediction. The
significant waves were increased and decreased by 0.1 meters. The effect of this increase in
wave height was limited. The largest root mean square error of 0.17 centimeters was found
at the onshore location after an increase of 0.1 meters. The pressure noise had an effect on
the wave breaker parameter. The wave breaker parameter was found between 0.59 and 0.71.
The increase of 0.71 had a large impact on the bed level prediction, the root mean square
error was found to be 0.63 centimeters.

The model depended heavily on an accurate wave breaker parameter. When the model is
used, care should be taken to find the right breaker parameter. The breaker parameter found
in this research contained a large spread and therefore, a large error in the end results. This
turned out to be a large limitation to this research.
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6.4. The model predictions of the bed level
The cross-shore model was unable to predict the bed level changes with a correlation of
at least 0.3. The reasons could be the large difference between the waves observed and the
waves from the model. Testing the model showed that when the difference between the waves
is 50%, the root mean square error of the prediction is 0.37 centimeter. A difference of 50%
was observed during the first tide. However, the waves in the model and the observation
do match closely at some occasions. If the difference in waves causes the low correlation
between the model and the observations, then the bed level predictions should match better
when the waves match better.

The observations and the model predictions were split into four tidal responses with a
duration of one tidal cycle per response. The waves were compared when the water depth
was more than 1.5 meters. The second tide had the best match with an maximum difference
of 0.36 meters. The correlation improved to 0.61 for the offshore location. The improvement
was not observed at the onshore location. This indicates that the model is not able to predict
the bed level with correlation closer to shore.

The model performed differently for the two locations. A possible explanation can be the
exclusion of processes that influence sediment transport. Fernández-Mora et al. (2015) used
two different cross-shore models to predict sandbar evolution over a cross-shore profile. The
first model was a velocity based model that only includes the effect of water flow estimates
similar to the model used in this research. The second model used velocity and accelera-
tions of the water to predict the cross-shore profile. Fernández-Mora et al. (2015) found that
the model that included acceleration performed better closer to shore. The findings from
Fernández-Mora et al. (2015) and the results from this research indicate that closer to shore,
the bed level changes are influenced by water flow and acceleration.

Another reason is that closer to shore, the contribution of long waves is larger and should
be included in the normalization of the shape function. In this research, the shape function
was normalized using only short waves and mean currents. This may have underestimated
the flow of water near the bed in the shallower regions in the inner surf zone and close to the
swash zone. In section 1.3, it was explained that the near-bed flow velocity consists of short
waves oscillations, mean currents, and long waves oscillations. Mariño-Tapia et al. (2007a)
showed that the effect of long waves is important closer to the shore. This might explain the
reason for the difference.

Another reason can be the alongshore effects. It was assumed that the alongshore effects
were negligible. However, the waves observed during the fieldwork were not perpendicular
to the beach. The angle of the waves would have created alongshore effects that can be
dominant over the cross-shore effects (Mariño-Tapia et al., 2007b). At the onshore location,
it can be that these effects are larger as more energy dissipation happens as more waves are
breaking at that location. This, in turn, causes a stronger alongshore current (Grasmeijer,
2002). During the fieldwork, the shape of the intertidal beach was not reacting uniform along
the shore, as shown in the appendix C. This shows that the alongshore effects should not
have been ignored and can be the reason the weak correlation between the model and the
observations.

In the model, there were several parameters taken from other studies at different locations.
However, these parameters still need calibration for this beach and research. This lack of
calibration will cause errors in the predictions. These are reasons within the model that
explain why the model may not have predicted the bed level with more correlation. However,
this would influence the bed level prediction on both locations and does not explain the
different performance at the locations.

The cross-shore profile used as initial starting bathymetry was based on GPS measure-
ments taken that week of the intertidal zone, and deepwater bathymetry measurements taken
in 2016 De Zeeuw et al. (2017). The bed level observations were the most recent deepwater
observation found of the location. However, the deepwater profile is not stable and looks
different after three years. This can result in different wave propagation towards the shore
and influences the bed level predictions.

The waves used as input in the model were transformed from the offshore Euro platform,
60 kilometers from the location. Luijendijk and de Fockert (2011) showed that the transfor-



6.4. The model predictions of the bed level 60

mation table is able to predict the waves hitting the Dutch coast with a correlation of 0.91.
However, based on the observations made and the waves transformed, it does not seem the
case for the location of this research. Two reasons can explain this. First, the Sand Engine
is sheltered by the Maasvlakte 2, which influences wave predictions. Next to that, Luijendijk
and de Fockert (2011) assumed that the wind came from the same direction as the waves
for the transformation. However, this was not the case during the fieldwork. Therefore,
the waves from the transformation can be larger. The transformation table, as used in this
research, proved to be unable to provide the model with accurate waves.



7
Conclusion and recommendations

7.1. Conclusion
This research aimed to increase the understanding of the bed level behavior at a time scale of
minutes, and see if this behavior is well understood. In this chapter, the research questions
that were presented in section 1.2 will be answered, and the hypotheses that were presented
in section 1.4 are tested.

How does the bed level behave on a time scale of minutes in the surf zone and the
shoaling zone?

The hypothesis stated: it is expected that the bed level moves with the tide, and there is
an erosion and aggregation pattern visible of at least 10 centimeters when the tide passes
over. The tidal signal was not observed at both locations. The hypothesis is rejected.

The bed level did not respond to the changing tide. The bed level moved in the order of
decimeters and was fluctuating at the starting value. The bed level showed changes that are
smaller than a centimeter per ten minutes. The bed level observed at the onshore location
moved more than the offshore location. The error in the measurement was larger than the
observed changes. Therefore the results can be a possible measurement error.

How well suited are short wave processes to predict bed level changes?
The hypothesis stated: There is a clear distinction between erosion and aggregation visible

for different relative wave heights, and the mean of the bed level change is within 0.05 to the
bed level change predicted by figure 1.11. The model did match the hypothesis between 0.4
and 0.5. However, it did not match the full figure. Therefore, the hypothesis is rejected.

The results show that the short wave processes can be used to predict bed level changes
at the beginning of the breaker zone. However, it does not hold for the inner surf zone. The
pressure sensor and the linear wave theory prove to be a limitation to the certainty of this
research, as the wave breaker parameter changed with 0.2 due to noise in the pressure sen-
sor.

How accurate is a velocity based model in predicting the bed level changes in the
shoaling and surf zone?

The hypothesis stated that the cross-shore model only uses flow velocity can predict bed
level changes with a correlation of at least 0.3. The results show that this was not the case
for both locations. Therefore, this hypothesis is also rejected.

The waves in the model differed significantly from the waves observed. The sensitivity
analysis for the model showed that the model, when the waves are more than 50 % off, the
bed level predictions are subdued to large errors. The model correlated 0.61 at the offshore
location when the wave difference was 0.36 meters. Furthermore, the model was unable
to predict the bed level changes accurately for the onshore location. The model only used
near bed flow velocity estimates of short waves and mean currents to predict the sediment
transport. But studies showed that different processes become important closer to shore
(Fernández-Mora et al., 2015; Mariño-Tapia et al., 2007a). This shows that the model was
unable to predict the bed level changes accurately for the complete profile.

61
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7.2. Recommendations
This study attempted to study the bed level behavior on a timescale of minutes. Therefore,
highly accurate results were necessary. The nearshore is a place were multiple processes
happen. For instance, sediment moves into the water or turbulent flow causes air bubbles
in the water. These can all interrupt the echo sounder signals. Getting an accurate bed
level reading in these conditions proved to be difficult. As a result, it is recommended that
measurement certainty is improved for any feather research on small scale changes in the
nearshore. As for this research, it is regretful that no second bed level measurements with
the precision of millimeters were made to see the performance of the echo sounder.

A better method for the wave observations is recommended for future research. This
is due to the sensitivity of the model to the wave breaker parameter. Large errors were
found in the model where there were deviations in the wave breaker parameter. The method
used in this research, with a spreading of 20%, did not provide an accurate enough wave
breaker parameter. The sensitivity analysis showed that the root mean square error is 0.41
centimeters, and errors need to be less than millimeters to accurately observed bed level
changes.

The cross-shore model has the potential to work, despite the limitations of the input con-
ditions in this study and the poor performance. The model should be tested with more accu-
rate input conditions to study the effect of the near bed flow velocity, as well as the sediment
transport resulting from this water flow estimates. The model is reasonably robust when the
wave breaker parameter and it does not require many equations. As a result, the model is
computationally inexpensive.

The results of the study showed that there is more movement of bed at the onshore lo-
cation. This implies that the bed level changes quicker closer to shore. So, there might be
a location near shore where the bed level does have a tidal signal, or whether the bed level
responds to the tidal signal when there are larger waves. These are potentially interesting
question for future research on bed level changes on a smaller time scale.
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A
GPS

The GPS intertidal beach measurements made during the fieldwork.

a) The intertidal beach at 22/09/2019, the colorbar on the side shows the
depth related with with different colours

b) The intertidal beach at 24/09/2019, the colorbar on the side shows the
depth related with with different colours

c) The intertidal beach at 25/09/2019, the colorbar on the side shows the
depth related with with different colours

d) The intertidal beach at 26/09/2019, the colorbar on the side shows the
depth related with with different colours

Figure A.3: f) The intertidal beach at 27/09/2019, the colorbar on the side shows the depth related with with different colours
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B
Testing of the model

In this part the model from chapter 2 is tested, using different conditions. The effects are
shown in the figures below. The standard conditions unless changes are a wave of 0.8 meters.
The dean profile based on the dean profile in 4. The gamma is set at 0.59.

Figure B.1: A single run of the model on a dean profile, the top figure is the bed level, second figure is the significant wave
height,third figure the velocity moments, the fourth figure sediment transport, fifth figure bed level change, the new bed level
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Figure B.2: Different waves and the effect on the amount of bed level changes

Figure B.3: Different gamma values and the effect on bed level changes
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Figure B.4: Different slopes and the effect on bed level transport

Figure B.5: The bed level behavior of a location at a depth of 0.5 meters during the passing of a single tide, with different waves.



C
Deep water profile

the deep water bed level based on jet-ski altimeter data collected by De Zeeuw et al. (2017).

Figure C.1: The jet-ski and LIDAR collected bed level at the sand engine at 1/4/2016. The coast was turned to align perfectly with
the poles that where installed during the field experiment. The x-axis is the cross-shore distance, the y-axis is the alongshore
distance. The black line is the profile of interest at the location of the poles. The bar on the side indicates the elevation of the
location where 0 is the NAP.

There are 37 bathymtery measurements ranging from 3/8/2011 till 7/9/2016 (De Zeeuw
et al., 2017). The profiles are normalized over distance from the shore. The cross-shore
distance is set to be 0 where the elevation of the profile is equal to the zero NAP value. Since
there is no average beach over multiple years a Deans profile is used to show the deviations
of the profile from the dean profile 4.1. The first year the profile slope was changing and the
profile was not matching the dean profile, therefore these profiles are ignored for the sandbar
location analysis and the deep water profile.
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Figure C.2: The profiles normalized. The x-axis is the cross-shore distance from shore. The y-axis is the elevation level compared
to the NAP. The lines represent different beach profiles over time the darker the line the more recent the profile measurement.
The dotted line is the Dean profile.

In figure C.2 it can be seen that the slope is still decreasing over time. The beach profile
has sandbars between 0 and 400 meter offshore. Sandbars location will be identified in this
analysis by the crest of the sandbar, the crest of the sand bar will be the maximum deviation
from the Dean profile.
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Figure C.3: The deviations of the profiles from the Dean profile. The x-axis is the cross-shore distance. The y-axis the zero
represents the dean profile and the positive values indicate that the profile is more shallow than the Dean profile and the negative
values indicate the profile is deeper than the Dean profile.

In figure C.3 the sandbars crest was present between 140 and 260 meters offshore. The
profiles deviations from the Dean profile indicate that the slope of the is changing over time.
When the location of the crest of the sandbar is plotted over time the migration of the sandbar
becomes valuable. The crest depth of the sandbar is plotted as well over time.
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Figure C.4: The dots are the offshore location of the sandbars crest. The x-axis is the time. The y-axis is the distance from the
shore.

Figure C.5: The dots are the sandbars crest height below the NAP. The x-axis is the time. The y-axis is the depth of the crest of
the sandbar.

Form figure C.4 it can be seen that the sandbar is moving over time near the 200 meters
offshore from where the NAP reaches the beach. Figure C.5 the height of the crest shows,
the depth of the sandbar is moving around -2 meters from the NAP. From the height and the
location of the sandbar, an average location and an average depth can be determined. Table
C.1 the statistics of the sandbars are presented.
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Sandbar Mean Standard deviation
Location 192.24 meters 38.98 meters
Depth -2.01 meters 0.37 meters

Table C.1: The location of the sandbars and the depth of the crest of the sandbars

The coast of the Sand Engine is retreating, however the profile of the Sand Engine is
behaving reasonable stable over years with a sandbar on a stable location and a close match
to a deans profile. Therefore it is assumed that the best deep water profile that can be used
for the field experiment is the average profile of the beach in the year 2016.


	Introduction
	Background information
	Research question
	Literature
	Cross-shore zones
	Hydrodynamics
	Sediment transport
	Cross-shore velocity moments over a profile
	Short wave processes and bed level behavior

	Hypotheses
	Research approach

	Model
	Input module
	Bed level profile
	Boundary conditions
	Parameters

	Hydrodynamics
	Waves
	Shape function

	The sediment transport module
	The Bailard function

	Morphological module
	Exner function
	Avalanching function


	Fieldwork
	Devices
	Acoustic bed level sensors
	High-frequency pressure sensor 
	CastAwayTM-CTD
	GPS

	Set-up fieldwork
	Raw data sensors

	Data processing
	Conversion from pressure fluctuations to water elevations fluctuations
	Observation error of the pressure sensor
	Raw acoustic data transformation to bed level


	Input model
	Bed profile
	Waves
	Wave breaker parameter
	Settings model

	Results
	Observations
	The measurements certainties
	Relative wave height and bed level changes
	Sensitivity of the model on different wave conditions
	Predictions of the model compared to the observations
	Waves
	Bed level
	Bed level changes

	Comparison per tide

	Discussion
	Observations
	Wave process and bed level changes
	Applications of the cross-shore model
	The model predictions of the bed level

	Conclusion and recommendations
	Conclusion
	Recommendations

	Bibliography
	GPS
	Testing of the model
	Deep water profile

