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Abstract

Solar panel adoption increases in residential areas, so electricity grids face growing pressure from peak
feed-in, especially during hours with high radiation during summer months. In this thesis, the potential of
a Smart Heat Transfer Station (SHTS) to alleviate these challenges by converting surplus solar-generated
electricity into usable heat for district heating networks (DHN) is investigated. The SHTS aims to improve
local energy system performance by enhancing flexibility, reducing grid feed-in congestion, and increasing
renewable self-consumption.

A Python-based simulation model is developed to evaluate the technical and economic performance of the
SHTS under realistic conditions. The model integrates solar panels, a heat pump, an electric boiler, and a
tank thermal energy storage system (TTES).

The strategy proved robust enough to perform effectively under varying solar radiation and thermal demand
conditions. Simulation results show that the SHTS can significantly reduce electricity feed-in, by using
up to 86% of generated solar electricity internally, and lower CO2 emissions by replacing district heating
demand with local heat production. Optimal configurations depend on a trade-off between system efficiency,
emissions, and cost. High solar availability, a well-sized TTES, and a balanced combination of heat pump
and electric boiler capacities are found to be critical for the performance of the SHTS.

Despite spatial constraints and regulatory uncertainties, the SHTS presents a promising, scalable solution
for energy systems with high solar panel integration. It offers grid operators relief from feed-in congestion
without reinforcements in the electricity grid and behavioral change from end users. Additionally, this allows
heat providers to increase the share of renewable heat in their supply, while ensuring the service remains
both affordable and reliable for end users.

This study presents a practical, simulation-based framework with rule-based control for evaluating and
optimizing innovative systems, such as the SHTS, providing insights into how SHTSs can enhance the uti-
lization of locally generated energy. By identifying the key technical and economic conditions for successful
implementation, it lays the groundwork for real-world deployment. Future research should focus on inte-
grating predictive control algorithms, which can improve system responsiveness by anticipating solar avail-
ability and demand patterns. Additionally, future work should examine regulatory and spatial constraints
and analyze the aggregated behavior of multiple SHTS units.
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1
Introduction

1.1. The Challenge of Grid Congestion
The Dutch energy network is undergoing a significant transformation due to the shift toward renewable
energy sources and decentralized energy technologies. This transition has introduced new complexities,
particularly in preventing grid congestion, which occurs when the network’s capacity cannot accommodate
peak supply. Grid congestion is a critical bottleneck in integrating renewable energy and achieving energy
sustainability. Consumers who also produce electricity using solar panels, known as prosumers, supply
excess electricity to the grid or ideally adapt their consumption to manage surplus energy. This electricity
feed-in further exacerbates grid congestion. If unaddressed, it is projected to result in an annual loss of 310
TWh in the EU by 2040 [30]. This is almost triple the total annual electricity consumption in the Netherlands.
The issue is particularly severe in densely populated areas, where high peaks in both energy demand and
electricity surplus hinder the widespread adoption of technologies such as solar panels and heat pumps
[64].

The primary causes of grid congestion include peak overload, limited flexibility, and transmission losses
[42]. These inefficiencies hinder the integration of renewable energy, leading to higher costs, environmental
degradation, and reduced energy reliability.

Thermal energy accounts for nearly half of global energy consumption, with 44 % used for space heating
and water [43]. The increasing adoption of district heating networks (DHN) offers a promising pathway to
decarbonize thermal demand, particularly in urban areas. However, the integration of DHNs into broader
energy systems remains limited. Meanwhile, increasing electricity demand, driven by the growing adoption
of heat pumps (HPs) and electric vehicles (EVs), is contributing to grid congestion. In addition, the use
of HPs and the charging of electric vehicles often coincides with the household’s peak electricity use at a
specific time of day.

Demand for electricity increases due to electrification and digitization. Alongside the integration of renew-
able energy, the existing grid operators struggle to balance supply and demand. This results in ineffi-
ciencies, unreliability, and higher costs. Conventional systems lack the flexibility to optimize energy flows,
leading to wasted renewable energy during excess supply, feed-in congestion, or even curtailment.

1.2. Current Research and Knowledge Gaps
Current research extensively covers district heating systems and energy modeling in built environments.
Furthermore, traditional studies often focus on single energy carriers, such as electricity or heating networks,
without fully exploring the integration potential throughout the energy system [69]. This includes interactions
at multiple levels, such as heat transfer stations (HTSs), network infrastructures, and end-user systems,
which collectively could contribute to optimizing energy efficiency and flexibility.

Recent studies emphasize the importance of integrated energy systems that combine electricity and heat
to enhance flexibility and efficiency. For example, research on congestion management through integrated
electrical and thermal infrastructures highlights the potential of district heating networks and combined heat
and power plants to alleviate electrical grid congestion [36]. Existing models often address these systems
in isolation, overlooking the potential of an SHTS. An SHTS can optimize the local balance between energy
supply and demand by dynamically managing energy flows.

In addition to integrated electric and thermal infrastructures, multi-energy virtual power plants (VPPs) play

1
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a role in enhancing system flexibility. A VPP is a network of distributed energy resources, such as solar
panels, batteries, and electric vehicles, managed through advanced software to balance energy supply and
demand, improve grid stability, and support renewable energy integration. Today, VPPs are often combined
with HPs or thermal storage.

Recent studies tend to neglect the financial and social dimensions of SHTSs, which are essential to un-
derstanding their feasibility and scalability in real-world applications. SHTS requires a multidisciplinary
approach, incorporating engineering, energy modeling, and economics to design and implement solutions
that are both technically and economically viable.

Addressing grid congestion and promoting sustainable energy systems requires the active participation of
prosumers. Prosumers play a crucial role in balancing energy supply and demand. While heat demand
remains relatively stable, electricity usage may increase, and consumption patterns will change.

1.3. De WarmteTransitieMakers
This thesis is being conducted in collaboration with De WarmteTransitieMakers, which is a Dutch consul-
tancy that specializes in speeding up the heat transition in the built environment. They are involved in de-
veloping strategic plans, conducting technical and spatial analyses, and guiding municipalities and utilities
in the implementation of sustainable heating solutions. Throughout this thesis project, De WarmteTransi-
tieMakers provided access to knowledge, data sources, and expert insights. Their experience has helped
to define the scope of this study and has ensured its practical relevance within the overall context of the
energy transition.

1.4. The Potential of SHTS
To address the challenges of grid congestion and inefficiencies, SHTSs present a promising solution.
SHTSs act as HTS, which also convert and store energy. Capable of dynamically managing the storage,
conversion, and distribution of heat and electricity at the local level. By converting locally solar-generated
electricity surplus to thermal energy and storing this, the SHTS reduces the heat demand from the DHNs,
alleviates peak loads, and minimizes grid feed-in. These benefits enhance grid stability, improve energy
efficiency, and facilitate the integration of decentralized renewable energy sources, such as solar panels.

This thesis develops a simulation model of an SHTS that integrates thermal storage, a heat pump, and an
electric boiler to manage local solar electricity surpluses flexibly. The model emphasizes dynamic control at
the substation level, using demand and weather data. The novelty lies in combining these assets with local
control strategies with detailed system simulations to assess both technical and economic performance.
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1.5. Research questions
Given the potential of SHTS and renewable goals, the following research question is defined for this study:

Under what conditions does the implementation of a smart heat transfer station (SHTS) improve the perfor-
mance of energy supply systems in neighborhoods?

To answer this main research question, the following sub-questions will be answered:

1. What are the key differences between a conventional HTS and an SHTS?
2. What assessment parameters objectively describe the performance and impact of the SHTS?
3. How does the SHTS operate under varying heat demand and solar energy conditions?
4. How can the potential economic benefits for the system operators of the SHTS be quantified?
5. What is the optimal configuration of the SHTS components to maximize performance under a consis-

tent and suboptimal control strategy?

1.6. Structure of the thesis
This thesis is logically structured to answer the general research question in a stepwise manner. Chapter 2
consists of a literature review of the fields relevant to this study, including energy demand profiles, district
heating systems, grid congestion, energy storage, heat pumps, conventional heat transfer stations, and
innovative energy system technologies.

Chapter 3 explains the methodology used to build and analyze the smart HTS. It describes the system
components, input data, assumptions, optimization methods, and how the environmental and economic
impacts are quantified. This serves as the basis for the simulations conducted to assess the feasibility of
the proposed system.

Chapter 4 presents the validation process and the findings based on the main and sub-questions. It demon-
strates how the smart HTS operates in terms of energy balancing, grid congestion alleviation, CO2 emission
impact, and economic viability under various configurations and operational strategies. These results are
discussed in chapter 5, followed by the associated limitations and challenges.

Chapter 6 provides the overall conclusions of the study. It summarizes the key findings obtained from the
model results and addresses the main research question, exploring the potential of SHTS in contributing
to neighborhood-level energy systems.

Finally, chapter 7 highlights areas for potential further research in the development of SHTS.



2
Literature

This chapter presents a comprehensive literature review on energy systems, with a focus on key aspects
that contribute to the development and operation of smart heat transfer stations. Section 2.1 explores both
heat and electricity demand. Section 2.2 delves into district heating networks, highlighting their technical
aspects and recent innovations shaping their future development.

Section 2.3 shifts the focus to the electricity grid. In Section 2.4, energy storage is discussed in detail, with
a focus on thermal and electrical storage technologies and their role in balancing supply and demand. Heat
pumps are the subject of Section 2.5, which examines various types and technical aspects. Section 2.6
provides an overview of conventional HTS. Section 2.7 introduces smart technologies for energy systems,
including energymanagement systems and electric vehicle (EV) integration. Section 2.8 discusses theCO2

emissions associated with electricity and district heating, as well as the emission trading system. Section
2.9 focuses on electricity and heat pricing. Chapter 2 wraps up with the answer to the first sub-question in
section 2.10, highlighting the key differences between a conventional HTS and an SHTS.

2.1. Energy demand
2.1.1. Heat demand
Heat demand in households is driven by two primary components: space heating and hot tap water demand,
each with distinct consumption patterns and seasonal variations.

Household heat demand varies significantly based on factors such as insulation quality, building age, and
household size. For daily patterns, heat demand typically peaks in the early morning and late evening
when occupants are at home, indoor temperatures require adjustment, and hot tap water is being used,
illustrated in figure 2.1.

Figure 2.1: Daily heat demand profile [87]

4
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Figure 2.2 shows fluctuations during the year for heating peaks during winter, driven by colder temperatures,
while hot tap water demand remains relatively stable throughout the year. Space heating is responsible
for 60.6%, and hot tap water is responsible for 19.04% of the total energy use in the residential area [31].
While space heating is highly seasonally dependent, hot tap water consumption remains more consistent,
influenced by household actions rather than external conditions [71].

Figure 2.2: Yearly heat demand profile [87]

2.1.2. Electricity demand
Understanding electricity demand in houses is crucial for designing integrated energy systems that balance
supply and demand effectively. Various factors, including appliance usage, household size and behavior,
building characteristics, and seasonal and weather variations, influence household electricity consumption.
The adoption of technologies such as EVs and HP, as well as the increasing use of smart appliances, also
plays a significant role [38].

Daily and yearly electricity demand patterns provide valuable insights into how households consume energy.
Figure 2.3 illustrates the daily electricity demand fluctuation, reflecting household activities such as electric
cooking and heating, and appliance use [46].

Figure 2.3: Daily electricity demand [21]
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Seasonal variations also influence the yearly electricity demand pattern. In colder and darker months,
higher electricity usage is due to electrical heating demand and extended use of lighting, while during
summer months, a minimum occurs, see figure 2.4. However, with the current air-conditioning trend [77],
the electricity consumption in the summermonths will likely increase. These variations contribute to growing
pressure on the grid, which will be further discussed in section 2.3.1.

Figure 2.4: Yearly electricity demand [21]

Impact of Increasing Use of EVs and HPs
Electrification through the adoption of EVs and HPs significantly impacts electricity demand. EV charging
typically adds substantial load hours when demand is already high, further increasing peak loads on the grid
[90]. In figure 2.5, it is shown that on weekdays, a peak in the morning at work, and at home at the end of
the day occurs. Similarly, heat pumps, while energy-efficient, contribute to higher electricity consumption,
especially in winter when they are used for space heating [85]. Simultaneous peaks are lower due to
diversified usage patterns, but still represent critical stress points for the grid [11]. The combined impact
of these technologies has been shown to strain local grid infrastructure, requiring upgrades or alternative
energy solutions, further elaborated in section 2.7.

Figure 2.5: Daily profile of EV charging [90]
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2.2. District Heating Networks
2.2.1. Heating systems
The choice of heating systems in Dutch households depends on factors such as the building’s age and the
availability of local infrastructure. It has been government policy during the 60’s to connect households to
a national gas network. Currently, over 90% of all households are connected to natural gas.

Heating systems can be categorized based on where the heat is produced: either individually at each
household or through centralized systems.

Most individual households currently rely on gas-fired boilers for heating and hot water due to their afford-
ability and reliability, as figure 2.6 shows. With the Netherlands’ goal to phase out natural gas by 2050
[62], alternative systems like electric boilers and heat pumps are gaining popularity. However, this is by far
not enough. These systems reduce reliance on fossil fuels but face challenges such as high upfront costs,
building insulation requirements, and retrofitting complexities in older homes [27]. Solar thermal collectors
are not gaining popularity, according to the Warmtepomp Trendrapport 2025 [68]. The solar energy sector
is more focused on PV panels than solar thermal collectors.

Figure 2.6: Heat generation sources [24]

Centralized heating systems, such as district heating networks, are increasingly common in urban areas like
Amsterdam, Rotterdam, and Utrecht [60]. These systems often use residual heat from industrial processes
or waste incineration, reducing the need for individual household connections. Although infrastructure costs
and heat losses during transport pose challenges, district heating is a vital part of the Netherlands’ transition
to sustainable energy, despite the limited choice for customers [82].

2.2.2. Technical aspects
The technical design of district heating networks relies on several key infrastructure components. Insulated
pipes are essential for minimizing heat losses during transport, particularly over long distances [16]. At
the same time, pumping systems maintain the required pressure and flow rate to distribute heat evenly
across the network. The pumping systems are responsible for a significant part of the electricity used in
a DHN [70], making it necessary to minimize this energy consumption. Heat exchangers, located at the
HTS and between the distribution network and the consumer’s building, are essential for ensuring efficient
and reliable heat transfer. They prevent the district heating water from mixing with the building’s internal
heating system, maintaining stable temperatures, providing a pressure break, and minimizing the risk of a
system-wide failure in the event of a localized issue [19].
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2.2.3. Innovations and Trends
A significant trend in district heating networks is the shift from old-fashioned high-temperature systems,
sometimes operating above 100◦C, to middle-temperature (50-80◦C), low-temperature (35–50 ◦C), and
ultra-low temperature (20–35 ◦C) district heating networks, see table 2.1.

Middle-temperature systems (50-80◦C) offer improved energy efficiency by reducing heat losses during
distribution and enabling better integration with renewable energy sources in comparison with high temper-
ature DHN. Furthermore, systemswith lower temperatures aremore compatible withmodern, well-insulated
buildings that require lower temperature heat [37]. However, retrofitting older buildings to connect to lower
temperature district heating systems could be a feasible option [84].

Table 2.1: Temperatures of DHN

DHN Type Temperature Range
High-temperature (HT) DHN > 80◦C
Middle-temperature (MT) DHN 50–80◦C
Low-temperature (LT) DHN 35–50◦C
Ultra-low-temperature (ULT) DHN 20–35◦C

As district heating networks expand, concerns about consumer rights emerge. Households in connected
areas often have limited options to opt out, raising questions about fair competition and pricing [79].
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2.3. Electricity Grid
The electricity grid in the Netherlands plays a critical role in supporting residential and industrial energy de-
mand, with power generated from wind, solar, gas, coal, biomass, and waste heat incinerating power plants
[2]. This vast and complex network is maintained by regional grid operators, who manage the transmission
and distribution lines to ensure a stable and efficient energy supply across the country.

The electricity grid operates across three voltage levels, each of which faces unique challenges related to
electricity distribution and congestion [57]:

• (Extra) High-Voltage Grid: Responsible for the long-distance transport of electricity and connecting
large-scale renewable energy sources such as offshore wind and solar farms (above 35 kV).

• Medium-voltage Grid: Acting as the intermediary between high-voltage transmission lines and low-
voltage networks, the medium-voltage grid connects industrial zones and decentralized energy gen-
eration (1-35 kV).

• Low-Voltage Grid: Supplying electricity directly to households and small businesses, serving as the
final link in the electricity distribution system (below 1 kV).

In addition to rising demand, the increasing reliance on decentralized renewable energy generation intro-
duces complexities. Medium- and low-voltage grids must handle bidirectional electricity flows, balancing
the delivery of electricity to consumers with the feed-in of surplus electricity back into the grid [4]. This
variability increases congestion and highlights the need for infrastructure upgrades [4].

As the energy transition progresses, the Dutch electricity grid must evolve to support sustainable energy
goals. TenneT, which is responsible for the high-voltage grid in the Netherlands, is investing to meet growing
demand and integrate renewable energy sources, ensuring a stable and resilient energy system [75].

2.3.1. Grid congestion
Grid congestion occurs when the electricity grid reaches its full capacity, hindering the efficient transmission
of electricity. As electricity demand increases, grid congestion becomes an increasing problem. It can occur
at low, medium, and high voltage levels, particularly in areas with an increase in electrification in industry
and the built environment [74].

Grid congestion poses a significant challenge to the electricity system. The rapid expansion of renewable
energy sources, combined with increasing electricity demand, has led to constraints in transmission and
distribution capacity. This has resulted in delays in connecting new renewable energy projects, limiting
the effective utilization of clean energy resources [3]. To address these challenges, expanding grid infras-
tructure and implementing flexibility solutions, such as energy storage and demand-side management, are
critical for ensuring a stable and resilient energy system [3].

Recent studies further emphasize the importance of congestion management strategies, such as flexible
grid operation, dynamic tariffing, and local energy balancing, to mitigate the impact of grid constraints in
both urban and rural areas [35][40].

A visual representation, as the high-voltage congestion map of the Netherlands shown in figure 2.7, high-
lights the areas where grid capacity issues are most critical for electricity consumption. Similarly, figure
2.9 illustrates the medium-voltage electricity consumption congestion map, focusing on regional grid chal-
lenges.

Table 2.2 explains the different colors used in figures 2.7, 2.8, 2.9, and 2.10, where red and orange areas
indicate regions with waiting lists for new grid connections.

Grid congestion in the feed-in market is depicted in figure 2.8 for the high-voltage grid and in figure 2.10 for
the medium-voltage grid. These maps show where the grid has reached its capacity to transport surplus
electricity generated by renewable energy sources, such as solar panels and wind turbines, back to the
grid [76]. Grid congestion occurs during both the morning and afternoon peaks, as well as during feed-in
peaks when wind generation is high and the sun is shining.
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Figure 2.7: High voltage grid congestion map (electricity
consumption)[76]

Figure 2.8: High voltage grid congestion map (electricity feed-in)[76]

Figure 2.9: Medium-voltage grid congestion map (electricity
consumption)[76]

Figure 2.10: Medium-voltage grid congestion map (electricity
feed-in)[76]



2.3. Electricity Grid 11

Color Meaning
Transport capacity available without waiting list
Transport capacity limitedly available without waiting list
Area under investigation with a waiting list
Shortage of transport capacity with a waiting list
Color will be added later

Table 2.2: Legend for grid congestion maps

The large amount of red areas in both maps highlights the severity of grid congestion in the Netherlands,
affecting both electricity consumption and feed-in. This indicates significant capacity constraints in the grid,
posing a major challenge for the energy transition and the integration of renewable energy sources.
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2.4. Energy storage
The variability in energy demand and supply, driven by the rise of renewable energy sources, requires
effective storage solutions. Energy storage stabilizes the grid, enhances efficiency, and reduces reliance on
fossil fuels. Thermal and electrical storage are important for managing fluctuations in supply and demand.

Energy storage covers the gap between energy availability and consumption, addressing daily and sea-
sonal mismatches in energy demand. Day-to-day storage smooths daily peaks by storing surplus energy
for later use. Seasonal storage leverages summer energy surpluses to meet winter demands, both reducing
strain on the grid and reducing carbon emissions [15].

Thermal storage technologies, including sensible, latent, and thermochemical storage, as well as electrical
storage options such as batteries and hydrogen, offer flexible and scalable solutions.

2.4.1. Thermal storage
Sensible heat storage

Sensible Heat Storage (SHS) is one of the simplest and most widely used forms of Thermal Energy Storage
(TES). It involves storing heat by raising the temperature of a storage medium, typically water or solid
materials such as concrete or stone. The storage capacity depends on the medium’s specific heat capacity,
mass, and temperature difference. Themost common storage for daily use is Tank Thermal Energy Storage
(TTES) [47], due to their relative affordability compared to latent or chemical heat storage. Aquifer Thermal
Energy Storage (ATES) and Borehole Thermal Energy Storage (BTES) are typically used for seasonal
storage [12][81]. As this model focuses on daily storage, a TTES is a plausible choice.

Latent heat storage

Latent Heat Storage (LHS) utilizes Phase Change Materials (PCMs) to store energy during phase transi-
tions, such as the solid-to-liquid transition. Figure 2.11 shows that PCMs can store and release energy
at nearly constant temperatures [14]. LHS is only economically viable when charging and discharging as
frequently as possible, making it unsuitable for seasonal storage [14].

Figure 2.11: Latent heat storage [55]
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Thermochemical heat storage

Thermochemical heat storage involves reversible chemical reactions to store and release heat. These
systems offer high energy densities and can store heat for extended periods without high thermal losses
[63]. This is because the storage occurs near ambient temperature, resulting in only a small temperature
gradient and thus low thermal losses.

2.4.2. Electrical storage
Battery energy storage systems

Battery Energy Storage Systems (BESS) store electrical energy chemically and release it when needed.
Lithium-ion batteries are popular due to their high energy density, efficiency, response time, high number
of life cycles, and relatively low energy losses over time [52]. BESS supports grid stability and renewable
integration [52]. However, BESS has relatively high costs, which can limit its widespread adoption despite
its advantages [52]. Additionally, safety issues for large BESS should be considered, as battery fires are
difficult to extinguish and control.

Hydrogen Storage

Hydrogen storage involves converting excess electricity into hydrogen through processes such as electrol-
ysis or steam methane reforming. Storing it in tanks or underground caverns for later use in fuel cells or
gas turbines. It enables large-scale, long-duration energy storage [34]. However, high infrastructure costs
limit its competitiveness in other energy storage applications [34].



2.5. Heat pumps 14

2.5. Heat pumps
Heat pumps are increasingly essential components in district heating networks. Utilizing renewable or
ambient heat sources such as air, water, or the ground. Depending on the application, heat pumps can be
used centrally or installed individually in households.

Centralized Heat Pumps

Centralized heat pumps are typically installed at the source of heat production. These systems distribute
heat via a DHN to multiple houses or a large building [28]. Although centralized systems are efficient for
large-scale applications, they require significant upfront investments in infrastructure, such as distribution
pipelines. Additionally, centralized heat pumps can pose challenges for a building’s owners’ association,
including issues related to noise, aesthetics, and conflicting financial capacities or priorities among owners
[59]. For the SHTS, a centralized heat pump would be a viable option. This way, it will be possible to
combine the system with a TTES. The HP en TTES will need to be the property of the network operators,
rather than being shared between homeowners, to prevent conflicts.

Individual Heat Pumps

In contrast, individual heat pumps are installed in households, allowing homeowners to independently man-
age their heating and, in some cases, cooling needs. According to recent research, individual heat pumps
tend to be more cost-effective and energy-efficient compared to centralized neighborhood heat pump sys-
tems. They also eliminate the need for extensive piping networks, reducing overall infrastructure costs [86].
It provides the option to lower the temperature from the HTS to the houses, as they will be boosted locally.
However, making an SHTS with individual heat pumps will be complex and will take a lot of space in each
house [39].

2.5.1. Types of Heat Pumps
Heat pumps are classified based on their heat source and heat sink. The five main types are described
below:

• Air-to-Water Heat Pumps: Air-to-water heat pumps extract heat from the outside air and transfer it
to a water-based heating system. These are the most common type of heat pump, widely used in
residential and commercial buildings due to their relatively low installation costs and adaptability to
various climates, and also capable of cooling [89].

• Air-to-Air Heat Pumps: Air-to-air heat pumps extract heat from the outside air and directly transfer it
to the indoor air. These are typically used for space heating and cooling, but they are not suitable for
providing hot water [26]. An air conditioner is comparable to an air-to-air heat pump.

• Water-to-Water Heat Pumps: These systems extract heat from water sources, such as rivers, lakes,
or groundwater, and transfer it to a water-based heating system. They are highly efficient but depend
on the availability of suitable water resources [8].

• Geothermal Heat Pumps: Also known as ground source heat pumps, extract heat from a stable
underground temperature. It has a high efficiency. However, the installation is more complex than
others, and the costs are high. There are two versions: closed-loop systems (buried pipes with
circulating fluid) and open-loop systems (using groundwater directly) [25].

• Water-to-Air Heat Pumps: These systems extract heat from water sources and release it as warm air.
These can be combined with geothermal energy.

Air-to-Water Heat Pumps (AWHPs) are highly versatile, seamlessly integrating with systems such as radiant
floor heating and cooling [18]. This adaptability provides a comprehensive solution for modern heating
needs. Furthermore, air-source heat pumps are the most commonly used option [53], making the AWHP
the preferred choice for modeling the SHTS.

2.5.2. Technical Aspects
The vapor-compression cycle is the fundamental thermodynamic process that enables AWHPs to efficiently
transfer heat from the outdoor air to a water-based system. This cycle is widely used in heat pump technol-
ogy due to its ability to deliver high efficiency and reliability across various heating and cooling applications.
This closed-loop process consists of four stages: compression, condensation, expansion, and evaporation
[83]:
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1. Compression: In the compressor, the gaseous refrigerant is compressed to a higher pressure, which
significantly increases its temperature.

2. Condensation: The high-temperature, high-pressure refrigerant moves into the condenser, where
it releases heat to the circulating water. This heat transfer warms the water for space heating or
domestic hot water applications.

3. Expansion: The liquid refrigerant then passes through an expansion valve, also known as a throttling
device. Here, the pressure and temperature drop significantly, ensuring it is in the correct state for
effective heat absorption in the next stage.

4. Evaporation: In the evaporator, the low-pressure refrigerant absorbs heat from the surrounding air
and undergoes phase change from liquid to gas.

Figure 2.12: Vapor compression cycle used in heat pumps [83]

HP’s commonly use refrigerants such as R410A, R134a, R32, R290 (propane) andCO2 (R744). R410A has
been widely used due to its efficiency, but is being phased out because of its high environmental impact.
R32 is popular as it offers a lower environmental impact and maintains high efficiency. CO2 (R744), a
natural refrigerant, operates at higher pressures [66]. R290 air-to-water heat pumps have great potential
in the near future [22].

By repeating these steps, AWHPs efficiently extract and transfer heat, achieving high coefficients of per-
formance (COP). It is defined as the ratio of useful energy output (heating or cooling) to the energy input
required to achieve it. A higher COP indicates a more efficient system [83].

COP =
Useful energy output
Energy input (work)

(2.1)

The COP for heating and cooling differs. For heating systems, the COP is defined as:

COPheating =
Qh

W
(2.2)
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Where:

• Qh: The amount of heat delivered to the hot side (in joules or kilowatts).
• W : The energy input or work supplied to the system (in joules or kilowatts).

For cooling systems, the COP is defined as:

COPcooling =
Qc

W
(2.3)

Where:

• Qc: The amount of heat removed from the cold side (in joules or kilowatts).
• W : The energy input or work supplied to the system (in joules or kilowatts).

Under ideal conditions, such as in a reversible Carnot cycle, the COP can also be expressed in terms of
the temperatures of the hot and cold sides. All temperatures must be in Kelvin (K) [83].

The COP for heating in terms of temperatures, known as the Carnot efficiency, is defined as:

COPheating =
Thot

Thot − Tcold
(2.4)

The COP for cooling in terms of temperatures is defined as:

COPcooling =
Tcold

Thot − Tcold
(2.5)

Where:

• Tcold: The temperature of the cold side in Kelvin.
• Thot: The temperature of the hot side in Kelvin.

2.5.3. Market Trends and Policy Implications
Policy support, energy prices, and consumer attitudes heavily influence the demand for heat pumps in
the Netherlands. The Nationaal Warmtepomp Trendrapport 2025 presents results and predictions in the
domestic heat pump market [68]. After the record year of 2023, with the sale of 168,000 units, excluding
air-to-air heat pumps. 2024 saw a dramatic fall to 118,000 due to government policy. 2025 is expected to
be at approximately the same level as 2023, see figure 2.13.

Figure 2.13: Forecast of the number of installed residential HPs (excluding air-to-air HPs) [68]

Concurrently, the increasing use of air conditioners, often used for space heating, creates a new dynamic.
In 2024 alone, there will be some 350,000 air conditioner sales, adding nearly 2 GW of thermal capacity.
By 2030, an estimated 6.3 million Dutch households are expected to own an air conditioner, consuming
approximately 4 petajoules of electricity [67].
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2.6. Conventional heat transfer station
Conventional HTSs play a crucial role in transferring thermal energy from primary heat sources, such as
geothermal wells, biomass plants, or waste heat from industrial processes, to secondary networks that
distribute heat to end-users. These systems are designed to ensure efficient heat delivery by regulating
temperature, pressure, and flow rates, making them an essential component of district heating networks.
In figure 2.14, an HTS is shown where it connects the heat source with the residential area.

Figure 2.14: Schematic set up Heat Transfer Station

2.6.1. Components
An HTS facilitates the distribution of thermal energy within district heating systems, incorporating essential
components such as heat exchangers, circulation pumps, control systems, sensors, and insulated piping.
These elements work together to regulate heat flow, optimize efficiency, and ensure reliable operation.

A key feature of HTSs is the heat exchanger, which separates the primary and secondary networks, pre-
venting direct fluid mixing. This separation is necessary when the two networks operate under different
pressures, temperatures, or fluid types, allowing the primary network to function independently at higher
operating conditions while optimizing the secondary system for end-users. This also enhances safety by
protecting the secondary network from pressure surges, contamination, or failures in the primary system
affecting the secondary system, and vice versa [7]. Additionally, in the near future, the roles of transport op-
erator (primary) and distribution operator (secondary) may be separated. Making the separation between
the responsibilities of the operators clear.

However, in some cases, direct connections between the primary and secondary networks eliminate the
need for a heat exchanger. This simpler, more cost-effective setup allows thermal energy to flow directly
to end-users when both networks share the same fluid type. Direct connections are standard in localized
systems andmodern low-temperature district heating networks. A direct connection allows for the use of the
lowest possible supply temperature. While reducing installation andmaintenance costs, these systemsmay
expose the secondary network to potential operational and performance issues from the primary system.
They will only operate at lower pressures [80]. In district heating setups, a delivery set (afleverset in Dutch)
with a built-in heat exchanger is standard for connecting consumers. This ensures hydraulic separation and
prevents mixing between the district heating water and the residential heating circuit. In low-temperature
networks, a heat pump can replace the heat exchanger.
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2.6.2. Thermal Demand and Capacity
The capacity of an HTS depends on the size of the network and the heat demand of connected households.
In district heating systems, a single household typically requires between 4 and 8 kW of thermal power for
space heating and domestic hot water, with variations influenced by insulation levels and household usage
patterns. Existing apartments require approximately 6.5 kW for space heating, while larger, less efficient
buildings may need between 8.5 and 10 kW. Most heat pumps have a thermal capacity of around 5 kW,
underscoring the importance of thermal insulation to ensure a house is HP-ready. For Domestic Hot Water
(DHW), a 26 kW connection is required for both types [21]. This high capacity is necessary to quickly heat
cold tap water (12◦C) to over 60◦C to reduce the risk of legionella. The DHW is then mixed with cold water
to obtain the required temperature.

For a DHN supplying 400 households, the total thermal capacity required at the heat transfer station (HTS)
would be between 1 and 3 MW. When determining the capacity of an HTS, it is crucial to consider the simul-
taneity factor (also known as the diversity factor). This factor accounts for the fact that not all households
require their peak heat demand at the same time, thereby reducing the overall peak load that the system
must supply.

The simultaneity factor depends on several factors, including the number of connected households and
the type of heat demand. Generally, the larger the network, the lower the simultaneity factor, as peak de-
mands tend to be spread out over time. Furthermore, the type of heat demand also affects the simultaneity
factor: DHW typically has a much lower simultaneity factor, sometimes as low as 0.05, calculated using
1√
n
, compared to space heating, which ranges between 1 and 0.55. Hot water usage is more sporadic and

spread throughout the day, whereas space heating demand tends to be more continuous, particularly in
cold weather [21][17].

By incorporating the simultaneity factor into capacity calculations, the required peak thermal power at the
HTS can be significantly reduced, leading to lower infrastructure costs and improved system efficiency. In
figure 2.15, a conventional HTS is shown as a visual representation. Appearance of other HTSs can vary
widely.

Figure 2.15: A Heat Transfer Station in Amsterdam [56]
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2.7. Smart Technologies for Energy Systems

Smart district heating networks

Smart District Heating Networks (SDHNs) are an evolution of traditional heating systems, integrating de-
centralized energy production, prosumers, and intelligent control technologies to improve overall efficiency
and sustainability.

Brand et al. (2014) in Applied Energy examine the impact of prosumers with solar collectors and heat
pumps on district heating networks. They find that decentralized heat sources can improve efficiency but
require precise control to avoid fluctuations and pressure issues [13]. However, the study gives limited
attention to the impacts of large-scale systems, such as grid congestion.

Additionally, flow rate control in smart DH has been extensively studied using deep reinforcement learning.
A study by Zhang et al. (2019) demonstrates how AI-based algorithms can optimize flow rate control within
SDHNs, resulting in better heat distribution, lower pumping costs, and increased energy efficiency [94]

Future district heating systems will need to integrate more fluctuating renewable heat sources and operate
at lower temperatures to improve efficiency. In a study by O’Donovan et al. (2018), a simulation of a district
heating network incorporating solar collectors, thermal storage, and prosumers is conducted. Their case
study achieved a 93% renewable share and a 12% reduction in heat losses, demonstrating the value of
advanced control and simulation tools in smart network design [61].

A study by Min-Hwi et al. (2021) proposed an energy prosumer system using a simultaneous heating and
cooling heat pump. Compared to a conventional ASHP, this set-up greatly improved self-consumption,
reduced grid feed-in from 60% to 12.5%, and over 30 times more operational profit from July to September.
While this is very promising, the study notes that more realistic cost modeling and scalability analysis are
needed in the future [45].

Further research by Kroger et al. (2024) also simulates smart grids. A coordinated operation of district-scale
flexible heating systems, demonstrating how these systems can provide stability to the grid and enable the
use of renewable power sources [48]. The findings show a decrease in RES curtailment, resulting in cost
savings. Although it is designed for use at a larger scale, their approach is insightful and offers valuable
lessons that can be applied at the local scale.

Smart Energy Management

In the Netherlands, the adoption of smart metering systems in households has been significant. As of 2020,
59% of Dutch households had smart water, gas, or electricity meters installed, enabling remote reading and
real-time monitoring of energy consumption [1]. These smart meters facilitate the integration of renewable
energy sources and support optimization.

However, there is a lack of measuring equipment in more central parts of our energy networks, such as
transformer substations (transformatorhuisjes in Dutch), limiting insights for network operators into the en-
ergy throughput at these hubs or nodes [21].

Smart Thermal Energy Storage

Smart charging of thermal energy storage systems is pivotal in enhancing energy efficiency and grid stability.
By integrating advanced control strategies and real-time data analytics, TES systems can dynamically
manage energy storage and release, aligning with demand fluctuations and the availability of renewable
energy.

The integration of the heat and electricity sectors plays a crucial role in optimizing energy systems and
enhancing sustainability. Rehman et al. (2021) provide a comprehensive review of enabling technologies
for sector coupling, with a focus on the role of heat pumps and thermal energy storage in balancing supply
and demand across thermal and electrical grids. [5]. However, this research is more focused on a larger
scale, rather than the more local scale on which this thesis is focusing.
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EV Integration

Vehicle-to-Grid (V2G) and Vehicle-to-Home (V2H) systems have the potential to redefine electricity demand
management by turning EVs into dynamic energy storage units. V2G technology allows EVs to discharge
electricity back to the grid during peak demand, acting as decentralized battery storage to improve grid
stability [32]. Conversely, during periods of excess renewable energy production, EVs can absorb surplus
power, thereby reducing the need for short-term energy storage and enhancing the utilization of renewable
energy sources. Similarly, V2H enables EVs to supply power directly to households, offering resilience
during power outages or high electricity price periods [95].

Hermans et al. (2024) present a model predictive control approach for optimizing EV charging in grid-
connected microgrids. Managing 174 chargers, their system reduced peak grid load by 59% through smart
scheduling and power distribution, highlighting the role of intelligent control in V2G/V2H systems for grid
balancing and energy autonomy [41].

However, despite its potential, the large-scale implementation of V2G and V2H presents several challenges.
Charging stations must be equipped with bidirectional inverters and upgraded grid infrastructure to handle
the reverse flow of electricity [95].
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2.8. CO2 emissions
Emission trading scheme

The European Union Emission Trading System (EU ETS), introduced in 2005, aims to reduce greenhouse
gas emissions. It relies on an approach where an equal amount of emission permits is assigned or auc-
tioned to large polluters, primarily power generation stations and industrial installations with a high installed
thermal input. By 2023, the EU ETS has helped bring down emissions from European power and industry
plants by approximately 47%, compared to 2005 levels [29].

The price of emission allowances under the EU ETS was approximately e25 per tonne of CO2 in 2020.
Since then, prices have risen significantly. Figure 2.16 shows the expected development of ETS prices until
2030. Forecasts suggest an increase to e70-e75 [54]. These rising costs aim to incentivize companies to
reduce emissions and shift toward low-carbon technologies.

Figure 2.16: The EU ETS carbon price evolution until 2030 [54]

From 2030, emission allowances are expected to decrease, and scarcity is anticipated to drive prices to
exponentially high levels. Projections indicate a potential increase to over e500 per tonne in 2044 [54].
Figure 2.17 illustrates the expected long-term evolution of the carbon price in the EU ETS. This increase
has important implications for energy markets.

Figure 2.17: The EU ETS carbon price evolution after 2030 [54]
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CO2 emissions electricity

The carbon intensity of electricity production varies greatly depending on the primary energy source. Fossil
fuels, such as coal, produce the highest emissions, with values of 820 g/kWh due to their low efficiency and
high carbon content. Natural gas, while somewhat cleaner, still emits around 490 g/kWh [92]. In contrast,
renewable energy sources such as wind, solar, and hydro generate electricity with almost negligible CO2

emissions, excluding emissions from their production processes. Figure 2.18 shows the average life-cycle
CO2 equivalent emissions per energy source.

Figure 2.18: Average life-cycle CO2 equivalent emissions [92]

In the first half of 2024, more than half of all electricity produced in the Netherlands was produced from
renewable sources, see figure 2.19, with solar and wind taking the lead [73]. Yet natural gas remained
the most significant fossil contributor, providing about 35%, as reliance on fossil fuels during periods of low
renewable generation or peak demand persisted.
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Figure 2.19: Electricity produced by energy source [73]

CO2 emissions DHN

The carbon intensity of DHNs in the Netherlands varies depending on the heat source. According to ”Du-
urzaamheidsrapportage Warmtenetten 2021” [88], networks rely on average 38% on renewable energy
sources, and 10% on waste heat. This can vary a lot per DHN, from 0% to 90% renewable, and from 0%
to 21% waste heat. Varying from 7 to 104 kg CO2/GJth, the average DHN emits 21.93 kg CO2/GJth. This
is equivalent to about 80 g/kWh of heat.
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2.9. Electricity and heat pricing
Electricity prices in the Netherlands can vary significantly, influenced by numerous factors such as fuel
prices, weather, supply-demand mismatches, and the increasing share of renewable energy sources. The
day-ahead market prices can range from negative prices when there is surplus, caused by solar or wind
generation, to hundreds of euros per megawatt-hour during periods of scarcity or peak demand. Fluctuating
electricity prices are the central factor affecting the design of smart energy systems and flexible consumption
strategies.

Figure 2.20 shows the average electricity price per hour for each month in 2024. Daily patterns are visible,
with prices typically peaking in the early morning and late afternoon. These peaks are higher in winter
months. In contrast, midday prices tend to be lower, especially in summer, due to high solar PV generation.
These trends highlight opportunities for SHTS. Shifting electricity use, such as heat pump operation, to
low-cost hours can reduce energy costs and grid congestion due to electricity feed-in.

Figure 2.20: Average electricity price per hour per month (2024)

On the other hand, prices paid by DHN customers for heat are fixed and controlled. In recent years, the
Dutch ”Niet Meer Dan Anders” (NMDA) principle dictates that DHN prices be capped at a rate comparable
to the price of single natural gas heating. However, district heating has been significantly more expensive
than a regular gas connection. In 2023, the cost of district heating was 22% more expensive, and this
difference can increase in 2024 [33]. This can be an incentive to develop an SHTS.

District heating typically involves a fixed connection fee and a variable charge based on heat consumption.
While this stability benefits end-users, the upcoming ”Wet Collectieve Warmte” (WCW) may further limit
pricing flexibility in DHN. The fixed connection fee could increase, and could have negative effects on the
costs for end-users.
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2.10. Key Components SHTS
This section outlines the technical foundation of the SHTS by comparing it to a conventional HTS configu-
ration.

Sub-question 1: What are the key differences between a conventional HTS and an SHTS?

The conventional HTS was described in section 2.6. The operation, components, and capacity sizing
requirements were discussed. Conventional systems feature a heat exchanger that separates the primary
and secondary networks, along with circulating pumps, controls, and pipes. Figure 2.21 shows a schematic
view of a conventional HTS. Their setup ensures steady system operation and security against system
imbalance, explained in more detail in section 2.6.

Figure 2.21: Reproduction of the schematic Heat Transfer Station, see figure 2.14, for clarity

The SHTS differs from the conventional configuration by integrating extra components that enable flexible
and active control strategies, see figure 2.22. Unlike the conventional HTS, which is based on centralized
heat supply, the SHTS integrates an HP, TTES, and an e-boiler into the station. Together with smart con-
trol, these components enable the system to dynamically adjust its operation in response to excess solar-
generated electricity produced by the households. The addition of components in the SHTS is expected to
require significantly more installation space than the conventional HTS. The additional space requirement
will primarily be determined by the TTES, which can range in size from several parking spaces to that of
a small house. Besides potential operational cost savings, the system reduces electricity grid feed-in and
can help relieve part of the stress of the electricity network operator. Without congestion management, the
grid may become overloaded, forcing curtailment of renewable energy sources.
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Figure 2.22: A schematic view of an SHTS

The heat pump can charge the TTES during periods of solar surplus or low electricity prices, while the
e-boiler can serve as a backup during periods of peak demand or high solar electricity generation due
to its flexibility. It also enhances operational flexibility, allowing for the separation of heat production and
consumption at the same time, a level of flexibility not possible in conventional HTSs.

The schematic views in figure 2.21 and 2.22 show that the SHTS redefines the role of the heat transfer
station at its core. Unlike the conventional HTS, which operates passively based on centralized heat supply,
the SHTS integrates components as an HP, e-boiler, and a TTES. This shift enables the system to respond
to solar surplus, low electricity prices, and predicted heat demand.

These additional components introduce flexibility. This enables the SHTS to operate as a local smart
energy hub, supporting self-consumption, reducing grid feed-in, and enhancing overall efficiency. The
smart configuration enhances both operational performance and system efficiency, which are increasingly
relevant in future energy systems driven by variable renewable energy sources.

Overall, the SHTS transforms the conventional HTS from a passive heat transfer station into an active
energy management node that interacts with local renewable energy sources.



3
Method

This chapter provides the structure of how the model is set up. The model is applied to an urban area of 300
households and compared to a conventional HTS. The objective of this study is to use a simulation model
to highlight the potential of SHTSs to support a more flexible, efficient, and sustainable energy system and
contributemeaningfully to the energy transition. To that end, the study assesses the SHTS’s ability to reduce
peak loads, enhance local energy flows, limit CO2 emissions, and mitigate grid congestion. To achieve this,
a numerical energy model was developed in Python using the Spyder programming environment.

First, in section 3.1, a closer look is given at the modes of operation of the SHTS. The chapter breaks down
the different modes of operation and how each piece of equipment, from the heat pump to the buffer tank,
is modeled.

Section 3.2 then dives into what fuels the simulations: the data. This includes profiles of energy use in
homes, weather information, and the amount of electricity solar panels generate throughout the day.

When it comes to optimization, discussed in 3.3, it consists of two parts: the day-to-day operation of the
system was controlled by carefully crafted manual rules, while a broader analysis examined different com-
binations of equipment sizes and storage capacities to determine the optimum configuration.

In section 3.4, the assessment framework is proposed. It includes a technical analysis of system perfor-
mance, an evaluation of greenhouse gas (GHG) emissions, and an economic assessment.

This chapter wraps up by verifying the model in section 3.5. This is done to ensure the reliability and
credibility of the SHTS model.

3.1. Modes of operation
This section describes the modes of operation in the SHTS. The SHTS is composed of various assets to
maximize local energy generation, storage, and utilization. The key assets that are simulated are an air-to-
water heat pump, an e-boiler, and a TTES. Each subsequent subsection addresses each asset individually,
elaborating on its working principles and citing significant equations, assumptions, and approaches used
in its simulation.

Figure 3.1, 3.2 and 3.3 provide an overview of the system’s mode of operations. The arrows in the diagrams
represent the energy flows within the SHTS. The thickness of each arrow indicate the relative amount of
the energy flow. Thicker arrows correspond to a higher energy flow, while thinner arrows indicate smaller
contributions. Figure 3.1 illustrates the energy flow during summer months, from the excess electricity is
high, and almost no grid electricity is flowing to the HP and e-boiler. During the winter months, shown
in figure 3.3, it is the opposite, since there is almost no solar-generated electricity, and thus no excess
electricity available for the SHTS. Figure 3.2 is the mode of operation for the spring and autumn months,
which is between the modes of operation for summer and winter.

27
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Figure 3.1: Mode of operation during summer months
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Figure 3.2: Mode of operation during spring and autumn months
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Low solar surplus and high heat demand (winter)
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Figure 3.3: Mode of operation during winter months

3.1.1. Heat pump
The heat pump modeled in this study is an air-to-water heat pump, designed to transfer heat from ambient
air to the water stored in the TTES. The heat pump is primarily powered by locally produced electricity from
solar panels, with supplementary energy drawn from the grid when needed. The heat pump will always
prioritize available solar surplus before calling upon the electricity grid.

Outside temperature dependent COP
The efficiency of the heat pump depends on the outside temperature and partial load. As the temperature
outside decreases, the heat pump must work harder to extract heat, thereby reducing its COP. Often, a
Seasonal COP (SCOP) is taken, but this is not accurate enough. The temperature fluctuates significantly
daily; thus, during moments when the HP is active, the COP will vary substantially.

A theoretical upper bound for the COP is defined by the Carnot efficiency, which depends on the tempera-
tures of the heat source (outside air) and heat sink, which is constant in this model:

COPCarnot =
Tsink

Tsink − Tsource
(3.1)

where:

• Tsink = temperature of the heated water in Kelvin
• Tsource = outside air temperature in Kelvin

In practice, real heat pumps operate at a lower COP than the theoretical Carnot efficiency due to thermo-
dynamic and technical losses. To model this more realistically, the actual COP can be expressed as:

COPreal = ηHP · COPCarnot (3.2)

where:

• ηHP is the Lorentz efficiency factor
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A Lorentz efficiency of 0.55 is used to calculate the performance of the HP [72]. This value represents
the ratio between the actual COP and the Carnot COP, which is the maximum possible efficiency defined
by thermodynamic limits. The Lorentz efficiency accounts for irreversible losses such as heat exchanger
losses, compressor inefficiencies, and pressure drops.

This formulation enables the model to account for seasonal and daily effects, where lower outside temper-
atures lead to a reduced COP while higher temperatures result in more efficient operation.

In figure 3.4, the COP of the heat pump is displayed as a function of outdoor temperature, based on a
Carnot efficiency model. The COP increases non-linearly as outdoor temperature rises, reflecting reduced
temperature lift required from the heat pump.

Figure 3.4: COP at different outside temperatures

COP at Partial Load (COPpl)
The Partial Load Ratio (PLR) quantifies the operating capacity of the heat pump relative to its maximum
capacity:

PLR =
Pinput, actual

Pinput, max
(3.3)

where:

• Pinput, actual is the actual electrical input [kW]
• Pinput, max is the rated maximum input

To account for cycling losses, a cycling coefficient Cc is applied. The Coefficient of Performance at partial
load is calculated as [93]:

COPpl = COPreal ·
PLR

PLR · Cc + (1− Cc)
(3.4)

where:

• COPreal = full-load COP, calculated in equation 3.2
• Cc cycling coefficient



3.1. Modes of operation 31

In figure 3.5, the COP is shown at different PLRs. When PLR = 0, the COP is zero. The heat pump must
operate at a PLR of a minimum of 0.4. Otherwise, the HP will shut off.

Figure 3.5: COP at different partial load ratios

A cycling coefficient is used to describe the decline in performance under partial loading of the heat pump.
It accounts for greater inefficiencies in response to typical on/off cycling and better approximates real-world
behavior. The cycling coefficient is assumed to be 0.9 [93].

Cycling losses
Frequent on-off cycling of the heat pump results in efficiency losses. Each cycle introduces transient peri-
ods during which the system operates below optimal conditions, thereby increasing wear on components
such as the compressor and valves. These inefficiencies are relatively high when the system short-cycles,
switching on and off rapidly, resulting in higher energy consumption and reduced component lifespan.

To account for this, startup and cool-down periods are introduced in the model. When the heat pump is
switched on, it does not immediately reach full capacity. Instead, it undergoes a 15-minute startup phase,
during which the output gradually increases. This delay accounts for the physical behavior of system com-
ponents such as the compressor and circulation systems, which require time to stabilize internal pressure
and temperature [51]. Likewise, when the system shuts down, it may continue to deliver some heat or
undergo a thermal ramp-down, which can influence the timing of subsequent heating events and residual
losses. These are a few hours and can be easily adjusted.

Heat pump operation conditions
The heat pump operates based on predefined active hours, varying monthly to account for seasonal differ-
ences in heating demand and solar availability. Typically, the heat pump is active during nighttime (00:00–
06:00), due to relatively low electricity prices, and designated active periods in the afternoon (12:00–17:00),
with monthly adjustments made accordingly. During nighttime active hours, the heat pump charges the
TTES, ensuring the day begins with a full tank. During other active hours, the heat pump can deliver direct
heat to demand, and surplus is stored in the tank. If the direct heat is not enough yet, heat from the tank
can also be supplied. The heat pump shuts off once 90% of the tank is filled, to prevent overproduction.
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The logic is as follows:

Qdirect = min(QHP,out, Qdemand) (3.5)
Qstorage = QHP,out −Qdirect, (3.6)

> 0 heat to storage (charging)
= 0 no storage activity
< 0 heat from storage (discharging)

(3.7)

where:

• QHP,out is the heat output from the heat pump in kWh per 15 min
• Qdemand is the heat demand during peak hours in kWh per 15 min

To prevent excessive wear and inefficient cycling, the heat pump is subject to a minimum running time of
2 hours. It will only activate if sufficient storage capacity is available to sustain operation for this duration.
When the HP is shut off, there is a cooldown period of 4 hours.

Heat demand forecasting
To further optimize operation, a forecasting strategy is used. Historical heat demand data from the same
weekday in the previous week is combined with weather forecasts to predict upcoming solar availability and
heating needs. The e-boiler generates the expected heat, as the HP is shut off for the day. Based on this
information, the system can decide whether the heat pump should charge the thermal storage tank during
the night or rely on expected solar power during the day. This approach enables more informed scheduling
decisions, enhancing efficiency. During the springtime, these are compared one-to-one. During autumn, a
factor of 1.1 is added to the demand forecast, since demand will probably increase compared to the week
before.

3.1.2. E-boiler
The e-boiler in this model serves as a flexible heat source, supporting regular thermal storage and capable
of peak shaving. Unlike the heat pump, the e-boiler is not limited by active hours and can operate at any
time, given that storage capacity is available or immediate heat demand must be covered.

The E-boiler can use both solar and grid electricity with the same priority as the heat pump. However, the
e-boiler is used with only solar electricity and does not use grid electricity, unless during peak shaving.

COP and Efficiency
E-boilers are highly effective in converting electrical energy to heat. Since the process is not dependent on
ambient temperature or partial load ratios, the COP is independent of these latter conditions and is constant
[65]. The COP of the electric boiler is assumed constant at 0.99 [21], which is a representation of the direct
conversion of electricity to heat.

Operational Logic
At moments when there is a surplus of solar-generated electricity and available capacity in the thermal
storage tank, the E-boiler becomes active. If the tank reaches 95% of its maximum capacity, the E-boiler is
automatically turned off to prevent overcharging. This percentage is higher than the 90% of the HP, since
the e-boiler is able to run with the same efficiency at lower capacity, whereas the HP preferably runs at full
capacity. Furthermore, the e-boiler is more flexible in varying the energy output, and it is easily turned on
or off.

The heat output of the e-boiler is defined as:

Qe-boiler, out = Pe-boiler,input · COPe-boiler ·∆t (3.8)

where ∆t = 0.25 hours (15-minute interval).
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Peak Shaving Strategy
The E-boiler plays a critical role in peak shaving by supplying heat when the output from the TTES and
the HP is insufficient to meet demand. This typically occurs during peak hours (17:00–20:00), when heat
can be supplied directly from the e-boiler. It is important to keep in mind that activating the e-boiler for heat
demand peak shaving during peak electricity hours can exacerbate net congestion. Therefore, excessive
peak shaving should be avoided.

Excess demand during these moments is defined as:

Qexcess = Qdemand −QTTES,discharged −QHP,direct −Qpeak threshold (3.9)

The actual grid usage is calculated as:

Pgrid,e-boiler = max(0, Pe-boiler,input − Psolar available) (3.10)

where:

• Pe−boiler,input = the needed power input for the e-boiler, calculated with equation 3.8

The E-boiler delivers this excess heat to ensure that the total heat supplied does not exceed the peak
heat demand threshold, which can be configured based on system constraints or grid limitations. It uses
available solar electricity preferentially, and draws from the grid when needed. However, heat peak shaving
moments are almost always at moments where solar-generated electricity is unavailable.

3.1.3. Tank thermal energy storage
The thermal buffer tank, also referred to as the TTES, plays a key role in balancing heat production and
demand within the smart HTS. It stores excess heat from both the heat pump and the e-boiler and supplies
it during periods of demand.

The thermal storage tank is modeled in terms of energy content, expressed in kWh. This allows for a
simulation of energy flows during charging and discharging in combination with the heat pump and e-boiler.

To verify whether the required storage capacity is feasible in practice, a calculation is made to estimate the
tank volume needed, and vice versa for the maximum TTES size. It is assumed that the tank is perfectly
mixed, and no stratification occurs. A more detailed calculation of a stratified TTES is provided in appendix
A.

The total water volume V (in m3) required to store a certain amount of heatQ (in kWh), given a temperature
difference ∆T and specific heat capacity of water Cw, can be estimated as:

V =
Q · 3.6 · 106

Cw ·∆T · ρ
(3.11)

Where:

• Q is the thermal energy in kWh,
• Cw = 4190 J/(kg∙K),
• ∆T = 30◦C,
• the factor 3.6 · 106 converts kWh to joules,
• water density ρ ≈ 1000 kg/m3.

This formula offers a quick way to verify whether the calculated thermal storage capacity translates to a
physically acceptable tank size in practice. Assuming a maximum tank size of 100m3, this results in a
maximum of 3500kWh, see table 3.1. The calculated TTES volume per household ranges from 0.096 to
0.334m3 depending on the total storage capacity. Minimizing the outer layer, and thus the heat losses, the
height needs to be twice the radius [20]. Dimensions of the tank can be calculated accordingly. This step
provides realistic design parameters for the tank’s physical dimensions.
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Table 3.1: TTES volume corresponding to capacity at ∆T = 30◦C (based on 300 households)

TTES capacity (kWh) TTES volume (m3) Volume per household (m3)
1000 28.7 0.096
1250 35.8 0.119
1500 43.0 0.143
1750 50.2 0.167
2000 57.3 0.191
2250 64.5 0.215
2500 71.7 0.239
2750 78.8 0.263
3000 86.0 0.287
3250 93.2 0.311
3500 100.3 0.334

Energy flows: charging and discharging
During defined discharge periods, the maximum thermal discharge capacity is limited to 240 kW, which is
equivalent to 60 kWh per 15-minute interval. This comes down to 6.3% of the maximal heat demand. This
is adjustable when it is desirable to discharge the tank at a greater speed during peak demand. These
constraints ensure controlled release of heat and efficient use of storage resources throughout the day.

Flow rate and heat capacity design
The design of the heat delivery system starts with a commonly used pipe size, DN50, with an internal
diameter of 50mm. To limit pressure losses and avoid mechanical stress, a maximum flow velocity of
1.5m/s is assumed, as recommended in practice [21].

To determine the required pipe diameter, the cross-sectional area is related to the diameter:

A =
πD2

4
⇒ (3.12)

We use the relationship between mass flow rate, fluid density, cross-sectional area, and velocity:

ṁ = ρ ·A · v ⇒ (3.13)

where:

• ρ = 1000kg/m−3 is the density of water,
• v = 1.5m/s is the assumed maximum flow velocity,
• D = 0.05m is the internal pipe diameter,
• A is the cross-sectional area in m2,
• ṁ is the mass flow rate in kg/s.

Using these assumptions, the resulting cross-sectional area is:

A =
π(0.05)2

4
≈ 0.00196 m2

ṁ = ρ ·A · v = 1000 · 0.00196 · 1.5 ≈ 2.95 kg s−1

A maximum design mass flow rate of 3kg/s is therefore adopted.

Based on this mass flow and a maximum temperature difference of 30 ◦C, the maximum thermal power that
can be transferred is calculated using:

P = ṁ · cp ·∆T (3.14)
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where:

• P is the thermal power in W ,
• ṁ = 3kg s−1 is the design flow rate,
• cp = 4190 J kg−1 K−1 is the specific heat capacity of water,
• ∆T = 30K is the temperature difference.

Substituting the values:
P = 3 · 4190 · 30 ≈ 377 kW (3.15)

This calculated capacity sets the design limit for both the heat pump and the e-boiler. Since this is the
thermal output, the electrical input must be corrected for the COP. Assuming a COP of approximately 1 for
the e-boiler, its electrical demand equals the thermal power. For the heat pump, with typical COP values
between 3.1 and 3.6, the electrical input would range between 105kW and 115kW , depending on outside
conditions.

For the simulations, slightly higher maximum design capacities were selected. A maximum capacity of
120kW was chosen for the heat pump, and 400kW for the e-boiler.
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3.2. Input Variables
The simulation draws on five datasets: solar radiation, ambient temperature, heat demand, electricity de-
mand, and electricity prices. All data were provided initially as hourly time series. To improve temporal
resolution, the time series for solar radiation, temperature, and both demand profiles were linearly inter-
polated to 15-minute intervals. Linear interpolation was chosen for its simplicity, computational efficiency,
and ability to capture gradual transitions typical of these variables, especially when modeling aggregated
behavior across hundreds of households. For electricity prices, however, step-wise interpolation was ap-
plied, assuming the price remains constant within each hour and updates only at the start of the next. After
interpolation, each dataset was normalized and scaled to reflect the combined activity of 300 households,
representing a heat transfer station scale.

Yearly heat and electricity demand
The yearly heat demand is assumed to be 12,000 kWh per house for space heating and the use of domestic
hot water [21]. This is then scaled to the overall demand of the total HTS. The heat demand is made up
of domestic hot water and space heating loads. It has a seasonal profile with high winter-month demands
and much smaller summer values, where hot tap water is almost the only heat demand.

Annual electricity consumption per household is assumed to be 3,000 kWh, based on national averages
[21]. This includes lighting, appliances, and other electrical home equipment. The total sum demand is
used to simulate the aggregate electricity consumption of the system.

Solar panels
The solar radiation levels are used in the calculation of solar panel electricity generation. A constant panel
efficiency of 24% [21], and an average area of solar panels per house is assumed. This allows calculation
of electricity generation, with a peak at noon and a decline to zero at nighttime. While actual efficiency
may vary with temperature and angle of incidence, a constant efficiency represents the typical efficiency of
modern panels.

The net positive electricity generation profile is calculated by subtracting household electricity demand from
the generation. The pattern of electricity demand is a profile of a residential area, obtained by DWTM, with
higher consumption during the early morning and evening, and lower consumption during the night.

Table 3.2: Model Input Data

Data Type Unit Original Resolution Interpolation Method New Resolution
Heat demand kW Hourly Linear 15-minute
Electricity demand kW Hourly Linear 15-minute
Solar radiation W/m2 Hourly Linear 15-minute
Ambient temperature ◦C Hourly Linear 15-minute
Electricity prices €/kWh Hourly Step-wise (forward fill) 15-minute

Heat Exchanger Efficiency
In the system, the heat exchangers play a key role in transferring heat between the assets and the DHN.
An efficiency of 0.90 has been assumed [49]. There are three heat exchangers in the system. The heat
pump, e-boiler, and TTES all have a connection with the DHN with a heat exchanger. The e-boiler and
HP have a heat exchanger with the DHN, because they can deliver direct heat to the DHN and bypass the
TTES, elaborated in section 3.1.1 and 3.1.2.

Table 3.3 summarizes the input values used in the model.
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Table 3.3: Overview of Key Model Assumptions

Parameter Value Unit
Number of households in the SHTS 300 Houses
Yearly heat demand per household 12000 kWh
Peak heat demand at SHTS level 947 kW
Yearly electricity demand per household 3000 kWh
Peak electricity demand at SHTS level 203 kW
Solar panel efficiency 24 %
Lorentz efficiency 0.55 –
COP of the e-boiler 0.99 –
Cycling coefficient (partial load) 0.9 –
Temperature delta in TTES 30 ◦C
Tank mass inflow/outflow 3 kg/s
Heat exchanger efficiency 0.90 –
Maximum capacity HP 120 kW
Maximum capacity e-boiler 400 kW
Maximum capacity TTES 3500 kWh
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3.3. Asset Optimization
Optimization of the SHTS is essential to ensure efficient operation in a residential setting. Two main as-
pects are subject to optimization: the control strategy and the dimensioning of assets. As the SHTS is
embedded in a neighborhood, it is essential that both control decisions and component sizes align with
local energy demand and supply conditions, and that these are handled efficiently. The control strategy
is suboptimal, as it relies on a rule-based approach rather than a formal optimization process. Using heat
demand forecasts, prioritizing solar power, and enforcing minimum running times, which offers a practical
yet suboptimal approach to system control.

Asset optimization
Asset sizing was conducted from iterative simulations. The following were set to obtain efficient system
performance:

• TTES capacity
The storage tank was sized to mitigate most day-night cycles of demand-supply imbalances and
remain within acceptable dimensions. This is achieved by setting a capacity in kWh for the tank and
subsequently translating it into real dimensions.

• HP capacity
The power of the heat pump should be chosen such that it can deliver sufficient heat when needed
while also ensuring that it operates at full capacity as often as possible, since it achieves its highest
efficiency at full load.

• E-boiler capacity
The maximum capacity of the e-boiler is selected to ensure it can use most of the solar-generated
electricity, minimizing the amount of feed-in electricity.

• PV area
The system’s performance is closely tied to the surface area of the solar panels, requiring tight coor-
dination with the other assets. At the same time, the number of solar panels per household can not
be chosen, since it is the choice of the inhabitants. Varying this amount shows the effect and could
serve as advice to households.

Table 3.4 shows the definitions for the solar panel area (m2), TTES (kWh), HP size (kW ), and e-boiler size
(kW ). These ranges result in a total of 2.156 unique combinations tested in the simulation model. These
combinations are simulated with the same number of houses, heat demand and electricity profile.

Table 3.4: Parameter Ranges for Asset Optimization

Parameter Unit Range Step Size
TTES capacity kWh 1000–3500 250
Heat pump capacity kW 60–120 10
E-boiler capacity kW 100–400 50
Solar panel area per house m2 11–17 2



3.4. Assessment Framework 39

3.4. Assessment Framework
This section evaluates the technical, spatial, greenhouse gas (GHG), and economic performance of the
smart HTS, considering how each of the critical elements supports the overall heat supply and grid interac-
tion of the system.

3.4.1. Technical metrics
COP system
The COP of the system represents the overall system efficiency and is defined as the ratio of the total useful
thermal energy output to the total electrical energy input from the grid:

COPsystem =
Quseful

Einput,grid + Einput,solar
(3.16)

where:

• Quseful is the total useful thermal energy delivered by the system over the year in kWh,
• Einput,grid is the total electricity consumed from the grid, in kWh.
• Einput,solar is the total solar-generated electricity consumed, in kWh.

This metric quantifies the energy efficiency of the system in converting electrical energy into useful heat.

Grid feed-in
Grid feed-in quantifies the fraction of generated solar electricity that is not utilized within the system and is
instead exported to the grid, potentially contributing to feed-in net congestion:

Feed-in(%) = Efeed-in

Etotal,solar
(3.17)

where:

• Efeed-in is the total solar energy that is generated but not consumed locally (fed into the grid), in kWh,
• Etotal,solar is the total solar electricity generated over the year, in kWh.

This provides an indication of how efficiently the system is able to self-consume its own renewable energy.

Tank contribution
The contribution of the tank to the overall system heat supply is calculated. The total number of full load
cycles is used as a performance indicator. The number of tank cycles over the year is defined as:

Ncycles =
Qextracted

QTTES
(3.18)

where:

• Qextracted is the total heat extracted from the TTES throughout the year in kWh,
• QTTES is the energy capacity of the tank in kWh.

This gives an intuitive measure of how actively the tank is utilized within the system, independent of its
instantaneous storage efficiency.

Heat supply coverage
This metric indicates the part of the total annual heat demand that is met by the total system. It is calculated
as:

Coverage(%) =
Qsystem

Qtotal,demand
(3.19)
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where:

• Qsystem is the sum of all heat delivered from the SHTS to meet demand over the year in kWh,
• Qtotal,demand is the total annual heat demand in kWh.

A high coverage rate suggests that the system can substantially reduce heat supply from external heat
sources.

DHN load
The DHN grid relief metric measures the extent to which the energy system alleviates stress on the DHN.
It is expressed as the percentage reduction in heat drawn from the grid compared to a conventional HTS.
The focus is on identifying the reduction during peak moments:

Grid Relief(%) = Conventional HTS peak load− SHTS peak load
Conventional HTS peak load

(3.20)

where:

• Common HTS peak load is the highest heat delivery in the reference scenario in kW ,
• SHTS peak load is the highest heat delivery in the simulated SHTS in kW .

This metric helps assess the system’s potential for relieving DHN during peak moments.

Heat pump Full Load Hours (FLH)
The annual FLH of the HP indicates how intensively the HP is used throughout the year. This is calculated
by dividing the total thermal energy delivered by the HP by its nominal thermal capacity:

FLHHP =
QHP

PHP
(3.21)

where:

• QHP is the total annual heat output provided by the HP in kWh,
• PHP is capacity of the HP kW .

This metric gives insight into the annual utilization of the HP. A very low number of full load hours may
indicate underutilization, or an HP with too much power. While excessively high values could indicate a too
small HP, and can lead to accelerated wear.

3.4.2. Greenhouse Gas Emissions
This section calculates the GHG savings of the SHTS by approximating the avoided CO2 emissions thanks
to reduced reliance on electricity and heat from the grid.

Avoided emissions
To calculate the avoided CO2 emissions, two key components are considered:

• ∆QDHN, saved Reduction in heat demand from the district heating network
• ∆EHP/E-boiler, used Additional electricity consumed by the heat pump, supplied by the grid

Each component is multiplied by its respective emission factor:

• ϵel,grid for grid electricity in kg CO2/kWh

• ϵheat,DHN for heat from the district heating network in kg CO2/kWh

The emission factors of grid electricity and heat from DHN are assumed to be 0.328 kg CO2/kWh and
0.079 kg CO2/kWh, respectively [9] [21]. The extra electricity used by the heat pump is assigned the same
emission factor as the grid and is subtracted from the total savings. The resulting net avoided emissions
are calculated as:

Added Emissionselectricity,kg = ∆EHP/E-boiler, used · ϵel,grid (3.22)

Avoided EmissionsDHN,kg = ∆QDHN, saved · ϵheat,DHN (3.23)
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The total avoided emissions are the sum of the two:

Avoided Emissionstotal = Avoided EmissionsDHN,kg − Added Emissionselectricity,kg (3.24)

This formulation ensures that both environmental savings and additional emissions from system operation
are properly accounted for in the analysis.

CO2 cost evaluation
In order to translate these benefits into the economy, avoided carbon emissions are assigned a dollar value.
Valuation provides feedback on the economic effect of avoided greenhouse gas emissions and allows this
to taken into account in the economic analysis.

The cost benefit from avoided emissions is calculated using:

CO2 Valuetotal = Avoided Emissionstotal · CO2 Priceper ton (3.25)

where:

• Avoided Emissions: The estimated yearly reduction in carbon emissions due to lower reliance on grid
electricity heating, expressed in tonnes/year.

• CO2 Price: The market or policy-driven price per ton (€/ton CO2)

The CO2 price per ton is assumed as 87,90 euros, according to [58].

3.4.3. Economic Evaluation
This section describes the methodology used to assess the economic performance of the smart heat re-
ception system. The input parameters for financial analysis, such as Capital Expenditures (CapEx), annual
savings, and Operational Expenditures (OpEx), were directly obtained from DWTM. DWTM provided refer-
ence data from completed projects, market data, and technical specifications.

Electricity price integration
Electricity price data exclude VAT, energy tax (which varies depending on total annual energy consumption),
and a small supplier’s purchasing fee. Since the simulation operates on a 15-minute resolution, the hourly
price data was step-wise interpolated to match the simulation result resolution. Electricity consumed directly
from the solar panels is excluded from energy taxes [10], and the supplier’s fee is accordingly factored into
the electricity cost calculations. The energy tax, based on total annual energy consumption, is added to
the electricity consumed from the grid.

Cost calculation approach
The following equation was used to determine the cost of electricity consumed from the grid at each time
step:

Cost (€) = P ·∆t · p (3.26)

where:

• P is electricity use in kW (from grid or solar)
• ∆t is the duration of each timestep (0.25 hour)
• p is the electricity price in €/kWh, where the solar-generated electricity price is excluded from energy
tax.

Payback time
The payback time is the time in years necessary for the initial investment to be returned from savings over
a year, displayed in equation 3.27. This involves savings from lower electricity costs resulting from the
self-consumption of solar-generated electricity, as well as saved heating costs due to the use of TTES.

Payback Time =
Total initial investment
Annual cost savings

(3.27)
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Net Present Value (NPV)
The NPV is calculated using equation 3.28, the current value of future cost savings that would be incurred
as a result of investment in the SHTS. It also reflects the time value of money by discounting future cash
flows. An NPV greater than zero indicates that the investment is expected to generate positive returns over
its 15-year lifetime, as assumed in this thesis.

NPV =

n∑
t=0

CF

(1 + r)t
(3.28)

where:

• CF : Cashflow (revenues - expenses)
• r: Discount rate
• t: System lifetime in years

A higher discount rate puts less value on future savings, and this will have a considerable effect on the
NPV outcome. Revenues in the analysis include electricity use reductions and avoided heating costs. The
expenses are the OpEx to keep the SHTS running. While a comprehensive financial analysis would typically
account for subsidies and tax effects such as depreciation-related tax shields, these are excluded to keep
focus on net operational benefits. Moreover, no explicit subsidies for SHTS systems are currently known.

Levelized Cost Of Heat (LCOH)
The LCOH is the cost per unit of useful heat produced over the system’s life, calculated with equation 3.29,
in kWh. It makes a comparison possible among different heat production technologies since it includes
both CapEx and OpEx.

LCOH =

∑n
t=1

CapExt+OpExt

(1+r)t∑n
t=1

Energy
(1+r)t

(3.29)

where:

• CapEx: Capital expenditures
• OpEx: Operational expenditures
• Energy: Generated energy by the SHTS
• r: Discount rate
• t: System lifetime in years

A lower LCOH indicates a less expensive heating solution. In this research, the LCOH is used to com-
pare the economic performance of the smart heat reception system in providing heat with other traditional
solutions.

Internal Rate of Return (IRR)
The IRR is the discount rate at which the NPV of all future cash flows equals zero. It is important to note
that the IRR must be compared to the discount rate to assess profitability. Specifically,

• when IRR > discount rate, the NPV is positive,
• when IRR = discount rate, the NPV is zero,
• when IRR < discount rate, the NPV is negative.

Therefore, an IRR above 0% does not necessarily imply a profitable investment, as it must exceed the
chosen discount rate.

IRR is calculated by solving the equation below for r:

0 =

n∑
t=0

CFt

(1 + r)t
(3.30)
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where:

• CFt: Net cashflow in year t (revenues minus costs)
• r: Internal Rate of Return (to be determined)
• t: System lifetime in years

A higher IRR suggests that an investment is financially more appealing. In this research, the IRR is used
to assess whether the SHTS can be considered financially viable. This is not only relevant for internal
evaluation, but also because a sufficiently high IRR is often essential to secure external funding, such as
from a bank.

3.5. Model Verification
To ensure the reliability and credibility of the SHTS model, a verification step was conducted. This process
aimed to confirm that the model operates realistically under the defined conditions.

The verification focuses on key system outputs:

• HP SCOP: The simulated seasonal COP is compared to specifications for similar collective air-to-
water heat pumps, from data from DWTM.

• HPCOP (-10 ◦C:) The simulatedCOP is compared to theCOP for comparable HP at -10 ◦C, according
to DWTM data.

• HP FLH: The amount of FLH of the simulated HP is compared to the FLH from the SDE++ 2025
(Stimulering Duurzame Energieproductie en Klimaattransitie [65]).

• PV generation: The annual electricity generation of the installed PV panels is compared with esti-
mates from PVGIS for the same location and surface area.

• TTES cycles: The number of full thermal cycles of the TTES per year is compared to values of other
daily TES systems. The World Business Council [91] states that most current daily TES systems are
designed for at least one cycle per day.

Each comparison is quantified using the relative deviation percentage. This is done for three different output
configurations of the model.

Table 3.5: Validation of model outputs against reference data

Metric Simulated Value Reference Value Relative Deviation
SCOP (HP) 2.92 2.80 [21] 4.3%
COP (HP at -10 ◦C) 2.36 2.30 [21] 2.6%
Full load hours HP (hour/year) 2548 3500 [65] -27.2%
Annual PV yield [kWh/m2/year] 249.7 246.3 [44] 1.4%
TTES cycle (cycles/year) 289 365 [91] -20.8%

While the verification indicates that the model shows generally plausible behavior, there are notable devia-
tions in the FLH of the heat pump and the number of TTES full load cycles.

The relatively large deviations in FLH and TTES cycles occur because the reference values are not based
on a comparable smart system, but rather serve as indicative benchmarks. Since this system is new, no
comparable system exists. The reference values are therefore used to demonstrate that the results are
within the correct order of magnitude.

The SDE++ 2025 subsidy scheme plays an important role in evaluating cost-effectiveness and financial
feasibility [65]. For heat pump systems, the SDE++ assumes a maximum of 3,500 full-load hours per year
when calculating subsidy levels. This standard value enables comparison, despite actual performance
variations that may depend on the system intelligence, weather, and demand patterns. The deviations in
FLH in this study are therefore not problematic.



4
Results

This chapter presents the results of the study. It begins with a sensitivity analysis aimed at investigating
the impact of key parameters on the model’s performance. After these general checks, each subsection is
dedicated to one of the sub-questions formulated in section 1.5.

To answer sub-questions 2, 3, and 4, a base scenario is applied. This base configuration serves as the
reference point for all scenario variations and sensitivity analyses. The specific asset values of the base
scenario are shown in Table 4.1.

Table 4.1: Base configuration of the SHTS

Asset Value (Base Scenario)
PV area (m2) 13
Heat pump input capacity (kWe) 100
E-boiler capacity (kW ) 350
TTES size (kWh) 3000

Before presenting the performance outcomes of the SHTS, a sensitivity analysis is conducted to assess
the model’s sensitivity to variations in input parameters.

4.1. Sensitivity Analysis
To assess the robustness of the SHTS, a sensitivity analysis is conducted. The goal is to determine how
variations in key design parameters affect system performance.

In this analysis, one parameter is varied at a time, while all other parameters are held constant at the base
scenario shown in table 4.1.

For each scenario, the following key performance indicators (KPIs) are evaluated:

• Heat supply coverage (%)
• Grid feed-in (%)
• NPV (e)

For each parameter, discussed in more detail in section 3.4.1, the system performance is compared against
a baseline configuration. Table 4.2 presents the change in KPIs relative to the baseline for a lower and a
higher value of each asset input parameter. The different tints of orange are different sensitivity levels [50].

The sensitivity is determined by comparing the relative change in the output to the relative change in a
specific input, expressed as:

Sensitivity =
% change in output
% change in input

(4.1)

44
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Table 4.2: Sensitivity analysis for the SHTS components

Parameter ∆ (kWh) Input Heat Cov. ∆ Sens. Grid feed-in ∆ Sens. NPV ∆ Sens.

TTES -250 -8.3% -0.5% +0.059 +1.2% -0.143 -1.8% +0.220
TTES +250 +8.3% +0.5% +0.055 -0.4% -0.047 +1.8% +0.219

HP -10 -10.0% -4.4% +0.440 +0.5% -0.053 -0.7% +0.069
HP +10 +10.0% +4.0% +0.404 +1.2% +0.122 -0.5% -0.049

E-boiler -50 -14.3% -1.2% +0.084 +34.2% -2.394 +3.9% -0.274
E-boiler +50 +14.3% +0.4% +0.028 -16.1% -1.124 -7.2% -0.503

PV -2 -15.4% -1.6% +0.103 -48.9% +3.176 +3.8% -0.248
PV +2 +15.4% +1.1% +0.073 +55.0% +3.572 -5.0% -0.326

Very high (|I| ≥ 1.00) High (0.20 ≤ |I| < 1.00) Medium (0.05 ≤ |I| < 0.20) Small (|I| < 0.05)

The TTES shows relatively stable behavior in response to size variation. Increasing or decreasing the
size of the thermal buffer results in relatively small changes in the KPIs. This indicates that the system’s
performance is relatively robust to variations in TTES sizing.

The HP demonstrates a more substantial impact. Variations in its capacity lead to notable changes in heat
coverage, reflecting the role that the heat pump plays in meeting heat demand and charging the TTES. The
effect on the grid feed-in and NPV is limited. This implies that the heat pump primarily influences the heat
delivery of the system, with less influence on how solar energy is utilized or on the economic outcome.

E-boiler capacity has a markedly different profile. Changes in e-boiler sizing result in substantial shifts
in the amount of PV electricity fed into the grid. The e-boiler acts as a key asset in the system: an un-
dersized e-boiler restricts the system’s ability to use solar-generated electricity, while increasing e-boiler
capacity allows for significantly more use of this electricity, since it is relatively inefficient compared to the
HP. However, this has a financial downside, as increasing the e-boiler capacity harms the NPV.

The PV panel area is a sensitive parameter in the analysis. Small changes in the PV surface area result in
significant changes in grid feed-in behavior. This highlights the system’s strong dependence on the amount
of solar energy being produced and how much of it can be utilized or stored within the SHTS. However, the
effect on the heat coverage and NPV is not as sensitive as the grid feed-in indicator.
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4.2. Assessment Parameters
To evaluate the SHTS in a structured way, it is important to define how the performance and impact will be
measured.

Sub-question 2: What assessment parameters objectively describe the performance and impact of the
SHTS?

To objectively evaluate and quantify the impact of the smart HTS, a dedicated assessment framework has
been developed, as outlined in section 3.4. This framework introduces a comprehensive set of performance
metrics that together assess the smart HTS.

This section presents the base scenario results for each of these metrics, before asset optimization. These
results serve as a reference point for assessing how effectively the system currently performs. The base
scenario is shown in table 4.1 in section 4.1.

The defined metrics used to assess the performance of the smart HTS are:

• COPsystem: Ratio of total useful heat output to total electricity input (grid + solar-generated), reflecting
system efficiency.

• Tank cycles: Number of complete equivalent full charge-discharge cycles per year, indicating thermal
storage utilization.

• Heat supply coverage: Percentage of total annual heat demand met by the SHTS.
• HP FLH: Total thermal energy delivered by the heat pump divided by its capacity, reflecting utilization
intensity.

Table 4.3: Performance metrics of the SHTS for the base scenario

Metric Result
COPsystem (-) 1.59
Tank cycles (cycles/year) 289
Heat supply coverage (%) 30.4
HP FLH (hours/year) 2548

The base scenario, with a seasonal coefficient of performance (SCOP) of the SHTS of 1.59, reflects an
acceptable level of system efficiency when combining both grid-sourced and PV-sourced electricity. The
2,548 full-load hours indicate substantial usage of the heat pump throughout the year, while 289 tank cy-
cles demonstrate active utilization of thermal storage, with almost a full cycle every day. The heat supply
coverage of 30.4% suggests that a significant share of demand can be delivered by the SHTS, and 70%
by the district heating network, leaving room for further optimization.

The defined metrics used to assess the impact of the smart HTS are:

• Reduced primary energy use: Energy savings achieved through reduced district heating demand
and efficient use of grid electricity. This is excluding the solar-generated electricity usage.

• Heat demand relief: Relative reduction in peak heat demand compared to conventional systems.
• Grid feed-in: Fraction of solar PV production that is not self-consumed and is instead exported to
the grid.

• Avoided CO2 emissions: Emissions saved due to reduced heat import from the district heating
network, corrected for additional grid electricity used by the smart HTS.
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Table 4.4: Impact metrics of the SHTS

Metric Result
Reduced primary energy use (MWh/year) 892 *
Heat demand relief (%) 6.33
Grid feed-in (%) 14.2 **
Avoided CO2 emissions (kg/year) 19,679

* equal to the annual heat demand of 74 houses, which is almost 25% of the 300 houses.
** 85.8% of PV production is self-consumed.

On the impact side, the SHTS contributes to both energy system efficiency and climate goals. The reduction
in primary energy use (892 MWh/year) and the avoidance of CO2 emissions (19.7 tonnes/year) reflect
environmental benefits associated with the internal heat supply. These reductions include the correction of
extra electricity and CO2 consumed by the SHTS. The observed DH grid relief (6.33%) indicates that the
system’s peak reduction of heat demand is not substantial. Nevertheless, for the electricity grid, the feed-in
rate of 14.2% shows that a predominant fraction of solar-generated electricity is self-consumed (85.8%).

The results highlight that the performance of the SHTS can be captured through a set of multiple indica-
tors covering system performance and impact. This demonstrates the value of the evaluation framework
and enables a transparent assessment of technical performance and lays the base for optimization and
comparison across different configurations.
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4.3. Operational Behavior
In addition to overall performance indicators, it is essential to understand how the system operates under
changing heat demand and solar-generated electricity.

Sub-question 3: How does the SHTS operate under varying heat demand and solar energy conditions?

While the annual performance and impact indicators provide a high-level overview of the SHTS, they do
not capture how the system dynamically responds to 15-minute time-step variations in energy supply and
demand.

The results show the SHTS operation during the first two weeks of June. This is a period with significant
solar availability and varied heat demand. This time frame effectively illustrates how the system responds
and performs. The same base scenario is used as in section 4.2, shown in table 4.1.

Tank State of Charge (SoC) and Tank Cycling Behavior

Figure 4.1 shows the SoC of the TTES. The SoC reflects the dynamic balance between charging and
discharging. The fluctuations in SoC indicate how the storage tank responds to varying solar availability
and heat demand.

During periods of high solar production, the tank charges rapidly as excess solar electricity is converted to
heat by the heat pump and the e-boiler. Conversely, when heat demand is high and solar input is insufficient,
the tank discharges. This pattern of filling and emptying results in measurable tank cycles. The number of
annual full cycles, from 0% to 100%, is also used as a performance metric to evaluate how effectively the
tank is utilized throughout the year.

Figure 4.1: Thermal energy in the TTES during the first two weeks of June

Figure 4.2 illustrates the SoC of the thermal storage tank during the first two weeks of February. The
regular charging and discharging patterns show that the tank undergoes almost the same cycle each day,
consistently charging at night and discharging at the beginning of the day. The SoC is constantly below
65%, since the HP does not have enough time and power to charge the TTES higher during the night.
Although there are HP active hours in the afternoon, this heat is needed for direct heat supply instead of
charging the TTES.
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Figure 4.2: Thermal energy in the TTES during the first two weeks of February

Figure 4.3 illustrates the SoC of the thermal storage tank during the first two weeks of March. In contrast to
February, the charging and discharging behavior becomes more dynamic. A pattern of two distinct charg-
ing moments per day emerges: one during the night and another in the afternoon, when solar-generated
electricity is available. The SoC graph shows that the tank regularly reaches high states of charge and sub-
sequently discharges in response to heat demand. This demonstrates that the thermal storage is effectively
used in this period of the year when heat demand is higher than in the summer months, and solar-generated
electricity is increasing.

Figure 4.3: Thermal energy in the TTES during the first two weeks of March

Figure 4.4 shows the cumulative number of full-load discharge cycles of the thermal storage tank over the
entire year. The curve increases steadily throughout the year, with some minor seasonal variation visible
in the slope, reflecting variations in system activity across different months. The final value of 289 cycles
aligns with the result reported in table 4.3.
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The trend in figure 4.4 appears more linear than you might expect, which is due to differences in the elec-
tricity source and which component, HP or e-boiler, is producing heat. During the winter months, the HP
typically operates on grid electricity, with a COP of around 3. In the summer months, the system uses more
solar-generated electricity, primarily used by the e-boiler with a COP of 1. As a result, the variation in the
TTES is flattened by changes in electricity to heat efficiency. Seasonal variation in electricity input is more
clearly visible in Figures 4.6 and 4.7.

Figure 4.4: Cumulative number of full load cycles over the whole year, corresponding to the 289 cycles in table 4.3

Electricity source allocation:

Figures 4.5, 4.6, and 4.7 provide insight into the electricity supply of the SHTS, focusing on the contribution
of solar and grid electricity at different time scales. Figure 4.5 zooms in on two representative weeks to
analyze the detailed operational behavior of the HP and e-boiler, while figures 4.6 and 4.7 illustrate the
seasonal variation and cumulative trend in electricity input throughout the year. Together, these figures
show how the system prioritizes solar energy and uses grid electricity when necessary.

Figure 4.5 presents a breakdown of the electricity consumption by the HP and e-boiler, clearly distinguishing
between PV-generated electricity in the neighborhood and grid electricity. When solar-generated electricity
is available, it is first prioritized for the HP during its active hours. This means the HP always draws from
solar power up to its full capacity before the e-boiler receives solar-generated electricity. This prioritization
is due to the HP’s higher efficiency. In moments when solar power is insufficient, but the HP is scheduled
to operate (during nighttime or periods of low irradiance), the HP uses grid electricity. These periods are
visible as the dark blue line complementing the light blue line, adding up to the maximum power the HP is
asking for.

In this configuration, the e-boiler does not use grid electricity. However, the system is designed to sup-
port peak shaving. During peak-shaving, the e-boiler can temporarily rely on grid power to prevent high
heat demand from the DHN. This mechanism is configurable, allowing precise control over the maximum
allowable DHN load.
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Figure 4.5: Solar and grid consumption of the HP and e-boiler

Figure 4.6 shows the smoothed daily electricity input into the SHTS for one year, broken down by solar-
generated electricity and grid electricity. A clear seasonal trend is visible, with solar input increasing during
the spring and summer months (roughly from March to October).

In these months, most of the electricity is covered by solar energy. During winter months, the blue-shaded
area (grid electricity) increases, supplying the HP with electricity when there is no solar-generated electricity
available.

Figure 4.6: Smoothed daily electricity input into the SHTS, split by grid and solar

Figure 4.7 presents the cumulative electricity input into the SHTS, split by grid and solar-generated elec-
tricity. It provides an overview of how grid and solar-generated electricity contribute throughout the year.
The orange area shows the cumulative contribution from solar electricity, while the blue area represents
grid-supplied electricity. The green line indicates the total input.

A seasonal effect is visible between March and October, where solar electricity grows at a higher rate than
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grid electricity, reflecting the high availability of solar power during spring and summer. After September,
the slope of the solar contribution flattens significantly, while the grid input starts to increase more rapidly,
especially in November and December. Between April and October, the grid electricity curve remains nearly
flat, indicating low input from the grid during this period.

This illustrates that over the entire year, solar energy accounts for a substantial portion of the total electricity
input. However, grid electricity remains essential, especially in the colder months.

Figure 4.7: Cumulative electricity input into the SHTS, split by grid and solar

PV generation vs utilization

Figures 4.8 and 4.9 illustrate the system’s ability to utilize the available solar electricity. The orange line
shows the total available solar-generated electricity. This is after subtracting the electricity demand of the
households.

In Figure 4.8, we observe clear daily radiation patterns. During several midday hours, the system reaches
its operational limits, causing surplus solar electricity to be fed into the grid. The red area highlights this
portion that remains unused.

Figure 4.8: Total and feed-in solar electricity in the first two weeks of June
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Figure 4.9 shows this dynamic across the whole year. The bulk of solar generation and feed-in occurs in the
summer months, when solar potential is high, but heat demand is relatively low. Despite the prioritization
of solar-generated electricity, there are still frequent periods when not all solar energy can be utilized. The
feed-in percentage over the year is 14% of the total available solar-generated electricity.

Figure 4.9: Total and feed-in solar electricity in the whole year 2024

Heat supply coverage

Figures 4.10 and 4.12 below visualize to what extent the SHTS can meet the total heat demand over time.
Figure 4.10 shows the situation during the first two weeks of June, while figure 4.12 aggregates this across
the whole year.

In both figures, the dashed red line represents the total thermal demand. The solid red line and area
beneath show the unmet heat demand, while the yellow-filled area between the two lines represents the
heat successfully supplied by the system. This includes contributions from TTES, HP, and the e-boiler.

Figure 4.10: Heat covered during the first two weeks of June
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The direct heat supply provided by the heat pump, plotted in figure 4.11, represents the heat demand that
is directly covered during the defined hours. During these hours, not all generated heat may be needed
directly. The remaining heat output from the heat pump is therefore stored in the TTES for later use. These
direct supply moments correspond with the activity of the HP in figure 4.13.

Figure 4.11: Direct heat supply during the first two weeks of June

From the annual view, figure 4.12 shows that the SHTS performs best in the summer months, when most
of the heat demand is covered. During this period, the system performs well with the solar availability and
has a relatively low heat demand. In contrast, during the winter months, the system is less capable of
covering heat demand. This is primarily due to high demands and limited radiation. Overall, the whole
system ensures, in this configuration, that 30.4% of the annual heat demand is met by the SHTS.

Figure 4.12: Heat covered during the whole year (2024)
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Heat pump full-load hours/COP:

In this system, the COP is both temperature-dependent and partial-load adjusted, capturing realistic varia-
tions in performance. Figure 4.13 shows the COP behavior during the first two weeks of June. The distinct
peaks reflect periods when the heat pump is operating, typically with a COP between 3 and 4. These values
result from relatively high outdoor temperatures. The rest of the time indicates when the heat pump is off.
Either because the heat demand is already met, the tank is fully charged, or the system logic has disabled
the pump due to heat demand forecasting, elaborated in section 3.1.1. The latter is the case in the figure
4.13

Figure 4.13: COP of the heat pump during the first two weeks of June

Figure 4.14 displays the COP over the whole year. It clearly shows seasonal variation. In winter months,
the COP tends to be lower due to colder ambient temperatures, which increase the temperature lift and
reduce the Carnot efficiency. In summer months, the COP improves significantly as outdoor conditions are
higher. Over the whole year, there are 2548 FLH.

Figure 4.14: COP of the heat pump during the whole year (2024)
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The simulation results offer detailed insight into how the SHTS dynamically responds to fluctuating heat de-
mand and solar energy supply. Through 15-minute resolution data, the operational behavior of the system
reveals the critical role of coordinating the different assets.

The TTES plays a key role in buffering supply and demand. Figure 4.1 shows significant fluctuations in the
tank’s state of charge, confirming its function as an active balancing element. With 289 complete charge-
discharge cycles per year, the tank is effectively utilized, indicating that the SHTS frequently charges and
discharges the thermal storage to absorb excess solar generation and release heat during periods of high
heat demand.

A priority hierarchy guides the allocation of electricity sources. Solar power is first allocated to the HP. The
e-boiler acts as a secondary device, only activating when excess solar-generated electricity is available.
Most of the solar-generated electricity is used by the e-boiler, since the e-boiler can vary in power input,
and still have a constant COP. The HP has a varying COP according to the partial load, and it will only
activate when there is room for a minimum running time of 2 hours. This logic ensures that high-efficiency
components are prioritized. Nonetheless, excess solar power is occasionally exported to the grid when
storage is full or the HP and e-boiler are already running at full capacity.

Feed-in electricity remains a persistent challenge, particularly in summer months when solar generation is
high, but heat demand is low. Despite intelligent prioritization strategies, in the base scenario, 14.2% of
the available PV electricity is fed into the grid annually. This indicates a need for either increased assets
or a reduced number of solar panels. Both options have their downsides, increasing the size of assets,
resulting in fewer hours of using the full capacity, and resulting in an expensive configuration. A reduction
in solar panel capacity limits sustainable energy availability and contradicts long-term sustainability goals.

The SHTS’s ability to meet heat demand is dependent on the season. During summer, a high share of heat
demand is met by the SHTS, while in winter, the SHTS struggles due to increased demand and limited
solar-generated electricity.

The heat pump’s COP further confirms seasonal behavior. COP values are higher in summer, most of
the time ranging between 3 and 4, and lower in winter, often below 3. This is due to the temperature-
dependent nature of heat pump efficiency, as colder conditions require a higher temperature lift and reduce
performance.

In summary, the SHTS demonstrates flexible, responsive behavior under varying conditions. However, its
effectiveness is highly dependent on the alignment between solar availability and heat demand.
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4.4. Economic Benefit
This section shifts focus to the economic benefits of the smart HTS.

Sub-question 4: How can the potential economic benefits for the system operators of the SHTS be quanti-
fied?

To objectively assess the economic viability of the smart SHTS, a dedicated financial evaluation has been
defined. This framework captures the key economic performance indicators that reflect both the costs
and the long-term savings associated with the system. These indicators enable operators to evaluate
profitability, investment feasibility, and cost-effectiveness throughout the system’s 15-year lifetime.

The defined metrics used to assess the economic benefits of the SHTS are:

• CO2 cost evaluation: Economic value of avoided CO2 emissions, calculated using a CO2 price per
tonne. This translates environmental effects into monetary value.

• CapEx: Refers to the upfront investment cost of the SHTS components, including the HP, TTES,
e-boiler, circulation pumps, piping, building, and heat exchangers.

• OpEx: Includes recurring costs such as electricity costs based on dynamic market pricing, mainte-
nance, and operational overhead. It accounts for both imported grid electricity and self-consumed
solar energy. Electricity consumed directly from PV panels is excluded from energy taxation, ex-
plained section 3.4.3.

• Annual savings: Annual savings, resulting from a decreased heat demand from the DHN, corrected
for the extra electricity costs.

• Payback time: Number of years required to recover the initial investment through annual operational
savings.

• Net Present Value (NPV): The present value of future cash flows, discounted over the system’s
lifetime. A positive NPV indicates long-term profitability.

• Levelized Cost of Heat (LCOH): The average cost per unit of delivered useful heat (€/kWh), providing
a benchmark to compare with alternative heating systems.

• Internal Rate of Return (IRR): The annualized return rate at which the net present value of future
cash flows equals zero. A higher IRR reflects a more attractive investment.

Table 4.5 summarizes the key financial metrics of the SHTS.

Table 4.5: Economic performance metrics of the SHTS for the base scenario

Metric Result
CO2 cost savings (€/year) 1.730
CAPEX (€) 678.126
OPEX (€/year) 75.698
Annual savings (€/year) 96.968
Payback time (years) 7
NPV (€) 399.997
LCOH (€/kWh) 0.125
IRR (%) 11.51

These results indicate that the SHTS provides a positive financial return over time. With a payback period of
7 years and an NPV of almost €400,000, the system proves economically feasible. The LCOH (€0.125/kWh)
remains competitive with the variable cost of district heating, being €0.158/kWh in 2025 [23]. Besides
the measurable economic value, the SHTS also contributes positively to society by addressing the net
congestion challenge, proving that its impact extends beyond financial metrics alone.

To complement table 4.5, figure 4.15 illustrates how the NPV evolves as the system continues to operate.
Note that the payback time shown in table 4.5 does not account for the discount rate, and is therefore
shorter than the actual payback period. As reflected in figure 4.15, the actual payback time is just over 8
years.
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Figure 4.15: NPV of the SHTS as a function of the system lifetime

The simulation results confirm that the SHTS offers promising economic value over its operational lifetime.
Key financial indicators demonstrate that the system is economically viable from an operator’s perspective.

With an annual energy cost savings of just under €97,000, already offset by the annual operational expenses
(€75,698), the system achieves a return on investment within half of the system’s lifetime. The actual break-
even point is well within the assumed 15-year project horizon, indicating long-term profitability. The NPV
reflects substantial cumulative savings over the system’s lifetime.

In terms of upfront investment, the CAPEX for the SHTS is estimated at €678,126. Although it is a high
investment, when compared to the low LCOH of €0.125/kWh, this investment is favorable to alternative
decentralized heat systems. Additionally, the CapEx per household comes down to €2260/house, which is
comparable to the connection costs of a house to a DHN.

The calculated IRR of 11.5% underlines the investment potential of the system. The IRR is relatively high for
long-term infrastructure investments. Nevertheless, the return remains sensitive to energy price volatility,
policy changes, and unforeseen implementation costs.

Within the economic gains above, the monetized value of avoided CO2 emissions is estimated at €1,730
per year. Although modest in comparison to other savings, the emission taxes may rise exponentially,
potentially increasing significantly in the future, as elaborated in section 2.8.

Overall, the SHTS demonstrates a favorable balance between cost and benefit. These economic insights
underscore the system’s relevance not just as a technical solution, but as a financially justifiable investment
for system operators.
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4.5. Optimal Configurations
After evaluating the system’s performance and impact at the technological and economic level, the next
step is to explore how its components can be optimally configured.

Sub-question 5: What is the optimal configuration of the SHTS components to maximize performance under
a consistent and suboptimal control strategy?

This section explores the optimal configuration of the SHTS components under a fixed, suboptimal con-
trol strategy. Given the inherent trade-offs between performance parameters, no single configuration is
universally superior.

While the solar panel area (PV area) per household is explored as a variable parameter to assess its
influence on technical system performance, a fixed value of 13m2 per household is adopted as the baseline
for further evaluations. The PV area is a decision made at the household level, making it less controllable
from a system design perspective. As such, the variation in PV sizing primarily serves as a design advisory
tool, illustrating whether more PV area would have a positive or negative effect on the different indicators.

The optimal configuration depends on the balance between technical performance and economic feasibility.

• Technical: SCOP, grid feed-in and CO2 emissions
• Economic: LCOH and NPV

The percentages shown in the figures and tables indicate the relative sizing of the system components:

• TTES capacities are expressed as a percentage of the average daily heat demand before the imple-
mentation of the SHTS.

• HP and e-boiler capacities are expressed as a percentage of the maximum grid feed-in capacity, with
a conventional HTS.

These normalizations allow for a clearer comparison of asset sizes across configurations of the system.

Table 4.6: Parameter Ranges for Asset Optimization

Parameter Unit Range Step Size
TTES capacity kWh 1000–3500 250
HP capacity kW 60–120 10
E-boiler capacity kW 100–400 50
PV area per house m2 11–17 (base = 13) 2

Based on the parameter ranges and step sizes in table 4.6, a total of 2.156 unique system configurations
were simulated. Each configuration was simulated under consistent external conditions and suboptimal
control logic to ensure comparability across technical and economic metrics.

4.5.1. Technical Performance Evaluation
This section evaluates the performance of the SHTS from a technical perspective, independent of financial
effects. The focus lies on three indicators: the system’s seasonal COP (SCOP), grid feed-in from solar-
generated electricity, and the avoided CO2 emissions. Each figure presents the same set of data points for
the given performance indicator. The color variation highlights the effect of changing the size of an asset.
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SCOP

The SCOP provides insight into the overall efficiency of the SHTS across a full operational year. A clear
trend is visible in the plots: higher heat coverage generally leads to higher system efficiency. Figure 4.16
shows that increasing E-boiler capacity tends to reduce SCOP. In contrast, the figure 4.17 and 4.18 demon-
strate that a higher heat pump capacity and increased TTES improve SCOP performance.

Preferred place to be in the figures: in the upper right region, where system SCOP is high and a large share
of the heat demand is covered.

Figure 4.16: SCOP vs. heat coverage,
colored by E-boiler capacity

Figure 4.17: SCOP vs. heat coverage,
colored by HP capacity

Figure 4.18: SCOP vs. heat coverage,
colored by TTES capacity

Table 4.7: Optimal SCOP parameters

* Percentages indicate relative sizing of the components.
See section 4.5 on page 59 for more details.

Unit Value *
TTES capacity kWh 3500 (35.5%)
HP capacity kW 120 (15%)
E-boiler capacity kW 100 (12.5%)

SCOP - 2.11

Effect of PV increase m2 negative
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Grid feed-in

Figure 4.19, 4.20, and 4.21 show the relationship between grid feed-in and heat coverage under varying E-
boiler, HP, and TTES capacities. A lower e-boiler capacity results in a significantly higher feed-in percentage.
Larger TTES sizes help slightly reduce grid feed-in across all e-boiler levels. Varying the HP capacity does
not have a significant effect.

Preferred place to be in the figures: as low as possible, and toward the right side, where grid feed-in is
low while heat coverage remains high. While several configurations have comparable low grid feed-in
percentages, they vary in the amount of heat coverage.

Figure 4.19: Grid feed-in vs. heat coverage,
colored by E-boiler capacity

Figure 4.20: Grid feed-in vs. heat coverage,
colored by HP capacity

Figure 4.21: Grid feed-in vs. heat coverage,
colored by TTES capacity

Table 4.8: Optimal grid feed-in parameters

* Percentages indicate relative sizing of the components.
See section 4.5 on page 59 for more details.

Unit Value *
TTES capacity kWh 3500 (35.5%)
HP capacity kW 60–80 (7.5–10%)
E-boiler capacity kW 400 (50%)

Grid feed-in % 11

Effect of PV increase m2 negative
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CO2 Emissions

Figure 4.22, 4.23, and 4.24 display the annualCO2 emission savings as a function of heat coverage. Figure
4.22 shows that larger E-boiler capacities are associated with higher CO2 savings. Figure 4.23 shows that
increasing heat pump capacity generally leads to reduced CO2 savings. This is due to the heat pump’s
control system operating at night when solar energy is unavailable, resulting in higher grid electricity usage
and associated emissions. Increasing the TTES has a slight positive effect on the emissions saved.

Preferred place to be in the figures: in the upper middle area, where CO2 savings are relatively high while
maintaining a moderate level of heat coverage.

Figure 4.22: CO2 emission savings vs. heat coverage,
colored by E-boiler capacity

Figure 4.23: CO2 emission savings vs. heat coverage,
colored by heat pump capacity

Figure 4.24: CO2 emission savings vs. heat coverage,
colored by TTES capacity

Table 4.9: Optimal CO2 emission saving parameters

* Percentages indicate relative sizing of the components.
See section 4.5 on page 59 for more details.

Unit Value *
TTES capacity kWh 3500 (35.5%)
HP capacity kW 60 (7.5%)
E-boiler capacity kW 400 (50%)

CO2 savings ton/year 27.7

Effect of PV increase m2 positive
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4.5.2. Economic Performance Analysis
This section evaluates the performance of the SHTS from an economic perspective. The focus lies on two
indicators: the LCOH and NPV.

LCOH

Figure 4.25, 4.26, and 4.27 show the LCOH of the system. Figure 4.25 shows that increasing the heat
pump capacity is generally associated with an increase in CapEx. Figure 4.26 highlights that larger thermal
storage units contribute to lower LCOH values across varying levels of heat coverage. Figure 4.27 shows
that the mid-range of the e-boiler size is associated with the lowest LCOH.

Preferred place to be in the figures: in the lower part of the plots, where the LCOH is lowest. This corre-
sponds with moderate CAPEX and heat coverage levels.

Figure 4.25: LCOH vs. CapEx,
colored by heat pump capacity

Figure 4.26: LCOH vs. heat coverage,
colored by TTES capacity

Figure 4.27: LCOH vs. heat coverage,
colored by e-boiler capacity

Table 4.10: Optimal LCOH parameters

* Percentages indicate relative sizing of the components.
See section 4.5 on page 59 for more details.

Unit Value *
TTES capacity kWh 3500 (35.5%)
HP capacity kW 80–100 (10–12.5%)
E-boiler capacity kW 250 (31.2%)

LCOH €/kWh 0.12
Effect of PV increase m2 neutral
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NPV

Figure 4.28, 4.29, and 4.30 illustrate the NPV of the system under different configurations. Figure 4.28
demonstrates that a higher CapEx is associated with higher NPV values across a broad range of e-boiler
capacities. However, the highest NPVs are obtained with moderate e-boiler capacities. Figures 4.29 and
4.30 show that larger TTES capacities lead to higher NPV values and increased levels of heat coverage.

Preferred place to be in the figures: in the upper part of the plots, where NPV is the highest. These
correspond to moderate to high CAPEX and heat coverage levels.

Figure 4.28: NPV vs. CAPEX,
colored by e-boiler capacity

Figure 4.29: NPV vs. heat coverage,
colored by TTES capacity

Figure 4.30: NPV vs. heat coverage,
colored by HP capacity

Table 4.11: Optimal NPV parameters

* Percentages indicate relative sizing of the components.
See section 4.5 on page 59 for more details.

Unit Value *
TTES capacity kWh 3500 (35.5%)
HP capacity kW 120 (15%)
E-boiler capacity kW 250 (31.2%)
NPV € 435.000

Effect of PV increase m2 negative
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The simulation results reveal that there is no single configuration of the SHTS that performs best across all
evaluation indicators. Instead, the “optimal” design depends on the trade-offs between technical indicators
(SCOP, grid feed-in, CO2 emissions) and economic indicators (NPV and LCOH).

Technical performance
The SCOP offers a broad indicator of the whole system’s efficiency over the year. The highest SCOP value
(2.11) was achieved with a configuration combining a large TTES (3,500 kWh), a high heat pump capacity
(120 kW), and a minimal E-boiler capacity (100 kW). These results align with expectations: increased
reliance on the heat pump, with its COP of around 3, boosts the SCOP instead of the e-boiler with a COP
of nearly 1. Higher e-boiler capacities consistently led to lower SCOP values (Figure 4.12), highlighting the
lower efficiency of direct electrical heating. However, a high SCOP can lead to a higher feed-in percentage.
Since the e-boiler will use less solar-generated electricity due to its low capacity, this is not favorable.

Grid feed-in analysis reveals that the size of the e-boiler mainly drives this, see figure 4.19. Smaller E-
boiler capacities are associated with higher feed-in percentages, due to limited ability to absorb excess
solar generation. Increasing TTES capacity reduces feed-in moderately by allowing more flexible temporal
storage, while heat pump size has a limited effect on feed-in. The lowest grid feed-in configuration (11%)
included a large TTES, moderate HP size, and a large E-boiler (400 kW), suggesting a technically resilient
configuration.

CO2 emission savings follow a different optimization path. Emissions are minimized when the e-boiler is
large enough to absorb excess solar-generated electricity that would otherwise be fed into the grid, while
keeping reliance on grid electricity low. This balance was achieved with a configuration of TTES at 3,500
kWh, e-boiler at 400 kW, and HP at only 60 kW, resulting in the highest annual savings (27.7 tonnes
CO2/year). Notably, the heat pump’s contribution to CO2 savings decreases when its capacity grows,
which is due to more frequent nighttime operation on grid electricity.

Economic performance
From a financial perspective, the system performs most efficiently when asset sizing achieves a balance
between capital cost and operational savings. The lowest LCOH of €0.12/kWh was achieved with a large
TTES (3,500 kWh), a moderate heat pump capacity (80–100 kW), and an E-boiler of 250 kW. These sizes
ensure sufficient internal coverage while avoiding excessive investment costs. Notably, mid-range E-boiler
and heat pump sizes consistently yielded the most favorable LCOH outcomes. This can be linked to their
ability to operate efficiently throughout the year while avoiding the disproportionately high capital costs and
the few maximum capacity running hours associated with larger units.

The highest NPV of €435,000 was associated with a configuration with a large TTES, maximum HP size,
and a mid-range e-boiler (250 kW). While this configuration has the highest NPV, it also has one of the
highest CAPEX. Keeping in mind that this is an absolute value, it does not have the highest IRR.

Solar panel area influence
The impact of increasing solar panel area was not uniformly positive. For SCOP and grid feed-in, expanding
the solar panel area had a negative effect, as it resulted in higher feed-in when additional solar energy
exceeded system absorption limits. However, for CO2 reduction, an increase in PV area had a positive
effect, as the additional renewable input reduced reliance on grid electricity, thereby lowering emissions.
The LCOH is not significantly affected, and the overall heat production costs remain largely stable despite
variations in PV area. Although solar-generated electricity is relatively inexpensive and lowers electricity
costs per kWh, much of it is converted to heat with the e-boiler, which operates with a lower COP than the
HP. As a result, the LCOH does not decrease as much as expected. These results highlight the trade-offs
between different performance indicators.

No one-size-fits-all
Overall, the results confirm that optimal SHTS configuration is highly context-dependent. The best setup for
reducing emissions is not the same as the one that maximizes NPV or minimizes LCOH. For instance, prior-
itizing emission reductions tends to push the design toward larger E-boilers, whereas economic optimality
favors smaller or moderate E-boiler capacities. Similarly, technical efficiency (SCOP) benefits from maxi-
mizing assets, whereas financial performance requires more nuanced balancing to avoid overinvestment.
These findings underscore the importance of aligning design with stakeholder objectives.
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4.6. SHTS Design Trade-offs
Each system configuration performs differently depending on specific performance indicators. By compar-
ing optimal outcomes across the indicators, the trade-offs in SHTS design become clear.

Main research question: Under what conditions does the implementation of a smart heat transfer station
(SHTS) improve the performance of energy supply systems in neighborhoods?

Table 4.12 summarizes the optimal system configurations for each performance indicator, as derived from
the simulation results.

Table 4.12: Summary of optimal configurations per performance indicator

Metric TTES (kWh) HP (kW) E-boiler (kW) Value Effect of PV Increase

SCOP 3500 (35.5%) 120 (15%) 100 (12.5%) 2.11 Negative

Grid feed-in 3500 (35.5%) 70 (8.7%) 400 (50%) 11% Negative

CO2 saved 3500 (35.5%) 60 (7.5%) 400 (50%) 27.7 ton/year Positive

LCOH 3500 (35.5%) 80 (10%) 250 (31.2%) €0.12 /kWh Neutral

NPV 3500 (35.5%) 120 (15%) 250 (31.2%) €435,000 Negative

High capacity Medium capacity Low capacity Positive effect Negative effect

In all cases, a large TTES appears favorable. This highlights the importance of buffering in SHTS design.
The size of the heat pump and E-boiler varies depending on the indicator. A large HP favors SCOP and
NPV, while a large e-boiler is more effective for reducing grid feed-in and CO2 emissions.

Figure 4.31, 4.32, 4.33, 4.34, and 4.35 show a comparison of the optimal configurations per performance
indicator, plotted against heat coverage, for each configuration. The color and shape of each data point
indicate which metric the configuration was optimized for, enabling visual cross-comparison across trade-
offs.

Figure 4.31: Optimal configurations per performance indicator,
plotted by system SCOP and heat coverage

Figure 4.32: Optimal configurations per performance indicator,
plotted by grid feed-in and heat coverage
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Figure 4.33: Optimal configurations per performance indicator,
plotted by saved CO2 and heat coverage

Figure 4.34: Optimal configurations per performance indicator,
plotted by LCOH and heat coverage

Figure 4.35: Optimal configurations per performance indicator plotted by NPV and heat coverage

The impact of component sizing is indicator-specific. A high HP capacity is particularly beneficial for max-
imizing the SCOP and NPV. In contrast, the configurations that minimize grid feed-in and maximize CO2

savings rely more heavily on a large e-boiler and a smaller HP. This is because the e-boiler can absorb
excess solar electricity, reducing curtailment and saving CO2, while the HP often runs on grid electricity.
Interestingly, the lowest LCOH is achieved with a medium-sized HP and E-boiler. This suggests that be-
yond a certain point, increasing component size does result in lower-priced heat production, but may also
introduce unnecessarily high CAPEX. Another key insight is the heat coverage associated with each opti-
mal configuration. Higher heat coverage (≥30%) aligns with the best NPV and SCOP results, while lower
coverage values are associated with minimized feed-in, LCOH, and CO2 emissions.

While there is no single optimal configuration across all objectives, the consistent presence of large TTES
units indicates that buffering is a non-negotiable feature of well-performing SHTS designs. The LCOH may
serve as the most robust guiding metric for system design. As a comprehensive measure, it balances tech-
nical efficiency with economic feasibility. The configuration optimized for LCOH also performs acceptably
on other indicators, without extremes in component sizing. Increasing and decreasing the e-boiler or HP
could be an option when preferring a specific trade-off. Increasing the e-boiler has the most significant
impact on the feed-in, while increasing the HP has the most significant effect on the heat coverage.
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Discussion

This discussion reflects on how the SHTS performs technically, economically, and in terms of societal rel-
evance, and what this implies for the practical relevance and applicability in urban settings. The analysis
shows that the SHTS distinguishes itself from conventional HTS by actively managing local heat and elec-
tricity flows through a heat pump, e-boiler, and thermal storage. This enables flexible and efficient operation
in response to local solar-generated electricity supply and heat demand.

An evaluation framework based on SCOP, grid feed-in, and CO2 savings effectively captures the SHTS’s
technical and environmental performance. Simulations reveal that the system performs most effectively
during periods when solar generation is sufficiently high to meet heat demand, which primarily occurs in the
summer months. This alignment enables efficient internal use of renewable electricity for heat production.

Economically, the SHTS offers strong returns, with a favorable LCOH and a competitive NPV, despite its
relatively high initial investment. The system remains sensitive to energy prices and policy changes. Op-
timization results confirm that the ideal configuration depends on strategic trade-offs: maximizing financial
return, minimizing emissions, or maximizing heat coverage. Each trade-off requires a different combination
of asset sizes.

5.1. Model Limitations
While the model offers valuable insights into the operation and potential of an SHTS, it is based on several
simplifying assumptions that may affect the accuracy of the results. The following limitations should be
considered when interpreting the results.

Control logic and technical assumptions
First, no optimization algorithm was applied to the control strategy of the SHTS. Instead, the system relied
on rule-based logic. For example, prioritizing PV electricity, enforcing a minimum runtime for the heat pump,
and enabling nighttime pre-charging based on heat demand forecasting. While sufficient for exploring
relative performance between configurations, this approach is inherently suboptimal and underestimates
the system’s potential. Applying optimization techniques could optimize HP’s operational hours, TTES
charging and discharging, and e-boiler activity.

Secondly, technical assumptions, such as constant PV efficiency (24%), fixed tax rules, and linear interpo-
lation of weather and demand data, were necessary to maintain traceability. While this enabled efficient
simulation and comparison across configurations, it may not accurately capture yearly performance vari-
ations, prices, or policy dynamics. For example, PV efficiency drops under high temperatures or partial
shading. This leads to lower annual yields than modeled, since the majority of the solar-generated electric-
ity is produced when temperatures are higher.

Demand profiles and economic assumptions
The model input depends on a generic, scaled heat and electricity demand profile representative of a typ-
ical neighborhood. While this approach captures the overall magnitude and structure of demand for 300
households, it does not reflect household-level diversity in behavior, comfort preferences, or responsive-
ness to dynamic pricing. For example, if 10–20% of households have higher evening heat demand, this
could require larger storage or extra backup capacities. As a result, the system design and costs may shift
significantly.
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While SHTSs support decarbonization by reducing the heat demand from district heating and increasing
self-consumption of renewable electricity, the model assumes constant CO2 emission factors for both grid
electricity and district heat per kWh. As the electricity grid continues to decarbonize, the benefits of the
SHTS may increase over time, since it will rely on increasingly cleaner electricity to produce heat. This
means that the results are likely a lower bound of the potential emission reductions. As the electricity grid
decarbonizes further, the actual CO2 reduction of the SHTS will likely be greater.

Finally, the economic analysis in this study is based on 2024–2025 market estimates provided by De
WarmteTransitieMakers. While these values reflect current pricing for capital and operational expenditures,
they may not capture future developments in the rapidly evolving energy sector. In particular, electricity
prices were modeled using historical 2024 market data, assuming fixed hourly profiles. However, electricity
markets are inherently volatile, and future price predictions, driven by increasing electrification, renewable
integration, or policy interventions, could substantially affect the cost-effectiveness of SHTS. Similarly, cur-
rent feed-in rules and net metering incentives are expected to be phased out. As electricity prices are
expected to become more volatile, particularly due to the growing share of solar and wind energy, the
SHTS may become even more effective. Since the system is capable of responding quickly, it can be acti-
vated during periods of very low electricity prices, allowing it to optimize heat production even when there is
no self-generation, but cheap grid electricity is available. This operational flexibility enhances its potential
to reduce costs, thereby increasing the financial attractiveness of the SHTS.

5.2. System Design Considerations and Sensitivity
Seasonal storage vs. daily storage
Replacing daily thermal storage, which is used in the SHTS, with seasonal thermal storage could address
the mismatch between high summer production and high winter heat demand. In the base case, 14% of
solar-generated electricity is fed back into the grid, see section 4.2. If seasonal heat storage were available,
this 14% could be converted into heat and be stored for later use. Additionally, both the HP and e-boiler
could operate more frequently during hours with low electricity prices. As a result, a significantly larger
share of the total yearly heat demand could be supplied by the SHTS, resulting in higher heat coverage
and potentially lower costs.

However, the required storage capacity increases drastically, making above-ground storage infeasible in
urban settings. Subsurface solutions, like ATES or BTES systems, may offer a viable alternative. However,
their applicability depends heavily on local soil and groundwater conditions. Aligning the available space
in the built environment with the specific ground conditions needed will be a major challenge. Moreover,
seasonal storage systems respond more slowly than daily buffers, making them unsuitable for real-time
flexibility or rapid adjustments to fluctuations in solar generation or heat demand, and will therefore be
unable to match the smart and dynamic behavior of the SHTS.

A combined daily–seasonal storage setup could theoretically support the SHTS by combining short-term
flexibility with long-term storage capacity. However, it would introduce additional complexity and investment
costs. Moreover, in practice, the spatial and technical requirements of seasonal storagemake such a hybrid
solution largely unfeasible in most built environments.

Heat pump control logic
The operational logic of the HP has a significant influence on the overall system performance of the SHTS.
In the current model, HP behavior is pre-defined by a set of rule-based controls, including minimum runtime
and cool-down periods. These assumptions directly affect the timing and frequency of heat production.

Shortening such constraints by reducing the minimum runtime from two hours to one, or shortening the cool-
down duration, allows the system to respond more flexibly to intermittent solar generation. However, this
may also lead to more frequent cycling of the HP, potentially reducing its efficiency and lifespan. Extending
the minimum running time reduces the amount of HP running hours, since it will only turn on when it can
stay on for the minimum running time.

Not predefining HP operation would increase adaptability and lead to higher heat production, and improve
the performance of the SHTS. However, such behavior does not align well with the characteristics of an
HP, which is not designed for frequent start-stop cycles or highly variable loads.
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District heating integration
In the base scenario, the SHTS is capable of supplying approximately 30% of the total annual heat demand,
see section 4.2. This share is relatively higher during summer, particularly in periods with low heat demand.
As shown in figure 4.10, the system covers most of the heat demand during summer. In contrast, the
contribution of the system in the winter months is limited, as shown in figure 4.12. However, from a system-
wide perspective, this can be problematic as this high percentage may conflict with the operation of a DHN.
DHNs rely on maintaining a base level of flow and temperature to ensure stability and efficiency. If SHTS
replaces most of the DHN-supplied heat during several months of the year, this could negatively affect the
network’s efficiency.

A potential strategy is to enforce a base load connection to the DHN, even when the SHTS could supply
all heat demand. This would help maintain stable operating conditions in the network. To evaluate this,
a scenario was tested in which the DHN was continuously delivering a minimum amount of heat. This
minimum amount of heat often exceeded the heat demand during summer, allowing the TTES to be charged
with this base load. Results showed that this reduced the system’s overall efficiency and limited the use
of solar-generated electricity. Despite these drawbacks, such a constraint may be necessary in practice to
support broader system integration.

Additionally, a possible approach to improve summer integration is to completely disconnect the DHN during
the summermonths, allowing it to cool down. In this case, the neighborhood would rely entirely on the SHTS
for heat supply during this period. One clear advantage of this approach is the reduction of distribution-
related heat losses, which are relatively high in low-demand conditions. However, this approach comes
with implications. First, yearly temperature fluctuations in the DHN infrastructure, due to the full cooldown
and reheating, may lead to material stress or operational issues. Second, if the SHTS has a failure, there
is no immediate backup available. To cover this risk, each SHTS would probably need to be equipped
with an additional backup gas boiler, increasing the investment costs. An additional challenge lies in the
decision-making process itself, particularly in determining when it is safe for the DHN operator to allow the
entire network to cool down. This is likely to remain a highly complex and situation-specific question that
requires careful consideration in each specific context.

Impact of weather and demand profiles
To assess the robustness of the SHTS, the model was tested using alternative input profiles for heat de-
mand, solar radiation, and electricity prices. This represents variations in household behavior, weather
conditions, and economic factors. Results indicate that while the overall system behavior remains consis-
tent, the amount of heat that can be produced and delivered fluctuates depending on the solar radiation
and the alignment between heat demand and solar-generated electricity availability. This assessment is
based on an aggregated demand profile at the level of an SHTS and does not represent simulations with
unique demand profiles per household.

Variations in the input profiles resulted in periods of solar-generated electricity that could not be fully uti-
lized or stored, while under low-generation or high-demand conditions, the system increasingly depended
on DHN supply, and vice versa. Changes in electricity prices influenced system behavior; higher prices
during low-solar periods made grid-based heat production less attractive, while low or negative prices oc-
casionally had a positive effect, even when solar generation was limited. This affects the business case of
the SHTS. These findings suggest that the effectiveness is sensitive to the input variables and underscore
the importance of using representative and up-to-date data when running the model.

5.3. Strategic, Social, and Policy Implications
Uncertainty forecasting and supply
The efficiency of the SHTS relies on the ability to anticipate future heat demand and solar-generated elec-
tricity. In the current model, control strategies are based on forecasting assumptions, such as daily solar
predictions and weekly demand patterns. However, in practice, both sustainable electricity generation and
heat demand are subject to uncertainty. Factors such as changing weather patterns and user behavior can
introduce substantial deviations from expected values.

When forecasting is inaccurate or unavailable, the system’s ability to charge the TTES at night or shift
production to a later moment can be disturbed. This may lead to inefficient operation or missed opportunities
for self-consumption.
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In addition to uncertainty in generation and heat demand, future electricity demand patterns are shifting
due to electrification and increased adoption of EVs. Large-scale EV charging introduces peak loads and
affects daily load profiles, which may interfere with the availability of electricity for the SHTS. A BESS could
absorb excess solar power during the day and release it for heat production or EV charging. However,
implementing a BESS involves high CAPEX and space requirements. In practice, the performance of the
SHTS may differ from the modeled results due to forecasting uncertainties and shifting electricity demand.
Still, the flexibility of the SHTS enables it to adapt to changing conditions, helping the system perform
reliably in real-world conditions.

Financing and public priorities
Financing and prioritization of SHTSs depend heavily on public relevance. Public investments in sustain-
able infrastructure often compete with other high-priority needs, such as affordable housing, healthcare, or
education. Showing that an SHTS can contribute to long-term cost reductions, emission reductions, and
efficient integration of renewables is, therefore, essential to gain public and political support.

Moreover, questions may arise about who bears the cost of implementation. Will this be just the grid opera-
tor, or is there a contribution from municipalities, homeowners, or housing associations? Creative financing
structures could help lower the entry barrier for adoption and share the costs between stakeholders. Since
the SHTS may appear complex to those unfamiliar with the subject, transparency regarding its functioning
and cost-effectiveness will be crucial for aligning public opinion and ensuring social acceptance.

Practical Relevance
Beyond its analytical value, the SHTS model offers practical opportunities for supporting local energy plan-
ning. By incorporating neighborhood-specific heat demand profiles as input, the model can be used to
explore which configurations are most suitable for different neighborhoods. For instance, areas with de-
mand profiles with relatively high peaks or low solar potential may benefit more from higher storage capacity
or larger HPs or e-boilers, whereas other locations may optimize self-consumption with a different configu-
ration.

This enables grid operators, municipalities, or housing associations to use the model as a planning tool to
guide local energy strategies. It can provide advice on how an SHTS could support sustainability goals
and translate abstract energy ambitions into realistic design choices that reflect what is feasible in a given
neighborhood.

5.4. Real-Life Implementation Challenges
While simulation results demonstrate strong technical and economic potential, implementing the SHTS
concept in real-life urban settings presents a range of complex spatial and financial challenges.

Spatial integration and urban constraints
A major challenge lies in integrating the system physically into existing urban neighborhoods. These ar-
eas often lack sufficient space to accommodate a TTES, particularly when required storage volumes reach
approximately 3.500 kWh. Under the assumption of perfect mixing, this corresponds to a tank volume of
about 100 m3. This corresponds to a cylindrical tank of approximately 5 m in both diameter and height.
However, to assess realistic sizing requirements, a stratified tank model was developed, as elaborated
in Appendix A. The stratified tank model shows that the perfect mixing assumption overestimates usable
storage. Therefore, tank volumes must be increased to ensure reliable performance under real-world con-
ditions.

Successful deployment also hinges on how visibly and practically the SHTS can be integrated into the
neighborhood. This includes visible elements such as the TTES, local infrastructuremodifications, or assets
like the HP and e-boiler. It also requires ensuring safe access for maintenance, compliance with noise
regulations, and minimizing negative aesthetic effects in residential areas.

This visibility creates both an opportunity and a challenge: it can promote awareness of the energy transition,
but may also lead to resistance if residents feel insufficiently involved. Actively engaging citizens early in
the planning process, along with clear communication, can help build trust and increase social acceptance.
The upcoming ”Wet Collectieve Warmtevoorziening” (WCW) introduces a new pricing structure aimed at
more transparency for DHN. This may result in lower heat prices because the SHTS could help avoid
grid congestion and reduce infrastructure investments. This strengthens the case for financial investments
from grid operators. Such cost reductions could help improve public acceptance of the system, even when
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the SHTS is prominently visible in the neighborhood. Ensuring that residents understand not just how the
systemworks, but how it contributes to their daily lives and sustainability goals, will be key for the successful
implementation of an SHTS.

Societal value and stakeholder benefits
Financially, the SHTS operates within the energy infrastructure, so households themselves are unlikely to
notice any direct changes in comfort or daily operation. The system operates in the background, creating
value for multiple stakeholders. The electricity grid operator benefits from reduced solar feed-in during
peak hours, which helps mitigate local congestion without the need for costly grid reinforcements. Simulta-
neously, the DHN operator gains access to a low-cost, locally produced heat source.

Beyond these benefits, the system also delivers significant societal value. By supporting local energy bal-
ancing and increasing renewable self-consumption, the SHTS contributes directly to climate and sustain-
ability goals. The societal value of congestion relief, though not reflected in economic indicators, represents
a meaningful reduction in societal costs and should be accounted for in future decision-making.

Ultimately, the real-life success of an SHTS will depend not only on its technical performance but also
on how well it can be integrated within the physical, social, economic, and organizational structures in
neighborhoods.



6
Conclusion

Local electricity grids face rising pressure from peak feed-in, due to increasing levels of solar panels and
electrification in residential areas. This thesis explored the potential of an SHTS to address this challenge by
converting surplus solar-generated electricity into usable heat. The SHTS aims to reduce grid congestion
and improve the performance of local energy supply systems at the neighborhood scale.

The main research question guiding this study was: Under what conditions does the implementation of a
Smart Heat Transfer Station (SHTS) improve the performance of energy supply systems in neighborhoods?

To address this question, a comprehensive simulation model was developed that integrates an HP, e-boiler,
TTES, and rooftop solar panels into a coordinated system. Using a simulation model, the study explored a
wide range of configurations, applied realistic control strategies, and evaluated both technical and economic
performance indicators.

The findings show that the SHTS can enhance local energy system flexibility and reduce electricity feed-
in during peak solar production hours. By transforming surplus solar-generated electricity into heat, it
reduces real-time grid feed-in and enables flexible use of electricity. In doing so, it alleviates pressure on
the electricity network and reduces the need for costly grid reinforcements.

The SHTS also contributes to reduced carbon emissions by lowering heat provision through district heat-
ing. When operated under favorable conditions, it enables the DHN operator to access low-cost, locally
produced heat. Meanwhile, households experience no reduction in comfort or service quality, as the system
operates in the background.

Part of the research was the development and application of a rule-based control strategy. The control
logic prioritized operation during moments of excess solar-generated electricity, combined with enforced
minimum runtime conditions and incorporated forecasting logic. Results showed that, under this logic,
the SHTS performed reliably and achieved consistent reductions in grid feed-in, providing heat, and thus
provided a valuable baseline for future optimization studies.

The capacity of the SHTS assets is critical to the system’s performance. In particular, the size of the
TTES strongly influenced how much heat could be captured and how flexibly the system could respond to
demand. Additionally, the e-boiler played a key role in the amount of grid feed-in, whereas the heat pump
was effective at charging the tank during hours of low electricity prices.

Economically, the system demonstrated favorable outcomes under current pricing and tax conditions. NPV
and LCOH outcomes indicated that investing in an SHTS can be viable, particularly in specific configura-
tions. In addition, while the system provides high value to electricity grid operators, they currently play no
financial role in its implementation. This creates a mismatch between where the value lies and where the
investment and risk lie. By improving collaboration through incentives or regulation, there are clear oppor-
tunities to strengthen cooperation and make the business case even more attractive for the adoption of the
SHTS.

The results of this thesis indicate that the SHTS improves the performance of neighborhood energy supply
systems most effectively under several related conditions and depends on the availability of local solar-
generated electricity. The TTES capacity should be as large as practically feasible within the built en-
vironment to buffer fluctuations between supply and demand. In addition, a medium-sized e-boiler and
HP are recommended. This corresponds to a TTES capacity of 35% of the average daily heat demand.
The HP and e-boiler are sized at 10% and 31% of the maximum grid feed-in capacity with a conventional
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HTS, respectively. When these conditions are met, the SHTS significantly reduces the amount of excess
solar-generated electricity fed back into the grid, lowers carbon emissions, and delivers heat reliably and
cost-effectively.

In summary, this thesis concludes that an SHTS is a technically viable, economically promising solution
for neighborhoods with high solar penetration. Its greatest strength lies in its ability to reduce grid feed-in
during peak hours, thereby directly contributing to congestion management, an increasingly pressing issue
in the energy landscape.

While further work is needed to refine control strategies and resolve spatial and legal barriers, this case
study provides strong evidence that smart, flexible systems like the SHTS can play a vital role in future
energy systems. By turning surplus solar generation into locally usable heat, the SHTS reduces grid con-
gestion, enhances renewable self-consumption, and supports broader energy transition goals. As the
energy transition evolves, scalable and realistic solutions will be essential, and this thesis shows that the
SHTS is one of them.



7
Recommendations

While the developed simulation framework has proven valuable in assessing the performance and feasibility
of an SHTS, several opportunities remain to extend and deepen this research. These recommendations
target both future academic exploration and practical implementation.

A key direction for future work involves integrating more advanced control strategies. The current model
relies on rule-based logic, including a basic form of forecasting to coordinate HP operation based on his-
torical demand and future solar forecasts. Although effective to a degree, this approach remains limited
and will not be optimal for dynamic market conditions, weather, and demand variability. Future studies
are encouraged to implement predictive or optimization-based control algorithms, such as Model Predic-
tive Control or learning-based control methods. These methods can better optimize the control logic and
forecasts, thereby improving overall system efficiency.

Another relevant path to consider is scaling the model to another level. While this study focused on 300
households, larger-scale deployment could introduce new opportunities and/or complexities. Besides that,
investigating the aggregated behavior of multiple SHTS units and their interaction with local infrastructure
could yield valuable insights.

Another recommendation is to improve the modeling of end-user behavior. The current setup relies on a
generalized heat demand profile. Using actual behavioral data could enhance the accuracy of demand-side
simulations. Involving users could promote acceptance and more flexible energy use.

This study centered on TTES as the primary energy buffer. While suitable for heat storage, it is not neces-
sarily the optimal option, particularly in space-constrained settings. Emerging alternatives such as phase
change materials and thermochemical storage solutions could be worth further investigation. BESS pro-
vides a nice way to store electrical energy and offer flexibility. Future research could explore hybrid config-
urations that combine the efficiency of thermal storage with electrical storage, such as a BESS.

In this study, electricity pricing was modeled dynamically over a single year, but then repeated identically for
subsequent years. In reality, however, policy instruments such as net metering, changing political priorities,
and fluctuations in CO2 pricing can have a significant impact on the financial viability of SHTS. Conducting
a series of policy analyses would therefore be valuable in assessing the robustness of the SHTS concept
across multiple future scenarios.

In addition, implementation depends not only on technical feasibility but also on overcoming legal and
spatial barriers. Legal constraints and a lack of visual and spatial integration can delay implementation.
Addressing these issues requires transparency between stakeholders. Future research could explore legal
frameworks and spatial integration options that can support the deployment of SHTSs.

Finally, future research could explore the business case for SHTSs from the perspective of DHN operators.
An impact analysis between a ’base case’ of a conventional HTS and a scenario with an SHTS could
clarify its economic effects. This includes potential savings due to avoided grid congestion and limited
infrastructure reinforcements. Such avoided costs could serve as a basis for financial compensation from
the grid operator, improving the attractiveness of SHTS for DHN operators.

In summary, while this study has laid a strong foundation for simulating and evaluating SHTSs, future
research should prioritize improving control intelligence, scaling, diversifying technology options, and ad-
dressing legal complexities. Together, these steps will be crucial in unlocking the full potential of flexible,
decentralized energy infrastructure within the evolving energy landscape.
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A
Thermal Stratified Tank Model

Within this thesis, the model assumes a perfectly mixed TTES, which reduced the complexity of the energy
balance and potentially overestimates usable energy. In reality, stratification effects cause thermal layering.
To address this, a stratified tank model was implemented to evaluate the performance and sizing of the
TTES more realistically.

The tank was modeled as a vertically stratified volume, divided into layers. Each layer maintains its own
temperature and energy balance based on the inflow and outflow of heat, shown in figure A.1. Heat inflow
from the heat pump and e-boiler are injected at the top layer. Outflows are extracted from the top layer as
well. The return flow, is inserted in the bottom layer of the tank.

Figure A.1: Multi-Node modeling of stratified thermal energy storage tank [6]

The tank is assumed to be cylindrical with a height that is twice the diameter, to minimize the outer surface
area, and thus losses to the surrounding [20].

Heat inflow and outflow are modeled based on heat supply and demand data. The incoming water tempera-
ture out of the heat pump and e-boiler are fixed at Tsource = 70◦C and the return temperature is Treturn = 40◦C.
Mass flows are calculated from energy flows using:

ṁin =
Qin

cw(Tsource − Ttop)
, ṁout =

Qdemand

cw(Ttop − Treturn)
(A.1)

Let m be the mass of a single layer and T t
i the temperature of layer i at time t. The general form of the

energy balance for the top, middle, and bottom layers are given below.
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Top Layer:

T t+1
0 = T t

0 +
∆t

mcw

[
ṁincw(Tsource − T t

0) + δ−ṁcw(T
t
0 − T t

1)

− UA1(T
t
0 − Tamb)−

A1λeff
∆z

(T t
0 − T t

1)
]

(A.2)

Intermediate Layers:

T t+1
i = T t

i +
∆t

mcw

[
δ+ṁcw(T

t
i−1 − T t

i ) + δ−ṁcw(T
t
i − T t

i+1)

− UAside(T
t
i − Tamb)−

Asideλeff
∆z

[
(T t

i−1 − T t
i )− (T t

i − T t
i+1)

] ]
(A.3)

Bottom Layer:

T t+1
N = T t

N +
∆t

mcw

[
ṁoutcw(Treturn − T t

N ) + δ+ṁcw(T
t
N−1 − T t

N )

− UA1(T
t
N − Tamb)−

A1λeff
∆z

(T t
N−1 − T t

N )
]

(A.4)

Flow Direction
The variables δ+ and δ− are binary switches indicating the direction of net mass flow:

δ− =

{
1 if ṁ < 0

0 otherwise
, δ+ =

{
1 if ṁ > 0

0 otherwise
(A.5)

The simulation uses a time step that can be specified to adjust the accuracy. Euler forward integration is
applied to update the temperature profile for each layer over time.

The results consists of temperature profiles per layer, mass, and heat flows in/out, and can be used to
assess the performance of the tank.

Heat Transfer Coefficient and Coefficient of Conduction
A constant heat transfer coefficient of 0.5 W/m2K is used to calculate thermal losses to the environment.
This is a representative of typical insulation performance for thermal storage systems [78]. Thermal conduc-
tion between layers in the stratified storage tank is governed by a conduction coefficient of 0.5847 W/mK
[78].

Results
Simulations show that, under theoretical charging and discharging conditions, a stratified tank produces
and absorbs less usable heat than a perfectly mixed tank. Figure A.2 shows the temperatures plotted
against time. The charging and discharging moments of the tank can be identified. Figure A.3 shows the
theoretical heat in and output, the corresponding mass flow, and the resulting real heat in and output. The
maximum combined input flow rate is limited to 6 kg/s, which is the result of two inflow sources, the heat
pump and the e-boiler, each contributing up to 3 kg/s.
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Figure A.2: Thermal layers in the tank model, during charging and discharging
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Figure A.3: Energy and mass flows within the tank model, during charging and discharging

The maximum flow velocity within the tank is a limiting factor in the charge and discharge performance. The
plots show that the temperature in the upper layers increases rapidly during charging, and this rise even-
tually slows down. This is due to the reduction in temperature difference between the incoming hot water
and the top layer of the tank. As ∆T decreases, the effectiveness of heat transfer decreases significantly,
limiting the amount of heat that can be delivered to the tank.

During discharging, relatively fewer limitations were observed. This is because discharging draws from the
top layer, where temperatures are highest, and returns cooler water to the bottom of the tank. The resulting
temperature difference remains large enough to enable effective heat extraction, even with the restricted
mass flow rate of 3 kg/s.

In practice, this means that designing a TTES for a dynamic thermal system requires careful consideration
of stratification effects. It will be necessary to increase the TTES size, optimize flow rates, or apply mixing
within the tank to manage temperature differences between temperature layers.
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