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Abstract

Nebulae are colorful astronomical phenomena that have a mesmerizing appearance. Researching them is dif-
ficult, since they are many light-years away. As a result of this, we can only observe them from one viewpoint:
Earth. The appearance of nebulae is almost always unique, because of the many factors that influence it. Still,
there exist a class of nebulae with a pronounced axial-symmetry in their appearance. The axial-symmetry in
these nebulae gives us an indication on how particles in the nebulae will be distributed. We can exploit this
symmetry and represent the 3D volume of such a nebulae using a 2D map that is rotated around the symme-
try axis. Previous methods converted the 2D map into a 3D volume before rendering, but we propose a novel
visualization technique whereby only the 2D map is used. A benefit of representing the nebula using a 2D
map is that it is easier to modify than a 3D volume, making it easy to model plausible looking nebulae. We
also propose new techniques for reconstructing the 2D map of existing nebulae from telescope images. Com-
bining our achievements in visualization and reconstruction makes it possible to view real axial-symmetrical
nebulae from novel viewpoints. Finally, we propose methods to reintroduce asymmetries in volumes of the
axial-symmetrical nebulae. These irregularities are also found in real axial-symmetrical nebulae and make
the visualizations appear even more realistic.
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1
Introduction

Figure 1.1: Helix Nebula [44]

Nebulae are one of nature’s most beautiful sites to behold. Their intricate shape and vibrant colors make
them very unique. While most of the known universe is empty and nebulae form only a small group in the
large collection of astronomical objects, they have been depicted countless times in film and in video games
because they characterise the mystery and, more importantly, the beauty surrounding the unknown universe
so well.

The largest hurdle in research on nebula (or any other astronomical objects) is the large distance that
they are away from Earth. The nearest nebula is the “Helix Nebula” (Fig. 1.1) and it is approximately 650
light-years away. Because of the large distance between us and nebulae, we cannot visit them and, given
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2 1. Introduction

the restrictions on resolution, we can only perceive them from one point-of-view. This constraints us in the
amount of information that we can gather on them. As a result of this, we must often make assumptions on
the structure and composition of nebulae.

Most research on nebulae in the field of Computer Science has been on methods to recover the shape
and inner structure of nebulae. If a plausible particle distribution is recovered, it should be possible to view
nebulae from novel viewpoints, which, as we said, is normally not possible. This reconstruction problem
is ill-posed, so simplifications to the problem must be made in order to come to plausible results. Many
works, including ours, use the fact that a particular group of nebulae has a specific property which makes the
reconstruction problem easier to solve. By focusing on nebulae with an axial-symmetrical appearance, we
have some indication on how particles in these nebulae will be distributed. Previous reconstruction methods
give plausible results, but can take several hours to compute, which limits their usability. We address this
shortcoming with the advances that we make in axial-symmetrical nebulae visualization.

Research on nebulae visualization is rare, and we propose a new method for visualizing axial-symmetrical
nebulae in this thesis. There exist no visualization systems that take into consideration the axial-symmetry
that is present in axial-symmetrical nebulae. Modeling an axial-symmetrical nebulae can therefor be a diffi-
cult task. We use a simplified representation of axial-symmetrical nebulae which makes it easier to model a
nebula.

Our contributions to the field of (nebula) visualization and reconstruction are the following:

1. a novel visualization technique for axial-symmetrical nebulae which uses a memory efficient and easy
to manipulate representation for the particle distribution of the nebula,

2. a tool to view and manipulate an axial-symmetrical nebula and with which shape and color deforma-
tions can be applied to reintroduce asymmetry in the appearance of the nebula,

3. a novel reconstruction approach which can reconstruct, from a picture, the particle distribution of a
nebula with a strong (axial-)symmetrical appearance, such that the nebula can be viewed from novel
viewpoints and also be modified using our tool.

With our work, we hope to make it possible to create illustration material suitable for planetariums and for
other educational purposes.

In the coming Chapter (Chapter 2), we will give background information that is relevant to the topic of
this thesis. Then in Chapter 3, we discuss the workings of our rendering and reconstruction techniques.
Chapter 4 will go over how our tool works and how it can be used. In Chapter 5, we will measure how well our
rendering method performs and show results of our reconstruction technique. These results will be discussed
in Chapter 6 and we will comment on when our methods perform best, as well as its shortcomings. Finally,
in Chapter 7, we will conclude this thesis with a summary of everything that has been discussed and bring
attention to some points that could be researched in the future.



2
Background

In this Chapter, we will share background information that is relevant for the topic of this thesis. In Sec-
tion 2.1, we will provide information on the appearance, composition and formation and of various types of
nebulae. Section 2.2 will discuss the different methods that have been used thus far to visualize nebula on a
computer. Then, in Section 2.3, we go over the methods used to reconstruct the volume of an existing nebula
from an image captured with a telescope.

2.1. Nebula
Nebulae are distant astronomical objects. In images of nebulae made with a telescope, they often have a
cloud-like appearance. The shape of a nebula is almost always unique. In general, they consist of interstellar
dust particles and different types of gas such as hydrogen, nitrogen and helium [21, 23]. They can radiate
light at different wavelengths, such as ultraviolet light or infrared light. These are not visible by us humans,
but some nebulae also radiate light in the visible spectrum, which allows them to be perceived with the naked
eye.

Figure 2.1: Eagle nebula [7]

Figure 2.2: M57 nebula [28]

The reason that nebulae vary so widely in their appearance has two primary reasons, each of which will
be discussed separately. The first factor that determines the appearance of a nebula is its shape, which is a
result of how its particles are distributed in space. We will dive into this in Section 2.1.1. The second factor
that determines the appearance of a nebula is how it radiates light. Some nebulae consist of material that

3



4 2. Background

emit light while other nebulae only propagate the light emitted by surrounding stars. Some of this light is lost
due to absorption and this effect is also visible to us. All of this is discussed in Section 2.1.2.

Nebula that have a strong symmetry in their appearance and where scattering and absorption play no
role in the appearance of the nebula are the most relevant for this thesis. This is because these qualities make
them very suitable for reconstruction. More on this in Section 2.3.

2.1.1. The different shapes of nebulae
The shape of a nebula can vary quite widely. Some nebulae have a structure that appears completely random
(Figure 2.1) while others look less chaotic (Figure 2.2). Nebulae can even have a very symmetrical appearance
that is similar to a sphere or a butterfly. We will distinguish two categories for the different shapes that a
nebulae can have, symmetrical and asymmetrical. Note that as nebulae consist of particles and gas in space,
nebulae with a symmetric shape will still never be perfectly symmetrical.

Symmetrical nebulae
The most common form of symmetry in nebulae is axial-symmetry, an example is the NGC 7009 nebula in
Figure 2.3. Some nebulae are not only symmetric with respect to an axis, but in all directions from the center.
An example of a point-symmetric nebula is the Spirograph nebula in Figure 2.4.

Figure 2.3: NGC 7009 nebula [3] Figure 2.4: Spirograph nebula [34]

Extensive research has been done on why some nebulae can have a symmetrical appearance [18]. This
research has led to the interacting stellar winds theory [23] which explains why some nebulae have an axis-
symmetrical particle distribution. This theory proposes that at the center of these strongly symmetrical neb-
ulae often lie one or several stars. These center stars emit gas throughout their lifetime. This gas accumulates
at the equatorial plane of the stars. As the stars enter their final stage they start to emit gas at a much higher
velocity. This new gas is hotter and moves faster than the older gas that is accumulated. As a result, the new
gas that is emitted is blocked by the old gas and is redirected away from the equator. The gas forms lobes
on the two sides of the equator of the stars. This pushing and pulling is known as interstellar winds and not
only affects the gas but also interstellar dust. A visualization of the interacting stellar winds theory is shown
in Figure 2.5.

The theory explains the shape of axial-symmetrical nebula like in Figure 2.3, and to a lesser extend the
shape of nebulae that are point-symmetrical such as in Figure 2.4, as their particles are pushed much more
uniformly in all directions.

Asymmetrical nebulae
While the shape of a symmetrical nebula can often be explained using the interacting winds theory, the asym-
metry in asymmetrical nebulae has a variety of causes. Some of the asymmetrical nebulae are remnants of
supernovae, the event that occurs when a star has reached the end of its lifespan. During this explosive event,
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Figure 2.5: Visual explanation of the interacting stellar winds theory which explains the shape of (axial-)symmetrical nebula. The equa-
torial plane of the center star is shown in blue. Gas is accumulated in the region of this plane throughout the lifetime of the star. In the
final stage of the star’s life, hotter and faster gas is emitted which clashes with gas that has accumulated around the equatorial plane. As
a result, the gas is pushed away from the equatorial plane in the regions marked in red. Figure from Magnor et al. [23]

interstellar material is ejected outwards from the star with high force and scattered chaotically around the
dying star. Other asymmetrical nebulae thank their shape from stars within their interstellar dust cloud, that
push around the interstellar material non-uniformly.

Most of the nebulae that are known to us are asymmetrical nebula, examples are Figure 2.6 and Figure 2.7.

Figure 2.6: Orion nebula [33]

Figure 2.7: Witch Head nebula [35]

2.1.2. The behaviour of light in nebulae
Light that comes from a nebula can travel in a variety of ways before it reaches us. A nebula can contain one
or several stars which emit light, but often this light does not reach us directly, as it is scattered between in-
terstellar dust particles before it leaves the nebula. Some of the light is absorbed by interstellar dust particles
and therefor does not reach us. Nebulae where reflection and absorption play a significant role in the appear-
ance of the nebula are called reflection nebulae. Examples of reflection nebulae are the LDN 1251 nebula
(Figure 2.8) and the NGC 2261 nebula (Figure 2.9).

In addition to reflecting light from stars inside the nebula, nebulae can also emit light themselves. When
most of the light that a nebula emits comes directly from its interstellar dust then we call such a nebula an
emission nebula. The interstellar dust in an emission nebula is extremely hot. This is because it is ionized
by radiation coming from one or several stars within the nebula. It becomes so hot that it starts to radiate its
own light. The Orion nebula (Figure 2.6) and the M57 nebula (Figure 2.2) are examples of emissive nebula.

In this thesis we primarily focus on nebulae that are both symmetrical and purely emissive, as these prop-
erties make them suitable for algorithms that aim to reconstruct the 3D shape of the nebulae. More on the
reconstruction in Section 2.3.

Conveniently, many symmetrical nebulae are also emission nebulae. The interacting stellar winds theory
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Figure 2.8: LDN 1251 nebula. Notice the dark spots where all light
coming from stars behind the nebula is absorbed [36].

Figure 2.9: NGC 2261 nebula. Notice how a star illuminates the in-
terstellar dust whereby radiance is scattered throughout the neb-
ula [27].

explains the symmetry, but also the emissive character of these nebulae. The winds pushes away the large
dust particles and molecules which would lead to scattering and absorption. The remaining interstellar mate-
rial is distributed symmetrically throughout the nebula and ionized by the dying star. Symmetrical emission
nebulae are often called planetary nebulae. This name might imply that these nebulae have anything to do
with actual planets, but this is not the case. Examples of planetary nebulae the NGC 6826 nebula (Figure 2.10)
and the NGC 6302 nebula (Figure 2.11).

Figure 2.10: NGC 6826 nebula [2] Figure 2.11: NGC 6302 nebula [29]
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2.2. Nebula Visualization
In the field of astronomy, Computer Graphics has been used extensively to visualize many phenomena [24].
Examples are the work of Verbraeck and Eisemann [46] on visualizing the effect of black holes on space cur-
vature in real-time and the research of Hildebrand et al. [12] on the reconstruction and visualization of spiral
galaxies. One of the earliest works of nebula visualization is by Nadeau et al. [26] on visualizing the Orion
nebula, which is one of the closest nebulae to earth.

Figure 2.12: Visualizing black holes by Verbraeck and Eisemann. [46]

Figure 2.13: Rendition of a Spiral Galaxy by Hilde-
brand et al. [12]

Figure 2.14: Visualization of the Orion nebula by
Nadeau et al. [26]

Figure 2.15: Examples of using Computer Graphics to visualize astronomical phenomena

Most of the research on nebula visualization has focused on visualizing asymmetrical reflection nebula.
Magnor et al. [22] created an interactive visualization tool for realistically rendering the 3D dust distribution
illuminated by nearby stars. The work of Gislason et al. [9]) is on real-time visualization of radiative transfer
in reflection nebula. Steffen et al. [45] have created the tool Shape that can be used as a 3D modeling tool
for astronomical phenomena. As mentioned in the previous Section, the appearance of reflection nebula
is heavily influenced by the scattering of light happening inside the volume. For this reason, the rendering
systems need to compute relatively complex radiate transfer functions in order to have a realistic result. On
top of that, the nebulae are often completely asymmetrical, which means that no optimizations based on
symmetry are possible.

A simpler rendering model is used by the aforementioned Nadeau et al. [26] to visualize the Orion neb-
ula. It only takes into consideration emission and absorption. Even with this simplification, they are able to
model the ionized gasses and dense dust clouds of the Orion nebula which makes their reproduction rela-
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Figure 2.16: Rendition by Magnor et
al. [22] of the “Cocoon” nebula

Figure 2.17: Visualization of radiative
transfer in reflection nebula by Gislason
et al. [9] Figure 2.18: Nebula created with Shape

by Steffen et al. [45]

Figure 2.19: Computer visualizations of reflection nebula

tively faithful.
To our knowledge, there exist no rendering systems specifically for rendering axial-symmetrical nebulae

(or axial-symmetrical volumes in general), where a simplified representation of the volume is used, instead
of a complete 3D model. Creating a rendering system specifically for axial-symmetrical nebulae is a goal of
this Thesis. Like the rendering system by Nadeau et al, our rendering system will only take into consideration
emission and absorption. The effect of light scattering, whether that light comes from ionized material or
from stars, will not be taken into consideration.

In Chapter 3, we will explain how our rendering system works, but first we explain how a conventional
volume rendering system works. With “conventional” we primarily mean that the way in which the volume
is represented is with a 3D volume description and that the axial-symmetry in the volume is not taken into
consideration.

2.2.1. Volume Rendering
Representing a nebula as a volume can be done using voxels. These voxels sit in a cuboidal 3D grid. Each
voxel has one or more properties that characterize the region of space that the voxel corresponds with. Each
voxel stores its emission and absorption values as well as the color of the light that it emits.

This 3D grid of voxels is a 3D volumetric representation of the nebula. Visualizing this 3D volume is
achieved by projecting it onto a 2D image plane. Because nebulae are so far away, we can assume that all
light rays coming from a nebula are parallel to each other. A telescope looking at a nebula in space, captures
these parallel light rays on a sensor, making an image. To visualize our virtual volume, we ask ourselves what
the telescope would see if it was looking at the nebula from a certain angle. Instead of capturing light rays, we
send rays from our 2D image plane into the virtual volume to find the light contributing to each ray. Like a
real telescope sensor, the image plane consists of pixels, but instead of each sensor ’pixel’ receiving light rays,
we send rays from the pixels of this image plane.

The origin O of the ray is the position of the pixel that the ray comes from in the image plane in the 3D
scene. The direction D of the ray is a unit vector perpendicular to the image plane. With O and D we can
describe a ray going through 3D space that starts at O and has direction D . A point Pt along this ray has 3
components: x, y and z. We denote the x component of Pt as xPt , the z component of D as zD , etc. The
equation for a ray is shown in Equation 2.1.

Pt :=O + t ·D (2.1)

=
xO + t · xD

yO + t · yD

zO + t · zD

 (2.2)

To know whether a ray intersects with the volume, we check whether it intersects with the bounding cube
that encompasses the whole volume. If there is an intersection then there is a point where the ray enters
the cube (Ptentry ) and where it exits the cube (Ptexit ), (for simplicity Pentry and Pexit ). Computing the points of
intersection of a ray and a cube has been researched extensively [6, 14, 25].
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If a ray does not intersect with the bounding cube then no radiance is received by the corresponding pixel
in the image plane (perhaps only a background color). When a ray does intersect with the bounding cube, we
want to accumulate all radiance that lies between Pentry and Pexit . This is the radiance that is received by the
pixel in the image plane that the ray corresponds with. This, along with all other concepts discussed so far, is
shown schematically in Figure 2.20.

Figure 2.20: Ray traveling from the camera through the image plane into the volume.

Each voxel that is traversed by the ray can influence the accumulated radiance that is captured. Since in
this thesis we are dealing with a volume that is only emissive, there is no scattering. In other words, voxels
that the ray does not traverse do not influence the accumulated radiance of the pixel. Each voxel has a certain
emission value ai , extinction value bi and color ci . The amount of light emission of a voxel is represented by
the emission value. The extinction value represents the amount that a voxel attenuates the radiance along the
ray, a high extinction in one voxel reduces the influence of the following voxels. The accumulated radiance
C that is received by a pixel in the image plane whose ray corresponds with Pentry and Pexit can be computed
with Equation 2.3.

C =
Pexi t∫

Pentr y

av ∗ cv ·e
−

v∫
0

bt d t
d v (Continuous form) (2.3)

C =
n∑

i=0
ci ∗ai

i−1∏
j=0

(1−b j ) (Discrete form I) (2.4)

C = c0 ∗a0 + (1−b0) · (c1 ∗a1 + (...)) (Discrete form II) (2.5)

Equation 2.3 is a continuous formula for sampling the ray through the volume. However, a discrete version
(Equation 2.4) can be solved much easier and converges towards the actual result of the integral when more
and more points on the ray are sampled. For this discrete version the volume is sampled at constant intervals
along the ray. This interval value is equal for all rays.

Equation 2.5 shows more clearly that the (1− ai ) term determines how much the point i +1 contributes
to the output color. If point i is fully opaque (ai = 1) then the point(s) after i will not contribute anything to
the output color. Note that in some systems the ai term is already incorporated in the ci term and thus not
denoted explicitly.

We can summarize all of this in Algorithm 1 which provides the pseudo-code of a volume-rendering im-
plementation.

Algorithm 1 Pseudo-code implementation of Volume Rendering

Require: O,D ← Origin and direction of ray
Require: tentry , texit ← Entry point and exit point of ray with bounding cube

Cacc ← 0 . Accumulated radiance
Aacc ← 0 . Accumulated extinction
for t ← tentry , texit do . Step from the entry point to the exit point

P ←O + t ·D . Compute current position in bounding cube
c, a,b ←V [P ] . Retrieve color, emission and extinction values
Cacc ←Cacc + (1− Aacc) · (a ∗ c)
Aacc ← Aacc +b

end for
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2.2.2. Accelerating Volume Rendering
Many different techniques exist to accelerate the performance of Volume Rendering. We are going to discuss
two approaches which will be relevant when we discuss our own acceleration techniques. The two techniques
approach the problem in completely separate ways, but they can be used together with each other.

GPU Acceleration As explained in the previous Section, the volume-rendering algorithm works by tracing
a ray, coming from a pixel on the image plane, through the volume and sampling intervals of the ray. The
radiance that is received by one pixel is not influenced by the radiance that is received by other pixels. This
means that computing the radiance that the pixels receive can be done in parallel. Since there are often a
large number of pixels, this leads to a significant speedup. This parallel workload is very suited for the GPU,
which can perform large amounts of computation in parallel [1]. Many programming frameworks such as
CUDA [38] and OpenCL [10] exist to help with GPU programming.

For us, the CUDA [38] framework is relevant because we make use of it. CUDA is an often used GPU
programming framework from NVIDIA for their GPUs. To harness the massive amount of computation power
that lies in the GPU, the CUDA programming model allows access to the GPU with “kernel programs”. These
kernel programs are executed by threads and a set of threads belong to a certain thread block. These thread
blocks are executed in parallel. Each thread has a unique index and also knows the block index of the block
it belongs to. With all this information, each thread can be uniquely identified and can know, for example,
which pixel in the image plane it is evaluating.

A kernel program can write to memory that is shared between threads. The fact that threads can access
memory at the same time can lead to race-conditions and stalls. All of these are highly undesirable in regards
to performance. The memory that a kernel has access to is stored on the GPU. Copying data from and to the
GPU can be an expensive operation, but is sometimes necessary to, for example, store results to disk.

Octrees To exploit empty space (or homogeneous space) that can be present in a volume, an octree can be
used to store information about multiple voxels at once, rather then storing each individual voxel value. The
use of octrees reduces the amount of memory necessary to store the volume and can improve the perfor-
mance of Volume Rendering [17, 43].

The root of the octree represents the entire volume. The volume is recursively subdivided into eight
equally-sized regions until a certain level governed by a strategy. This strategy could be that a region is sub-
divided when it is not completely empty (and can still be subdivided). Another approach is to subdivide a
region when the contents of that region is uniform (but not necessarily empty).

Because information about homogeneous regions does not have to be stored per voxel, using an octree
can be used to decrease the amount of memory that is used to store the volume. In addition to that, if a
segment of a ray is known to fall in a homogeneous region of space, techniques can be employed to quickly
integrate over that section of the ray, instead of sampling at intervals, which accelerates the volume rendering.

Figure 2.21 shows how an octree can be used to encode a region of 3D space.

Figure 2.21: Demonstration on how a 3D region of space (left) can be encoded using a (oc)tree (right) [37].
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2.3. Nebula Reconstruction

In comparison to the field of nebula visualization, more research has been done on nebula reconstruction.
With nebula reconstruction, the goal is to find a plausible particle distribution of a nebula using only tele-
scope images. As was mentioned before, nebulae are too far away to visit them, so we only see them from
one point of view. Results in nebula reconstruction make it possible to get more insight into the shape and
structure of nebulae so that illustration material for, for example, planetariums and astronomy courses can
be created [24].

What all reconstruction methods have in common is that they attempt to find a plausible particle distri-
bution that, when visualized, gives a reconstructed image that is as close as possible to a reference image.
More formally, there is a reference image b, a particle distribution (often called a solution) v and a projection
system M which takes a solution and converts it into a visualization. Thus we are looking for v where M v = b.
Unfortunately the problem is ill-posed; many v ’s can give the same b when M is applied. Thus constraints
have to be applied to make the problem less ill-posed. What constraints are applied differs per work, but
most methods assume that the nebula attempted to reconstruct is axial-symmetrical.

Instead of attempting to find the correct v at once, many implementations iterate over many solutions
until a v is found that gives a reconstructed image brec which is sufficiently similar to b. A common approach
is to use the difference between b and brec as an error value to grade the solution v belonging to brec. This
error value can then be used to move in the solution space towards an optimal v .

In Section 2.3.1, we will discuss reconstruction methods used to reconstruct asymmetrical nebula, which
are mostly reflection nebulae. Section 2.3.2 will discuss the reconstruction methods that are used for sym-
metric nebulae.

2.3.1. Asymmetrical Nebula Reconstruction

The only work on reconstructing asymmetrical nebula is done by Linţu et al. [20]. They attempt to reconstruct
the 3D dust distribution of reflection nebulae. The appearance of reflection nebulae is dependent on light
emission from one or more stars and the scattering and absorption of that light by interstellar dust. These
three effects are all taken into consideration during the reconstruction process.

The reconstruction method assumes that there is one central star which emits light. This light is scattered
and absorbed by material around the center star. The lighting model takes into consideration light that comes
from the center star and that is scattered once and then reaches the viewers eye. In addition to that, the
influence of light bouncing (multiple times) between interstellar dust particles before being perceived by the
viewer is also taken into account. Again, the problem of finding a v is very ill-posed; there are a lot of possible
solutions. Due to scattering, each voxel has a non local effect on the radiance that is received, which does
make the problem less ill-posed.

To find a suitable v , this method (along with many other methods including ours) makes use of Powell’s
method [42]. Powell’s method iteratively goes over all entries in v and tries to find the best value for the entry.
The difference between b and brec is computed using the sum of squared differences and that value is used as
an error value to grade how correct the found solution is. The error value is used to numerically compute the
slope of the error function. This in turn guides Powell’s method to a solution that is sufficiently optimal.

However, the order in which the entries in v are optimized by Powell’s method heavily influences the
quality of the reconstruction and how fast a sufficient solution is found. A naive approach would be to start
finding the optimum dust density for an arbitrary voxel. Instead, the reconstruction system of Linţu et al. [20]
starts with the voxels that are closest to the center star and working outwards. The scattering happening in
these voxels has the largest influence on the accumulated radiance per pixel, as most of the star’s light will be
absorbed before it reaches the voxels further away. Figure 2.22 shows the result of the reconstruction process.
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Figure 2.22: In order of appearance: Original image of
the nebula, Reconstruction image from the same per-
spective, Reconstruction image from side perspective,
Error estimation of reconstruction vs. original [20].

2.3.2. (Axial) Symmetrical Nebula Reconstruction
Many papers that reconstruct the shape of a nebula exploit their axial- or spherical symmetry to make the
process easier. In the volume of an axial-symmetrical nebula, at any point along the axis all information at a
certain distance away from the axis is the same. This redundancy can be avoided if we use another method of
representation for the volume of the nebula. Instead of storing the data in cuboidal voxels, the information is
stored in a 2D map. To convert the 2D map to a 3D volume, the 2D map must be rotated around the symmetry
axis, resulting in cylindrical voxels. In Figure 2.23 the red grid represents the 2D map. Notice how it is aligned
with the symmetry axis of the nebula. The red arrow implies that the 2D map is rotated around the yellow
symmetry axis to get the volume of the nebula.

Figure 2.23: A 2D map being rotated around the symmetry axis. Figure from Magnor et al. [23].

This approach was first taken by Magnor et al. [23]. Our method also uses 2D maps to represent the
particle distribution of (axial-symmetrical) nebulae. Magnor et al. [23] do not describe in detail how they
visualize a 2D map, but presumably they convert the 2D map into a 3D volume with voxels and then visualize
that. This in contrast to our rendering method where no conversion step is performed.

Magnor et al. [23] assume that the axial-symmetrical nebula that will be reconstructed is entirely emissive.
The influence of scattering and absorption is ignored. Because of this, each color channel of the reference
image can be reconstructed independently. In addition to finding the right emissive values for the entries in
the (in this case 2D map) v , they also attempt to find the angle of inclination of the nebula.

Similar to Linţu et al. [20], Magnor et al. [23] use Powell’s method to find the most suited v . At each it-
eration step, v is converted from a 2D map into a 3D volume, taking the found inclination angle also into
consideration. Then it is visualized using conventional volume-rendering. Next, the resulting brec is com-
pared to b and the difference between the two is computed using the sum of squared differences. Like before,
this error value is used by Powell’s method to guide the optimization process. The values in the 2D map may
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not be negative values. If any entry of the 2D map is negative, a large error value is given to Powell’s method.
This constraints Powell’s method to only look for 2D maps that are physically plausible.

To accelerate convergence, a multi-resolution approach is used. First, a low resolution 2D map is re-
constructed (using a low resolution version of the reference image). Once the method converges a higher
resolution 2D map is computed (with a corresponding higher resolution version of the reference image). This
process happens four times. Results of the reconstruction process can be seen in Figure 2.24.

Figure 2.24: Reconstruction of a planetary nebula by Magnor et al. [23]. Left to right: original image, reconstruction viewed from original
perspective, reconstruction viewed from “unknown” perspective

The main limitation of this method by Magnor et al. [23] is that it is computationally expensive. The
rendering technique that they use does not seem to have special optimizations to aid with rendering axial-
symmetrical volumes. They also do not take into consideration possible emptiness around the nebula. Their
reconstruction technique takes around 1 day to reconstruct a 128×32 2D map.

Both the previously discussed method by Magnor et al. [23] and the next method by Linţu et al. [21]
achieve their success by using an optimizer which generates a solution that is rendered and compared to
the reference image of the nebula. They call this technique “analysis-by-synthesis” and a diagram of it is
shown in Figure 2.25.

Figure 2.25: Summary of the optimization-reconstruction technique Magnor et al. [23] and Linţu et al. [21]

Linţu et al. [21] continue on the work by Magnor et al. [23]. The principle remains the same: formulate the
reconstruction problem as an optimization problem to look for the optimal solution that make the recon-
struction image as similar as possible to the reference image of a nebula. However, instead of only taking into
account emission, Linţu et al. compute two separate distributions: the distribution of interstellar dust, in
which light scatters and the distribution of ionized gasses, which emit light.

The first step of the algorithm is to reconstruct the dust distribution which scatters and absorbs light.
For this step an infrared image of the nebula is needed, as this at this wavelength the light cannot penetrate
interstellar dust. Thus any (infrared) light that is perceived can only be emitted by the interstellar dust itself,
due to scattering, and cannot come from the core of the nebula. This phenomena is shown in Figure 2.26.

Because of this, the dust particles can be interpreted as being emissive. Reconstructing the distribution
of emissive dust particles was already done by Magnor et al. [23]. Thus Linţu et al. use the exact same ap-
proach (optimization-reconstruction). The only difference is that the final dust distribution should not be



14 2. Background

Figure 2.26: Linţu et al. [21] on light absorption by interstellar dust

interpreted as being the dust distribution of emissive particles, but of dust particles that scatter and absorb
light.

With this distribution, it is possible to compute the distribution of emissive dust particles. This can also
be done using the optimization-reconstruction technique, but the renderer from Magnor et al. [23] is not
suited to take into account scattering and absorption of light coming from the center star and from ionized
interstellar dust. For this reason, Linţu et al. use a modified version of the renderer by Magnor et al. [22]
which is suitable for rendering reflection nebulae. They still assume that the nebula is axis-symmetrical.
Unfortunately Linţu et al. do not show visualizations of their reconstructions so we do not know what their
reconstructions look like and cannot view the reconstructed nebulae from novel viewpoints.

Wenger et al. [47] use the symmetry in axial-symmetrical nebulae (and point-symmetrical nebulae) by
recognizing that, when these nebulae would be viewed from a novel viewpoint, these nebulae would proba-
bly appear very similar to how we see the nebulae. These (virtual) novel viewpoints allow us to formulate the
problem as a tomographic reconstruction problem. Figure 2.27 shows the placement of these virtual view-
points. Since the nebula is spherical it will look the same from every angle. Because of this we can place
virtual cameras everywhere around the nebula. When a nebula is axial-symmetrical, the virtual viewpoints
can only be placed around the symmetry axis of the object.

Figure 2.27: Virtual cameras used by Wenger et al. [47]. Left: original image of the nebula, Right: cameras placed all around (an image
of) the nebula illustrating the multiple viewpoints

Instead of having one viewpoint b, Wenger et al. [47] define multiple viewpoints bk . There are also mul-
tiple M to convert a solution v to bk . Wenger et al. [47] do not use a 2D map to encode a 3D volume, but
define v as a 3D particle distribution. Given the multiple viewing points, the goal is now to find a v such that
(M0, ...Mn−1)T v = (b0, ...,bn−1)T holds.

The reconstruction technique by Wenger et al. [47] works well on spherical nebula with a sufficient amount
of detail remaining present in the geometry. In comparison, applying the technique to axial-symmetrical neb-
ulae gives slightly worse results, with some details being lost. A significant downside to this reconstruction
method is the large amount of computing power that it requires. A cluster of GPUs was used to come to the
results from Figure 2.28 and took several hours to compute. The resulting volume consisted of 5123 voxels. A
benefit of reconstructing a 3D particle distribution instead of a 2D map is that the particle distribution can
have deformations that break the perfect symmetry. A 3D volume encoded with a 2D map will always be per-
fectly symmetrical. A downside however, is that it is significantly more difficult to make modifications to the
reconstructed particle distribution compared to editing a 2D map.
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Original nebula Reconstruction Novel viewpoint

Figure 2.28: Reconstruction of the ant nebula by Wenger et al. [47].





3
Our method

In this Chapter, we describe our improvements on nebula visualization and nebula reconstruction. Every-
thing concerning the visualization of a 2D map will be explained in Section 3.1, where we will discuss how to
render axial-symmetrical volumes (Section 3.1.1) and the optimizations that we have developed to accelerate
the visualization of nebulae represented by 2D maps (Section 3.1.2-3.1.4). In Section 3.2, we present how we
can deform the appearance of the axial-symmetrical nebulae to break their perfect symmetry and make them
appear more realistic. Finally, in Section 3.3, we explain our reconstruction approach for reconstructing the
2D map of emissive axial-symmetrical nebulae.

3.1. Rendering
Previous methods already made use of the axial-symmetrical nature of many nebula by defining the volume
as a 2D map (Section 2.3). These 2D maps were used for reconstruction, but for rendering purposes the 2D
map was always transformed back to a voxel volume. We aim to represent the axial-symmetrical volume with
a 2D map which saves storage space compared to using a voxel representation. Another important benefit
of using this representation is that it is much easier to make modifications to compared to modifying a 3D
volume. Our goal is to optimize the process of visualizing 2D maps such that they can be visualized in real-
time.

3.1.1. Axial-Symmetrical Volume Rendering
The techniques that we discussed in Section 2.2.1 are suitable to render an emissive axial-symmetrical neb-
ula. However, as discussed in Section 2.3, the voxel representation of such a nebula contains lots of redun-
dant information, and can be simplified into a 2D map. This 2D map represents the volume by taking a slice
through the symmetry axis. Rotating the map around the symmetry axis brings back the original 3D volume.
Before, each voxel had a certain emission value, extinction value and color value. Now, each pixel in the 2D
density map stores these same properties.

Because we have changed the representation of our volume, the shape of the bounding volume has also
changed. Before the shape of the bounding volume was a cube, because the volume was made of cuboidal
voxels. When you rotate a rectangle (a 2D map) around a line (the symmetry axis) you get a bounding cylinder.
We use Equation 3.7, to compute the intersection points Pentry and Pexit with the volume. The equation for
an infinitely long cylinder aligned along the x-axis with radius r is y2 + z2 = r 2. We assume that the 2D map,
of which we are computing the bounding cylinder, has a width and height of size n. The resulting bounding
cylinder will be of length n and its radius will be n.

Equation for a cylinder with radius n

y2 + z2 = n2 (3.1)

Substituting terms from Equation 2.1

(yO + t · yD )2 + (zO + t · zD )2 = n2 (3.2)

17
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Transform into quadratic form

at 2 +bt + c = 0 where (3.3)

→ a = y2
D + z2

D (3.4)

→ b = 2yO yD +2zO zD (3.5)

→ c = y2
O + z2

O −n2 (3.6)

Computing tentry and texit

t =


−b ±

p
b2 −4ac

2a
if x ≥ 0x ≤ n

undefined otherwise

(3.7)

When Equation 3.7 has no solutions then there is no intersection with the bounding cylinder (and thus
also not with the nebula). Else Equation 3.7 gives two t values: tentry and texit which correspond to Pentry

and Pexit . When the ray is tangent to the volume Equation 3.7 has only one solution, and we can define
Pentry = Pexit .

Like before, we step through the volume from Pentry to Pexit with a constant stepsize. Sampling the 2D
map however, is not as straightforward as sampling the 3D volume, where the 3D position of the sample
along the ray could be matched directly to a voxel at that position. Our sample points still have a position of
3 coordinates, but our 2D map is indexed with only two components. Thus we need a conversion function
which transforms the coordinates of a sample point Sxyz from 3D space to coordinates Sxy in 2D map space.
As we assume our symmetry axis to be along the x-axis, the x component stays the same, since it represents
the x position of the sample point along the symmetry axis. The y component of Sxy (ySxy ), is then defined
as the distance of Sxyz to the symmetry axis. This definition makes all points that have an equal distance
from the symmetry axis and lie on the same orthogonal plane w.r.t the symmetry axis identical, as per the
axis-symmetry requirement. We define a conversion function in Equation 3.9.

f3D→2D (Sxyz) = (3.8)

f3D→2D (

xSxyz

ySxyz

zSxyz

) =
(

xSxyz√
y2

Sxyz
+ z2

Sxyz

)
(3.9)

With Equation 3.9 we know how to look up values from our 2D map at each sample step. We present a
pseudo-code implementation on how to do axial-symmetrical Volume Rendering in Algorithm 2.

Algorithm 2 Pseudo-code implementation of axial-symmetrical Volume Rendering

Require: O,D ← Origin and direction of ray
Require: tentry , texit ← Entry point and exit point of ray with bounding cylinder
Require: M ← 2D map

Cacc ← (accumulated radiance) 0
Aacc ← (accumulated extinction) 0
for t ← tentry , texit do

Sxyz ←O + t ·D
Sxy ← f3D→2D (Sxyz)
c, a,b ← M [Sxy] . Retrieve color, emission and extinction values
Cacc ←Cacc + (1− Aacc) · (a ∗ c)
Aacc ← Aacc +b

end for

While using the 2D density map for rendering greatly reduces the amount of memory necessary to store
the volume, a lot of sampling steps per ray are still necessary to find the accumulated radiance for each pixel.
To improve the rendering performance, we will describe our optimizations to reduce the amount of sampling
steps taken when using our axial-symmetrical volume rendering method.
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3.1.2. Sparsity in 2D maps
Figures 3.1, 3.2 and 3.3 show what the 2D map of axial-symmetrical nebulae can look like. Notice that these
2D maps contain empty regions (mainly around the main particle distribution) and these empty regions will
correspond to empty volume if the 2D map is converted into a 3D volume. Performing a sampling step and
a blending step is unnecessary when we are in a region that is empty, since empty space will not contribute
radiance to pixels in the output image. If we can check whether a region is empty, we can prevent an unnec-
essary memory fetch (which leads to stalls in the instruction pipeline, i.e., we have to wait before the memory
is loaded). In addition to that, we simply do not need to perform the computation that is needed to blend the
observed radiance thus far with the sampled radiance.

Figure 3.1: 2D map of M2-9 nebula Figure 3.2: 2D map of NGC 6826 nebula Figure 3.3: 2D map of IC 418 nebula

We need a suitable data structure to know which regions of space are empty and which ones are not. As we
have discussed in Section 2.2.2, in Volume Rendering it is common to use octrees to exploit uniform regions
present in a volume. In our case, our model is represented by a 2D map and not a 3D grid. As can be seen
in the Figures 3.1, 3.2 and 3.3, the only uniform regions that are present in a 2D map are the empty regions
bordering the outside of the nebula. The distribution of particles is in most nebulae centered around the
symmetry point or symmetry axis. There are barely any empty regions in the nebula itself. A data-structure
that fits this distribution and can easily encode empty portions on the outside, is a height-map, which we will
detail in the following.

Given a 2D map M and a sampling point Sx y , we want to know if Sx y is in a region of M that is empty. To
describe this formally, we use Equation 3.10.

∀x ∈ M , Mx,y =
{

empty y ≥ y;
non-empty y < y;

(3.10)

What Equation 3.10 says is that for the xth column in M , there is a y which we call y; whereby all pixels
above that y; are guaranteed to be empty and all pixels below y; are (probably) non-empty. We say probably,
because it might be that only one pixel is non-empty and all pixels below that pixel are actually empty. Given
the distribution of particles in axial-symmetrical nebulae that we just discussed, this is unlikely, but it can
happen. The set of all y; values of M we will call its heightmap H . Note that we only have to go over the
columns of M once to find what parts of the volume corresponding with M are empty. We can use an array to
store and access H . Since we only have n columns in M , we can store H in an array of size n.

To find out whether Sx y is in a region that is empty, we only need to compute which column of M we are
currently in (which we can do using the x component of Sx y ) and compare the y component of Sx y with the
y; corresponding to the current column. If the y component of Sx y is above y; then we know that Sx y is at a
point in M that is empty.

We call the optimization that we have introduced the emptiness-check. Doing an emptiness-check pre-
vents unnecessary work like querying M and doing radiance accumulation. We make use of the emptiness
that can be present in the 2D map of axial-symmetrical nebulae.

3.1.3. Global maximum in 2D maps
In the previous section, we described how we can prevent the sampling of regions which are empty. Sampling
these regions is unnecessary and wastes computation time. Still, for every step along a ray that we take in our
rendering algorithm we have to check whether the current position is empty. Even though we are preventing
unnecessary memory fetches and computations, this checking requires us to do a lookup in H and a check
whether our current position is below the corresponding y;. Doing so is faster than not checking whether
a region is empty, but it is not free. In the extreme case, if we were to visualize a 2D map that is completely
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empty then we would still do these computations and this feels wasteful, as the radiance that is accumulated
along a ray that only goes through empty space is obviously zero.

Now, we want to know whether a ray that goes through the volume never intersects with any non-empty
volume. This is true for rays where the distance between the ray and the symmetry axis never becomes less
than any of the y; in H . The point at which the ray is closest to the symmetry axis we call tmin. We can find
tmin by using our knowledge of how rays traverse 3D space and the relation that this has to our position in
the 2D map. In Section 3.1, we defined a conversion function f3D→2D (Equation 3.9) to take a sampling point
Sx y z in 3D space to a sampling point Sx y in 2D space. To make the relation between the trajectory of a ray
in 3D volume space and 2D map space more clear, we present Figure 3.7 where we plotted the trajectory of
multiple rays going through the bounding cylinder in 3D space and showing the path that they follow on a 2D
map.

Figure 3.4: Side view of rays going
through a cylinder

Figure 3.5: Top view of rays going
through a cylinder

Figure 3.6: Front view of rays going
through a cylinder

Figure 3.7: Trajectory of rays in figures above plotted on a 2D map.

The red ray travels straight through the bounding cylinder and intersects with the symmetry axis. The
green ray travels parallel to the symmetry axis. Finally, the blue ray is angled w.r.t. the symmetry axis, but
does not intersect with the symmetry axis.

Each of these rays have a point at which they are closest to the symmetry axis: tmi n . Obviously this point
cannot lie before the entry point or after the exit point. Therefor tmi n is clamped between tentr y and texi t . It
might be that the ray will be even closer to the symmetry axis before tentr y or after texi t , but this point will be
outside of our bounding cylinder. Thus the following holds for tmi n :

∀t , tmi n =


tentr y t < tentr y

texi t t > texi t

Some value for t tentr y < t < texi t

(3.11)

The corresponding distance of the ray and the symmetry axis at tmi n is denoted as ytmi n . In Figure 3.7,
we see in 2D map space that the red ray intersects with the symmetry axis and thus ytmi n for the red ray is
zero. The green ray remains parallel to the symmetry axis, so its distance to the symmetry axis is constant.
We could arbitrary pick any point along the ray and its distance to the symmetry axis would be ytmi n . Finally,
for the blue ray we see that it does not intersect with the symmetry axis.

Notice that the shape of the blue ray in Figure 3.7, is somewhat shaped like a parabola. This is caused by

how ySx y is defined in Equation 3.9. In Equation 3.12, we will derive the term
√

y2
Sx y z

+ z2
Sx y z

to a quadratic
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polynomial that is more recognizable. To do so, we will substitute terms from Equation 3.9 with terms from
Equation 2.1.

√
y2

Sx y z
+ z2

Sx y z
= Y

y2
Sx y z

+ z2
Sx y z

= Y 2

(yO + t · yD )2 + (zO + t · zD )2 = Y 2

(A+ t ·B)2 + (C + t ·D)2 = Y 2

A2 +2AB · t +B 2t 2 +C 2 +2C D · t +D2t 2 = Y 2

(B 2 +D2) · t 2 + (2AB +2C D) · t + (A2 +C 2) = Y 2

αt 2 +βt +φ= Y 2

(3.12)

The final term αt 2+βt +φ is a quadratic polynomial and computes the squared distance between the ray
and the symmetry axis (Y 2) at step t . From this formula we can derive at which t the distance between the
ray and the symmetry axis is minimum. Minimizing Y 2 is equal to minimizing the absolute value of Y , which
is exactly the (minimal) distance we need. We take the derivative of the polynomial in Equation 3.12 to find
tmin. This is shown in Equation 3.13.

f (t ) =αt 2 +βt +φ

df (t ) = tmin = −β
2α

(3.13)

Given that the distance that a ray will be from the symmetry axis is expressed with a parabola, we know
that any points that lie before or after tmin can only be the same distance from the symmetry axis or further
away. It can occur thatα is zero due to the direction vector D . This corresponds a ray parallel to the symmetry
axis, like the green ray in Figure 3.7. As we said before, tmin is clamped between tentry and texit and in the case
of α= 0 it can be any valid t .

Any ray with a ytmin that is larger than the largest y; value in H , will never intersect with any volume in
M . To determine the largest y; value in H , we need to go over all y; values and store the largest one. We call
the largest y; value Hmax. We can discard the rays for which ytmi n > Hmax, because sampling them would not
accumulate any radiance. This test whether we can discard a ray entirely is done before the actual sampling
starts. We will refer to this optimization as the global-maximum-check.

3.1.4. Using a variable step size
At the moment, we traverse the nebula at a constant step size; the 3D distance between a sample point and
the next sample point always remains the same. When the global-maximum-check of the previous section
returns true, it is as if we traverse through the nebula with one large step from tentry to texit . Being able to
perform such a large step will probably be uncommon, because the conditions under which we can do such
a step are strict. It is entirely possible that a ray, while going below Hmax, still has no intersection with any
volume in M . It is also possible that only a part of the ray intersects with non-empty volume. Ideally, we
would want to go through the empty parts of the volume with as large of a step as possible. The size of this
step, ω will determine whether we can take this step or not. In this section we shall discuss how we can know
whether it is safe to perform a step of size ω.

We can do such an adapted step of size ω when we know for sure that there is only empty space between
the point from which we start (t ) and the point at which we want to land (t +ω = tω). Before, we used Hmax

but this is the global maximum of H . The ray can fall within a section of M that does not have any volume
which is of height Hmax. Ideally, we want to know the maximum of H for the section of M that the ray falls
into. This subsection of M also has a largest y;, which is a local maximum. H stores enough information
to know what the local maximum is of a section, but it is not structured to retrieve this information easily.
We will therefor construct a binary tree over the height map H , such that we can look up this information in
constant time. Each node in the tree stores the local maximum of a section of H . This means the first layer
stores the global maximum, the second layer stores the local maximum of the left and right side of M , the
third layer stores the local maximums of M if it is sectioned into quarters, etc. This tree can be built from H
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⇒

Figure 3.8: The 2D map (left) is transformed into a height map (right). The height map has a tree-like shape.

by placing all y; values in the leaves and building it bottom-up. We show the transformation from H as an
array to H as a tree-like structure in Figure 3.8.

Now, ifω= texit −tentry then we know that the lowest part of the ray is between t and tω is tmin. If we define
ω to be of arbitrary size then the lowest point on the ray between t and tω (tlmin) is described in Equation 3.14.

tlmin =


tω t < tω < tmin

tmin t < tmin < tω
t tmin < t < tω

(3.14)

This relationship holds due to the quadratic Equation 3.13 and the parabola that it defines. tmin is the
lowest point on this parabola. For a subsection of a ray, the point t that will be closest to the symmetry axis
will always be the point closest to tmin.

We now know the point at which the ray is closest to the symmetry axis if we want to perform a step of
size ω. To know whether it is safe to do this step, we need to compute in what section of H the ray falls. Using
the distance between the x component of Pt and Ptω , we can compute the smallest section that both points
fall into. If the height-tree value of that section is smaller than tlmin, it is safe to perform the step. We do not
want to use a section that is larger than necessary, because a larger section corresponds to going one level up
in the tree H and then there might be a possibility that the found maximum is a maximum of a section that
the ray does not fall into.

Now, the value that we select for ω will influence how often we can perform a step of size ω. If ω is large
then performing a step of sizeω can only happen when large parts of the ray go through empty space. Picking
a small value for ω means that we only skip parts of the ray and there is more checking that we have to do to
see if we can perform the step. We propose a hierarchical approach where we test a value for ω and if that is
not successful, we try a smaller value for ω. If we conclude that we cannot perform a step with the smallest ω
then we sample all points between t and tω as normal. At each sampling step the emptiness-check can still be
performed. The optimization that we have just discussed is the last optimization that we introduce and we
refer to it as the ω-step-check. In Chapter 5, we experiment with different values for ω to find which value(s)
are best suited when visualizing different axial-symmetrical nebulae.
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3.2. Reintroducing asymmetry
So far, we have only focused on creating a completely symmetric rendition of a nebula. This is an inherit
trait of our rendering pipeline. Our visualization method rotates a 2D image (a 2D map) around an axis. The
resulting volume is perfectly symmetrical around this axis. Yet, if we look at nebulae in space, we see that they
are not perfectly symmetrical. Nebulae often have small shape and color deformations, which makes their
appearance less uniform. We have shown a couple of examples of nebulae, which have this characteristic.
Figure 2.10 of the NGC 6826 nebula is a great example of this.

Renditions of nebulae that are entirely symmetrical can look artificial. To make our visualizations appear
more realistic we made changes to our rendering pipeline such that the nebulae that we generate look more
asymmetrical. We did this while still representing the volume of the nebulae with a 2D map. We allow the
appearance of a nebula to be modified in two ways: using color deformations and using shape deformations.
It is our goal to ensure that the optimizations that we discussed in Section 3.1 remain applicable.

3.2.1. Color deformations
As can be seen in Figure 2.10, nebulae are not uniform in color. Some parts emit more light than other parts.
To mimic this behaviour, we are going apply color deformations using smooth noise functions. A smooth
noise function takes as its arguments a position in (in our case) 3D space. At each sampling step, we use the
position in the scene to lookup a noise value. This noise value is simply a floating point value, and we define it
to be between 0 and 1. The important property that smooth noise has, which makes it useful to apply realistic
color deformations, is that noise values that are close to each other in space are also similar in value.

The color deformation that we apply reduces the amount of emission and extinction at a certain point
within the volume. The reduction in emission corresponds to less light being emitted from that point. In real
nebulae this corresponds to material being less hot than material around it. A reduction in the extinction
factor of a point within the nebula means that it will not block as much light coming from points behind
it. Absorption is caused by dense interstellar dust (Section 2.1.2) and a decrease in absorption corresponds
to a decrease in the density of interstellar material. When dust particles are less packed together then the
probability that they will block light is lower.

There are different types of noise functions that we can use. Picking the right sort of noise is mostly an
artistic choice. A common noise function is Simplex noise by Ken Perlin [41]. It is used often in the context
of modeling some natural occurring phenomena, such as generating terrain in video games or modeling
clouds [19]. Other types of noise functions are Turbulent noise, Fractal noise and Cellular noise. Figure 3.9
shows different types of noise and what the result is when applying them to a volume.

Figure 3.9: Different types of color deformations applied to an axial-symmetrical volume
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3.2.2. Shape deformations
In order to further improve the appearance of the nebulae, we also consider the fact that real nebulae are not
uniform in shape. The shape of nebulae is axial symmetrical on a macro level, however, phenomena, such
as supernova explosions and stellar winds, make the shape of a nebula generally less regular. This breaks the
axial-symmetry. See Section 2.1.1 for more information on this.

It would be infeasible for our system to take into account the effect of all the natural phenomena that
influence the shape of a nebula by way of simulation. What we can do is formulate some rough approxima-
tions in order to come close to the shape of the nebulae that we observe in space. In the nebulae that we
just discussed, we found that the cause of their deformations was mostly due to their center star that was
exuding forces, which distorted the shape of the nebula. Our system has no notion about stars, their position
and the amount of force that they have. Instead we define a field of forces that acts around the symmetry
axis of our nebula and pretend that the symmetry axis is pushing matter outwards. When no deformation is
applied, the force that the symmetry axis exudes is at maximum power. Thus, the more deformation that is
applied, the less points will be forced outwards. This might feel a bit counter intuitive, but we can only move
sample points towards the symmetry axis. If we were to move sample points outwards, their distance from
the symmetry axis would be larger than the value that is stored in H for the respective column of M that the
sample points falls into and render our acceleration structure invalid. To ensure that radiance that is near
the symmetry axis (such as the center star) is not completely moved “below” the symmetry axis, we use the
distance that a sample point is from the symmetry axis as a normalization value. Points that will be far away
from the symmetry axis will be moved inwards, but points that are close to the symmetry axis will stay more
at the same position.

The amount of force that is applied is stored in a 2D map called the displacement map. We access this
displacement map by mapping the x component of a sample point to a column in the displacement map and
the y and z components of a sample point as an angle w.r.t. the symmetry axis and use this angle to access a
row in the displacement map.

To ensure that the deformations that occur due to the displacement map are smooth, we again make use
of smooth noise.
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3.3. Reconstruction
In Section 3.1, we discussed how we can optimize the rendering of an axial-symmetrical nebula. We analysed
our data and based on the outcome we made some assumptions (like in Section 3.1.2, where we found that
2D maps of nebulae are often sparse). These assumptions formed the basis for our optimizations. As the
reconstruction process makes extensive use of rendering the nebula, all of these optimizations also help to
accelerate this part of our method. In addition to that, we will try to simplify the reconstruction task even
further to increase the performance of the reconstruction.

The core of our reconstruction technique is similar to other nebula reconstruction techniques discussed
in Section 2.3. The goal is to find a 2D map representing a 3D axial-symmetrical volume, such that when this
volume is rendered from the original telescope view point, the difference between the resulting image and
the reference image of the nebula is minimized.

The structure of this Section is as follows. In Section 3.3.1 we briefly discuss what technique our method
shares with the other reconstruction techniques from Section 2.3.2. In the next section (Section 3.3.2) we
describe our attempt at simplifying the reconstruction task by assuming that the symmetry axis of the nebula
is orthogonal to the viewing direction. We will see that the sparsity around a nebula will again play a role in
the optimizations that we can apply.

3.3.1. Similarities with other reconstruction methods
First, we want to discuss which parts of our reconstruction method are also found in other reconstruction
techniques. We use the the analysis-by-synthesis strategy (Figure 2.25) that was first proposed by Magnor et
al. [23] to also reconstruct axial-symmetrical emission nebulae.

Error minimization Magnor et al. [23] and Linţu et al. [20, 21] use the Powell’s non-linear optimization
method. We also adopt the same algorithm. As we explained in Section 2.3, Powell’s method goes over each
entry in M and tries to find a value for that entry until the error (the difference between b and brec) is suffi-
ciently low. When it has found a suitable value for one 2D map entry it will try to optimize the next entry. The
more entries, the more configurations must be evaluated before a sufficient solution is found. It is therefor
desirable that the number of variables that the solver must find a value for is as low as possible.

Hierarchical approach We employ a hierarchical approach when reconstructing a nebula. We first start
with a lower resolution version of the reference image and then progressively increase the resolution until a
reconstruction of the desired resolution is achieved. After each reconstruction step, we upscale the found M
and use the up-scaled M as an initial solution for the next reconstruction step. This speeds-up the recon-
struction process and it prevents being stuck in a local minimum.

Completely emissive volume Assuming that absorption and scattering plays no role in the appearance of
the nebula allows us to simplify the reconstruction task significantly. Ignoring scattering means that we have
to consider self-emission as the only means by which radiance can be contributed. The radiance that is
received by us is then only dependant on all radiance that lies on the camera ray.

Ignoring absorption simplifies the the reconstruction task even further. If we look at Equation 2.3 we see
that each color intensity is attenuated by the same absorption coefficient. This means that, for an entry in M ,
we must reconstruct the color intensity as well as the absorption coefficient at the same time. Given that we
want to reconstruct a colored image of a nebula, this means that we must optimize four variables per entry
in M .

This is unfortunate, because the more variables that must be optimized, the more complex the optimiza-
tion task is. Instead, if we assume that there is no absorption coefficient then the three color intensities do
not have a common dependency. Thus we can reconstruct the red, green and blue color channels separate
from each other.

Perfect symmetry While our rendering method does allow for the (re)introduction of color and shape de-
formations, we do not attempt to capture these details during reconstruction. All known reconstruction tech-
niques that do consider shape deformations do not work with a system that relies on a 2D map for the volume
definition of the nebula. Instead those systems reconstruct a 3D volume description.

We investigated if we could reconstruct the 2D displacement map, but unfortunately the results were
not promising. This could be an interesting topic to explore further in the future (Section 7). With the way
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displacement is currently implemented (the deformation that is applied is the same for each color channel of
a pixel in M), it would mean that there would be a dependency between the color intensities of a pixel in M .
This would result in the fact that the shape deformation and the colors in M would need to be reconstructed
at the same time.

3.3.2. Assuming a fixed axis alignment
The basis for our optimizations is that we assume that the symmetry axis has an inclination of 0°. In other
words, when we view the nebula from Earth, the symmetry axis is perpendicular to the direction in which we
are viewing it.

Assuming an inclination of 0°means that a column of rays in the image plane corresponds to a column of
map entries in M . This means that we can reconstruct a column in M independently from another column
in M . If the nebula were to be angled then this would not be the case. This greatly decreases the number of
variables that need to be optimized for at once.

Another reduction to the number of variables that we have to solve for, when we assume an inclination
of 0°, has to do with the sparsity found around nebulae. Similar to how we avoided sampling regions that
are known to be empty, we should try to avoid finding map entries that are known to be empty. During
rendering, we used H to know which regions of space were empty. Now, we do not have a heightmap, but we
can compute which map entries are going to be empty by using a method that is similar to how we compute
a heightmap. We go over each column in the reference image and look at what distance from the symmetry
axis the first non-empty pixel is. Anything above this pixel we can expect to be empty. This is similar to how
we found all y; in H . We can eliminate quite a few variables in this way.

In addition to knowing which map entries will be empty, we will also know which pixels in the image
of the reconstruction will be empty. Using our theory from Section 3.1.4, we can skip over the empty space
immediately and do not have to sample the empty map entries that lie before and behind the nebula. The
size of the step that we do to skip over the empty space is given by the amount of empty map entries.

Finally, due to the axial symmetry and that the inclination angle is 0°, the accumulated radiance that
lies between tentry and tmin is the same as the radiance between tmin and texit . When computing how much
radiance is received by a pixel in the image plane, we only need to retrieve and accumulate the radiance
between tentry and tmin. The radiance received by the pixel in the image plane is twice this value.
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Implementation

This Chapter will discuss the workings of the applications that we have created to visualize and reconstruct
nebula. We will give details concerning the use of programming languages, libraries and API’s used. Our
nebula visualizer is discussed in Section 4.1. It allows the user to create and manipulate a 2D map and apply
deformations using smooth noise. With the program it is possible to visualize a nebula using its 2D map,
modify a 2D map to edit or create a new nebula and apply color and shape deformations to nebula using dif-
ferent smooth noise functions. We discuss the user interface of this program in Section 4.1.1 and dive deeper
into its architecture in Section 4.1.2. Our nebula reconstruction program is discussed in Section 4.2, whereby
we discuss its interface and architecture in Section 4.2.1 and Section 4.2.2 respectively. This program can be
used to reconstruct a 2D map from a picture of a nebula. The visualizer and reconstructor are separate pro-
grams which could be integrated, but due to time constraints it was easier to keep the two projects separate.

4.1. Nebula Visualization
The goal of our visualizer program is to provide a user interface, which should allow the user to create new
nebulae and view and edit existing nebula (reconstructed with our reconstruction program). The user is able
to apply shape and color deformations in a simple manner to make the appearance of the nebulae more
realistic. The tool is not intended as a physics simulator, but to make it easier to model axial-symmetrical
nebulae with a realistic appearance.

4.1.1. Interface
An overview of the interface of our application is shown in Figure 4.1.

The 2D map, displacement map for shape deformations and 3D noise field for color deformations are
shown to the user. The user is able to draw on the 2D map with the corresponding volume updating in real-
time. The user can manipulate the 2D map with different types of brushes to draw in different styles. They
are also able to choose brush properties such as the color of the brush (which will influence the emission and
absorption) and things such as the radius of the brush. An overview of the options is shown in Figure 4.2.

Figure 4.2: Overview of the controls that the user has to modify the 2D map

Smooth noise functions are used for color and shape deformations (see Section 3.2). Figure 4.3 shows the
different settings exposed to the user to control how the noise is generated. Separate noise settings are used

27
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Figure 4.1: Overview of the visualization application

for the color and shape deformations. The user is able to select different types of noise functions and define
their parameters. In addition to the different parameters, the user is also able to draw the displacement map.
This is similar to how drawing works for the 2D map. These controls are not shown in Figure 4.3 but they are
similar to the controls shown in Figure 4.2.

Figure 4.3: Overview of the settings used to compute the smooth noise for color and shape deformations

Finally, there are buttons so that the user can store an image of the nebula that they have visualized, load
and store 2D maps, and load and store noise settings.

4.1.2. Architecture
Our visualization program is written in C++ [13] and uses OpenGL [11] for the graphical user interface (GUI).
The volume rendering is done using CUDA [38].

Libraries A number of libraries are used to simplify the development process. The library ImGUI [5] allows
for easy UI development and is also extendable. ImGUI interfaces with OpenGL to draw the UI elements on
screen. In addition to that, the rendering pipeline using CUDA also interfaces with OpenGL and with ImGUI
such that the output image can be shown using ImGUI to the user.

To compute smooth noise values for shape and color deformation, our application uses the
FastNoiseSIMD [40] library to compute the noise. The library makes use of the SIMD programming tech-
nique to achieve better performance. On top of that, FastNoiseSIMD supports many kinds of smooth noise,
such as Perlin noise, Simplex noise and Cellular noise. It also supports fractal deformations and
can compute noise in 2D and 3D. Unfortunately there is a downside to using FastNoiseSIMD and that is that
it runs entirely on the CPU. We need the noise data on the GPU and it is expensive to transfer the data from
the CPU. The overhead is acceptable, as we do not need to transfer the data every frame, but only when the
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data is modified.
To ensure that the evaluation of the noise functions is efficient, we divide up the workload such that it can

be evaluated in parallel on multiple CPU threads. To help with generating multi-threaded code, we use the
OpenMP [39] library.

GPU Programming Model Using GPUs to accelerate volume-rendering tasks is common practice (as dis-
cussed in Section 2.2.2). We used CUDA from NVIDIA [38] to harness the computing power of GPUs. The
workload is still as parallelizable as before. The computation of the radiance that is perceived by a pixel in the
output image can be computed independently of all other pixels. The modifications that we have made to the
volume-rendering algorithm to work for axial-symmetrical volumes described by 2D maps do not prevent us
from using a GPU to help with the workload. In addition to that, our optimizations also do not interfere with
the GPU programming model.

4.2. Nebula Reconstruction
4.2.1. Interface
Our reconstruction program does not have a user interface. It is accessible through the command line. It
takes an image of a nebula as an input. There are no dimension constraints that the user has to take into
consideration when supplying an image. The only thing to ensure is that the symmetry axis of the nebula
is aligned correctly, meaning that it is completely horizontal and at the image center (equal distance away
from the top and bottom of the image). We also assumed that any background stars are removed from the
reference image.

4.2.2. Architecture
Like our visualization program, the reconstruction program is written in C++. With our reconstruction ap-
proach, each column of the 2D map can be reconstructed separately. In addition to that, each color channel
can also be reconstructed separately. This makes the workload very parallelizable. Like with the other recon-
struction approaches (Section 2.3.1), we use Powell’s method to find a solution that, when visualized, gives
a result that is as close to the reference as possible. We need to employ n × c instances of Powell’s method
to find a solution for each of the n columns of the 2D map whereby each column has c color channels. We
first experimented with running the reconstruction process on the CPU or having parts of the reconstruction
process run on the CPU and other parts on the GPU. With our hardware configuration, we found that running
the workload entirely on the GPU gave the best performance.

First, the reference image is placed in GPU memory such that every kernel invocation has access to it. We
also reserve memory for the reconstructed 2D map. Next, we launch n × c blocks with 1 thread. It is more
common for GPU programs to use a higher number of threads per block. This works under the condition
that the work that each thread must perform is similar. With testing we came to the conclusion that the work
that must be performed to reconstruct a column of the 2D map was so heterogeneous that we did not benefit
from having multiple threads in a single block performing this task. This programming model leaves the GPU
underutilized, which is something that future research could address.





5
Results

In this chapter, we will share visual and quantitative results of our methods. The visual results of our rendering
method from Section 3.1.1 and Section 3.2 are shown in Section 5.1.1. A quantitative analysis of the perfor-
mance of our rendering method is given in Section 5.1.2. Finally, the results of our reconstruction method
from Section 3.3 is given in Section 5.2.

5.1. Rendering

We have evaluated our rendering method in two ways: visually and quantitatively. To do so, we have made
a selection of nebulae and visualized these with our rendering method. We used 2D maps from nebulae
reconstructed using our reconstruction method and then modified the nebulae in our application to add
deformations to make them slightly asymmetrical. We applied shape and color deformations in a way that
we found both aesthetically pleasing and physically plausible. The nebulae were selected because they have
an interesting shape that could influence the performance of our rendering method. The effect of their shape
on the performance of our rendering method will be discussed in Chapter 6.

5.1.1. Visual results

We will now present several nebulae visualized using our rendering method and modified using shape and
color deformations.

Figure 5.1: M2-9 nebula without deformations
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Figure 5.2: M2-9 nebula with deformations

Figure 5.3: Calabash nebula without deformations

Figure 5.4: Calabash nebula with deformations

Figure 5.5: NGC 6826 nebula without deformations
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Figure 5.6: NGC 6826 nebula with deformations

5.1.2. Quantitative results
We have evaluated how fast our rendering method can visualize the three nebulae from Section 5.1.1. In
addition to that, we have also evaluated how fast our rendering method can visualize a 2D map which is
completely empty and a 2D map which is completely emissive. These two maps highlight the cost and/or
savings of our optimizations under extreme conditions.

We measure the time that was necessary to render a nebula, both with and without deformations applied.
Each nebulae was rendered at an inclination angle of 0°, 15°, 30°, 45°, 60°, 75°and 90°. The nebulae all had a
2D map of size 1024×1024 and were rendered to a 2048×2048 image. We assumed that the heightmap for
each nebulae was already computed. We found that for all nebulae, computing the heightmap of the 2D map
was done in under 1 millisecond.

In the tables below, we refer to the “naive” axial-symmetrical volume rendering implementation from
Section 3.1.1 as “NASR”. We compared NASR to the different optimizations discussed in Section 3.1. The
optimizations shown in the tables below are the emptiness-check, global-maximum-check and the ω-step-
check with different values for ω. We used the following values for ω:

• ω=ωmax = texit − tentry ,

• ω=ωlarge = 1
32ωmax ,

• ω=ωmulti =
{
ωmax , 1

2ωmax , 1
4ωmax , 1

8ωmax , 1
16ωmax , 1

32ωmax

}
ωmax is the largest possible step that we could do. It is unlikely that this step can be performed often, but when
it is applicable it prevent a significant amount of unnecessary sample points. ωlarge is a step size which would
be applicable more often, but when nebulae contain significant amounts of empty space then we will not
traverse the empty space as fast as possible which could cost performance. Finally, ωmulti is the hierarchical
approach and defines multiple values forω. We evaluating whether we can perform a large step we start with
the largest possible value for ω and try smaller values if the test fails. This approach should ensure that we
always skip as much empty space as possible.

In the case of the global-maximum-check and ω-step-check, we also enable the emptiness-check. This
means that, in the case that an optimization cannot be applied and a point (or multiple points) can be sam-
pled, we perform the emptiness-check before sampling.

All measurements were done on a AMD Ryzen 7 3800X CPU, a Nvdia RTX 2080TI GPU, 64 GB of DDR4
memory and a 1TB SSD.

Table 5.1: Frametime comparisons of the M2-9 nebula

Without deformations With deformations

Rendering method Milliseconds Compared to NASR Milliseconds Compared to NASR

NASR 34,9 1,0 95,3 1,0
emptiness-check 19,0 1,8 17,1 5,6
global-maximum-check 2,1 16,3 3,6 26,7
ωmax-step-check 2,3 15,3 3,7 25,7
ωlarge-step-check 4,1 8,4 5,3 18,0
ωmulti-step-check 1,0 34,9 2,7 35,1
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Table 5.2: Frametime comparisons of the Calabash nebula

Without deformations With deformations

Rendering method Milliseconds Compared to NASR Milliseconds Compared to NASR

NASR 35,1 1,0 95,0 1,0
emptiness-check 19,4 1,8 18,3 5,2
global-maximum-check 3,7 9,5 5,7 16,6
ωmax-step-check 3,9 9,1 5,3 18,0
ωlarge-step-check 4,6 7,7 6,3 15,1
ωmulti-step-check 2,1 16,4 4,1 22,9

Table 5.3: Frametime comparisons of the NGC 6826 nebula

Without deformations With deformations

Rendering method Milliseconds Compared to NASR Milliseconds Compared to NASR

NASR 35,0 1,0 95,9 1,0
emptiness-check 20,4 1,7 24,7 3,9
global-maximum-check 8,3 4,2 17,1 5,6
ωmax-step-check 8,7 4,0 17,9 5,4
ωlarge-step-check 8,7 4,0 16,4 5,8
ωmulti-step-check 6,6 5,3 15,3 6,3

Table 5.4: Frametime comparisons of the empty 2D map

Without deformations With deformations

Rendering method Milliseconds Compared to NASR Milliseconds Compared to NASR

NASR 35,1 1,0 95,0 1,0
emptiness-check 19,1 1,8 14,7 6,9
global-maximum-check < 1 - < 1 -
ωmax-step-check < 1 - < 1 -
ωlarge-step-check 3,6 9,8 3,6 28,3
ωmulti-step-check < 1 - < 1 -

Table 5.5: Frametime comparisons of the emissive 2D map

Without deformations With deformations

Rendering method Milliseconds Compared to NASR Milliseconds Compared to NASR

NASR 32,7 1,0 94,3 1,0
emptiness-check 47,4 0,7 95,7 1,0
global-maximum-check 47,4 0,7 96,9 1,0
ωmax-step-check 48,0 0,7 98,0 1,0
ωlarge-step-check 47,9 0,7 97,6 1,0
ωmulti-step-check 48,6 0,7 98,4 1,0
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5.2. Reconstruction
We apply our reconstruction technique on a set of nebula that all have some degree of axial-symmetry in
their appearance. We reconstruct a 1024 × 1024 2D map of the nebula and use our rendering method to
make images. The position of the symmetry axis in the reference image is assumed to be known before the
start of the reconstruction process and any stars in the background of the reference image are removed. The
visual results of our method are shown in five figures. Each first figure is the reference image that is used
for the reconstruction. Each second figure is a modified version of the reference image and shows what the
nebula in the reference image might look like if it were perfectly symmetrical. Each third figure shows the
reconstructed nebula when viewed from a viewpoint that makes appear similar to the nebula in the reference
image. Each fourth and fifth figure show the reconstructed nebula when viewing it from a novel viewpoint.
The time needed for the reconstruction is shown below the figures.

The (visual) quality of our results is similar to that of other methods (Section 2.3.1). Like the results from
previous work, our results look plausible. The largest difference between our work and the results of previous
work is the running time. Our method runs in the order of minutes, while other methods can take several
hours.

Reference image [4] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.7: “M2-9” nebula. Reconstruction took 9 seconds.

Reference image [34] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.8: “IC 418” nebula. Reconstruction took 34 seconds.

Reference image [2] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.9: “NGC 6826” nebula. Reconstruction took 47 seconds.
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Reference image [3] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.10: “NGC 7009” nebula. Reconstruction took 6 seconds.

Reference image [31] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.11: “SNR0509” nebula. Reconstruction took 21 seconds.

Reference image [30] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.12: “NGC 2392” nebula. Reconstruction took 58 seconds.

Reference image [8] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.13: “Calabash” nebula. Reconstruction took 13 seconds.
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Reference image [32] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.14: “HD 44179” nebula. Reconstruction took 43 seconds.

Reference image [48] Reference with perfect symmetry Original viewpoint Novel viewpoint Novel viewpoint

Figure 5.15: “Abell 039” nebula. Reconstruction took 36 seconds.





6
Discussion

In this Chapter, we will discuss the results from Chapter 5. We will dive deeper into why the results are the
way they are and highlight benefits and shortcomings of our visualization and reconstruction methods.

6.1. Visual results of our rendering method
First, we will discuss the visual results that we achieved when we visualize a nebula when no deformations
are applied. The nebulae in Figure 5.1, Figure 5.3 and Figure 5.5 look plausible, but simple. Viewing these
nebulae at an angle also gives plausible results while the details of the nebula remain visible.

Applying deformations to (re)introduce asymmetry in the appearance of a nebula leads to nebulae that
appear more realistic (Figure 5.2, Figure 5.4 and Figure 5.6). We found that the biggest effect was caused by the
shape deformations, which introduce irregularities that are also found in real nebula. A variety of color and
shape deformations can be applied by the different smooth noise functions that are available. Choosing the
right color and shape deformation is a matter of taste but we found that the best results were deformations
that accentuated irregularities that were already present in the original nebula.

Renditions of nebulae start appearing artificial when viewing them at a high inclination angle (more than
80°). The nebulae start appearing “flat” when viewing from the side. Perceiving detail about the structure of
the nebula is difficult from this angle. Point symmetrical nebulae suffer less from this because they appear
the same from any angle. Applying deformations does make the side view of nebulae appear less artificial,
but sometimes the result can still lack the detail compared to when viewing the nebula at a less extreme
inclination angle.

Figure 6.1: Lack of detail when viewing a nebula from the side. Applying deformations mitigates this somewhat.

Many of the details that appear near the symmetry axis (most importantly the center star found in many
nebulae) remain visible even when applying our shape deformation technique. This is because sample points
that are near the symmetry axis are pulled inwards less than sample points further away. With this in place,
the results appear more realistic. Comparing Figure 6.2, it is clear that a loss in details would detract from the
realistic appearance of the nebulae.
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Figure 6.2: Comparison between shape deformation without and with considering the importance of the volume lying close to the
symmetry axis.

6.2. Performance of our rendering method
Synthetic 2D maps The results from Table 5.4 and Table 5.5 are to be expected given the workings of our
rendering method (and the optimizations that we apply). All our optimizations try to exploit emptiness in
a 2D map. As such, all optimizations outperform NASR when tested on the empty 2D map. In the case of
the global-maximum-check, ωmax-step-check and ωmulti-step-check, the speedup is maximal. The volume is
immediately traversed from tentry to texit ; the 2D map is not accessed. The performance ofωlarge-step-check is
also not unexpected. In that case, we do not test to see if we can traverse the volume in one step but in steps
that are still larger than normal. The performance increase therefor is not as high as with the other twoω-step-
check variants, but is still significant if compared to the NASR or the emptiness-check. The performance of the
emptiness-check compared to NASR proves that it is worth it to prevent accessing the 2D map. Compared to
the 2D map, the heightmap is smaller in memory size and can therefor be cached more easily which in turn
makes it faster to access. In addition to that, we do not have to do any radiance accumulation but those
operations are not extremely costly anyway.

At the opposite end, NASR outperforms all optimizations when visualizing the emissive 2D map, but it
does so with a fairly small margin. The slight difference can be explained by the fact that both the heightmap
as well as the 2D map have to be accessed, while in the case of NASR, only the 2D map has to be accessed.

Realistic 2D maps The performance results in Table 5.1, Table 5.2 and Table 5.3 highlight the significant
performance improvements that we make compared to NASR when visualizing a real nebula. We see that
applying deformations costs performance and preventing unnecessary samples is then even more benefi-
cial. With all nebulae, we see that performing the emptiness-check already helps with performance. But
eliminating multiple sample steps at once is even better for performance. The global-maximum-check and
ω-step-check do precisely this.

The shape of the nebula has a big influence on how well an optimization can be applied. The M2-9 nebula
(Table 5.1) is “thin” with lots of empty space surrounding it. It is surrounded by so much empty space that
applying the ωlarge-step-check leads to a degradation is performance. The reason for this the same reason
why the optimization performed the way it did when visualizing the empty 2D map.

If we look at the performance of the optimizations on the Calabash nebula (Table 5.2), we can, again,
conclude that there is enough empty space surrounding the nebula that applying the ωlarge-step-check leads
to a degradation in performance. But the lopsided shape of the Calabash nebula also shows that it is ineffi-
cient to use the global maximum of the heightmap. Since one side of the nebula is higher than the other, a
large amount of rays will go through empty space whilst also going below the global maximum. The ωmax-
step-check uses a local maximum instead and if we look in Table 5.2 then we see that the ωmax-step-check
outperforms the global-maximum-check optimization.

If we look at all three cases, we see that the best performing optimization is the ωmulti-step-check. This is
because it will always try to perform as large of a step as possible. Thus, we discard an entire ray when this is
possible and otherwise try to skip ahead as much as possible. It leads to the most empty space to be skipped
and, with or without deformations, gives a significant speed-up compared to NASR.

6.3. Visual results of our reconstruction method
In our opinion, the reconstruction results of Section 5.2 all look plausible and aesthetically pleasing. All re-
constructions look practically identical to (a symmetrical version of) the reference image. The time needed
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to perform a reconstruction at a level of detail that captures the appearance of the nebula well is also man-
ageable. Especially when compared to the reconstruction times of other methods (Section 2.3), which often
could take days. These reconstruction methods are dated and they would run faster on modern hardware,
but due to our simplifications to the reconstruction problem, it is expected that these methods are still out-
performed.

Since we do not attempt to reconstruct shape and color deformations that cause asymmetry, the more
symmetrical the reference nebula is, the better the reconstruction. Examples of this are the nebulae in Fig-
ure 5.8, Figure 5.11, Figure 5.14 and Figure 5.15. The difference between the reference image and the sym-
metric version of the reference image is already fairly small. Viewing these nebula from a novel viewpoint
looks very plausible. In the case of Figure 5.11 and Figure 5.15, we see that these nebulae are so spherical
that, when viewing them from a novel viewpoint, they look almost exactly the same as when viewing them
from the original viewpoint, which can only be explained because of their shape.

We can also see that the reconstruction method has no problem with reconstructing details that lies inside
the nebula. For example, the reference nebulae in Figure 5.7, Figure 5.8 and Figure 5.9 all consist of multiple
“shells” with outside layers surrounding a more detailed core. The resolution of the 2D map that is used is
sufficient to capture these details.

The largest difference between the (symmetric) reference image and reconstructed image can be seen
in Figure 5.9 and Figure 5.12 near the center of these nebulae. In the reconstruction, they appear lighter in
these areas than in the reference image. This can have two explanations. The first is that in the real nebula,
these regions contain absorbent material. Our reconstruction method does not reconstruct absorption and
so we cannot replicate its effect. The second explanation is that these nebulae are “thinner” than we assume
them to be. We now assume that the nebulae have a constant thickness, but it could be that the nebulae are
thinner (so when viewed from the side, the nebulae would be shaped like an ellipse instead of a circle). If they
are thinner than not as much radiance can be accumulated and the nebulae will not appear as bright (in the
center regions).

The performance of our reconstruction method is sufficiently high that any axial-symmetrical nebula
can be reconstructed in a reasonable amount of time. Reconstructions of nebula that are “thin” are faster.
Examples are the nebulae in Figure 5.7 and Figure 2.3. This is due to the optimization, which we defined in
Section 3.3, whereby we first check which map entries of the 2D map we can expect to be empty. The nebulae
in Figure 5.7 and Figure 2.3 simply have fewer map entries that need to be found and the reconstruction time
is lower as a result. Still, the time required to reconstruct “larger” nebulae is still fairly low. The most time
consuming reconstruction was of the NGC 2392 nebula (Figure 5.12) and it was reconstructed in under one
minute.

Overall our reconstruction method leads to reconstructions that appear realistic, even when viewed from
a novel viewpoint. We do not capture asymmetries, but still achieve plausible visual results by simulating
them during rendering. We also ignore that the nebula that we reconstruct is possibly inclined. This sim-
plifies the reconstruction task and still leads to plausible visual results. Because we ignore the influence of
absorption, there can be small visual errors when the reconstruction is compared to reference images. How-
ever, only a very small set of the reconstructed nebulae suffer from this and it does not detract from the
realistic appearance that these reconstructions have. The performance of our reconstruction method is also
fast enough that a high resolution reconstruction can be made in a few seconds rather than a few hours using
our reconstruction technique.





7
Conclusion

We have developed a novel rendering method to visualize axial-symmetrical volumes. This technique was
specifically developed to visualize axial-symmetrical nebulae and was inspired by techniques used to recon-
struct this type of nebulae. Here the 3D volume of a nebula is represented by a 2D image (known as the
nebula’s 2D map) that is rotated around the symmetry axis. Compared to the traditional voxel representa-
tion, the volume can be represented in less memory and modifications can also be made more easily. Our
rendering method is optimized to exploit the emptiness that is often found around real axial-symmetrical
nebulae to accelerate the visualization of the 2D maps.

We have built our rendering method into an application with which it is possible to view nebulae from
any viewpoint. The application also allows for the creation of new axial-symmetrical nebulae or the modifi-
cation of exiting ones. In addition to that, we propose methods to reintroduce asymmetry in the appearance
of the nebulae using shape and color deformations. These shape and color deformations use smooth noise
functions (controlled by the user in our application) to introduce tiny irregularities in the appearance of the
nebula that break the perfect symmetry that would otherwise be present and allows for the creation of realis-
tically looking nebulae.

Finally, we build upon the previous work in the field and have developed a novel reconstruction approach
which allows for the reconstruction of (emissive) axial-symmetrical nebulae. Compared to previous work, our
reconstruction method can reconstruct a nebula’s 2D map in under a minute, where for previous methods
this process would take several hours.

With all of our work, it is possible to get more insight into the appearance and structure of axial-symmetrical
nebulae. Our tools can be used to create illustration material suitable for planetariums and astronomy courses.

Future Work During the development of this thesis, we identified several interesting research problems
that could be addressed in the future.

We have only focused on axial-symmetrical nebulae and those can be represented by 2D maps. Nebu-
lae that are point-symmetrical can also be represented using a 2D map, because they are implicitly axial-
symmetrical, but the resulting 2D map contains redundant information. Instead, a point-symmetrical neb-
ulae could also be represented by a 1D array of values. Reconstructing a nebula that is assumed to be point-
symmetrical should be significantly faster than reconstructing an axial-symmetrical nebulae, because only
a single column of pixels in the reference image should have enough information to deduce its structure.
Whether this will give aesthetically pleasing results remains to be seen, but applying shape and color defor-
mations in a similar manner to how we have done for axial-symmetrical nebulae will probably give results
that also look plausible. Many of the visualization optimizations that we have applied would require little
modification since the principle on which they operate (the distance between a sampling point and the point
of symmetry) also is applicable for point-symmetrical nebulae.

Another research direction that could be studied further concerns the reconstruction of emissive axial-
symmetrical nebulae under the same assumptions that we do. Assuming that the nebulae to be reconstructed
is not inclined towards Earth means that each column in the 2D map corresponds to a unique column of
pixels in the reference image. Since the nebulae is emissive, the radiance received by a pixel is simply a
summation of all radiance that lies on the ray coming from the pixel. The problem can then be formulated as
the linear system Ax = b with the i th row of A storing how much the entries in x contribute to the i th pixel
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in b. This system could be solved by a matrix solver, but the non-negativity constraint on the 2D map values
should be taken into consideration. Work by Klehm et al. [15, 16] could be used as a starting point, as it deals
with a similar equation system.

Finally, our reconstruction method does not reconstruct shape deformations, which results in reconstruc-
tions that are perfectly symmetrical. Using the same model as we do to express shape deformations might
make the finding of a suitable shape deformation field an ill-posed problem. In addition to that, the current
model assumes that all color channels in the 2D map are deformed equally, which means that reconstruct-
ing the deformation must be done for all color channels at once. This makes the reconstruction task more
difficult. However, the color channels in the reference image usually correspond to particular (narrow) wave-
lengths of light and this light is emitted by specific kinds of particles. The chemical composition of these
particles is unique and as such they are all uniquely effected by interstellar winds. Thus there is a scientific
basis to reconstruct the shape deformation of a particular color channel independently of the shape defor-
mations of the other color channels.
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