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When I’m working on a problem, I never think about beauty.
I think only how to solve the problem.

But when I have finished, if the solution is not beautiful,
I know it is wrong.

R. Buckminster Fuller





SUMMARY

H IGH fidelity computational aeroacoustic approaches have been applied in this the-
sis, for the purpose of predicting noise from wind turbine blades. For a large mod-

ern wind turbine, aerodynamic noise from the blades is generally considered to be the
dominant noise source, provided that mechanical noise is adequately treated. Most of
the aerodynamic blade noise sources, such as tip noise and blunt-trailing-edge noise,
can be prevented by good design, leaving turbulent boundary layer trailing edge noise
to be the dominant noise source.

This thesis demonstrates how both incompressible and compressible computational
fluid dynamics solutions can be employed to obtain both qualitative and quantitative
description of the aeroacoustic sources, underlying mechanism and predicted far-field
acoustic pressure. Both Navier-Stokes and Lattice Boltzmann relations have been stud-
ied to obtain high fidelity flow field results. In combination with acoustic analogies,
solved either as integral solution or as boundary element method, an estimation of the
acoustic radiation in the far field can be obtained.

To obtain a fully developed turbulent boundary layer, both recycling and rescaling
planes as well as bypass transition strips were analyzed. A staggered grid of cubic blocks
for transition was analyzed and compared with a more conventional, zigzag strip using
flow results from the Lattice Boltzmann method. The trips were shown to be successful
to enforce transition, but the observed transition scenario suggested that a zigzag strip
is more efficient as a bypass transition process compared to the staggered grid of cubes,
since the spanwise vortices were undulated more effectively from the trip.

Furthermore, the prediction of the streamwise and spanwise coherence length of the
pressure field below a turbulent boundary layer at low Reynolds number generated us-
ing a recycling inflow method, were estimated using different numerical large eddy sim-
ulation models in an open-source finite volume based computational fluid dynamics
package. It was found that the spanwise coherence length was significantly smaller than
the streamwise coherence length, indicating low amplitude structures. For both spatial
directions, the decay obtained from the simulations matched the Corcos model and ex-
perimental results at intermediate and high frequencies.

Trailing edge noise has been analyzed by considering the flow around a plate with an
asymmetrically beveled 25◦ trailing edge. Both integral and boundary element method
were employed on incompressible flow data, with the latter method also predicting the
scattered acoustic pressure. It was concluded that, when performing aeroacoustic com-
putations with incompressible flow data, a scattering correction is essential to properly
represent the acoustic spectra.

The flow and acoustic field around the beveled plate was further analyzed by the Lat-
tice Boltzmann equations in combination with a Ffowcs-Williams and Hawkings aeroa-
coustic analogy. To validate the coupling of these computational approaches for the
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prediction of trailing edge noise, a comparison was made between experimental data.
The flow and pressure field dynamics show similar trends and compare well for both
the mean velocity field and turbulent fluctuations, while deviations of 2 dB for surface
pressure spectra were found. Furthermore, the non-dimensional shedding frequency
value agreed well between experiment and simulation. Broadband noise was in excel-
lent agreement with a similar maximum deviation as for the surface pressure spectra.

Many passive mitigation strategies have been proposed to reduce trailing edge noise.
In the past, using both experiments and simulations, a serrated trailing edge has been
shown to be efficient in reducing this type of noise. Although serrations are now used
quite often on wind turbine blades, the noise reduction mechanism is not fully under-
stood. Therefore, in this thesis, the flow topology and noise emission around a teeth,
combed teeth and straight edge configuration retrofitted on a NACA 0018 airfoil at zero
angle of attack is studied in order to understand the working mechanisms of serrations.
The numerical results confirmed that the combed teeth give a larger noise reduction
than the standard teeth. Furthermore, the acoustic far-field results and boundary layer
characteristics obtained from the simulation of the teeth configuration matched the ear-
lier experiments. It was hypothesized that the main noise-suppression mechanism, due
to the application of the combs, is the change of the angle of the streamlines. Other
experimental methods, such as the analysis of boundary layer characteristics, surface
pressure fluctuations, the individual segment analysis and the flow induced noise detec-
tion revealed that most noise is generated at the root of the teeth rather than the tip. It
was observed that surface pressure fluctuations at low frequencies are dependent of the
streamwise location. It suggested a variable intensity of the scattered pressure waves.

With that in mind, a shape optimization on the teeth has been proposed in this the-
sis, resulted in a iron-like geometry. The iron-like geometry reduced far field noise more
of approximately 2 dB with respect to the conventional teeth geometry. The analysis
of the time-averaged near-wall velocity components showed that the main effect of the
proposed geometry is to mitigate both the outward and downward motion near the root
of the serration. It resulted in a less strong interaction between the two sides of the airfoil
at the root location and in a larger effective angle seen by the turbulent flow approaching
the edges.



SAMENVATTING

G EDETAILLEERDE betrouwbare aeroakoestische benaderingen zijn toegepast in dit
proefschrift, met het oog op het voorspellen van het geluid afkomstig van wind-

turbine bladen. Voor een grote moderne windturbine wordt het aerodynamisch geluid
afkomstig van de bladen gezien als de meest dominante geluidsbron, mits mechanisch
geluid op gepaste wijze wordt behandeld. De meeste aerodynamische geluidsbronnen,
zoals het tipgeluid of geluid door een stompe achterrand kan worden voorkomen door
een goed ontwerp. Hierdoor wordt het geluid dat ontstaat door de interactie van de tur-
bulente grenslaag en de achterrand, de belangrijkste geluidsbron.

Dit proefschrift laat zien hoe zowel onsamendrukbare als volledig samendrukbare
stromingssimulaties kunnen worden gebruikt voor het verkrijgen van kwalitatieve en
kwantitatieve beschrijvingen van de aeroakoestische bronnen, de onderliggende me-
chanismen en het voorspelde akoestische verre veldsignaal. Zowel Navier-Stokes ver-
gelijkingen als Lattice Boltzmann vergelijkingen zijn onderzocht om een hoge betrouw-
baarheid van het stromingsveld te verkrijgen. In combinatie met verschillende akoes-
tische analogieën, opgelost als integraal oplossing of als randelementmethode, kan een
schatting worden gemaakt van het gestraalde akoestische verre veld.

Om een volledig ontwikkelde turbulente grenslaag te krijgen zijn zowel recyclings- en
herschaalmethoden als verschillende transitiestrips bekeken. Een raster van vierkante
blokken voor transitie werd geanalyseerd en vergeleken met een conventionele, zigzag-
strip met behulp van stromingsresultaten van de Lattice Boltzmann-methode. Beide
transitiestrips waren succesvol om een overgang naar een turbulente grenslaag af te
dwingen. Het waargenomen scenario suggereerde dat een zigzagstrip efficiënter werkt
als bypasstransitieproces dan transitie met een raster van vierkante blokken, gezien het
feit dat de spanwijdterichting wervels beter vermengd werden.

In een andere studie werden in stroom- en spanwijdterichting de coherentielengtes
van de randdrukken voorspeld onder een turbulente grenslaag bij lage Reynolds getal-
len. De grenslaag was gegenereerd door een recycling instroommethode en verschil-
lende numerieke grove structuursimulatiemodellen door middel van een open-bron,
eindige volume, stromingssimulatiepakket. Het bleek dat de coherentielengte in span-
wijdterichting significant kleiner was dan de coherentielengte in stromingsrichting, wat
duidde op structuren met lage amplitudes. Voor beide ruimtelijke richtingen en voor
middelhoge en hoge frequenties was het verval van de coherentielengte gelijk aan het
model van Corcos en de experimentele resultaten.

Vervolgens is achterrandgeluid geanalyseerd door te kijken naar de stroming rond
een plaat met een asymmetrische schuine achterrand van 25◦. Zowel een integraal op-
lossing als een randelementmethode waren getest met data van een onsamendrukbare
stromingssimulatie, waarbij de laatste methode tevens ook een voorspelling kan doen
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van het verstrooide akoestische veld. Er kon worden geconcludeerd dat wanneer bereke-
ningen uitgevoerd werden met aeroakoestische, onsamendrukbare stromingsdata, een
correctie voor de verstrooiing van het geluid noodzakelijk was om het correcte akoesti-
sche spectra weer te geven.

Verder werd de stroming en geluid rond de afgeschuinde plaat bekeken door mid-
del van de Lattice Boltzmann vergelijkingen in combinatie met een Ffowcs-Williams-
Hawking afgeleide aeroakoestische analogie. De koppeling van deze twee methodes
werd gebruikt voor het voorspellen en valideren van het achterrandgeluid tegen expe-
rimentele data. Het stromingsveld en drukveld vertoonden gelijkwaardige trends met
de experimenten, en toonden nauwe overeenkomsten voor zowel de gemiddelde snel-
heid als de turbulente fluctuaties. Een maximum afwijking van 2 dB werd gevonden
voor de spectra van de wanddrukken, terwijl de dimensieloze frequentiewaarde van de
afscheiding van wervelingen goed overeenkwam tussen experiment en simulatie. De
vergelijking van het breedbandgeluid was uitstekend, met een maximale afwijking over-
eenkomstig met het resultaat van de wanddrukken.

Veel passieve mitigatiestrategieën zijn voorgesteld om achterrandgeluid te reduce-
ren. In het verleden hebben zowel experimenten als simulaties aangetoond dat een ge-
tande achterrand efficiënt kan zijn in het verminderen van achterrandgeluid. Hoewel
zaagtanden nu vaak gebruikt worden op windturbinebladen wordt het exacte mecha-
nisme van de geluidsonderdrukking nog niet volledig begrepen. Vandaar dat in dit proef-
schrift de stroming en geluidsemissie rond zaagtanden, gekamde zaagtanden en een
rechte achterrand configuratie gemonteerd op een NACA 0018 vleugelprofiel onder een
invalshoek van nul graden zijn bestudeerd om achter de werking van het reductiemecha-
nisme te komen. De numerieke resultaten bevestigden dat de gekamde zaagtanden een
grotere geluidsreductie geven in vergelijking met de standaard zaagtanden. Bovendien
komen de akoestische verre veldresultaten en de grenslaageigenschappen van de con-
ventionele zaagtand nauw overeen met data verkregen uit eerdere experimenten. De
resultaten suggereerden dat het belangrijkste geluidonderdrukking mechanisme, door
toepassing van de kammen tussen de zaagtanden, de verandering van de hoek van de
stroomlijnen is. Uit andere methoden van experimentele aard, zoals de analyse van de
grenslaageigenschappen, het onderzoek naar de oppervlakte drukfluctuaties, de indivi-
duele segmentanalyse en de stromingsgeïnduceerde geluidsdetectiemethode kon wor-
den geconcludeerd dat het meeste geluid werd gegenereerd tussen de basis van de zaag-
tanden in plaats van de tip van de tand. Er werd waargenomen dat bij lage frequenties
de druk fluctuaties afhankelijk zijn in de stromingsrichting. Dit suggereert een variabele
intensiteit van de verstrooide drukgolven.

Met dit in het achterhoofd is er in dit proefschrift een optimalisatie van de zaagtand
voorgesteld, die veel weg heeft van de vorm van een strijkijzer. De strijkijzergeometrie
verhoogt de geluidsreductie met ongeveer 2 dB vergeleken met een conventionele zaag-
tand. Uit onderzoek van de tijdsgemiddelde snelheidscomponenten bij de wand is ge-
bleken dat het hoofdeffect van de voorgestelde geometrie de vermindering van zowel de
heen- als neerwaartse beweging bij de basis van de vertanding is. Dit resulteerde in een
minder sterke interactie tussen beide zijden van het aerodynamisch profiel bij de basis
van de vertanding en in een grotere, meer efficiëntere, hoek van de stroomlijnen bij de
randen van de geometrie.
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INTRODUCTION

The thesis must be an original work of the candidate.

PhD Examination Regulations, Delft University of Technology

There is nothing new under the sun.

Ecclesiastes

As wind is a clean and inexhaustible source of energy, a tremendous growth of the applica-
tion of wind energy is seen in the past decades. However, as the noise from wind turbines,
and in particular trailing edge noise, constitutes an important hindrance to the environ-
ment, efficient tools and methodology for the prediction of trailing edge noise gained sub-
stantial interest within the wind turbine industry. To provide a solution for complex flow
problems and acoustic prediction, computational aeroacoustic methods have received in-
creased attention. This chapter provides background information on the history of blade
noise, quantification of sources, recent developments and perspectives. Furthermore, a de-
tailed analysis of computational aeroacoustics is given to provide the reader some insights
in the different options to model sound. The chapter concludes with thesis objectives and
an outline of the current thesis.

3
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1.1. WIND ENERGY AND NOISE NUISANCE

W IND energy; the solution to deal with an increasingly recognized and critical chal-
lenge ever faced for human mankind. In order to reduce the greenhouse gasses,

the demand for renewable energy, such as wind energy, is growing and growing. Tur-
bines are either placed onshore or offshore, and each has its corresponding advantages
and disadvantages. Although placing wind turbines onshore seem to be a good idea in
terms of installation and maintenance costs, controversy exists about placement of tur-
bines near inhabited places, due to for example noise pollution and obstruction of view.
A recent study from van den Berg [1] showed that noise, and especially the swishing char-
acter of the noise, is one of the most annoying aspects of onshore wind turbines. The hin-
drance significantly reduces when people have an economic benefit from the turbines.
These days, in order to protect public health, governments apply strict noise regulations
for both maximum, average and modulated noise levels for wind turbines [2]. This now
constitutes an important barrier for the widespread application of wind energy [3] as
many wind turbines have to operate at reduced power during the night. This barrier
could lead to a lower power output from the turbines, which will lead to an overall reduc-
tion of the annual energy production. Potentially, in some cases, even plans for complete
wind farms could fail and be canceled due to stricter noise regulations. Hence, for the
design of new wind turbines, noise emission becomes a key design parameter. There-
fore, potential noise sources should be analyzed, understood and reduced as much as
possible.

1.2. SOURCES OF WIND TURBINE NOISE

In the last few decades, some studies aimed to quantify wind turbine noise [4, 5]. The
sound from a wind turbine can be divided into mechanically created and aerodynami-
cally generated noise. Mechanical noise can be generated in the hub, such as the gearbox
or the generator and may contain tonal noise. However, if one adequately isolates this
type of noise by, for example, sound absorbing materials, the aerodynamically generated
noise is the most dominant noise source. This type of noise is caused by the interaction
between the incoming flow and the tower and/or rotor blades. This noise is difficult to
block or to reduce because the sound sources are located at the outside of the blades,
making isolation useless. In order to reduce the aeroacoustic noise the sources should
therefore be mitigated using various complex mechanisms [6].

1.3. AIRFOIL NOISE

The different aerodynamic noise source mechanisms can be divided into two sections
according to Brooks et al. [7]: airfoil inflow turbulence noise and airfoil self-noise, while
the latter can be subdivided into five different components; inflow turbulence noise,
laminar boundary layer instability noise, turbulent boundary layer trailing edge noise,
trailing edge blunt noise, separation and stall noise and tip noise. Below, the main mech-
anisms are addressed and characterized. An illustration can be found in Fig. 1.1.
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separation bubblelaminar boundary layer vortex roll-up

acoustic feedback

(a) Laminar boundary layer instability noise.
turbulent boundary layer

turbulent boundary layer

(b) Turbulent boundary layer trailing edge interaction noise.
vortex sheddingblunt trailing edge

(c) Trailing edge bluntness vortex shedding noise.
turbulent boundary layer

turbulent boundary layer

boundary layer separation

(d) Boundary layer separation noise.
separated shear-layer roll-up

turbulent boundary layer

(e) Separation stall noise.

turbulent boundary layer

blade tip

tip vortex

(f) Tip noise.

Figure 1.1: Categories of airfoil self-noise. Figures partially adapted from Brooks et al. [13].Figure 1.1: Mechanisms of airfoil noise generation. Adapted from Brooks [7] and Pröbsting [8]
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1.3.1. INFLOW TURBULENCE NOISE

The interaction between the incident eddies and the blade surface may cause inflow
turbulence noise. This source is not considered to be self-noise, as it is dependent on
local atmospheric conditions or on the local site conditions (e.g. wake of upstream wind
turbine). Inflow turbulence noise can be a large contributor to the total far-field noise
when the inflow is highly turbulent, however it is an open issue to what extent inflow
turbulence noise contributes to the overall sound level of a wind turbine under normal
conditions [6]. Under those normal conditions, it will only have a marginally effect on
the overall sound pressure level.

1.3.2. LAMINAR BOUNDARY LAYER INSTABILITY NOISE

If the Reynolds number over the wind turbine blade is smaller than 1 million, the bound-
ary layer on either side of the airfoil can remain laminar. The small perturbations in this
laminar layer are amplified coherently, thereby creating instabilities. These instabilities
can roll up into larger vortical structures, which then pass the trailing edge. During the
interaction with the edge, acoustic waves are generated. These waves can travel up-
stream, thereby creating additional instabilities, such as triggering laminar to turbulent
transition or Tollmien-Schlichting waves [9]. This then radiates towards the trailing edge
and causes trailing edge noise, as sketched in Fig. 1.1a. If such feedback loop occurs,
high tonal noise may be generated. Tonal noise is defined as well defined peaks, i.e.
about 30 dB above background noise in the acoustic power spectrum.

1.3.3. TURBULENT BOUNDARY LAYER TRAILING EDGE NOISE

On the outer part of most large scale wind turbine blades, typically, high Reynolds num-
ber flow (Re > 1 ·106) is present. Here, a turbulent boundary layer is formed with a large
range of scales. Either natural transition or forced transition enhances the boundary
layer to be random and turbulent (details in Ch. 2 of this thesis), which will convect
over the trailing edge. When such conditions appear, periodic conditions are no longer
present at the trailing edge. Instead, the motion is random and has to be described in a
statistical manner. As the eddies pass the trailing edge, their pressure fluctuation is scat-
tered at the trailing edge, causing noise. A sketch is found in Fig. 1.1b, showing that in
principle the mechanism is similar to laminar boundary layer noise; a sudden jump in
boundary condition in combination with differences in pressure fluctuations acting on
both the pressure and suction side [7]. The main difference is now that the structures are
random and chaotic, resulting in a broadband noise spectrum. This also makes acoustic
feedback less relevant. Different turbulent boundary layer trailing edge noise case are
discussed in this thesis, e.g. Ch. 3-7. A very good example is the well-known swish noise
produced by a wind turbine at the blade passing frequency [10], which is caused by the
interaction of the turbulent boundary layer with the trailing edge at the blade traveling
towards the receiver, normally located on the ground. Trailing edge noise usually defines
the lower bound of wind turbine noise, and is considered to be the most important noise
source for modern large wind turbines [6].



1.4. CHARACTERISTICS OF TRAILING EDGE NOISE

1

7

1.3.4. TRAILING EDGE BLUNTNESS NOISE

Both laminar and turbulent boundary layer noise are seen as the most important airfoil
self-noise sources on a sharp trailing edge and proper mitigation is therefore essential.
However, in case of a blunt trailing edge, a different noise mechanism occurs as seen in
Fig. 1.1c. When the trailing edge thickness exceeds a critical value, perodic Von Karman
type vortex shedding forms at the trailing edge. In this case, the vorticity is not shed from
the turbulent boundary layer convecting over the edge, but due to the roll-op of vortices
in the near wake. As the turbulent length scale is fixed in this case (bluntness of the
airfoil), a narrowband or tonal noise peak appears in the acoustic power spectrum [11].
This can be avoided by a proper design of the trailing edge. Part of Ch. 5 of this thesis is
devoted to this type of noise.

1.3.5. SEPARATION AND STALL NOISE

As the angle of attack increases, at some point the flow will separate from the suction
side and produce noise due to the shedding of vorticity, Fig. 1.1d. This causes so called
boundary layer separation noise. At even higher angles of attack, conditions of deep-
stall appear; large scale separation far upstream the trailing edge of the airfoil, illustrated
in Fig. 1.1e. Stall causes a substantial level of unsteady flow around the airfoil with large
scale vortex shedding, which may lead to a significant increase in low frequency noise [7,
12]. Stall noise is considered to be of minor importance for modern pitch-controlled
wind turbines.

1.3.6. TIP NOISE

The last mechanism, only occurring on finite wings, is related to the tip vortex, which is
formed due to the pressure difference between the pressure and suction side of the blade
and can be highly unsteady and turbulent (Fig. 1.1f). When turbulence convects over the
tip edge, separation may occur. The interaction between the turbulent flow and the tip
surface may cause tip noise to appear. Furthermore, a steady wing tip vortex can lead to
convection of fluctuations within the boundary layer past the edge, thereby acting as a
noise mechanism similar to the turbulent trailing edge noise. This type of noise can be
present on a modern wind turbine [10].

1.4. CHARACTERISTICS OF TRAILING EDGE NOISE
Let’s consider the flow around the outer part of a wind turbine blade, with a local Mach
number of the order M = u/c = 0.2, with c the speed of sound approximated at 340 m/s
and u the incoming velocity at the blade trailing edge section (i.e. u = 68 m/s). At these
low Mach numbers, flow is assumed to be incompressible [13] and free turbulence away
from the blade surface is a very inefficient noise source [14]. Therefore, the radiated far-
field noise from an airfoil will be dominated by the interaction between the turbulence
and the airfoil wall. The characteristic length of the turbulence; Λ, is a key parame-
ter for the efficiency of the increasing acoustic scattering effect [11]. For trailing edge
noise cases, this is normally the boundary layer displacement thickness δ? at the local
trailing edge location, while for inflow turbulence this is often set to the incident eddy
size, typically in the order of the size of the airfoil. With the disturbances occurring at
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f ∼ u/Λ, while the frequency of the emitted sound is defined as f = c/λ (with λ denot-
ing the acoustic wavelength), information about the source can be obtained. When the
eddies are larger than the chord of the airfoil l , i.e. when the ratio of the chord to the
wavelength is l /λ¿ 1, the acoustic wavelength will also be much larger than the chord.
Hence, this results in an acoustically compact airfoil. The eddies will cause an interac-
tion on the complete airfoil, resulting in low frequency noise sources which will radiate
as a compact dipole. Curle showed, that in this specific case, the acoustic power which
is proportional to the square of the acoustic pressure, scales with the sixth power of the
flow speed; p2 ∼ u6 [14]. The directivity of the sound, also known as radiation, behaves
like a dipole. Analytically, this can be written as p2 ∼ sin2θ, where θ is the angle with
respect to the incoming flow direction. Details are found in Fig. 1.2.

l l

Figure 1.2: Noise radiation and speed dependence for compact and non-compact sources under the assump-
tion of subsonic Mach number. Adapted from Blake [11]

In case of trailing edge noise, the eddies are way smaller than the airfoil chord, i.e.
l /λÀ 1, and will only locally induce the pressure fluctuations. The sound is scattered at
the trailing edge and brings high frequency noise to the acoustic spectra from all radial
segments of the blade. Characteristics of this type of noise can be characterized by their
local Strouhal number based on the displacement thickness as local length scale, defined
as St = f δ?/u, which for modern wind turbines, showing a broadband spectrum around
St = 0.1 [6]. Using a semi-infinite flat plate approximation derived by Ffowcs-Williams
and Hall [15], the level of non-compact trailing edge noise can be estimated:

p2 ∼ u5 bδ?

r 2 cos3γsin2(θ/2)sinφ. (1.1)

In this equation, b is the span of the blade section, r the distance between source
and observer. The angles are defined as in Fig. 1.3. The analytic formulation shows some
interesting properties of trailing edge noise. First of all the dependence on b/r 2 is obvi-
ous, doubling the span results in a doubling of acoustic energy (i.e. +3 dB), whereas a
doubling of observer distance results in a 75% reduction in acoustic energy (i.e. −6 dB).
Furthermore, it is shown that in this case the acoustic power scales with the fifth power



1.4. CHARACTERISTICS OF TRAILING EDGE NOISE

1

9

Z

Figure 1.3: Definition of angles at the trailing edge [15]

of the flow speed: p2 ∼ u5, while its directivity is given by p2 ∼ sin2(θ/2). As seen in
Fig. 1.2, this means that the maximum radiation occurs in the upstream direction for
trailing edge noise (θ =Π), hence in the direction of the leading edge. Both the velocity
and directivity dependence are the main reason why the swishing sound of a wind tur-
bine is only observed when the outer part of a blade (higher velocity) moves towards the
observer (trailing edge noise is emitted towards the leading edge). Generally speaking,
transition from the compact to the non-compact regime on a fixed airfoil can occur by
either a change in characteristic length scale or by an increase in flow speed, as f ∼ u/Λ.
However, since with trailing edge noise the characteristic length scale is much smaller
than the airfoil chord, it mainly exhibits in the non-compact regime. Details are further
discussed in Ch. 4. It should be further noted that both suction side and pressure side
radiate in symmetry, as depicted in Fig. 1.4 [6]. Since the boundary layer displacement
thickness on the suction side is normally larger than on the pressure side, the sound pro-
duced by the suction side usually attains higher values at lower frequencies compared to
the sound produced at the pressure side. As both sides radiate in anti-phase, a silent
zone will be created in front of the airfoil. This is further discussed in Ch. 5.
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The � �2sin 2T  directivity was also discussed in the previous section: the sound 

radiation is symmetrical about the chord line and maximum radiation occurs in the direction of 

the leading edge, where T S  (Figure 8). It should be noted that, even though the pressure and 

suction side boundary layers contribute independently to the total noise level, the sound 

radiation is symmetrical. Due to scattering at the trailing edge the sound generated by the 

pressure side boundary layer will be radiated symmetrically (in anti-phase) to both sides, and 

the same is true for the suction side boundary layer. Since the suction side boundary layer 

thickness at the trailing edge, *
sG , is normally larger than *

pG , the sound produced by the suction 

side boundary layer usually has a higher level and lower frequency than the noise generated on 

the pressure side (Figure 8). The factor sinI  in Eq. (1) describes the directivity in the lateral 

direction, and shows that the sound radiation goes to zero in the direction of the trailing edge. 
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Figure 8 Directivity of trailing edge noise (left) and contributions of airfoil suction side (ss) and 
pressure side (ps) to total trailing edge noise spectrum (right) 

 

The factor 3cos J , finally, shows that the trailing edge scatters sound most effectively when the 

path of the turbulent eddies is perpendicular to the trailing edge. Thus, the sound may be 

reduced by sweeping the edge with respect to the flow direction (like a swept aircraft wing or a 

swept propeller blade). Theoretically, a sweep angle of 45° already gives a noise reduction of 

almost 5 dB! This idea can be extended to the use of trailing edge serrations (Figure 9). For a 

serrated trailing edge the angle between the eddy path and the edge is smaller than 90°, so that 

the sound is scattered less effectively [12]. This noise reduction concept will be discussed later 

in this chapter. 
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Figure 9   Trailing edge serrations 

Figure 1.4: Directivity of trailing edge noise on both suction (ss) and pressure side (ps), as well as their contri-
bution to the overall acoustic sound spectrum. Adapted from Leventhall et al. [6]
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1.5. MEASUREMENT AND PREDICTION
Wind turbine noise can be experimentally measured and predicted via various methods.
The following two sub-sections describe in-field measurements, as well as the predic-
tions being made using scaled wind tunnel models.

1.5.1. WIND TUNNEL EXPERIMENTS

Already in the early days of aeroacoustic experimental research, wind tunnels were used
to obtain information about the sound spectra of two-dimensional airfoil sections [16].
These facilities generally contained an open jet. The airfoil is mounted between two
acoustically lined side plates and the test section is surrounded by an anechoic cham-
ber to prevent any reflections and spurious noise sources in the far-field spectrum. A
microphone is placed outside the tunnel to prevent flow induced noise from turbulence
and can be translated during the experiment to characterize the directivity. Multiple mi-
crophones can also be used, mainly to filter out the incoherent part of the noise, thus
focusing on the actual source region [17]. These days, it is more common to use a com-
plete array of phased microphones, to localize the noise sources on the airfoil. The data
from multiple microphones is collected and post-processed using so-called beamform-
ing algorithms to obtain an image of the acoustic source [18].

Figure 1.5: PIV campaign on trailing edge noise at the V-tunnel at the Delft University of Technology

Several parameters can be easily adjusted during a wind tunnel campaign, e.g. wind
tunnel speed, airfoil angle of attack and shape. Furthermore, a spanwise roughness strip
is often used on the airfoil to enforce boundary layer transition from a laminar to turbu-
lent state. In this way higher Reynolds numbers, where transition is normally performed
intrinsically, can be simulated. They also can provide information regarding surface
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roughness, which can occur on a real wind turbine as dirt or insects. To mimic simi-
lar conditions in a simulation, a bypass transition can also be performed. In Ch. 2 of this
thesis, it is analyzed whether or not it is feasible to obtain uncorrelated boundary layers
from different trips, to be later used in numerical trailing edge noise cases.

A classical tool to qualitatively describe aeroacoustic sources is by means of flow
vizualization in wind tunnels. Here, the focus lies on capturing the turbulent source
region adequately so that a prediction of the aeroacoustic sources can be made. Ex-
amples are smoke visualizations and the application of shadowgraphy, put also point
measurement techniques such as hot-wire and laser-doppler velocimetry are tools often
used in the field of experimental aeroacoustics, mostly to give insight in the aeroacoustic
source [19, 20]. To better characterize the noise, in the last decade, many studies have
been performed using Particle Image Velocimetry (PIV). This tool is also used in Ch. 5
to validate the computations performed on a trailing edge noise case. As the aeroacous-
tic source is mostly distributed in space and time, PIV can be used to resolve the flow
evolution over time and obtain measurement data in a volume. With this data, and cou-
pled with an acoustic analogy, a estimation of the far-field noise can be made [8, 21]. An
example set-up of a recent PIV campaign in Delft can be found in Fig. 1.5.

1.5.2. FIELD MEASUREMENTS

As wind tunnel experiments deal with airfoil sections only, it is essential for wind tur-
bine manufacturers to perform aeroacoustic tests also on-site. Both single microphone
as well as detailed analyses with acoustic arrays are used to quantify the noise sources.
With a single microphone in field, the overall sound pressure level of an entire wind tur-
bine platform can be measured and compared to the IEC norms set by governments.
With an acoustic array [22], a map of sound sources can be plotted as illustrated in
Fig. 1.6 which enables one to pinpoint different noise sources. This image depicts the
main sound sources at mid frequencies; the rotor hub and the outer part of the down-
stroke going blade (i.e. not the tip). As mentioned before, trailing edge noise scatters
towards the leading edge. This is also confirmed when looking at Fig. 1.6, where the
source position is located on the ground.

Instead of study averaged sound pressure levels, in field measurements, it is also pos-
sible to study the sound level as function of time, to investigate the importance of the
blades passing by. This so called amplitude modulation of the broadband aerodynamic
blade noise at the blade passing frequency is often referred to as a swish.

1.6. COMPUTATIONAL AEROACOUSTICS
As an alternative to experimental methods a very efficient, though low fidelity tool to
obtain an estimation of the far-field noise levels of a wind turbine is to use empirical
models [23]. These methods generally require experimental input (such as the displace-
ment thickness and spanwise coherence length) and can predict noise level trends. More
time-consuming is to computationally determine both the noise sources and its prop-
agation. As the source definition of noise is quite complex, accurate tools are needed
to predict the acoustic source terms generated by the flow together with its subsequent
propagation of waves.
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ARTICLE IN PRESS

Fig. 1. Test set-up with G58 wind turbine and microphone array platform. The noise sources in the rotor plane (averaged over several
revolutions) are projected on the picture.

!

Dominant 
wind direction

Wind turbine

Array platform

45°

Fig. 2. Schematic picture of test set-up: side view (left) and top view (right).

S. Oerlemans et al. / Journal of Sound and Vibration 299 (2007) 869–883 871

Figure 1.6: Noise sources on a G58 wind turbine extracted from field measurement tests [22]
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The modeling of aeroacoustic problems gains interest when computatational resources
became affordable to solve the source field accurately and time resolved. The field of
Computational Aero Acoustics (CAA) provides an alternative for the prediction of sound
compared with empirical and experimental methods. In conjunction with advances in
Computational Fluid Dynamics (CFD), CAA has matured over the years. This section
gives a comprehensive, but an incomplete list of available methods for Computational
Aero Acoustic (CAA) research. For more information the reader is referred to review pa-
pers of both Wang et al. [24] and Colonius and Lele [25]. Firstly, in short, different options
for the source field are discussed. Next, a distinction is made between direct CAA meth-
ods and hybrid CAA methods.

1.6.1. FLOW SOURCE FIELD

Acoustic methods require source data from computational fluid algorithms. Conven-
tionally, in CFD, the flow is solved using a discretized set of partial differential equations,
the Navier-Stokes (N-S) equations, together with mass and energy conservation equa-
tions (Ch. 3 & 4 of this thesis). Several methods of discretization can be applied, with the
Finite Volume (FVM), Finite Element (FEM) and Finite Difference (FDM) method be-
ing employed most often in order of appearance [26]. As an alternative, the Boltzmann
equations can be solved for simulating fluid flows [27]. The Lattice Boltzmann Method
(LBM) starts from a mesoscopic kinetic equation in order to determine the macroscopic
fluid dynamics (Ch. 2, 5, 6 & 7 of this thesis). It is solved on a Cartesian mesh, known
as a lattice, by explicit time-stepping and collision modeling. The explicit time-stepping
makes the computational time for LBM simulations significant shorter than for implicit
N-S simulations.

Fully resolving the entire turbulent spectrum up to the so-called Kolmogorov’ length
scales is preferable for CAA purposes as even the smallest turbulent scales can emit
noise. This type of flow simulation is known as a Direct Numerical Simulation (DNS) [24].
There exist other, less computational demanding options, where the discretization gen-
erally involves larger cells. When the smallest eddies for acoustics can be neglected, a
Large Eddy Simulation (LES) [28–30] can be computed. A LES is modeling the small-
est eddies by means of a turbulence closure model, while solving the larger eddies di-
rectly [26]. The cut-off is important and could affect the CAA computations. Both DNS
and LES are transient and can be employed for both N-S and LBM simulations. Lower
fidelity flow simulations such as Reynolds Averaged Navier-Stokes (RANS) can also be
applied for aeroacoustic computations, where all eddies are modeled, but care should
be taken in the selection of turbulence model as well as the stochastic model for turbu-
lence modeling. Both unsteady [31, 32] and steady [33–35] simulations were performed
for CAA purposes in the past using the N-S equations, as the LBM methodology is intrin-
sically transient.

1.6.2. DIRECT METHODS

When dealing with direct methods in a computational framework, the acoustic propaga-
tion to the far-field is computed simultaneously with the simulation of the aeroacoustic
source region. One can solve a set of compressible flow equations, using a direct nu-
merical simulation. Nevertheless, the computation of both hydrodynamic and acoustic
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pressure in one computational tool poses several computational difficulties, which are
related to either scale differences or boundary conditions. Difficulties are, for example:

1. For low Mach number flows there exists a large length and time scale separation
between the acoustic and flow field [24].

2. There is a large difference between the magnitudes of the acoustic and aerody-
namic disturbances [25] and hence, numerical errors may overshadow sound pro-
duction due to its low efficiency if both flow and sound are calculated simultane-
ously.

3. Special treatment of the boundaries is essential, since reflection from outward
propagating waves back into the computational domain distorts the solution [36].

4. Commonly used levels of artificial dissipation and dispersion in conventional CFD
can largely attenuate the waves as they propagate to the far field, putting high de-
mands on the numerical scheme [25, 37].

When the above mentioned difficulties are properly addressed, it is possible to obtain
an accurate description of both the near-field or far-field acoustics.

1.6.3. HYBRID METHODS

On the other hand, a hybrid method can be employed. In contrast to direct methods, the
source region simulation for the hybrid methodology does not aim to capture the near-
field and far-field radiated sound field directly, but relies on a second calculation for
predicting the acoustic propagation. The source region usually encapsulates the entire
turbulent part of the flow as well the close surfaces which interact with it. The boundary
is usually placed in the near-field, extending only the most important regions, avoiding
excessive computational times but taken into account reflection at the outer boundaries.
A schematic overview is found in Fig. 1.7.

Flow data in the source region are obtained similar to the methodology in a direct
CAA method; again using a set of compressible flow equations if possible. The flow
source data should have sufficient spatial and temporal resolution, hence a DNS or LES
are often employed [39]. Generally, the more accurate CAA computations, the more de-
tails one needs to resolve, the more computational power it will cost.

Wang et al. [24] stated that at a low Mach number, incompressible flow solutions
could also adequately approximate the acoustic source terms. Schram [40] on the other
hand showed that, when solving an incompressible flow solution, only compact acous-
tic sources can be captured as the code is unable to determine the scattering effects.
However, if one would like to incorporate the scattering effect, which appears when the
unsteady flow produces sound at or below wavelengths comparable to the body dimen-
sions, the source term should be adjusted to incorporate non-compact acoustic sources.
And as trailing edge noise appears to be mainly in the non-compact regime [6], where
the ratio of the wavelength to chord is smaller than one, a correction has to be found. The
correction applied by Schram [40] to use incompressible flow data is further described
and investigated later in this thesis (Ch. 4).
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Figure 1.1: Domain decomposition for hybrid CAA-techniques

equations (DNS), large eddy simulations (LES),. . . The Mach number
M , defined as the ratio between the flow velocity and the speed of
sound, is an important parameter to indicate the compressibility of the
aerodynamic field. At low mach numbers (M ≤ 0.3) the aerodynamic
field can be assumed to be incompressible. However, a compressible
simulation is, even at these low Mach numbers, needed when acoustic
waves in the source region cannot be neglected, which is the case when
acoustic resonances occur in the source domain. The grid size, needed
in this region, is imposed by the smallest aerodynamic length scale that
has to be resolved. Due to the non-linear character of the mathemati-
cal equations and the very small grid size, the source region simulation
is the most computationally demanding and time consuming part of an
aero-acoustic analysis. The computational time needed to obtain acous-
tic results in the acoustic near- and/or far-field is, generally speaking,
much smaller. For this reason the determination of the acoustic field is
often regarded as a sort of post-processing step in a full CAA analysis.

Acoustic near-field
In the acoustic near-field, the acoustic waves are propagated in the pres-
ence of a non-uniform mean flow. Since only acoustic waves are of im-
portance in this domain, a linearization of the governing equation can
be justified. The equations that are commonly used in this region are
mostly based on a linearization of the compressible Euler equations, ne-
glecting all viscous effects. The grid size for this subdomain is based

8

Figure 1.7: Domain division using CAA [38]

NEAR-FIELD METHODS

In order to reduce the computational effort of the direct noise computation, a variety
of methods exist which can extend the near-field sound sources from CFD, to remote
distances. Mostly, it consists of a domain extension using an improved mesh more suit-
able for acoustic propagation, for example a cartesian mesh instead of an unstructured
mesh. In the turbulent source field location and extended domain, the near-field, a sim-
plified set of governing fluid equations can be employed, such as the Linearized Euler
Equations (LEE) [37] or the acoustic wave equation. The coupling scheme simplifies in
this case to a transfer of acoustic data from one domain mesh to another domain mesh,
and relaxes the strict requirements on the scale length difference between hydrodynamic
and acoustic pressure fluctuations. Special care has to be taken to ensure accurate and
stable transfer of information at the grid interface, as well as avoiding reflections at the
boundary [36]. More advanced methods, derived from the LEE can also be found in lit-
erature, e.g. the acoustic perturbation equations [41] and the perturbed compressible
equations [42].

Near-fields methods can still be computational expensive, but offer a solution when
non-uniform mean flow plays an important role so that refraction and convection ef-
fects are taken into account. The importance of addressing non-uniform mean flow for
aeroacoustic problems has been addressed earlier by Si et al. [43]. As noise induced by
turbulent flows often propagates from near field to far field in a non-quiescent medium,
the effect of non-uniform mean flows on the propagation of acoustic waves is impor-
tant to be considered. A LEE simulation seems to be sufficient to tackle this problem.
The necessity of higher order schemes for the discretization of the acoustics problem
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limit the user to solve aeroacoustic problems on, for example, complex geometries on
large domains. Solutions to this are found by decomposition of the waves, by using wave
characteristics to solve acoustic problem [44, 45].

FAR-FIELDS METHODS

When more engineering approaches are required for fast turn-around times, free-field
integral methods based on acoustic analogies can be used. The idea here is to replace
the whole sound generating flow field by specific sources, denoted by quadrupole, dipole
and monopole sources. This method is appealing for industry due to its simplicitiy and
straightforwardness in implementing this in, e.g. the wave equation, as it only requires to
collect the right hand side source from the fluid simulation. The coupling is much easier
then with near-field methods, and the accuracy mainly depends on the accuracy of the
CFD simulation. Furthermore, it can be translated to an integral formulation solving the
relation using a free-field Green’s function only at observer and source location. This
way, no set of equations has to be discretized and solved, as an analytical formulation
is obtained. This approach has as major advantage that no additional numerical errors
are made in the propagation of the acoustics waves [39], but shows disadvantages in the
fact that no non-linear flow interaction is taken into account as well as the fact that both
observer and source should be located at a significant distance away from each other.

The history of the acoustic analogy started off with the theory of Lighthill [46]. He
considered the problem of jet noise and investigated the acoustic sources; turbulence.
Using a rearrangement of the governing fluid equation, a wave equation with a source
term was obtained. The source term consists of free turbulence in the form of a Lighthill
stress tensor, and can be visualized in a quadrupole like shape in the far-field. However,
quickly after the release of Lighthill’s analogy [46] it was found that, in case of low Mach
number flow, the presence of solid boundaries in the flow changes the radiation of sound
significantly. Therefore, Curle [14] suggested to incorporate the influence of solid bodies
upon the radiation of sound in the wave equation earlier described. This resulted in a
dipole source term which encapsulates the fluctuating pressure force on a body. In low
Mach number flow, the scattering of this dipole source is more effective (compact dipole
source scales with M 6 while a quadrupole source scales with M 8), and hence advantage
is obtained by only storing the dipole surface data instead of the, more computationally
demanding, quadrupole volume data. For trailing edge noise cases, one can imagine that
(non)-compact dipole sources are the main source of interest, as the edge was found to
be an effective scattering object.

After the release of Curle’s analogy [14], a further improvement was obtained by in-
corporation of the movement of solid surfaces, which resulted in a monopole source
term, which scales with M 4. The Ffowcs Williams-Hawkings analogy [47] can be con-
sidered as the most general form of the wave equation, and is useful for, for example,
noise studies with helicopter rotors as the sources are in constant motion. The integral
formulation-1A by Farassat and Succi [48] provides the solution for this wave equation,
while Bres et al. [49] extended the analogy by incorporating mean convective effects. A
further improvement was found by Casalino [50], by taking into account a new interpre-
tation of the retarded time approach.

Since the release of Lighthill’s analogy [46] many people contributed to simplified
and derived forms of the wave equation, mostly varying in source terms [14, 47, 51–57].
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Physically noise sources are expected to be unique and definite, although in practice
these acoustic analogies strongly depend on the choice of source variables, incorpora-
tion of convection and refraction effects and the acoustic wave operator. Which source
terms are a more accurate representation of reality is strongly dependent on the type of
flow being analyzed. However, as this thesis focus is on trailing edge noise, surface dipole
sources are highly appreciated in the physical representation of the far-field noise.

1.7. REDUCTION OF WIND TURBINE NOISE
In the previous sections characteristics of the most dominant noise source are given, as
well as many options to measure, estimate and predict the far-field acoustic spectrum.
When it is possible to predict noise, it is time to look forward and investigate devices
which can reduce noise. When reducing noise, 1) turbines do not have to operate at
reduced power during the night due to noise constraints, 2) more wind turbines can be
erected on a given site within the same overall noise levels, 3) sites can be placed closer
to the end user, so that they become more accessible and 4) when more quiet blades
can be designed, it enables a larger rotor diameter and higher RPM, hence an increase in
energy production for a given turbine [6].

To discover ways to reduce trailing edge noise, Eq. 1.1 is further analyzed. As can
been seen, the acoustic pressure scales with u5 and hence, decreasing the RPM of the
blades directly leads to noise reduction. This strategy is sometimes employed during
nighttime. However, a decrease of RPM also drastically reduces the power production.
The same disadvantage holds for a decrease in displacement thickness, which can be
obtained by an increase in blade pitch angle which results in a reduction of local angle
of attack. This gives a reduction of lift, and therefore a reduction in energy production.
Solutions have to be found which do not result in a loss of energy production.
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The � �2sin 2T  directivity was also discussed in the previous section: the sound 

radiation is symmetrical about the chord line and maximum radiation occurs in the direction of 

the leading edge, where T S  (Figure 8). It should be noted that, even though the pressure and 

suction side boundary layers contribute independently to the total noise level, the sound 

radiation is symmetrical. Due to scattering at the trailing edge the sound generated by the 

pressure side boundary layer will be radiated symmetrically (in anti-phase) to both sides, and 

the same is true for the suction side boundary layer. Since the suction side boundary layer 
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side boundary layer usually has a higher level and lower frequency than the noise generated on 

the pressure side (Figure 8). The factor sinI  in Eq. (1) describes the directivity in the lateral 

direction, and shows that the sound radiation goes to zero in the direction of the trailing edge. 
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Figure 8 Directivity of trailing edge noise (left) and contributions of airfoil suction side (ss) and 
pressure side (ps) to total trailing edge noise spectrum (right) 

 

The factor 3cos J , finally, shows that the trailing edge scatters sound most effectively when the 

path of the turbulent eddies is perpendicular to the trailing edge. Thus, the sound may be 

reduced by sweeping the edge with respect to the flow direction (like a swept aircraft wing or a 

swept propeller blade). Theoretically, a sweep angle of 45° already gives a noise reduction of 

almost 5 dB! This idea can be extended to the use of trailing edge serrations (Figure 9). For a 

serrated trailing edge the angle between the eddy path and the edge is smaller than 90°, so that 

the sound is scattered less effectively [12]. This noise reduction concept will be discussed later 

in this chapter. 
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Figure 9   Trailing edge serrations Figure 1.8: Sketch of trailing edge serrations [6]

A solution to reduce noise while maintaining the same performance would be the
redesign of the airfoil; creating optimized airfoils reducing the displacement thickness,
while maintaining the aerodynamic performance [58]. Another option would be to alter
the acoustic radiation efficiency of the trailing edge, defined with the angles in Eq. 1.1.
The factor cos3γ shows that trailing edge noise is scattered most effectively when the
path of the turbulent eddies is perpendicular to the trailing edge. This implies that sound
can be reduced by sweeping the edge with respect to the flow direction, basically aligning
the streamlines with the edge. This can be achieved by applying serrations, as depicted
in Fig. 1.8. Here, the angle between the incoming eddy and the edge is less than 90 de-
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grees, resulting in less efficient sound scattering [59]. Serrations are designed to alter
the acoustic scattering only, while having a small effect on the total aerodynamic perfor-
mance of the blade. The actual mechanisms, though are still a matter of discussion and
will be further addressed in Ch. 6 & 7 of this thesis.

1.8. MOTIVATION AND OBJECTIVES

Due to the rapid advances in computer technology the field of CAA has become a valid
alternative to empirical and experimental methods for the prediction of far-field sound
production and propagation. As part of a long-term research strategy, the industry would
like to build-up competence on CAA methods for blade noise prediction. On the longer
term, such methods might enable quantitative comparisons between different blades
and/or trailing edge noise suppression add-ons within current industrial turn-around
times, thereby reducing for example the required amount of field and wind-tunnel test
work. Therefore, the main, final, objective of this study is:

to develop a fast, reliable and accurate computational aeroacoustic method-
ology to identify, visualize and quantify primary noise sources and their un-
derlying mechanisms on a wind turbine blade with and without noise sup-
pression add-ons.

Before acoustic sources can be captured accurately, one should gain knowledge about
the fidelity of the flow solution. Therefore, the first sub-goal would be to investigate
different governing flow equations and their corresponding solvers, and comment on
their accuracy, easiness and effectiveness to generate turbulent boundary layers (Part I)
required for the analysis of turbulent boundary layer trailing edge noise. When un-
correlated boundary layers can be physically correctly generated, flow around trailing
edges (Part II) can be investigated. The final step would then be the analysis of the flow
field around noise-suppression add-ons (Part III). Furthermore, the resulting flow field
should closely resemble a physically correct flow field and hence validation of the soft-
ware used is essential to reach the overall objective of this study. A proper validation of
the simulated results with experimental data is required and should be applied to both
the flow and pressure field (Part I, II & Part III).

Another sub-goal in this thesis is the acoustic solver; a fast and accurate method has
to be obtained to interpolate the sources from the flow field to the acoustic field, as well
as propagation to the far-field. The focus should lie on the analysis of parameters that
could influence the acoustic scattering (Part I) before the actual problem of turbulent
trailing edge noise scattering can be studied Part II). Scattering could here play an im-
portant role.

Once both goals are reached, the main objective can be finalized by looking into the
noise sources and underlying mechanisms of airfoils with and without complex noise
suppression add-ons (Part III). Furthermore, new trailing edge designs can be tested and
quantitative comparisons can be made.
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1.9. OUTLINE OF THE THESIS
This thesis contains five parts; prologue, turbulent boundary layer noise (Part I), trailing
edge noise (Part II), noise suppression add-ons (Part III) and the epilogue.

In the prologue, an extensive introduction to the topic as well as a motivation and re-
search objectives are given. These research objectives led to the three parts in this thesis,
analyzed using two flow modeling approaches (vertical axis) and four acoustic propaga-
tion (horizontal axis) approaches. The outline is graphically summarized in Tab. 1.1 and
further briefly discussed in the next paragraphs.

Table 1.1: Test matrix of studies performed in this thesis. On the horizontal axis, the different acoustic ap-
proaches are presented while the vertical axis denotes the two flow methods employed in this thesis.

	
	
	

None	
- Coherence	length	

with	Corcos	model	

Direct	
- Near	field	

pressure	
microphones	

FEM/BEM	
- Tailored	Green’s	

function	
- Incompressibility	

correction	
- Dipole	sources	
- Solid	surface	

FW-H	analogy	
- Free	field	Green’s	

function	
- Dipole	and	

monopole	sources	
- Solid	surface	and	

porous	membrane	
Navier-Stokes	
- Incompressible	
- LES,	ILES	
	

	
	

Part	I:	Turbulent	
boundary	layer	
noise,	Ch.	3	

	
	
	

	
	

Part	II:	Trailing	
edge	noise,	Ch.	4	

	
	

	
	

Part	II:	Trailing	
edge	noise,	Ch.	4	
	

Boltzmann	
- Compressible	
- DNS,	VLES,	ILES	
	

	
	

Part	I:	Turbulent	
boundary	layer	
noise,	Ch.	2	

Part	II:	Trailing	
edge	noise,	Ch.	5	

	
Part	III:	Noise	

suppression	add-
ons,	Ch.	6	&	7	

	
	

	

Part	II:	Trailing	
edge	noise,	Ch.	5	

	
Part	III:	Noise	

suppression	add-
ons,	Ch.	6	&	7	

Part I deals with studies related to fluid dynamics modeling of turbulent boundary
layers. No acoustics is considered but related properties are considered. First, a detailed
analysis of the bypass transition process is given and downstream conditions are ana-
lyzed to ensure an uncorrelated fully developed boundary layer. While Ch. 2 focuses
on the tripping mechanism, Ch. 3 will focus on the downstream characteristics of the
boundary layer, in particularly related to aeroacoustic properties such as the spanwise
coherence length.

In Part II, the tonal and broadband noise emission from a beveled plate is estimated
using different computational methods, varying in flow modeling and acoustic propaga-
tion modeling. Both an incompressible Navier-Stokes (Ch. 4) and compressible Lattice
Boltzmann (Ch. 5) are used for the prediction of the turbulent boundary layer flow con-
vecting over an edge, and its resulting acoustic source field. In addition, Ch. 4 discusses
the importance of scattering effects by looking at non-compact acoustic sources from
incompressible flow simulation using the comparison between free-field and tailored-
made Green functions. Ch. 5 validates the computational methodology by means of
experimental PIV, hot wire and acoustic data using computational acoustic input from
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direct probes in the computational domain and the FW-H acoustic analogy integral re-
lation.

Part III discusses the scattering mechanism of noise-suppression add-ons, in partic-
ularly of serrations. The flow topology and noise emission of a NACA 0018 airfoil with
conventional and improved serrations is analyzed in Ch. 6, focusing on the noise reduc-
tion mechanisms of serrations. The computational approach is validated by means of
PIV and acoustic array data. An improvement of a serrated trailing edge design is dis-
cussed in Ch. 7, showing the possibility to further increase the noise reduction on wind
turbine blades.

This thesis is concluded with an epilogue, containing the conclusion (Ch. 8) and ac-
knowledgments. For the interested reader, the appendices contain general formula’s to
describe the fundamentals of acoustics, as well as information on sampling and statisti-
cal data analysis methods used in this thesis.
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2
PHYSICAL MODELING OF BYPASS

TRANSITION STRIPS

It would be possible to describe everything scientifically,
but it would make no sense;it would be without meaning,

as if you described a Beethoven symphony
as a variation of wave pressure.

Albert Einstein

To force the flow from a laminar state into a turbulent state at a specific position of inter-
est, a boundary layer transition trip is generally used. During more recent applications,
transition strips were used to match transition locations and boundary layer growth so
that similar trailing edge flow characteristics were obtained when comparing, e.g. airfoil
noise simulations with acoustical experiments. The motivation for the current chapter is
to understand the properties of simulated transition strips for future aero-acoustic sim-
ulations. A staggered grid of cubic blocks for transition is analyzed and compared with
a more conventional, zigzag strip using flow results from a direct numerical simulation
of the fully transient, explicit and compressible Lattice Boltzmann equations. The stag-
gered grid of blocks is more efficient in stopping the flow and creating large, coherent flow
structures of the size of the blocks, which results in a stronger transition. However, the
downstream merging of spanwise created structures is relatively long, in the order of 80δ0,
resulting in more strongly correlated boundary layers. If the variation of the zig-zag strip
in spanwise direction is small, the streamwise vortices created merge quicker, resulting in
an uncorrelated boundary layer after 40δ0.
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2.1. INTRODUCTION

T O force the flow from a laminar state into a turbulent state at a specific position of
interest, a boundary layer transition trip is generally used. As an additional effect,

boundary layer transition often prevents laminar separation bubbles on airfoils from
occurring, thereby reducing drag and improving the airfoil performance [60, 61]. During
more recent applications, transition strips were used to match transition locations and
boundary layer growth so that similar trailing edge flow characteristics were obtained
when comparing, e.g. airfoil noise simulations with acoustical experiments. Although
passive bypass transition offers a good solution to enforce transition, it is known that it
will introduce disturbances which remain coherent far downstream, making it a chal-
lenge to have a fully conical turbulent boundary layer. In general, due to the large intro-
duced disturbances by a tripping device, questions as: 1) which and what kind of flow
structures are actually initiated by these passive devices, 2) how long do these structures
persist downstream and 3) how do they develop into a fully developed turbulent bound-
ary layer, would remain of crucial interest [62].

Though the flow topology arising from the so-called bypass transition process [63]
has been extensively addressed in the past, several issues are left open. Both experimen-
tal [64–69] studies, devoted to the description of the transition process by means of two-
dimensional roughness strips, and numerical studies [70–72], describing the challenges
with immersed boundary (IB) methods to represent the trip, have been conducted in the
past. Previous attempts into the analysis of the flow topology included oil film surface
flow visualizations and Particle Image Velocimetry (PIV) behind a zigzag strip [67, 68].
The oil flow visualizations revealed backflow in small regions directly downstream of the
upstream pointing spike, which are followed by clear oil stripes, indicating streamwise
flow streaks. These streamwise streaks are confirmed by the PIV analysis as streamwise
vortices and experience maximum spatial energy growth after which they develop into
turbulence [73]. The spanwise vortical related structures directly behind the trip break
up slowly into individual arches and start to develop into hairpin structures which are
typical for wall turbulent bounded flows [68]. These elongated streaks of mostly low
speed flow are a common feature in multiple bypass transition studies, and unwanted
since they promote coherence in the flow. They are present by either flows tripped by
roughness as well as by free-stream turbulence [74, 75]. The far downstream effects of
various trips are also investigated by, e.g. Erm [69]. They showed that the influence of
various trips far downstream of the trip disappear and that velocity statistics return to
their common values for a fully developed turbulent boundary layer, which is a good
effect for an uncorrelated boundary layer.

The motivation for the current research is to understand the properties of simulated
transition strips for future aero-acoustic simulations. Particularly, the effect of boundary
layers generated by these strips on trailing edge noise. The pressure and flow coherence
downstream of a transition strip can influence the evaluation of trailing edge noise when
the velocity statistics do not normalize in a sufficient downstream length. The study will
compare different geometries and conclude on their effectiveness to generate a physical
correct and uncorrelated boundary layer, focusing on the streamwise length it would
take.

In recent years, an efficient and highly parallelizable approach for the simulation
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of fluid flows, known as the Lattice Boltzmann Method (LBM) receives increased atten-
tion [76–81]. The LBM solves the discrete Boltzmann equations in combination with a
collision model to compute the flow of a Newtonian fluid. By modeling the convection
and collision processes of particles with a limited number of directions, the flow is rep-
resented on a macroscopic scale. The LBM methodology is used in the present study
to analyze the low Mach number fluid flow around a zigzag trip and a staggered grid of
cubic blocks.

2.2. METHODOLOGY
Within the current study, the discrete Boltzmann equations are solved for computing
the fluid flow [27]. The LBM method starts from a mesoscopic kinetic equation, i.e. the
Boltzmann equation, to determine the macroscopic fluid dynamics. The commercial
software package Exa PowerFLOW 5.0b is used to solve the discrete Lattice-Boltzmann
equations for a finite number of directions. The discretization considers 19 discrete ve-
locities in three dimensions (D3Q19) involving a third order truncation of the Chapman-
Enskog expansion, which has been shown sufficient to recover the Navier-Stokes equa-
tions for a perfect gas at low Mach number in isothermal conditions [82].

The kinetic equations are solved on a Cartesian mesh, known as a lattice, by explicit
time-stepping and collision modeling. Defining the particle density distribution func-
tion as fi , the Lattice-Boltzmann equation may be written as:

fi (x+ci∆t , t +∆t )− fi (x, t ) =Ci (x, t ), (2.1)

where the particle density distribution function can be interpreted as a typical histogram
representing a frequency of occurrence at a position x with a discrete particle velocity ci

in the i direction at time t . ci∆t and ∆t are space and time increments respectively. The
collision term on the right hand side of the LBM equation adopts the simplest and also
the most popular form known as the Bhatnagar-Gross-Krook (BGK) form [83]:

Ci (x, t ) =−∆t

τ

[
fi (x, t )− f eq

i (x, t )
]

. (2.2)

This term drives the particle distribution to the equilibrium with a relaxation time pa-
rameter τ. The variable f eq

i is the local equilibrium distribution function, relates the
LBM to hydrodynamic properties and is essential for the local conservation criteria to
be satisfied. The equilibrium distribution of Maxwell-Boltzmann can be approximated
by a 2nd order expansion valid for small Mach number [84]:

f eq
i = ρωi

[
1+ ci u

a2
s
+ (ci u)2

2a4
s

+ |u|2
2a2

s

]
, (2.3)

where ωi are the weight functions related to the velocity discretization model [84] and
as = 1p

3
is the non-dimensional speed of sound. The equilibrium function is related to

the macroscopic quantities density ρ and velocity u, which can be computed by sum-
ming up the discrete momentum of the particle distribution:

ρ(x, t ) =∑
i

fi (x, t ), ρu(x, t ) =∑
i

ci fi (x, t ). (2.4)
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The single relaxation time used is related to the dimensionless kinematic viscosity: [84]:

ν= a2
s (τ− ∆t

2
). (2.5)

A direct simulation of the LBM relations is employed. A variable resolution is allowed,
where the grid size changes by a factor of two for adjacent resolution regions. Due to the
explicit time-stepping characteristics of the LBM scheme, the time-step size is increased
with cell size in factors of two as well. Larger cells will therefore not be evaluated every
time-step. This gives rise to the notation of time-step equivalent number of cells, which
is the number of cells scaled to operation at the shortest time-step in addition to the total
number of cells.

2.3. CASE SETUP
The flow topology around two different transition strips along the upper part of a l =
350 mm long, 0.0857l wide flat plate is simulated. The tripping, seen in Fig. 2.1 is applied
by either a staggered grid of blocks or zigzag strip of each 2 mm height. The small cubic
blocks of 2 mm each are 6 mm located away from each cubic center. In total, 4 rows of
blocks are placed in a staggered grid, starting at 9 % of the flat plates chord. The second
trip, a 9 times V-shaped zigzag strip of 5.5 mm length is also applied at 9 % of the flat
plate chord.

U
2 mm6 mm

6 mm

2 mm

5.5 mm

3.33 mm

Figure 2.1: Schematic view of both bypass transition devices; (left) the staggered grid of cubes and (right) the
zig-zag strip

The simulation domain is bounded by a no-slip boundary condition at the location
of the plate and by a frictionless wall at a 0.1l distance in wall-normal direction, mak-
ing sure that the frictionless wall is in undisturbed flow and does not interfere with the
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development of the boundary layer. At the inlet, a streamwise velocity of 45 m/s is pre-
scribed to run simulations at a chord based Reynolds number of 1.5 ·105, the maximum
which could be reached within a turn-around time of 15 days for 0.1 physical second of
computational time on a system of 80 cores of Intel Xeon X5670 (hex-core) platform at
2.93 GHz. The outlet is modeled by a fixed static pressure, while maintaining a free flow
direction. The LBM scheme is discretized over lattices of different sizes. The finest lat-
tices of 32 cells per mm are positioned near the wall and at a larger area around the trip,
including a wake refinement making it a direct, wall resolved, simulation. The viscous
grid spacing (x+ = y+ = z+) is directly extracted from the downstream friction velocity
and equals 0.4. The DNS simulation in PowerFLOW® allows us to solve the boundary
layer at a dense mesh, while outside the boundary layer, the mesh coarsens. In total,
seven volumes of refinement (VR) are used as indicated in Fig. 2.2 resulting in a total of
666 million voxels, or 438 million fine equivalent voxels.

8 mm

Figure 2.2: Detailed view of the VR’s near the block trip. Similar refinement regions are used for the zigzag strip
model.

The experimental Mach number is about 0.13, but in the simulation the Mach num-
ber has been increased to 0.31 in order to obtain a proper DNS resolution in all the
refinement regions, keeping the same viscosity and speed of sound in every single re-
finement region. When converting the physical quantities into dimensionless lattice
quantities, the velocity is increased by approximately a factor of three while keeping the
Reynolds number constant by increasing viscosity. After the computations, the data is
converted back to the experimental values. If the Reynolds number is kept constant,
similar flow conditions are expected. The Courant-Friedrichs-Lewy (CFL) stability num-
ber is intrinsically set to unity by the solver, leading to a time step of 1.3×10−7 s, assum-
ing a maximum velocity of 1.3 ·u∞. In physical time, the simulations are run for 0.3 s,
where the last 0.25 s (i.e. 32 flow passes) are used for recording statistics at a frequency
of 30 kHz (App. B). Spectra are obtained using a Hamming window with 50 % overlap,
22,000 frames with a FFT window width of 5400, resulting in an optimal smoothing.

The physical quantities from the LBM solution like velocities, pressures and dis-
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tances are made dimensionless in the next section using the free-stream velocity (u∞ =
45 m/s) and the atmospheric pressure (p∞), as well as the undisturbed laminar bound-
ary layer thickness, δ0, which will be determined at the location where the trip starts
(x0 = 0.09c). If the thickness is determined using a Blasius profile, it results in:

δ0 = 5.0
x0p
Rex0

with Rex0 = u∞x0

ν∞
(2.6)

which results in a Reynolds number of 1.4 · 104 and thickness of δ0 = 1.4 mm for the
current setup. The undisturbed Reynolds number of the laminar boundary layer, Reθ0

is estimated to be 80 which is far below the thresholds of a transitional and turbulent
boundary layer given by [85] (i.e. Reθ = 162 and 320 respectively). This implies the usage
of an imposed tripping device to bypass the transition process to provide a large distur-
bance and an added momentum loss.

The optimum trip height can be compared against some engineering tools for forc-
ing a boundary layer available in literature from both Braslow [61] and Gibbings [86]. The
minimum roughness height kc r is determined based on the roughness height Reynolds
number Rek , which is obtained by extensive wind tunnel research. For two-dimensional
tripping devices, Braslow [61] and Gibbings [86] predicted a Reynolds number of Rek =
300 and 850 respectively, leading to a roughness height of kc r = 0.7 mm and 2.0 mm re-
spectively. Van Rooij [60] suggested on the other hand, when three-dimensional trips are
applied, the Reynolds number is reduced to Rek = 200. This would imply a trip thick-
ness of 0.5 mm. The large discrepancy between the values is illustrative for the differ-
ences in the results of aforementioned studies. It can be seen that the current test case
(Rek = 800) is slightly over-tripped, based on the other studies presented before.

2.4. RESULT AND DISCUSSION

2.4.1. BYPASS TRANSITION PROCESS

The three-dimensionality of the mean flow is analyzed using figures of streamlines around
both bypass transitions strips, colored by their wall normal height. The results in Fig. 2.3
show a uniform flow before it is disrupted by the bypass transition strip. Clearly, for both
trips, spanwise periodicity and symmetry is found back in the figure by means of com-
pressed bundle of streamlines behind the trip. The staggered grid of blocks seems to
disturb the incoming flow less. The flow is either moved around blocks (blue stream-
lines at the second and third row) or is flowing over a block (red streamlines at the last
row) instead of fully stagnation, which appears at the entire frontal surface of the zigzag
strip. The vortices created by the first rows are pushing the low-speed and back flow fluid
away from the wall resulting in the higher fluid streaks over the last row. In case of the
zigzag strip, the incoming laminar boundary layer encounters a larger initial frontal area
which covers the entire span. This enhances a wedge of continuous turbulence behind
the trip, resulting in larger friction forces. Because of these additional disturbances in
the flow, momentum drag is added, after which transition occurs [13]. The streamlines
reach their highest point directly after the downstream tip after which the high speed
fluid is moved in the direction of the wall again. The overall drag is measured to be four
times larger with a zigzag strip when comparing with the first row of blocks. The average
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drag coefficient is similar though if all rows of blocks are taken into account, with the
first row contributing the most.

10δ0

10δ0

Figure 2.3: Streamwise colored by wall-normal height illustrating the mean flow topology of the bypass transi-
tion behind blocks (top) and zig zag strip (bottom). Note that half of the trip is placed in the floor of the plate,
resulting in a trip which is effectively half of displayed here.

The results for the different velocity components are displayed in a wall-parallel plane
in Fig. 2.4 and 2.5. For the zig-zag strip, streak-like structures are present directly behind
the trip, which extends at least 10δ0. This is a common trend and observed in, for exam-
ple, the study from Elsinga [68]. One thing though to observe in Fig. 2.4 is that, by apply-
ing the staggered grid of blocks as a bypass transition device, this results in a clearly less
effective merging of the lower speed streaks. Visible streaks are present up to 80δ0.

For the staggered grid of blocks, back flow is observed behind every single block
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10δ0

Figure 2.4: Mean streamwise velocity behind the zig-zag strip (top) and staggered grid of blocks (bottom) in a
plane parallel to the wall at y/δ0 = 1

10δ0 10δ0

Figure 2.5: Mean wall-normal (left) and spanwise (right) velocity behind the zig-zag strip (top) and staggered
grid of blocks (bottom) in a plane parallel to the wall at y/δ0 = 1



2.4. RESULT AND DISCUSSION

2

31

which is made visible by the negative streamwise velocity component in the figure. The
size of the backflow is a variable for each row of blocks, where the largest backflow can
be seen in the first row. This backflow gradually decreases per row of block due to the in-
creased drag of the blocks, resulting in a lower convective velocity. Less energetic bound-
ary layer profiles (see Reynolds stresses in Fig. 2.7 and Fig. 2.8) hits the next row of blocks
while energy transfer takes place vertically in the boundary layer. Similar conditions are
found back in applications, e.g. energy extraction from a row of aligned wind turbines.
Numerical studies, such as the modeling of rows of actuator disks have been performed
in the past [87]. Furthermore, the flow moves towards the wall before a block appears
and away from the wall behind a block. This wall-normal movement (denoted by neg-
ative velocities in Fig. 2.5) is the strongest behind the second row of blocks, where it
appears as a long streak of upward moving fluid flow. The interaction of the first row and
second row also results in flow moving away from the wall while the interaction between
the second and third row creates flow structures being pushed towards the wall (see also
Fig. 2.3). The spanwise velocity component alters (positive and negative) as expected
around a single block, creating a diverging and converging pattern around the staggered
grid. Behind the last row of blocks, the non-uniformity stays for about 20δ0, which could
indicate periodical rows of packages of horseshoe vortices, to be confirmed in a later
stage.

For the zigzag strip, uncorrelated flow features with minor streamwise, wall-normal
and spanwise variations are observed earlier than by using a staggered grid of blocks
(within 5δ0). Directly behind the trip, the streaks are visible and backflow is observed
together with a flow going away from the wall (as seen by the red streaks in the wall-
normal velocity plot from Fig. 2.5). This behavior starts behind a downstream pointing
tip of the zigzag strip. The upstream pointing tip on the other hand show a region with
positive, but relatively small streamwise velocity (u > 0) with flow pointing towards the
wall (v < 0). The spanwise component (Fig. 2.5) is clearly smaller using a zigzag strip
compared to using a staggered grid of blocks. However, close to the downstream point-
ing tip, an altering pattern is present for the zigzag case. Positive oriented vortices (red
and pointing down) are canceled and merged with negative orientated vortices (blue
and pointing upwards) at the tip at a downstream location of the trip, enhancing the
mixing which is useful for smaller and quicker recovery [69]. After the initial region with
streaks a region follows where the average flow regains its spanwise uniformity, merges
and further accelerates in streamwise direction and is slightly directed towards the wall.
This region covers approximately 10δ0, see Fig. 2.4, where after little variations is seen
for the streamwise direction. This is expected for a fully developed turbulent boundary
layer [73, 88].

In Fig. 2.6, iso-surfaces of Λ2 colored by velocity magnitude (low speed blue, high
speed red) illustrates the instantaneous flow topology around the bypass transition pro-
cess, with a limited domain width in streamwise direction. The general trend due to
the three-dimensional nature of the trip show a shear layer in which vortices roll up
into spanwise coherent structures. These spanwise structures break up into individual
arches that remain aligned according to the periodic nature of the trip. In both trip cases
the arches are inclined at about 45 degrees with the wall, which can be associated with
increasing wall-normal fluctuations, which were already observed in u′v ′ fluctuations
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10δ0

10δ0

Figure 2.6: Iso-surface of Λ2 colored by velocity magnitude illustrating the instantaneous flow topology of the
bypass transition behind the zig-zag strip (top) and staggered grid of blocks (bottom)
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in the previous section. This roll-up and orientation has been described by Ghaemi
[89] before. Further downstream, the arches are merged with low speed quasi stream-
wise vortices (blue and green structures), resulting in the formation of hairpin like struc-
tures [90]. These legs become stretched because of the acceleration of the flow after the
trip (Fig. 2.4) and rotate corresponding to their spanwise and wall-normal variations.
These hairpin-like structures form packages after which they convect and dissipate fur-
ther downstream [68, 89].

A difference between the staggered grid of cubic blocks and the zigzag strip is the
spanwise merging of horseshoe vortices. The staggered grid enhances the effect of streaks
of packages with hairpins, whereas the short spanwise wavelength between the arches of
the zigzag strip enhances the merging process, so that, further downstream, no stream-
wise elongated streaks are present. This observation was already confirmed using Fig. 2.4
and 2.5.

The Reynolds spanwise normal stresses (w ′w ′) and shear stresses (u′v ′) are pre-
sented in a streamwise-wall-normal plane through the last row of blocks and a down-
stream pointing tip for the staggered grid of blocks and zigzag strip respectively, see
Fig. 2.7 and 2.8. The Reynolds stresses presented are about 5 times higher downstream
then those in a general canonical developed turbulent boundary layer presented by,
e.g. Klebanoff [91], which are w ′w ′ = 1.6 · 10−3 and u′v ′ = −0.8 · 10−3. However, the
order of magnitudes are similar to other, more recent studies behind turbulent transi-
tion [68, 92, 93]. This would imply that at least the current measurement domain shown
in the figures (approximately 80δ0) remains affected by trip.

Both shear stress plots (u′v ′) show the occurrence of a shear layer emanating from
the trailing edge of either a block or zigzag strip. The trailing edge of the trip separates
the reversed flow near the wall from the higher speed streaks in the outer flow. In the ve-
locity plot, this introduced an inflection point which is a clear source of the generation
of turbulence. For the staggered grid of cubic blocks, the thickness of the layer is influ-
enced by the next row of blocks as can been seen from Fig 2.7. The flow is compressed
and pushed upwards by the individual blocks, resulting in a less thick shear layer com-
pared to the results from the zigzag strip.

The spanwise normal stress levels (w ′w ′ in Fig. 2.8) are larger close the wall be-
hind the separation compared to the trends found in shear stress levels. Behind the
zigzag strip, the spanwise normal stress levels attain higher values compared to the other
tripping mechanism. This is an indication for enhanced mixing towards a homoge-
neous turbulent boundary layer. This result is also in agreement with Fig. 2.5, where
the breakup of spanwise structures is superior for a zigzag strip compared to a staggered
grid of cubic blocks.

2.4.2. DOWNSTREAM DEVELOPMENT OF THE BOUNDARY LAYER

The downstream development of the Reynolds stresses suggests the proper transition
towards a fully developed boundary layer. To confirm this result, line plots at 10δ0 till
80δ0 are plotted in Fig. 2.9, showing both mean streamwise velocity and Reynolds nor-
mal stresses. The mean flow seems to be heavily affected by both transition strips within
a 20δ0 downstream distance. On the other hand, the normal stresses seem to take at
least 60δ0 to recover the flow. The zig-zag strip shows a slightly larger boundary layer,
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10δ0

Figure 2.7: Reynolds shear stresses of streamwise, wall-normal direction in a streamwise-wall-normal plane
behind the zig-zag strip (top) and staggered grid of blocks (bottom)

10δ0

Figure 2.8: Reynolds normal stresses in spanwise direction in a streamwise-wall-normal plane behind the zig-
zag strip (top) and staggered grid of blocks (bottom)



2.4. RESULT AND DISCUSSION

2

35

as already concluded in Fig. 2.7. In both bypass transitions, the shear layer thickness
increases downstream while remaining at approximately the same height, while the av-
erage flow rebuilds towards a fully developed boundary layer. The indication of high
local shear flow indicates the transport of energy from near the wall fluid towards the
higher momentum-fluid available in the flow. This effectively results in re-energizing
the boundary layers.
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Figure 2.9: Line plots of the downstream development of the boundary layer. Mean streamwise velocity (top)
and Reynolds normal stresses (bottom), separated by 10δ0

To further investigate the recovery of the boundary layer, the shape factor at the same
planes as before are extracted and plotted in Fig. 2.10. While the staggered grid of blocks
attain slightly higher values close to the trip, both strips convergence to a shape factor
of H = 1.5. Clearly, the zig-zag strip reaches this threshold earlier, at around 40δ0, while
the staggered grid of blocks needs to double the downstream distance to convergence.
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Figure 2.10: Development of shape factor downstream the transition strip
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10δ0

Figure 2.11: Instantaneous spanwise vorticity behind the zig-zag strip (top) and staggered grid of blocks (bot-
tom) in a plane at mid-span
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Figure 2.12: Wall pressure spanwise cross-correlation at different planes behind the transition strip

To further analysis the development of the boundary layer, an instantaneous view of
the spanwise vorticity is plotted in Fig. 2.11. Spanwise vortices are present over the entire
computational domain, but the largest, locally bundled, spanwise vortices are present
until 10δ0 downstream the zigzag strip, emphasizing the effective merging process of the
hairpin like vortices. The staggered grid of blocks on the other hand only show a minor
increase in spanwise vorticity directly downstream the last row of blocks (Fig. 2.6). It is
thought that the spanwise wavelength of both trips will play an important role in this
merging effect, in order to speed up the development of the boundary layer.

The visualization of the vortical structures as well as the mean velocity plots im-
plies that the spanwise periodicity of arches gradually disappear downstream. While
vortical structures as horseshoes, arches and low speed streaks keep present in the flow,
the initial structures from the tripping brings in an important spanwise coherence to
the flow. To investigate the spanwise coherence (App. C), the auto spanwise correla-
tion of wall pressure fluctuations is analyzed downstream the trips (Fig. 2.12). The re-
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sulting profiles for the staggered grid of blocks show less of a decay compared to the
zigzag trip results at the three downstream locations behind the trip. The zigzag strip
on the other hand shows some dominating spanwise oscillations corresponding to the
strong streaks behind the downstream pointing tips. The height of the correlation peaks
drops quickly when going downstream, while a constant plateau around 0.0 is main-
tained at 40δ0 spanwise distance. The staggered grid of blocks however shows a con-
stant plateau around 0.075, which is evidence that large spanwise coherence structures
remain present at downstream locations.

2.5. CONCLUSION
To force the flow from a laminar state into a turbulent state at a specific position of inter-
est, a boundary layer transition trip is generally used. During more recent applications,
transition strips were used to match transition locations and boundary layer growth so
that similar trailing edge flow characteristics were obtained when comparing, e.g. airfoil
noise simulations with acoustical experiments. Though the flow topology arising from
the so-called bypass transition process is extensively addressed in the past, several issues
are left open. The motivation for the current research is to understand the properties of
simulated transition strips for future aero-acoustic simulations. A staggered grid of cu-
bic blocks for transition is analyzed and compared with a more conventional, zigzag strip
using flow results from the Lattice Boltzmann relation.

The velocity and pressure field is used to quantitatively visualize the flow topology
field around both tripping devices. The trips are shown to be successful to enforce tran-
sition, but the observed transition scenario suggests that a zigzag strip is more efficient
as a bypass transition process compared to the staggered grid of cubes since the span-
wise vortices are undulated more effectively from the trip. This could be a result of a
larger frontal area of the trip as well as a smaller wavelength of the zig-zag strip. These
spanwise instabilities enhances the development of a canonical fully turbulent bound-
ary layer. Visualizations of the mean flow reveals periodic streamwise streaks behind the
transition strips, with the most distinctive streaks being visible behind the staggered grid
of cubes. In general, a canonical fully turbulent boundary layer is experienced after 40δ0

for a zig-zag strip, while the staggered grid of blocks need at least 80δ0 to convergence.
This is confirmed by analyses of shape factor, vorticity and spanwise coherence.
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PRESSURE COHERENCE UNDER A

TURBULENT BOUNDARY LAYER

as Sir Cyril Hinshelwood has observed,
fluid dynamicists were divided into hydraulic engineers,

who observed things that could not be explained,
and mathematicians who explained things

that could not be observed.

Sir James Lighthill

Important parameters for efficient acoustic scattering of a turbulent boundary layer are
its auto-spectral density and spanwise coherence. In this chapter, the prediction of the
streamwise and spanwise coherence length of the pressure field below a turbulent bound-
ary layer at low Reynolds number generated using a recycling inflow method is estimated
using different numerical LES models in an open-source Finite Volume based CFD pack-
age. Results are compared with DNS results, as well as with time resolved tomographic
PIV data. Matching results are found for outer scaling mean and fluctuating velocity data
as well as for the pressure spectrum data. The coherence function shows a similar decay
with respect to various references. An exponential fit is applied to determine the coherence
length. Agreement within one displacement thickness in streamwise and spanwise direc-
tion is found for the coherence length with semi-empirical data. The spanwise coherence
length is considerably smaller than the streamwise coherence length, but indicates a clear
peak in the low frequency regime originating from large coherent structures with relatively
small amplitudes.

Parts of this chapter have been published in the AIAA Journal (2015) [94].
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3.1. INTRODUCTION

I MPORTANT characteristics of the unsteady surface pressure field are its auto-spectral
density and spanwise coherence. Several authors, such as Amiet [95] and Howe [55]

have discussed diffraction theory regarding trailing edge noise. Here, the auto-spectral
density and spanwise correlation length of hydrodynamic pressure fluctuations were
used to estimate the acoustic far field spectrum. Amiet [95] and Howe [55] assumed that
the incident pressure fluctuations on the surface below the turbulent boundary layer
convect over the trailing edge, acting as an impedance discontinuity, where the fluctu-
ations are scattered in the form of acoustic waves. In most aeroacoustic analyses, Cor-
cos [96] model was used for the estimation of the spanwise coherence length instead of
predicting it numerically. The theory of numerical predicting coherence forms the basis
of the current study, as well as previous published experimental and numerical studies,
such as the Large Eddy Simulation study of Christophe [97], the surface pressure mea-
surements of Brooks and Hodgson [17], and the recent study of Pröbsting et al. [98] with
high-speed tomographic Particle Image Velocimetry based pressure reconstruction.

The present study is set to validate the applicability of a Navier-Stokes based com-
putational tool with boundary layer recycling function to simulate an infinite flat plate
in order to determine the spanwise wall pressure coherence under a fully developed tur-
bulent boundary layer of low Mach number flow. Numerical data is obtained from a
Large Eddy Simulation (LES) approach that solves the larger turbulent scales, but mod-
els the smaller scales by means of both explicit and implicit closure models. Validation is
performed based on Particle Image Velocimetry (PIV) and Direct Numerical Simulation
(DNS) data, earlier presented by Pröbsting et al. [99].

3.2. METHODOLOGY

3.2.1. GOVERNING FLUID EQUATIONS
Since a low Mach number flow over an infinite flat plate is considered, the incompress-
ible Navier-Stokes equations are used to describe the fluid dynamics. Furthermore, New-
tonian fluid properties are assumed and gravity forces and other body forces are ne-
glected, resulting in the following simplified set of equations, describing the conserva-
tion of mass and momentum [100]:

∇·u = 0, (3.1)
∂u

∂t
+∇· (uu) = −∇p

ρ
+∇· (ν∇u), (3.2)

wherein u are the different velocity components, p is the pressure, ρ the density and ν

the kinematic viscosity.
The governing fluid equations are solved by means of a Large Eddy Simulation (LES).

This methodology resolves all large eddy scales, while smaller eddy scales are mod-
eled. This methodology is known as the intermediate form between completely mod-
eling the turbulence (Reynolds Averaged Navier-Stokes, RANS) and completely solving
the turbulence (Direct Numerical Simulation, DNS). To obtain the acoustic near and far
field from an incompressible flow simulation, a hybrid approach coupled with a tailored
made Green function could be used which corrects for the non-compactness of the lo-
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cal, acoustic, source [40]. In this case, the acoustic scattering correction solves for the
lack of acoustical data in an incompressible flow solution. Details are found in Ch. 4.

The discretized set of equations is solved in the open-source package OpenFOAM
2.2.0 using the Finite Volume Method on an collocated unstructured grid [101]. Time
discretization is done by the second order backward difference scheme. For the spatial
discretization, the velocity and pressure gradient are discretized using a second order,
Gaussian linear interpolation (central differencing), while the velocity divergence is in-
terpolated using a second order, Gaussian linear interpolation with filtering for high fre-
quency ringing. For all other quantities defined in the turbulence model, the divergence
term is interpolated using a second order, limited Gaussian linear interpolation. A linear
upwind scheme is used instead when considering a simulation without eddy viscosity
closure model (implicit simulation). Finally the Laplacian of the kinematic viscosity and
the velocity is discretized using the second order, Gaussian unbounded, conservative
scheme. Details are summarized by Jasak [100]. The transient solver for incompressible
flow, PIMPLEFOAM, is used using the PIMPLE (merged PISO-SIMPLE) algorithm. PISO is
an acronym for Pressure Implicit Splitting of Operators for time dependent flows while
SIMPLE stands for Semi-Implicit Method for Pressure Linked Equations which is used
for steady state problems [100]. The PISO algorithm neglects the velocity correction in
the first step, but then performs one in a later stage, which leads to an additional correc-
tion for the pressure [102].

3.2.2. SUB GRID SCALE MODELS
Two sub-grid-scale (SGS) models, used for determining the eddy viscosity, are validated
and compared; the homogeneous dynamic Smagorinsky model [103] and the selective
Smagorinsky model [104]. In addition an implicit LES (ILES) is considered, where nu-
merical schemes are used such that the inviscid energy cascade through the inertial
range is captured accurately and the inherent numerical dissipation emulates the effect
of the dynamics beyond the grid-scale cut-off [105].

The homogeneous dynamic Smagorinsky model is an algebraic eddy viscosity SGS
model founded on the assumption that local equilibrium prevails [103]. In the homo-
geneous dynamic version, the eddy viscosity coefficient is calculated from the smallest
resolved scales during the simulation. Averaging is performed in spanwise direction, i.e.
homogeneous turbulence is assumed [100]. The selective Smagorinsky model on the
other hand, is a local method validated specifically for wall bounded flows which is de-
rived by Sagaut [104]. This SGS model is a combination of the basic Smagorinsky model
together with a selection function, which will be locally turned on and off on a specific
value of the local angular fluctuations of the instantaneous vorticity. This parameter de-
termines the three dimensionality of the flow, and in this case, the angle between the
vorticity vectors. The selection function, fs , can be mathematically written as:

fs (θ,θ0) =
{

1 if θ ≤ θ0

r (θ,θ0)1/2 else
, (3.3)

with r (θ,θ0) defined as

r (θ,θ0) = tan2(θ/2)

tan2(θ0/2)
. (3.4)
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Here θ is defined as the angle between the average vorticity of all neighbors cells and the
own cell’s vorticity, while the threshold has been set at θ0 = 20◦.

3.2.3. RECYCLING METHOD
To reduce computational demands, a recycling method is used. The main idea behind
the recycling and rescaling inflow modeling approach is to extract data at a station down-
stream of the inflow, and rescale it to account for boundary layer growth. In the approach
by Lund [106], the flow at the extraction station is averaged in spanwise direction and in
time, to allow the decomposition of the flow field in a mean and fluctuating part. The
mean velocities (ūi ) and fluctuations (u′

i ) are then rescaled according to the law of the
wall in the inner region and the defect law in the outer region, and blended together
using a weighted average of the inner and outer profiles:

(ui )i n =
{

(ūi )i nner
i n + (u′

i )i nner
i n

}[
1−W (ηi n)

]
+ {

(ūi )outer
i n + (u′

i )outer
i n

}[
W (ηi n)

]
, (3.5)

with the weighting function defined as:

W (η) = 1

2

{
1+ 1

tanh(α)
tanh

[
α(η−b)

(1−2b)η+b

]}
, (3.6)

wherein η = y/δ indicates the outer coordinate scaling and α = 4 and b = 0.2 are pre-
scribed constants [106]. The inlet boundary layer thickness and momentum thickness
are fixed on 5 mm and 0.5 mm respectively, so that the experimental conditions in a
plane downstream are met.

3.2.4. DEFINITION AND ESTIMATION OF COHERENCE
For determination of the coherence length, first the coherence function should be eval-
uated. The coherence function ( γ2(ω,∆z)) is the auto-power and cross-power density of
the signals (App. C). Determining the coherence is valid for the case that the flow statis-
tics are homogeneously distributed along the spatial dimension, stationary in time and
for an infinite observation period. For a flat plate the first criterion is fulfilled when con-
sidering the spanwise direction. With restriction to very short separations, this is also
valid for the streamwise direction. By definition, the coherence length is related to the
integral of coherence function over the spatial separation ∆z and therefore reduces to a
function of frequency only:

lz (ω) = lim
L→∞

ˆ L

0
γ(ω,∆z)d∆z. (3.7)

This relation can be used to obtain the coherence length. However, due to conver-
gence issues, first observed by Christophe [97] for his LES data with a finite observation
period, the coherence does not approach zero for very large separations ∆z and there-
fore, the integral might be unbounded. Instead, in this study a curve fitting approach
based on an exponential function is applied (see [107]):

γ(ω,∆z) = e−
|∆z|

lz (ω) . (3.8)
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The fit is performed for each discrete frequency and has shown to be a robust alternative
to Eq. 3.7.

3.3. MODEL SET-UP

The current study investigates a turbulent boundary layer on a flat plate of 400 mm
chord, with a wetted span of 40 mm (Fig. 3.1). The domain stretches 30 mm in wall-
normal direction. Reference length and velocity scales are the boundary layer thick-
ness and the free stream velocity at a plane 250 mm downstream. At a free stream ve-
locity of u∞ = 10 m/s the Reynolds number based on the local boundary layer thick-
ness δ = 10.4 mm is Reδ ≈ 6,800 and based on the momentum thickness θ = 1.1 mm is
Reθ ≈ 750. A complete overview of all model parameters from the current study is found
in Tab. 3.1.

Figure 3.1: Snapshot at t = 0.5 s of streamwise velocity over the plate, clearly indicating the generation of a
turbulent boundary layer

The domain is discretized in 800×100×80 cells, resulting in vector sampling of∆x/δ≈
0.048 and∆z/δ≈ 0.048 in streamwise and spanwise direction respectively. In wall-normal
direction the sampling resolution ranges from ∆y/δ ≈ 0.004 near the wall to ∆y/δ ≈ 0.1
in the free stream. For the given Reynolds numbers, this results in ∆x+ = 15, ∆y+ =
1.25 and ∆z+ = 15. Vector spacing for the DNS and PIV reference results are ∆x/δ ≈
0.033, ∆y/δ≈ 0.004, ∆z/δ≈ 0.030 and ∆x/δ≈ 0.036, ∆y/δ≈ 0.018, ∆z/δ≈ 0.036 respec-
tively [99]. Marching in time is variable in such a way that the flow Courant number stays
below unity. In practice this yields time-steps of approximately ∆t ≈ 2 ·10−5 s. Pressure
and velocity fluctuations are stored each four steps, which results in a temporal sampling
of ∆tu∞/δ≈ 0.07 (ωδ?/u∞ ≈ 13.3). For the present study, approximately 4,000 samples
equivalent to a non-dimensional time interval of Tu∞/δ≈ 300 are used for the analysis
(App. B).

At the inlet of the model, a recycle inflow condition is used for a turbulent boundary
layer. At the outlet and top of the model, velocity is imposed by a Neumann boundary
condition. The wall is modeled with a no-slip condition. Both sides of the domain are
periodic, to simulate an infinite span. Regarding pressure boundary conditions, the top
boundary is fixed, while all other boundaries are modeled using a zero gradient condi-
tion.
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Table 3.1: Boundary layer parameters

Parameter Symbol LES PIV [99] DNS [99]

Boundary layer thickness [mm] δ 10.4 9.4 9.4
Displacement thickness [-] δ?/δ 0.16 0.16 0.18
Momentum thickness [-] θ/δ 0.11 0.12 0.12
Wall shear velocity thickness [-] uτ/u∞ 0.045 0.052 0.053
Shape factor [-] H 1.48 1.45 1.50
Reynolds number [-] Reδ 6,800 6,240 8,185

Reθ 750 730 1,000
Reτ 310 436 325

3.4. RESULTS
Now that the methodology and boundary layer characteristics are defined, the results
of the downstream plane are discussed. The boundary layer is investigated using mean
velocity and Reynolds stresses plots. Furthermore the wall pressure under the boundary
layer is analyzed and the streamwise and spanwise coherence function are determined.
Using this function, an estimation is made for the coherence length.

3.4.1. MEAN VELOCITY AND REYNOLDS STRESSES

At a plane 250 mm downstream of the inlet, measurements were taken for this study. All
boundary layer characteristics are summarized in Tab. 3.1. The PIV results are obtained
from planar PIV measurements performed by Pröbsting et al. [99] on a flat plate in a
low speed wind tunnel facility, where, at the leading edge, the flow was tripped using
a strip with 3D roughness elements. The DNS results on the other hand are obtained
from a compressible direct simulation of a turbulent boundary layer using the algorithm
described by Pirozzoli and Bernardini [108, 109].

The mean velocity profiles for the different models scaled with inner and outer scal-
ing variables are depicted in Fig. 3.2 and 3.3 respectively. The lines closely correspond
to the analytical expression in the viscous sublayer: y+ = u+. For the law of the wall,
a Von Karman constant of κ = 0.35 is used to fit well, which is in line with the bound-
ary layer flow analysis from [110]. As an average for each LES model, a shape factor of
H = δ?/θ = 1.5 is found, which confirms the presence of a developed turbulent bound-
ary layer. Close agreement is found for all simulations and comparison data.

The distribution of the Reynolds stress tensor is depicted in Fig. 3.4. The consid-
ered closure models show perfect agreement with each other in all parts of the boundary
layer. An overestimation of the u′u′ Reynolds stresses is observed close to the wall when
comparing the results to the DNS results, whereas it matches the PIV results well. Wall
normal fluctuations on the other hand are under predicted with respect to the DNS re-
sults. This discrepancy could possibly be assigned to the slight variance in displacement
thickness δ?/δ= 0.16 for the LES versus 0.18 for the DNS, indicating a slightly more tur-
bulent profile for the LES simulations.

As an indication for the outer time scale the eddy turn over time is estimated with
δ/u∞ ≈ 1 ms or a non-dimensional frequency ofωδ?/u∞ ≈ 1. Regarding the inner scale,
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Figure 3.2: Mean velocity in outer scaling
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Figure 3.3: Mean velocity in outer scaling



3

46 3. PRESSURE COHERENCE UNDER A TURBULENT BOUNDARY LAYER

−5 0 5 10 15 20

x 10
−3

0

0.2

0.4

0.6

0.8

1

uv vv uu

uiuj /u∞

y
/δ

dynamic Smagorinsky
selective Smagorinsky
ILES
DNS reference
PIV reference

Figure 3.4: Reynolds stress profiles in outer scaling

δν/uτ ≈ 73 µs with δν = ν/uτ. In non-dimensional units, this results in ωδ?/u∞ ≈ 14.5.
Since the temporal sampling of the LES was set at ωδ?/u∞ ≈ 13.3, it is sufficient to sam-
ple the outer time scale, but not the inner one. In the remainder of this study, δ?/u∞
and δ? are used as outer time and length scale respectively, while δν/uτ and δν are used
as inner scales.

To further discuss the velocity results, the spatial resolution is considered by means
of an instantaneous visualization of the streamwise iso-surface at u/u∞ = 0.6 in Fig. 3.5.
The organization of the turbulent boundary layer is illustrated by streamline aligned low-
and high-speed regions. The distance between regions of low and high speed velocity in
the inner region of the boundary layer, about half the spanwise distance between two
velocity iso-surfaces, is on the order of 100 viscous lengths δν, typically for Reynolds
numbers Reθ < 6,000 ([90]).

The unsteady organization and evolution of coherent structures within the turbulent
boundary layer is investigated by means of Fig. 3.6, where the second invariant of the
velocity gradient tensor (Q) is plotted. Multiple low- and high-speed regions illustrate
the organization of the turbulent boundary layer. The interaction between the low-speed
streaks (blue) and vortical structures (red) are shown by means of hairpin packets, full
hairpins, legs and cane vortices.

3.4.2. WALL PRESSURE SPECTRUM AND COHERENCE

Pressure fluctuations on the wall are recorded mid-span in the considered plane. In
Fig. 3.7, an instantaneous image of the wall pressure field at the location of interest is
displayed. Examination shows slightly spanwise elongated patches of low and high pres-
sure. This result is also found in the comparison study.
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Figure 3.5: Instantaneous visualization of streamwise velocity iso-contours (0.6U∞)

Figure 3.6: Instantaneous visualization of second invariant of the velocity gradient tensor iso-contours (Q =
0.2 ·106), colored by the streamwise velocity
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Figure 3.7: Instantaneous visualization of the wall pressure field visualized by contours of p ′
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Figure 3.8: Pressure spectrum scaled with outer variables
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The raw mid plane microphone signal is transferred to a Power Spectral Density
(PSD) signal using Welch’s [111] method, together with a Hanning window of 128 sam-
ples with 50 % overlap, normalized using q = 1

2ρ0u2∞ and δ? and plotted in Fig. 3.8 as
well as an estimation of the spectrum provided by the model of Goody [112]. The selec-
tive Smagorinsky model seems to follow the decay the best, but still at a slope slightly
larger then ω−5. At the mid frequencies, the LES overestimates the PSD compared to the
analytic Goody model result with 1−3 dB. The indicated slope of ω−0.7 is characteristic
for the overlap region, which becomes narrow for very low Reynolds numbers [112].
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The results for the wall pressure coherence in streamwise and spanwise direction are
found in Fig. 3.9 & 3.10 by means of a contour plot. In general, the coherence along
the streamwise direction attains much higher values at low frequencies and decays be-
yond the resolvable scales at frequencies higher thanωδ?/u∞ ≥ 4 compared to its span-
wise counterpart. At moderate frequencies, coherence increases for both Smagorinsky
models again, resulting in erroneous results. This type of noise could possibly be in-
troduced by the dynamics of constantly changing the eddy viscosity coefficient in the
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closure model. However, this hypothesis needs further research.
The coherence of pressure fluctuations over the span show a substantially faster de-

cay compared to the streamwise direction, indicating that the resolution of the simula-
tion is a key parameter. Therefore, an implicit simulation with finer spanwise resolution
(∆z/δ ≈ 0.024) is also run and compared with the standard mesh (∆z/δ ≈ 0.048). Re-
sults of the pressure coherence function in spanwise direction is also found in Fig. 3.10.
Apparently, decreasing the cell size increases the prediction of coherent structures at all
frequencies. The peak around ωδ?/u∞ = 0.35 is frequently found in literature, e.g. in
[99].

The results of the final estimation of the coherence length involves the integration
of the coherence function. The results are depicted in Fig. 3.11 & 3.12. The streamwise
coherence length is considerably larger than the spanwise coherence length, especially
for low frequencies. As a comparison, the PIV and DNS results are added as well as the
analytic prediction from Corcos model [96].

Regarding the streamwise coherence length, a closer correspondence is found with
the DNS data. A decay in lx is found for increasing frequencies, which is consistent
with the reference results. Only the homogeneous dynamic Smagorinsky and selective
Smagorinsky start to deviate from this empirical solution by a sudden increase in coher-
ence length at high frequencies, which were already visible in the results from Fig. 3.9.
The result from the implicit simulation shows that a mesh refinement is required for a
better match with the DNS results. The streamwise coherence estimate from Corcos [96]
start to match at ωδ?/u∞ ≈ 1.0 and continue showing a similar decay. Please note that
the Corcos model rely on empirical constants and have been validated for considerably
higher Reynolds numbers only, which might explain the large discrepancies at the low-
est frequencies. Another reference model should be considered for a better comparison,
such as the model from Efimtsov [113] which predicts a decrease of coherence at lower
frequencies.

The spanwise coherence result in Fig. 3.12 also match with the decay and values of
the empirical model of Corcos [96] in the higher frequency regions, whereas in the lower
frequency region the model is likely to behave incorrect. In the lower frequency regions,
the error does not exceed one displacement thickness error with respect to the DNS
and PIV results. Note that the coherence length estimate is only a small fraction of the
displacement thickness δ?, which implies that the majority of the spanwise elongated
structures are of the order of the displacement thickness. Therefore, at low frequencies,
the decrease in spanwise cell size enables better capturing of these structures, as seen
in Fig. 3.10. But still, the spatial resolution and the limited measurement dynamic range
are considered as the main limiting factors.

3.5. CONCLUSION
In the present study, the prediction of the streamwise and spanwise coherence length of
the pressure field below a turbulent boundary layer at low Reynolds number generated
using a recycling inflow method is estimated using different numerical LES models in
an open-source Finite Volume based CFD package. Results have been compared to DNS
and PIV results from Pröbsting et al. [99], as well as empirical models from Goody [112]
and Corcos [96].
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Figure 3.11: Streamwise coherence length
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Figure 3.12: Spanwise coherence length
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Results for outer scaling mean and fluctuating velocity data are in good agreement
with the PIV data, whereas the comparison with the DNS results shows discrepancies in
the viscous sub-layer. The trend of the pressure spectrum is confirmed by the empirical
model of Goody [112], with a slightly faster decay at the higher frequencies for the LES
models. Regarding the streamwise and spanwise pressure coherence, the spanwise co-
herence length is significantly smaller than the streamwise coherence length, indicating
low amplitude structures. For both spatial directions, the decay matches the analytic
and reference result at intermediate and high frequencies. A mismatch in the low fre-
quency regime of the coherence length estimation is found between Corcos [96] model
and the numerical and experimental results, which likely will be solved when consider-
ing a higher fidelity reference model such as the model presented by Efimtsov [113]. A
close look into the spanwise coherence shows that it is mainly limited by its small length
and strength relatively to the mesh resolution. Increasing the spanwise mesh resolution
enables a better prediction of the coherent structures at the lower frequencies, shown in
Fig. 3.10, but this need further examination in a future study.
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4
NON-COMPACTNESS USING

INCOMPRESSIBLE FLOW DATA

There are two possible outcomes:
If the result confirms the hypothesis,

then you’ve made a measurement.
If the result is contrary to the hypothesis,

then you’ve made a discovery

Enrico Fermi

Efficient tools for the determination of acoustic sources around wind turbines are nec-
essary to further reduce its noise footprint. These simulations should be computational
efficient and should be able to capture acoustic sources in the compact and non-compact
regime, as the frequency range of interests covers both regimes. Many researches attempted
to use Curle’s analogy, which determines the acoustic spectra while taken into account
acoustic dipole sources in the vicinity of a surface. When considering an incompressible
flow solution, this theory provides accurate result when only a compact source body is in-
volved, but lacks of accuracy when the order of the acoustic wavelength is smaller then
the source body. To overcome this problem of an inaccurate acoustic source formulation,
scattering has to be taken into account. A Boundary Element Method that uses Curle’s
analogy in combination with a correction for the scattering is used to predict the sound
and compared to a general formulation of Curle’s analogy. This is shown in this study
by predicting trailing edge noise from a 25 degrees beveled plate with different rounding
radii under low Mach number, high Reynolds number conditions. The flow result is ob-
tained by solving the incompressible Navier-Stokes equations using an open-source Finite
Volume based package.

Parts of this chapter have been published in the AIAA Journal (2017) [114].
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4.1. INTRODUCTION

A S mentioned in the introduction of this thesis, the airfoil self-noise originates from
unsteady flow over an airfoil. Local disturbances of the surface pressure, introduced

by and convected with the turbulent eddies, are scattered over the trailing edge. Due to
the small length scale and high convection velocity of the turbulent eddies, the surface
pressure fluctuations are typically encountered at high Strouhal number and its direc-
tivity pattern shows a bias towards the leading edge (i.e. in upstream direction) [7, 11].

A different situation is encountered at beveled trailing edges. Here, flow separation is
observed at the beveled surface upstream of the trailing edge and separation noise can
occur [115]. This flow separation introduces a shedding component to the wake flow
with large, coherent, velocity fluctuations. The associated length scale is often charac-
terized in terms of the wake thickness and associated to the bluntness of the trailing
edge, for instance the thickness of the plate. If this length scale is large compared to
the boundary layer thickness, the tonal noise component associated to such coherent
vortex shedding processes becomes a prominent feature of the acoustic emission [11].
Beveled trailing edge geometries have served for validation purposes in the past, such as
the study of Wang and Moin [29].

Generally speaking, the problem of sound generated aerodynamically has been suc-
cessfully addressed in the past by Lighthill’s theory [46] and extended by Curle [14] to
include sound produced in the vicinity of solid surfaces. This theory proved its ability to
predict sound from compact acoustic sources, for example sound originating from shed-
ding. However, if one would like to incorporate the scattering effect, which appears when
the unsteady flow produces sound around wavelengths comparable to the body dimen-
sions, the source term should be adjusted to incorporate the so called, non-compact
sources. Examples of non-compact sources are high frequency components of the noise
produced by turbulence convecting over the trailing edge of a plate, but also retarded
time differences between different parts of sound produced by the body over itself. Non-
compactness should be included in the source term when applying an integral solution
based on an aeroacoustic analogy, such as Curle’s analogy. A straightforward solution to
include this acoustical information would be by applying a high-fidelity, compressible
flow solution using high-order schemes with low dissipation and dispersion. This will
then both include the incident and scattered pressure effects. However, the numerical
costs associated with these methods is still too expensive for industrial solutions [39].

To overcome erroneous results when determining non-compact acoustic souces from
an incompressible trailing edge noise calculation, this study proposes an acoustic cor-
rection for when the surface source term is lacking acoustic scattered information. An
earlier study by Schram [40] proposed a novel correction for taking into account scat-
tering information, and validated the code by means of two vortex filaments in an in-
finite two-dimensional duct. More advanced methods nowadays are for example the
stochastic noise generation and radiation (SNGR) models [116], used for the prediction
of trailing edge noise cases. The current study presents acoustic results from a 25 de-
gree beveled trailing edge, where the flow data is obtained from an open-source, tran-
sient, Finite Volume (FV) based Computational Fluid Dynamic (CFD) solution of the in-
compressible Navier-Stokes (N-S) equations [100]. Small scale turbulence is modeled by
means of a Large Eddy Simulation (LES), using a dynamic Smagorinsky model. A turbu-
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lent boundary layer along the entire flat plate is generated using Lund’s rescaling theory.
The acoustic far-field pressure is obtained by successfully decoupling the system, since
the amplitudes of the acoustic fluctuations are much smaller compared to the fluid fluc-
tuations. The sound is predicted by Curle’s analogy using the following two source field
approaches: the incompressible source description without and with numerical treat-
ment such that the solution will account for scattering of the sources.

4.2. METHODOLOGY

4.2.1. SOURCE FIELD FLOW SIMULATION
Since a low Mach number flow over an infinite flat plate is considered, the incompress-
ible Navier-Stokes equations are used to describe the fluid dynamics. Furthermore, New-
tonian fluid properties are assumed and gravity forces and other body forces are ne-
glected, resulting in the following simplified set of equations, describing the conserva-
tion of mass and momentum [100]:

∇·u = 0, (4.1)
∂u

∂t
+∇· (uu) = −∇p

ρ
+∇· (ν∇u), (4.2)

wherein u are the different velocity components, p is the pressure, ρ the density and ν

the kinematic viscosity. The governing fluid equations are solved by means of a Large
Eddy Simulation (LES). This methodology resolves all large eddy scales, while smaller
eddy scales are modeled. This methodology is known as the intermediate form be-
tween completely modeling the turbulence (Reynolds Averaged Navier-Stokes, RANS)
and completely solving the turbulence (Direct Numerical Simulation, DNS).

The discretized set of equations is solved in the open-source package OPENFOAM
[100], based on the Finite Volume Method (FVM). Time discretization is performed via a
second order backward difference scheme. Regarding the spatial discretization, the ve-
locity gradient is discretized using a cell limited Gaussian linear integration with filtering
for high frequency ringing, while the velocity divergence is interpolated using a second
order, Gaussian linear upwind interpolation. All other flow quantities are discretized us-
ing the van Leer interpolation scheme. These schemes are in general more dissipative
than standard linear schemes, but with the current spatial mesh resolution, the numer-
ical diffusion will stay sufficiently small to maintain enough resolution into the inertial
range. Finally, the Laplacian operator is discretized using the second order, Gaussian ex-
plicit non-orthogonal correction scheme. Further details of the discretization schemes
are summarized by Jasak [100]. The large time-step transient solver for incompressible
flow, PIMPLEFOAM, is used using the PIMPLE (merged PISO-SIMPLE) algorithm. PISO is
an acronym for Pressure Implicit Splitting of Operators for time dependent flows while
SIMPLE stands for Semi-Implicit Method for Pressure Linked Equations which is used
for steady state problems [100]. The PISO algorithm neglects the velocity correction in
the first step, but then performs one in a later stage, which leads to additional correction
for the pressure [102].

The proposed subgrid scale (SGS) model in this study is the dynamic Smagorin-
sky model [103]. This model is an algebraic eddy viscosity SGS model in which the
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Smagorinsky coefficient is calculated dynamically. These coefficients are determined as
part of the flow calculations, and use the energy content of the smallest resolved scales
to locally determine the value of the closure coefficients. This implies, however, the be-
havior of the smallest resolved scale is analogous to that of the subgrid scales.

To perform a LES on an infinite flat plate within current computational demands, a
recycling method is used. The main idea behind the recycling and rescaling inflow mod-
eling approach is to extract data at a station downstream from the inflow, and rescale it
to account for boundary layer growth. In the approach found by Lund [106], the flow at
the extraction station is averaged in spanwise direction and time, to allow the decom-
position of the flow field in a mean and fluctuating part. The mean velocities (ūi ) and
fluctuations (u′

i ) are then rescaled according to the law of the wall in the inner region
and the defect law in the outer region, and blended together using a weighted average of
the inner and outer profiles:

(ui )i n =
{

(ūi )i nner
i n + (u′

i )i nner
i n

}[
1−W (ηi n)

]
+ {

(ūi )outer
i n + (u′

i )outer
i n

}[
W (ηi n)

]
, (4.3)

with the weighting function defined as:

W (η) = 1

2

{
1+ 1

tanh(α)
tanh

[
α(η−b)

(1−2b)η+b

]}
, (4.4)

wherein η = y/δ indicates the outer coordinate scaling and α = 4 and b = 0.2 are pre-
scribed constants [106].

4.2.2. ACOUSTIC ANALOGY

Within the field of Computational Aero-Acoustics (CAA) a distinction is made between
direct and hybrid methods. Direct CAA methods solve the full compressible flow equa-
tions for determining both the hydrodynamic and acoustic pressure fluctuations. The
domain covers both the flow field and at least the source and near acoustic field. Due
to the high computational cost originating from the large scale separation of hydrody-
namic fluid and acoustic pressure fluctuations, a direct calculation is restricted to simple
geometries and low and moderate Reynolds numbers. In a hybrid method, the flow and
acoustic field are calculated separately, so that the numerical method can be optimized
for the physics to be solved. In this study, the sound is predicted by two approaches.

Firstly, the acoustic field is determined based on the non-homogeneous wave equa-
tion from Lighthill [46], but extended with surface sources in presence of turbulent fluc-
tuations near a solid body. Curle’s analogy [14] is translated to the frequency domain [117],
resulting in an equation known as the Helmholtz equation. Furthermore, by assuming
subsonic rectilinear motion of all acoustic sources, an efficient and easy implementable
form is obtained which determines the far field noise from non-linear near-field flow
quantities in an integral solution purely containing surface sources:

c2
0ρ

′(y,ω) =−
ˆ

f =0
Fi (x,ω)

∂G(y;x)

∂yi
d s, (4.5)
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wherein G indicates the three dimensional free-field Green function including convec-
tive and Doppler effects [117] and F includes the source term from the incompressible
flow simulation, which in time domain reads:

Fi = pn̂i . (4.6)

Herein, p being the hydrodynamic pressure on the wall and n̂i the outward pointing
normal vector on the surface in the i th direction. Furthermore, x denotes the three-
dimensional source coordinates while y indicates the current observer position. The
methodology is implemented in MATLAB and correctly predicts sound for the compact
body regime.

A numerical adaption to this method for non-compact bodies, to account for the
missing acoustical information of scattering effects, is applied in the BEM formulation
as presented by Schram [40]. This approach consists of the discretization of the bound-
ary integral solution of the Helmholtz equation, assuming a free-field Green’s function
for the calculation of the acoustic field to the far field microphone position. Similar ef-
forts have been done by Takaishi et al. [118], which derived a numerical tailored Green’s
function by means of a BEM for non-compact bodies. When placing the listener directly
on the source surface instead of far away from the sound production region in a uniform
region, as done in Curle’s analogy, an adapted form of Eq. 4.5 is found. Without any loss
of generality, we can further decompose the pressure fluctuations in a hydrodynamic
part, which can be obtained from an incompressible flow model, and an acoustic part,
which will be the solution to our problem. This implicit integral equation is resolved us-
ing a BEM in SYSNOISE [119]. Once the acoustical part of the wall pressure fluctuation
is obtained, it is summed with the hydrodynamic component from the fluid flow simu-
lation to yield the complete dipole source term for Curle’s analogy. Further details on the
numerical implementation are summarized in the paper by Schram [40].

4.3. TEST CASE
The geometry of interest used in the simulations was a 20 mm thick (h), 1.5h span (d)
flat plate with an asymmetrically 25 degrees trailing edge, characterized by a radius of
curvature of R/h = 0. Modeled chordwise extension of the plate is l = 18h. The uniform
flow under consideration is 10 m/s, which ensures a chord based Reynolds number of
270,000. The domain stretches for 3h in both wall normal directions and extends 9h in
the wake region. Final mesh resolution after resolution study in streamwise, wall-normal
and spanwise direction at the beveled plate is x+ = 55, y+ = 1 and z+ = 11 respectively,
corresponding to a total cell size of 11.4× 106 cells. This is, according to Wagner [39],
sufficient enough to encapsulate the acoustic problem. A close up near the beveled edge
of the mesh is found in Fig. 4.1.

The velocity inflow is prescribed according to the recycling method discussed in the
previous section. The velocity outlet is modeled using a Neumann condition. A no-slip
condition for the flat plate wall is used and top and bottom are modeled as a friction-
less wall. The front and back patches are periodic, which physically simulates an infinite
span condition. Regarding the boundary condition for the pressure, zero gradient con-
ditions are used for the inlet, outlet and wall. The top and bottom are modeled using a
fixed value condition, imposing atmospheric free stream condition.
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Figure 4.1: Indication of the quality of the mesh around the beveled edge

4.4. RESULTS AND DISCUSSION

4.4.1. FLOW FIELD

The understanding of the flow field over beveled edges is of major importance before
considering the acoustic emissions. The source term should be formulated adequately,
and correctly obtained and transferred to the acoustic analogy. In general, flow over the
beveled edge encounters an adverse pressure gradient on the top (suction) side, which
magnitude depends on the curvature of the profile. The turbulent boundary layer on
both sides reaches it characteristic state with conditions of δ99/h = 0.25 and H = 1.3,
where the maximum velocity is defined as the inflow velocity. A quantitative image is
depicted in Fig. 4.2, where similar parameters are plotted at 6 stations along the vertical
axis (i.e. x/h =−6,−5,−4,−3,−2,−1,0).

The separation and forming of the shear layer is induced by the increasingly unsta-
ble and fluctuating velocity profile downstream over the beveled edge, subjected by an
adverse pressure gradient. When approaching separation, the inflection point of the
boundary layer and therefore the center of the shear layer is separated by a larger dis-
tance from the wall. This is visible in Fig. 4.2. A thick and slightly angled shear layer is
visible at a distance away from the wall, while, close to the wall and directly behind the
corner point, a recirculation zone with backflow is formed.

Due to the rapid change at the obtuse corner, larger accelerations in the outer part
of the boundary layer resulting in a larger velocity gradient close to the wall will appear
which will stretch out the vortical structures in streamwise direction. This is evidenced
by plotting Q iso-surfaces of the flow in Fig. 4.3, which denotes the second invariant
of the velocity Jacobian. It detects local pressures smaller than surrounding pressure.
Larger structures can be identified upstream, while the region below the shear layer re-
veals more smaller structures due to the turbulent nature of the flow in combination
with lower convection speed. Furthermore, a shedding component in the near wake is
visible. The shedding frequency of the model can be qualitatively estimated by measur-
ing the distance between two vortices: ≈ 1.92h, which results in a Strouhal number of
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Figure 4.2: Mean streamwise velocity (left) and normal streamwise Reynolds stresses(right) for six different
stations over the beveled edge

Sth = h
2∆x ≈ 0.26, assuming that mean flow in the far wake is equal to the undisturbed

flow. This result is in close agreement with the experimentally determined values from
Blake [11], Bearman [120] and Greenway and Wood [121] which vary between 0.24 and
0.28 for high and low Reynolds number flows for beveled trailing edges respectively.

Figure 4.3: Q = 1 ·105 iso-surfaces colored by streamwise velocity

4.4.2. ACOUSTIC EMISSION
The acoustic power spectra in the far-field, Φaa is obtained by applying a Fast Fourier
Transform (FFT) on the time signal obtained from the acoustic analogy. In total, around
7000 signals, sampled at 30 kHz, were used, with a Hamming window of 4096 with 50%
overlap (App. B & C). This ensured capturing the shedding peak, although it did not re-
sult in an optimal smoothing of the higher frequency ranges. Results are presented in
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Fig. 4.4, together with the experimental reference data from van der Velden et al. [81]
(see Ch. 5). Both experimental and numerical data predict the shedding frequency well
at Sth ≈ 0.26, although the numerical data underpredicts the amplitude by about 4 dB
with respect to the experimental results. Broadband noise from both numerical method-
ologies in the compact regime is in excellent agreement with the experimental data. The
cut-off frequency where non-compactness of the source appear, is found to be f = c

λ =
340
0.36 ≈ 950 Hz, with λ and c being the wavelength (in this case the plate chord) and speed
of sound respectively. This results in a Strouhal number of Sth ≈ 1.9. As expected, above
this Strouhal number, both numerical results start to deviate, with the BEM method fol-
lowing similar trends as the experimental sound pressure spectra.
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Figure 4.4: Power spectra of the far field pressure fluctuations (Φaa ) for both integral method and BEM against
experimental data at 10l distance right above the trailing edge

The characteristics of non-compact acoustical sources in the far field commonly
manifest in a multilobe directivity [7, 11]. To visualize this, acoustic dipole directivity
contours of Sound Pressure Level (SPL) around the trailing edge are visualized using
both the integral and the BEM method. Fig. 4.5 shows a comparison of the result of
the integral solution and BEM solution for a low Strouhal number case. The ratio of the
wavelength λ to the acoustic chord of the plate l is λ/l = 7.5. The result implies that the
approximation of acoustically compactness is well satisfied at this frequency.

Fig. 4.6 shows the comparison at a Strouhal number of Sth = 3.2. Here, the ratio of
λ/l equals 0.6, meaning that the compact approximation is no longer valid. The integral
solution in Fig. 4.6 still visualizes a compact dipole, although a bit deformed due to other
sources present on the airfoil wall. The BEM solution on the other hand depicts multiple
lobes on the plate wall and the far field, while the trailing edge noise is more directed
towards the leading edge, compared to the integral solution.
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Figure 4.5: Acoustic directivity for low Strouhal numbers (Sth = 0.25) for integral method (left) and BEM (right)

Figure 4.6: Acoustic directivity for high Strouhal numbers (Sth = 3.2) for integral method (left) and BEM (right)
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4.5. CONCLUSION
Efficient tools for the determination of acoustic sources around wind turbines are neces-
sary to further reduce its noise footprint. These simulations should be computational ef-
ficient and should be able to capture acoustic sources in the compact and non-compact
regime, as the frequency range of interests covers both regimes. Therefore, this study
is focused on the non-compact prediction and computation of acoustic sources in the
vicinity of a trailing edge. Both integral and boundary element method (BEM) are an-
alyzed, while the latter also predicts the scattered acoustic pressure as well as proper
propagation of the sources. The numerical model under consideration is a 25 degrees
asymmetric beveled plate.

The compact source approximation is found to be valid for low frequencies up until
the wavelength-chord ratio λ/l = 1 when comparing an integral solution with a BEM,
which include scattering effects. The integral solution start deviating from the other so-
lution whenλ/l > 1, while the BEM start showing non-compactness by forming different
lobes around the trailing edge. Similar turn-around times are found for both methodolo-
gies, making the current presented methodology suitable for further complex industrial
cases.



5
BEVELED TRAILING EDGE FLOW

FIELD AND NOISE EMISSION

The scientists of today think deeply instead of clearly.
One must be sane to think clearly,

but one can think deeply and be quite insane.

Tesla

The trailing edge noise of a wind turbine blade is currently one of the most dominant noise
sources on a wind turbine and, therefore, understanding and modeling of the physics asso-
ciated with the generation and propagation of noise are of paramount importance for the
design of silent wind turbines. Based on the Lattice Boltzmann Equation in combination
with a Ffowcs-Williams and Hawking aeroacoustic analogy, an estimation of the acoustic
radiation in the far field is obtained of an asymmetric 25◦ beveled trailing edge with obtuse
corner. Flow field dynamics are compared to data obtained experimentally from Particle
Image Velocimetry and Hot Wire Anemometry, and compare favorably in terms of mean
velocity field and turbulent fluctuations. Moreover, the characteristics of the unsteady sur-
face pressure, which are closely related to the acoustic emission, show good agreement
between simulation and experiment. Finally, the prediction of the radiated sound is com-
pared to the results obtained from acoustic phased array measurements in combination
with a beamforming methodology. Vortex shedding results in a strong narrowband com-
ponent centered at a constant Strouhal number in the acoustic spectrum. At higher fre-
quency, a good agreement between simulation and experiment for the broadband noise
component is obtained and a typical cardioid-like directivity is recovered.

Parts of this chapter have been published in the Journal of Sound and Vibration (2016) [81].
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5.1. INTRODUCTION

T HE trailing edge noise of a wind turbine blade is currently one of the most domi-
nant noise sources on a wind turbine and, therefore, understanding and modeling

of the physics associated with the generation and propagation of noise are of paramount
importance for the design of silent wind turbines [22]. Brooks et al. [7] defined the funda-
mental airfoil self-noise mechanisms associated with the trailing edge, such as the noise
produced by the transitional or turbulent boundary layer flow with the trailing edge or
that due to vortex shedding. In the case of the interaction between the boundary layer
flow and the trailing edge, perturbations of the unsteady surface pressure field, intro-
duced and convected with the turbulent eddies, are scattered at the discontinuity posed
by the trailing edge. The acoustic radiation depends largely on the length scale of the in-
dividual turbulent eddies [11]. In the case of a developed turbulent boundary layer, the
surface pressure is only affected within a confined area by various turbulent eddy sizes
and, therefore, the overall aerodynamic force acting on the airfoil remains comparatively
constant [11]. Due to the small length scale and high convective velocity of the eddies,
this situation is typically encountered at high frequencies with respect to the human ear
frequencies of interest. At such high frequency, where non-compactness arises due to
the fact that the acoustic wavelengths are much smaller than the airfoil chord, the di-
rectivity pattern of the acoustic radiation shows a bias towards the leading edge (i.e. in
upstream direction) [7, 11]. For convecting turbulent boundary layers over sharp trailing
edges, where the spanwise correlation associated with turbulent eddies is by far smaller
than the airfoil span, an appropriate length scale is the local boundary layer displace-
ment thickness δ? [122].

A slightly different situation is encountered for an asymmetrically beveled trailing
edge, which is defined by the trailing edge angle θ and the radius of curvature R, nor-
malized by the maximum airfoil thickness h. For the special case of an obtuse corner,
the radius of curvature is identically zero (R = 0). This model was selected as the test
case for the present study and Fig. 5.1 shows the truncated trailing edge section. For
asymmetrically beveled trailing edges with small radius of curvature, flow separation is
observed over the beveled surface upstream of the trailing edge [11, 115, 123, 124]. This
flow separation can introduce a shedding component into the wake flow, which is as-
sociated with coherent vortex roll-up and velocity fluctuations at a shedding frequency
fs . The associated length scale is often characterized in terms of the wake thickness
parameter or by the plate thickness h. If the bluntness h/δ? (> 3.3) is large, the tonal
noise component associated with such coherent vortex shedding becomes a dominat-
ing feature of the acoustic emission [11]. For the case of the obtuse corner, the sepa-
ration point is fixed at the upstream corner point on the upper surface and its location
is therefore independent of Reynolds number [124]. Beveled trailing edge geometries
have served for validation purposes in the past, for instance in the studies of Wang and
Moin [29, 125, 126] and Shannon and Morris [115, 123].

Several authors, for instance Amiet [95] and Howe [55], have discussed trailing edge
noise in the light of incident turbulent flow and diffraction theory, respectively. Within
this framework, the relevant characteristics for noise radiation due to boundary layer
interaction with the trailing edge are the auto-spectral density (ASD), the spanwise cor-
relation length (lz ) of the unsteady surface pressure, and its convective velocity, which
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Figure 5.1: Representation of the truncated trailing edge section of the beveled plate

are all a function of frequency ω. Amiet [95] and Howe [55] assumed that the incident
pressure gust on the surface of the airfoil convects past the trailing edge, which repre-
sents an impedance discontinuity and at which the fluctuations are scattered in the form
of acoustic waves. This theory forms the start of multiple experimental and numerical
studies, such as the Large Eddy Simulations (LES) of Christophe [97] and van der Velden
et al. [94], the surface pressure measurements of Brooks and Hodgson [17], and the re-
cent study of Pröbsting et al. [8, 98], who proposed a methodology for trailing edge noise
diagnostics based on high-speed tomographic Particle Image Velocimetry (PIV). Numer-
ical studies towards the prediction of beveled trailing edge noise have been presented by
Wang and Moin [29] and by van der Velden et al. [127, 128]. However, simulations us-
ing conventional equations (as the Navier-Stokes relations) could be computationally
expensive because they have to be solved implicitly and under compressible flow condi-
tions to accurately predict noise levels within decent turn-around-times.

As an alternative therefore, in recent years, the Lattice Boltzmann Method (LBM) ex-
perienced increased attention in industry as an efficient and highly parallelizable ap-
proach for the simulation of fluid flows [76–80, 129]. The LBM solves the discrete Boltz-
mann equations in combination with a collision model to simulate a Newtonian fluid.
The flow is represented on a mesoscopic scale, modeling the convection and collision
processes of a limited number of distributions of particles. The method is intrinsically
transient and can therefore capture flow characteristics such as flow separation, vortex
shedding, and shear layer development. Due to its efficiency in computing unsteady
compressible flows, the LBM was proposed as an alternative to previous Navier-Stokes
based numerical schemes, especially for complex flow and various acoustic problems
(e.g. [80]). Since the compressible flow equations are solved, sound pressure waves from
aeroacoustic sources are captured [27] in a time-resolved manner. Moreover, due to the
treatment of boundaries using a cut-cell approach, the simulation of complex geome-
tries and even entire engineering applications, such as wind turbines, becomes feasible
with a considerably smaller increase in computational time when compared to solving
similar studies with conventional tools [78]. Previous studies applying the LBM include
an acoustic analysis of a full-scale wind turbine [78], where the acoustic prediction was
obtained by means of a Ffowcs-Williams Hawking (FW-H) aeroacoustic analogy [15] in
the far-field and direct probes in the near-field. More recently, a validation of a method-
ology combining an LBM simulation with the FW-H aeroacoustic analogy for trailing
edge self-noise prediction was reported (Lew, Yazdi and Mongeau [130]) on beveled trail-
ing edges with an obtuse corner of 45◦ degrees, where transition was incorporated by the
wall model. The mean flow topology showed a good comparison with the experimental
data from Shannon & Morris [123], although the spanwise correlation in the simulation
did not match with the experimental results, due to poor laminar-turbulent transition.



5

68 5. BEVELED TRAILING EDGE FLOW FIELD AND NOISE EMISSION

Furthermore, the study left open questions regarding the comparison of the acoustic re-
sults as the conditions were not exactly the same with respect to the experiment (e.g. no
boundary layer tripping device for enforced transition). Discrepancies between simula-
tion and experiment were found for the broadband noise component at moderate and
high Strouhal numbers, which can be mainly assigned to the interaction of the turbulent
boundary layer convecting over the trailing edge. Therefore, in view of the questions
raised by previous studies, further validation is required.

The present study is set to further validate the applicability of a LBM against PIV, wall
pressure and acoustic far field array measurements to predict trailing edge tonal and
broadband noise. It focuses on a flat plate with turbulent boundary layers encountering
an asymmetric 25◦ beveled trailing edge with an obtuse corner in a low Mach number
flow. The LBM methdology is validated for correctly modeling the flow and noise sources
at different Reynolds and Mach numbers, to directly propagate the acoustic sources in
the near field and to efficiently couple the source data with external acoustic propaga-
tion methods. Validation of the numerical results and methodology is based on exper-
imental data obtained from PIV, hot-wire anemometry (HWA), unsteady surface pres-
sure, and acoustic phased-array measurements on the same geometry and at identical
Reynolds and Mach number. The acoustic far-field and near-field radiation is predicted
by means of a FW-H approach by integrating the unsteady surface pressure and the re-
sults are compared to those obtained directly from the LBM solution.

5.2. MEASUREMENT AND SIMULATION

5.2.1. TEST CASE
The geometrical model, which was used in the experiments, and modeled numerically, is
a flat plate with an elliptical leading edge and thickness h = 20 mm, chord l /h = 18, and
span bexp /h = 20. The trailing edge was asymmetrically beveled with an angle of θ = 25
degree and radius of curvature R/h = 0, which results in an obtuse corner upstream of
the slanted trailing edge section (Fig. 5.1). The x−, y−, and z−coordinate directions is
aligned with the streamwise, transverse, and spanwise directions, respectively, and the
origin is located at the trailing edge (Fig. 5.2).

400mm

360mm

20mm

Top view Rear view

400mm

X
Y

Z

Y

Figure 5.2: Experimental set-up for 2-component planar PIV flow field measurements

To ensure a turbulent boundary layer upstream of the trailing edge, l/h = 0.5 mm
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wide bands of randomly distributed 3D roughness elements (carborundum, nominal
grain size of d/h = 0.042) were applied as tripping devices on both sides of the plate at
x/h = 4.5 downstream of the leading edge. Experiments with the same baseline model
and different beveled trailing edges were reported by Pröbsting et al. [131] and Guan et
al. [124] before. In the numerical simulation, Fig. 5.3, with span bsi m/h = 2.56 a fully de-
veloped turbulent boundary layer was obtained by the use of a zig-zag tripping device at
x/h = 0.9 downstream of the leading edge with a height of d/h = 0.075 and a streamwise
length of l /h = 0.27. The wavelength of the zig-zag pattern is λ/h = 0.28, resulting in a
total of nine wavelengths over the width of the domain. This geometry ensures similar
trailing edge conditions as in the experiment. In the simulation, the flat plate was mod-
eled as an infinite plate, hence no leading edge is present. A frictionless wall condition
(slip condition) was applied up to the actual leading edge of the plate, to model a similar
chordwise plate length as in the experiment.

Figure 5.3: Discrete representation of semi-infinite flat plate with finite spanwise dimension

5.2.2. EXPERIMENTAL SET-UP
PIV and HWA measurements were performed to provide an experimental reference for
the flow field around the edge and the incoming boundary layer on both sides. Fur-
thermore, unsteady surface pressure measurements using remote microphone probes
were used to quantify the pressure fluctuations at various locations. In addition, acous-
tic phased array measurements in an anechoic facility were acquired for comparison
with the computationally predicted noise levels.

FLOW FIELD MEASUREMENTS

High-speed PIV experiments were performed in an open-jet, low-speed wind tunnel
with a rectangular outlet of 0.4× 0.4 m2 at Delft University of Technology. The model
was mounted vertically between span end-plates, which were placed tangentially to the
exit nozzle to avoid 3D flow effects. The free-stream velocity was set to u∞ = 20m/s,
equivalent to a chord-based Reynolds number of Re = u∞l /ν = 480,000, where ν is the
kinematic viscosity of air.

The flow was seeded with evaporated water-glycol based fog fluid with a mean droplet
diameter of 1 µm. A Quantronix Darwin Duo Nd:YLF laser (2×25 m J at 1 kH z) illumi-
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nated the tracer particles over the field of view (FOV) and two Photron Fastcams SA1.1
(1 M px, 12 bi t resolution, 20 µm pixel pitch) were used for image acquisition. Both
cameras were equipped with Nikon Micro-Nikkor 105 mm prime lenses and positioned
on opposite sides of the test section with a small offset in the streamwise (x−)coordinate
direction (see Fig. 5.2). The resulting FOV encompassed the beveled surface (suction
side) of the trailing edge and a part of the near wake.

For flow statistics, images were acquired at 125 Hz in double-frame mode with a
pulse separation equivalent to a tracer particle displacement of approximately 15px in
the free-stream. The image sequence was correlated with an iterative multi-grid, multi-
pass correlation technique with Gaussian window weighting, window deformation, and
a final interrogation window size of 16×16 px2 [98]. Parameters related to the planar PIV
measurements are listed in Tab. 5.1.

Table 5.1: Parameters for planar PIV measurements

Parameter Symbol Value

Field of view [mm2] FOV 45×21
Magnification [−] 0.42
Interrogation window size [mm] δx ,δy 0.76
Focal ratio [−] f# 5.6
Free-stream displacement [px] dx 15
Sampling frequency [kH z] fx 0.125
Number of samples [−] − 1,000

UNSTEADY SURFACE PRESSURE MEASUREMENTS

Unsteady surface pressure measurements were conducted in the 0.6× 0.6 m2 open jet
Anechoic Wind Tunnel facility (AWT) at the University of Notre Dame. The model was
placed vertically in the center of the test section. To adapt the dimensions of the test
section to those of the model and to avoid 3D flow effects, a 19 mm wooden splitter plate
with an elliptical leading edge was placed at a height of 0.4 m from the bottom surface of
the exit nozzle and reached 1.22 m downstream. All surfaces of the surrounding cham-
ber are treated with sound absorbent glass fiber wedges with an absorption coefficient
greater than 99% for frequencies exceeding 100 Hz. Details on the experimental facility
can be found in Mueller et al. [132].

The linear array of remote microphone probes (RMP) consisted of five elements lo-
cated on the suction side (x/h = −0.6, −1.2, −1.8, −2.4, −3.0). Pinholes of diameter
0.5 mm were connected through hypodermic tubing to the remote sensing elements
(Knowles FG-23629-C36 electret-condenser microphones) and a 4 m tygon tube pro-
vided an anechoic termination. The RMPs were calibrated by simultaneous measure-
ments of a white noise signal with a B&K 2679 reference microphone with Nexus am-
plifier placed 1mm above the pinhole of each RMP. A transfer function, correcting both
the amplitude and phase shift, was computed and applied. A similar set-up has been
described previously by Bilka et al. [133] and Guan et al. [134]. Data were acquired for
free-stream velocities u∞ = 20, 25 and 30 m/s, equivalent to chord based Reynolds num-
bers of Re = 480,000, 600,000 and 720,000, respectively.
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ACOUSTIC MEASUREMENTS

Acoustic phased array measurements were also conducted in the AWT over an extended
range of free-stream velocities (10−35 m/s). The phased array consisted of 40 condenser
microphones arranged in a streamwise elongated logarithmic spiral configuration. It
had an aperture of approximately 120×60 cm2 and was placed parallel to the chord plane
at a distance of 2.38 m with its center aligned with the trailing edge of the model. Data
were acquired at a frequency of 40 kHz in an ensemble of 64 windows with 32,768 sam-
ples (total acquisition time 52.43 s). For beamforming, a Cross-Spectral Matrix (CSM)
method (Conventional Beamforming) as well as DAMAS (Deconvolution Approach for
the Mapping of Acoustic Sources) [135] was employed under the assumption of a point
source distribution, taking into account the modified propagation path due to shear
layer refraction effects [136] with a simplified correction as described by Sijtsma [18]. To
distinguish the trailing edge noise source from parasitic noise sources, the source power
was summed over an integration area around the trailing edge. The result of this inte-
gration procedure represents the average source power over the aperture of the array.
Results presented later in the discussion are further scaled to the acoustic pressure ASD
at the center location of the array under the assumption of a simple point source. Details
on the microphone array, the beamforming technique, and the source power integration
methodology can be found in Shannon & Morris [123].

In addition, hot-wire measurements were performed to characterize the boundary
layer upstream of the trailing edge at x/h =−1 and x/h =−2.5 on the pressure and suc-
tion side, respectively. An AA Lab System AN-1003 hot-wire system with low-pass filter
at 14 kHz was used and the hot-wire probe was mounted on a 3D computer-controlled
translation stage. At each data point, the signal was sampled at a frequency of 40 kHz
for a period of 26 s. Data were acquired for a free-stream velocity of u∞ = 20 m/s (Re =
480,000).

5.2.3. NUMERICAL SIMULATION

SOURCE FIELD SIMULATION

For the numerical simulation of the trailing edge flow, the commercial software pack-
age Exa PowerFLOW 5.0b was used to solve the Lattice-Boltzmann equations for a finite
number of directions. The discretization considers 19 discrete velocities in three dimen-
sions (D3Q19) involving a third order truncation of the Chapman-Enskog expansion,
which has been shown sufficient to recover the Navier-Stokes equations for a perfect gas
at low Mach number in isothermal conditions [82].

The kinetic equations were solved on a Cartesian mesh, known as a lattice, by explicit
time-stepping and collision modeling. Defining the particle density distribution func-
tion as gi and the discrete velocity vector as ci , the Lattice-Boltzmann equation were
written as:

gi (x+ci∆t , t +∆t )− gi (x, t ) =Ci (x, t ), (5.1)

where the particle density distribution function can be interpreted as a typical histogram
representing the likelihood of the presence of particles at a position x with a discrete
particle velocity ci in the i direction at time t . ci∆t and∆t are space and time increments
respectively. The collision term on the right hand side of the LBM equation adopts the
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form known as the Bhatnagar-Gross-Krook (BGK) form [83]:

Ci (x, t ) =−∆t

τ

[
gi (x, t )− g eq

i (x, t )
]

. (5.2)

This term drives the particle distribution to the equilibrium with a relaxation time pa-
rameter τ. The variable g eq

i is the local equilibrium distribution function and relates the
LBM to hydrodynamic properties. The equilibrium distribution of Maxwell-Boltzmann
was approximated by a 2nd order expansion valid for small Mach numbers [84]:

g eq
i = ρωi

[
1+ ci u

a2
s
+ (ci u)2

2a4
s

+ |u|2
2a2

s

]
, (5.3)

where ωi are the weight functions related to the velocity discretization model [84] and
as = 1p

3
is the non-dimensional speed of sound. The equilibrium function was related

to the macroscopic quantities density ρ and velocity u, which can be computed by sum-
ming up the discrete momentum of the particle distribution:

ρ(x, t ) =∑
i

gi (x, t ), ρu(x, t ) =∑
i

ci gi (x, t ). (5.4)

The single relaxation time used was related to the dimensionless kinematic viscosity
by: [84]:

ν= a2
s (τ− ∆t

2
). (5.5)

For the Very Large Eddy Simulation (VLES), the subgrid scale model was implemented as
a viscosity model through the relaxation time τ to locally adjust the numerical viscosity
of the scheme [137]:

τe f f = τ+Cµ
k2/ε

(1+η2)1/2
, (5.6)

where Cµ = 0.09 and η is a combination of a local strain parameter (k|Si j |/ε), local vor-
ticity parameter (k|Ωi j |/ε), and local helicity parameters. The model consisted of a two-
equation k −ε Renormalization Group (RNG) modified to incorporate a swirl based cor-
rection that reduces the modeled turbulence in presence of large vortical structures [79].
This VLES methodology was implemented as standard turbulence model in Exa Power-
FLOW 5.0b.

Fully resolving the near wall region is prohibitively expensive for high-Reynolds num-
ber turbulent flow with the lattice concept of the LBM scheme. Therefore, a turbulent
wall model was used to provide approximate boundary conditions. In the current study,
the following wall-shear stress model based on the extension of the generalized law of
the wall model was used [84, 138]:

u+ = f

(
y+

A

)
= 1

κ
ln

(
y+

A

)
+B , (5.7)

with

A = 1+ f

(
dp

dx

)
. (5.8)
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This relation was iteratively solved to provide an estimated wall-shear stress for the wall
boundary conditions in the LBM scheme. A slip algorithm [84], a generalization of a
bounce-back and specular reflection process, was then used for the boundary collision
process.

A variable resolution was allowed, where the grid size changes by a factor of two for
adjacent resolution regions. Due to the explicit time-stepping characteristics of the LBM
scheme, the time-step size was increased with cell size in factors of two as well. Larger
cells will therefore not be evaluated every time-step. This creates the parameter time-
step equivalent number of cells, which is defined as a scaled number of cells to be eval-
uated each single time-step, scaled to the operation at the shortest time-step in addition
to the total number of cells.

The simulation domain size was 270h in both the streamwise and wall normal direc-
tions, where the outer 37.5h were modeled as an anechoic outer layer to damp acoustic
reflections. The third dimension was dependent on the span of the model, and was mod-
eled using periodic boundary conditions. Multiple refinement regions were applied such
that, near the boundary, the first cell was placed in the viscous sub layer (Fig. 5.4). In to-
tal, around 160 million voxels were used to completely discretize the problem, with a
total of 100 million time-step equivalent voxels. Data were acquired for a free-stream ve-
locity of 20, 25 and 30 m/s, corresponding to a chord-based Reynolds number of 480,000,
600,000 and 720,000 respectively. Sampling was started after reaching a steady transient
solution, i.e. after 35 flow passes (see App. B). The Courant-Friedrichs-Lewy (CFL) was
dependent on the wave propagation velocity and smallest voxel size in this compress-
ible simulation and fixed to unity for each single simulation. Therefore, the physical
time step was fixed at 1.7·10−7 s. Mean and fluctuating statistics in the streamwise plane
at a centered span were sampled for the 20, 25, and 30 m/s case at a Strouhal number of

St = f h
u∞ = 23, 18.4 and 15.3 ( f = 23 kHz is constant) respectively, while the characteris-

tics of the boundary layer were obtained at St = 46, 36.8 and 30.7 ( f = 46 kHz is constant)
respectively. The wall pressure probes had the size of their local voxel size (i.e. 0.005h)
and were sampled at a frequency of St = 92, 73.6 and 61.3 ( f = 92 kHz is constant) re-
spectively, after which the ASD was obtained by a Hanning window with 50 % overlap, to
optimally smooth out the spectra.

PREDICTION OF ACOUSTIC RADIATION

Due to the fact that the LBM is inherently compressible and provides a time-resolved
solution, the sound pressure field can directly be extracted from the computational do-
main, provided that there is sufficient resolution to capture the acoustic waves. Suf-
ficient accuracy is obtained when considering at least 12− 16 cells per wavelength for
the LBM methodology [79]. At the location of the direct probes, this yielded accurate

predictions up to Strouhal numbers of St = f h
u∞ = 4.8, 3.8 and 3.2 for the three different

velocities, respectively.
To validate the acoustic propagation and source capturing inside the computational

domain, an acoustic analogy was used to obtain the far-field sound radiation. To recover
the acoustic far-field, the Ffowcs-Williams and Hawkings [47] (FW-H) equation was em-
ployed. The time-domain FW-H formulation developed by Farassat, known as formula-
tion 1A [48], and extended based on the convective form of the FW-H equation was used
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Figure 5.4: Detailed view of the grid around the beveled trailing edge

to predict the far-field sound radiation of the beveled trailing edge in a uniformly mov-
ing medium [49]. The formulation was implemented in the time domain using a source-
time dominant algorithm also referred to as an advanced time approach [49, 50]. The
input to the FW-H solver were the time-resolved flow field quantities on a surface mesh
provided by the transient LBM simulations. This surface mesh can be defined either as a
solid surface corresponding to the physical body or as a permeable surface surrounding
the solid body. In the present study, the solid formulation was chosen with pressure in-
formation sampled on the surface of the airfoil. Hence, acoustic dipole sources Li were
the only source term for the current analogy, defined as:

Li = (p −p0)ni (5.9)

with p −p0 the fluctuating pressure on the solid surface and n j the unit surface normal.
With r representing the effective acoustic distance rather than the geometric distance
between the source and the observer in terms of time delay between emission and re-
ception:

r = −M0(x1 − y1)+ r?

β2 , (5.10)

with

r? =
√

(x1 − y1)2 +β2
[
(x2 − y2)2 + (x3 − y3)2

]
, (5.11)

and

β=
√

1−M 2
0 . (5.12)

With this in mind, the unit radiation vector was written as:

r̂i =
[−M0r?+ (x1 − y1)

β2r
,

x2 − y2

r
,

x3 − y3

r

]
. (5.13)
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With the source term Li and the observer distance from the source R defined, the
following integral relation was solved in order to compute the acoustic pressure field at
the observer location x [49]:

4πp‘aa(x, t ) = 1

a

ˆ
g=0

[
L̇i r̂i

r (1−Mi r̂i )2

]
r et

dS

+
ˆ

g=0

[
Li r̂i −Li Mi

r 2(1−Mi r̂i )2

]
r et

dS (5.14)

+
ˆ

g=0

[
Li r̂i (Mi r̂i −M 2)

r 2(1−Mi r̂i )3

]
r et

dS.

The subscript r et denotes the evaluation of the integrand at the time of emission based
on the effective acoustic distance, i.e. the retarded time.

The acoustic pressure was sampled at locations distributed at uniform spacing in
a circle around and at a distance of two chords from the trailing edge in the mid-span
plane. FW-H analogy results were obtained at a distance of ten chords from the trail-
ing edge in the mid-span plane. The ASD was obtained using an average periodogram
approach of the fluctuating signal [111] with a Hanning window and 50 % overlap from
signals sampled at a frequency of St = 92, 73.6 and 61.3 (92 kHz) and St = 46, 36.8 and
30.7 (46 kHz) for the direct probes and FW-H surface respectively (App. B).

5.3. RESULTS AND DISCUSSION

5.3.1. FLOW FIELD
The quality of the turbulent boundary layer convecting over the trailing edge in the sim-
ulation is depends on the bypass transition process. Therefore, firstly, the flow features
around the trip are analyzed. A detailed organization of the structures downstream of
the trip was depicted before in Ch. 2 using iso-surfaces of the λ2 criterion, see Fig. 2.6.
The trip causes the roll-up of vortices into spanwise coherent structures, which later
evolve into arch-like structures, typical for a turbulent boundary layer [90]. However,
due to the spanwise periodic arrangement of the zig-zag trip, these arches show a high
level of organization initially. Further downstream, these vortical structures merge with
low-speed quasi-streamwise vortices (blue and green structures), resulting in the forma-
tion of hairpin structures [89, 90]. Towards the trailing edge, this boundary layer flow
assumes a turbulent state.

The incoming boundary layer for both the experiment and simulation shows char-
acteristics of a generic, flat-plate turbulent boundary layer. The magnitude, V = (u2

x +
u2

y )1/2, of the normalized mean velocity, V /u∞, and root mean square (rms) velocity,

(V ′2)1/2/u∞ as a function of distance from the wall are shown in Fig. 5.5 and Fig. 5.6
for the pressure (x/h = −1) and suction (x/h = −2.5) side, respectively. The compari-
son shows a good agreement between simulation and experiment. When observing the
mean boundary layer profile on both the pressure and suction sides, the boundary layers
in both the experiment and simulation attain a turbulent state near the trailing edge with
slightly different shape factors (H s

exp = 1.40, H p
exp = 1.55 and H s

si m = 1.27, H p
si m = 1.33)

for suction and pressure side in the experiment and simulation, respectively. The rms
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velocity data from the simulation shows the expected behavior of a turbulent bound-
ary layer, with larger fluctuations and shifted away from the wall in the inner layer. The
HWA measurements agree with the numerical solution in the outer layer, but show a 10%
smaller amplitude of velocity fluctuations in the viscous layer, as well as a small wall nor-
mal location shift towards the wall. The displacement thickness on the pressure side is
h/δ? = 14 and 13 in the experiment and simulation, respectively, and h/δ? = 20 and 17,
respectively, on the suction side.
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Figure 5.5: Mean (left) and rms (right) velocity magnitude, V =
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y , at the pressure side measurement

location x/h =−1 for Re = 480,000
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Figure 5.6: Mean (left) and rms (right) velocity magnitude, V =
√

u2
x +u2

y , at the suction side measurement

location x/h =−2.5 for Re = 480,000

The shedding of the larger vortical structures from the beveled edge is a process of
both shear layers originating from the beveled trailing edge. Fig. 5.7 shows a visualization
of the process for a single snapshot by iso-contours of λ2. The vortical structures in the
turbulent boundary layer are convected into the wake after separation. The large-scale
shedding motion is visible through the sinusoidal arrangement of the wake behind the
trailing edge, which translates to a flapping over time. To assess the shedding behind
the beveled plate, Fig. 5.7 can be further analyzed. The streamwise distance between
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the upper and lower vortex (the wavelength of the shedding) is measured to be 1.925h in
the far wake (outside the figure), where the convective velocity is assumed to be similar
to the free-stream velocity. This results in a shedding frequency of approximately u∞

2∆x
=

25
0.0385×2 = 325 Hz, corresponding to a Strouhal number based on the plate thickness (h)

of St = f h
u∞ = 0.26. This result is in close agreement to the experimentally determined

values of Blake [11], Bearman [120] and Greenway and Wood [121] which vary between
0.24 and 0.28 for high and low Reynolds numbers for beveled trailing edges respectively.

Fig. 5.8 shows a contour plot of the normalized mean streamwise velocity compo-
nent. The numerical solution (Fig. 5.8, left) shows an attached boundary layer on the
lower surface (pressure side) up to the point of the sharp trailing edge and both the nu-
merical and experimental data show a separated zone over the upper surface (suction
side) starting from the obtuse corner. Flow separation is fixed at the obtuse corner on
the suction side as previously noted by Guan et al. [124]. A slight downwash is observed
behind the trailing edge, which is caused by the slight camber of the plate introduced
by the asymmetric edge, indicating that lift is generated [133]. Behind the obtuse cor-
ner, two recirculation zones form; a smaller one at the trailing edge and a larger one
downstream of separation at the suction side of the upper-side corner point. These ob-
servations are similar to the ones reported by other authors [29, 115]. The contours of
both the numerical and PIV results show close resemblance and display the separation
point and recirculation region at similar locations. Some discrepancies are noted for the
thickness of the incoming boundary layer, visible on the suction side in Fig. 5.8, and in
the magnitude of the reversed flow. These discrepancies may be assigned the slightly
differing ratio of the upstream turbulent boundary layer to airfoil thickness between the
experiment and numerical simulation. Also, the finite width of the open jet in the exper-
iments may give rise to discrepancies in the details of the flow around the trailing edge.

For trailing edge aeroacoustics in low Mach number flows, unsteady surface pressure
fluctuations are of paramount importance [95]. In a turbulent boundary layer, these fluc-
tuations are primarily caused by the interaction of the fluctuating wall-normal velocity
component and the mean velocity gradient normal to the wall [139]. Hence, there exists
a direct relation between wall-normal velocity fluctuations and sound generation [55].
Fig. 5.9 shows contour plots of the variance, or Reynolds stress v ′v ′, of the y-velocity
component. A thin, horizontal, shear layer appears at the obtuse corner for both the
simulation and experimental results. At the trailing edge the highest values of the v-
velocity component Reynolds stresses are found in the pressure-side shear layer, which
contains unsteady fluctuations due to vortex shedding. The shear layer originating from
the shedding process at the trailing edge, appears as a thin region of locally increased
v ′v ′. These regions are captured in the LBM and show a minor discrepancy with the
PIV results with respect to the inclination of the shear layer. In the experimental results,
the center of the shear layer developed from the obtuse corner point remains aligned
with the x-coordinate direction, whereas in the simulation it is slightly inclined towards
the pressure side. This may be explained by the boundary volume mesh in the simula-
tion, which smoothed the first cell after the obtuse corner by R/h = 0.012 dependent on
the local voxel resolution, causing a smoother transition towards the trailing edge. On



5

78 5. BEVELED TRAILING EDGE FLOW FIELD AND NOISE EMISSION

0h 0.5h h

Figure 5.7: λ2 iso-surfaces of the instantaneous flow around the beveled trailing edge, colored by spanwise
vorticity for Re = 600,000
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the other hand, Bilka et al. [133] also found different shear angles for his experimental
analyses of various beveled edges, but these were mainly assigned by differences in dis-
placement thickness of the incoming turbulent boundary layer, which is also the case
with the incoming boundary layer in the current study.

5.3.2. UNSTEADY SURFACE PRESSURE MEASUREMENTS

To asses the unsteadiness of both the turbulent boundary layer and the trailing edge
flow, unsteady surface pressure measurements are performed in the experimental and
numerical campaign. Fig. 5.10 shows the normalized ASD of the surface pressure mea-
surements on the suction side for both the simulation and experiment. These data were
normalized by the dynamic pressure (q∞), free-stream velocity (u∞) and the plate thick-
ness (h). Effectively, this leads to an amplitude scaling by the free-stream velocity to
the power of three, which is common for pressure fluctuations in close proximity of a
wall [140, 141]. The figures illustrate the pressure spectra under the turbulent boundary
layer at various locations along the suction-side surface of the plate. The first measure-
ment is located in the upstream turbulent boundary layer, and the last measurement
close to the trailing edge. Both the experimental and numerical results show a tonal
peak and broadband components with a high frequency decay indicating the shedding
and the turbulent boundary layer, respectively.

For the broadband component of the signal, there is an overall agreement in the
shape of the spectra between the numerical and experimental results for all locations
between Strouhal numbers of 0.2− 1.6. At lower Strouhal numbers, the numerical re-
sults start deviating, likely due to the limited sampling time. The experimental results all

show a strong, narrowband peak at the shedding frequency f h
u∞ = 0.26. Similar peaks are

found in the LBM solution before and after x/h = −1.2, albeit lower in amplitude. This
amplitude decrease for the simulated results could be explained by the inclination of the
shear layer, as well as the local increase in wall normal fluctuations close to the trail-
ing edge compared to the experimental result, as indicated in the rms plot in Fig. 5.9.
Bilka et al [133] stated that this difference could be assigned to variations in boundary
layer characteristics, in particular the ratio δ?/h. The numerical results in the middle
of the recirculation region around x/h = −1.2, represents an outlier, where no acoustic
tonal peak is observed for all cases considered in the simulation. The energy level of the
peak could be too low in comparison with the higher turbulence intensity from the tilted
shear layer, which appears to be closer to the wall compared to the experimental result.
However, this question cannot be answered conclusively based on the data acquired in
the present study.

Closer to the trailing edge, the decay is steeper at higher Strouhal numbers when
compared to the results in the undisturbed, fully turbulent boundary layer. This differ-
ence is related to the presence of small-scale structures in the boundary layer upstream,
which are associated to a broad range of frequencies, while the instability of the sepa-
rated shear layer over the separated flow region leads to a large-scale shedding motion
and concentrates kinetic energy at low frequencies. Downstream of and close to the
separation point, at x/h =−1.8, the experimentally obtained data show a good collapse
when scaled on the reference velocity, whereas the spectra obtained from the numerical
solution show pronounced differences exceeding 5 dB for the broadband part of the sig-
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nal. It is argued that the local y+ values increases significantly at the obtuse corner point
for the different Reynolds numbers, thereby altering the characteristic flow pattern. This
strong Reynolds number dependence of the broadband part requires further attention.
At the shedding frequency though, and at higher frequencies, strong agreement between
experiments and simulations are found.

5.3.3. ACOUSTIC EMISSION

Acoustic waves are often visualized by density dilatation fields, defined as 1
ρ
∂ρ
∂t [39].

Fig. 5.11 shows the dilatation for the case Re = 480,000 band-pass filtered around the
shedding frequency with lower and upper cut-off frequencies f h/u∞ = 0.25 and 0.27,
respectively. The alternating pattern of positive and negative dilatation in the wake (near
x > 0 and y = 0) is due to the large-scale vortex shedding, which introduces pressure fluc-
tuations and, therefore, density changes, and shows a comparatively short wavelength
on the order of the plate thickness. Moreover, acoustic waves propagate radially out-
ward from the trailing edge and possess a wavelength larger by an order of magnitude
when compared to the convected scales in the wake. This large difference in wavelength
between hydrodynamic and acoustics perturbations at the same frequency arises due
to large ratio of the speed of sound and the convective velocity in the wake, or the low
Mach number M ≈ 0.06. It should be noted that the acoustic pressure on the suction
and pressure sides shows a phase opposition, which is reminiscent of a dipole, and dis-
plays the directivity characteristics of trailing edge noise for the non-compact case [142]
with higher amplitudes for upstream propagating waves. Without the frictionless wall,
the suction and pressure side waves would cancel in front of the leading edge, creating a
zone of silence.

The FW-H analogy, described in the methodology section, is applied without the fric-
tionless wall. The experimental results, obtained from post-processing the beamform-
ing results reflect the average source power over the aperture of the array [143]. In the
numerical results, this is modeled by averaging the source power over the angle covered
by the aperture of the microphone array (α), i.e., between 75 and 105 degree above the
trailing edge. A similar procedure for comparison between model equations and beam-
forming results was described by Pröbsting et al. [98]. The spectra are shown in terms
of the reduced frequency and non-dimensionalized Sound Pressure Levels (SPL), and
made non-dimensional by the dynamic pressure (q∞), free-stream velocity (u∞), the
plate thickness (h), the model span (b), the observer location (r ) and the Mach num-
ber (M∞). Effectively, this leads to an amplitude scaling by the free-stream velocity with
the fifth power. This is an often used scaling for typical problems of trailing edge scat-
tered noise problems, where non-compact noise sources are the main source of inter-
est [11, 140, 141]. Due to the cyclic boundary conditions and limited span, the acoustic
pressure field in the numerical solution contains contributions from mirrored coherent
image sources of the airfoil arriving through the cyclic domain boundaries to the micro-
phone location. This problem is visualized in Fig. 5.12. To correct for this, in addition
to previous mentioned scaling parameters, another correction has to be applied to the
sound spectra. Oberai [144, 145] derived a three-dimensional, frequency dependent,
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Figure 5.10: Normalized, unsteady, wall pressure spectra Φpp for Re = 480,000 (20 m/s), 600,000 (25 m/s) and
720,000 (30 m/s)
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Figure 5.11: Non dimensionalized dilatation instantaneous field indicating the acoustic propagation around
the shedding frequency (St = 0.25−0.27) for Re = 480,000
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correction for low Mach number flows, which can be rewritten in a dB form as:

Φcor = 10log10( f b2/ar ). (5.15)

This correction has been applied on the direct probes measured in the simulated do-
main.
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Figure 6.10: Acoustic images due to spanwise simulation domain boundaries

ified to match the conditions of the directly obtained signal. This is done by
accounting for phase delay and reduction in sound amplitude due to the increased
distance between the image sources and microphone location through the simu-
lation boundaries. For a semi-spherical sound emission, the sound pressure level
amplitude will decay proportional to increasing distance as p / 1

d2 . The modified
pressure time series based on phase delay and amplitude decay can be calculated
as:

pFWH,mod(t) = pFWH(t) + 2

NX

n=1

↵npFWH(t � tn). (6.7)

Here tn = d0�dn

vs
the time delay between the direct path to the measurement

point d0 and the path through the cyclic boundary conditions dn =
p

d2
0 + (n · W )2.

vs is the speed of sound and W the simulation domain width. ↵n =
d2
0

d2
n

is the am-

plitude reduction due to wave expansion.
Figure 6.11 shows a sample of the time series for the model (2 chords distance,

90 degrees angle) both directly obtained and FW-H. With an increasing num-
ber of spanwise sections N the time-domain reconstructed signal (named FW-H
cyclic in the figure) does approach the directly measured pressure signal. For 32
cyclic sections in the time domain, the signals match well. This confirms that the
directly obtained pressure and FW-H signal provide the same data, only that a
transformation is needed to take into account the e↵ect of the cyclic domain on
the acoustics. A amplitude scaled FW-H result included in the figure as well. This

Figure 5.12: Acoustic images due to the spanwise simulated periodic boundaries [77]

Fig. 5.13 shows the non-dimensionalized, experimental and numerical acoustic far-
field spectra for Re = 600,000 for the different numerical and experimental approaches.
The results show a good agreement between the experimentally obtained data and the
simulation at low and moderate Strouhal numbers. The tonal peak, at a thickness based
Strouhal number of 0.26, corresponding to vortex shedding at the trailing edge, is present
in both the simulated and measured spectra. At low frequency, the DAMAS results un-
derestimate the actual source power due to spectral leakage through the boundaries
of the fixed integration domain. Shannon and Morris [123] suggested that the DAMAS
technique is superior to the CSM approach at high frequency, while the CSM is recom-
mended for range of interest including the shedding peak. In the mid-frequency regime,
where broadband noise from the incoming turbulent boundary layer is present, a good
match between simulation and experiments is observed. The amplitude decay at higher
Strouhal numbers is similar between experiment and simulation, with a maximum de-
viation of 2 dB. On the other hand, the sound pressure levels of the direct microphone
probes within the simulation domain starts to reach a plateau above St = 0.8. This
plateau is possibly caused by the coarsening of the mesh away from the beveled plate,
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resulting in a lower cut-off frequency. Due to the nature of the lattice Boltzmann scheme,
particle distributions are always in movement. This implies that on average, background
noise is larger in a lattice Boltzmann methodology when compared to a conventional
Navier-Stokes based solution, where flow can be stagnant. This hypothesis is confirmed
by running the same simulation in a double precision mode, see Fig. 5.13. Indeed, the
spectra decay for the direct probes improves at higher frequencies when considering
double precision mode.

Fig. 5.14 shows the acoustic far-field spectra for Re = 480,000, 600,000 and 720,000
and compares the results obtained from experiment (DAMAS) and simulation (FW-H).
The different spectra collapse well and a close agreement is found between measured
and simulated results for the broadband regime. A small discrepancy in the amplitude
of the shedding peak amplitude of a maximum of 5 dB, as earlier discussed with the
unsteady wall pressure microphones, is present on each simulated spectrum for both
experimental and numerical cases. This difference has been addressed earlier by a small
deviation in flow features, as the inclination of the shear layer and different ratio of δ?/h.
Furthermore, because the plots are scaled for non-compact dipole sources, the Mach
scaling could cause a small discrepancy as well. A scaling for compact sources will im-
prove the low frequency amplitude results.

In the simulation, the acoustic field was sampled around the trailing edge with a res-
olution of 10 degrees. With this information, it is possible to discuss directivity effects
for different ranges of frequencies. In Fig. 5.15, the mean-square acoustic pressure for
four different frequency regimes are depicted. It is known from experiments and an-
alytical investigations that the acoustic radiation of trailing edge-noise has the highest
sound pressure level in an oblique upstream direction [7]. Also the maximum radiation
appears at higher upstream angles with increasing frequency. This behavior is recovered
in Fig. 5.15, where the mean pressure levels between Strouhal numbers of 0.2 and 0.4
show compact dipole behavior whereas at higher frequency, non-compactness appear
and a typical cardioid-like directivity pattern is present.

5.4. CONCLUSION

Based on the fully explicit and transient solution of the compressible Lattice Boltzmann
Equation in combination with a Ffowcs-Williams and Hawking aeroacoustic analogy, an
estimation of the acoustic radiation in the far field was obtained. To validate the cou-
pling of these computational approaches for the prediction of trailing edge noise, the
flow around a plate with an asymmetrically beveled 25◦ trailing edge in a low Mach num-
ber flow was analyzed. The flow field dynamics show similar trends and compare with a
maximum deviation of less than 7% favorably for both the mean velocity field and tur-
bulent fluctuations when compared to the experimental data. The simulations exhibit a
slightly thicker boundary layer near the trailing edge, which may be a residual of the con-
servative tripping geometry selected for the simulation. The non-dimensional shedding

frequency f h
u∞ = 0.26 agrees well between experiment and simulation also shows a good

agreement with previous experimental studies [11, 29, 120, 121]. After separation at the
obtuse corner, the shear layer shows an inclination downwards towards the surface in
the simulation, whereas it remains horizontal in the experimental results. This deviation
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Figure 5.13: Non-dimensionalized, experimental and numerical acoustic far-field spectra for Re = 600,000
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may be the result of the surfel discretization at the sharp corner, the locally increased y+
value, or the slightly thicker boundary layer at the trailing edge.

Unsteady surface pressure measurements over the edge with the obtuse corner pro-
duced spectra for the turbulent boundary layer upstream of the edge and for the sepa-
rated flow region. The general trends found in the simulated wall-pressure spectra show
deviations of less than 2 dB when compared to their experimental counterparts for the
broadband noise regime. A peak, originating from the coherent vortex shedding around
the trailing edge, is present and similar for both experiment and simulation. At the shed-
ding frequency, simulated and experimental results show a maximum deviation of 5 dB
with the simulated results being lower. The tilted shear layer enforces a small Reynolds
dependence, which was observed at the pressure microphones close to the separation
point. This dependency was not found in the experimental campaign, where the free-
stream velocity scaling of u3∞ was sufficient for collapse. Further away, downstream and
upstream of the separation point, the wall pressure results were shown to be Reynolds
independent for both experimental and numerical results.

Results of the acoustic far-field prediction were compared to acoustic measurements
obtained from phased array measurements in combination with two beamforming method-
ologies. Vortex shedding results in a strong narrowband component centered at a fixed
Strouhal number in the acoustic spectrum for both the simulation and experiment. Broad-
band noise is in excellent agreement with a similar maximum deviation of 2 dB as for the

surface pressure spectra for f h
u∞ > 0.3. The typical cardioid-like directivity behavior is

found for the acoustic pressure obtained from the FW-H analogy.
In conclusion, the comparison between experiment and simulation presented here

shows good agreement when compared to similar previous research efforts [29, 130]. In
general, the methodology is thus regarded to be sufficiently accurate for trailing edge
noise prediction, in particular for broadband noise. Turn-around time for a 0.1 physical
second was 730 CPU hours on a Linux Xeon E5-2690 (eight-core) platform, clocked at
2.9 GHz. Exact reproduction of the experimental conditions is regarded to be the ma-
jor obstacle for an even closer agreement of the results. The major differences include
numerical modeling of the tripping device, finite jet width in the experiment, and dis-
cretization of the geometry near the sharp corners.
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6
NOISE REDUCTION MECHANISMS

OF SERRATED TRAILING EDGES

If we knew what it was we were doing,
it would not be called research, would it?

Albert Einstein

To reduce the trailing edge noise described in the previous chapter, noise suppression add-
ons can be used. The current chapter investigates the flow topology and noise emission
from an airfoil with a combed teeth trailing edge geometry, to understand the noise re-
duction mechanisms observed in earlier experiments. A comparison is made to a straight
trailing edge and a serrated trailing edge without combs. The different trailing edges are
retrofitted to a NACA 0018 airfoil at zero angle of attack. The flow field is analyzed by eval-
uating the fully explicit, transient, compressible Lattice Boltzmann equation. The acoustic
far-field is obtained by means of a Ffowcs-Williams and Hawkings integral solution. The
simulated acoustic farfield results and boundary layer characteristics for the teeth con-
figuration match earlier experiments well. Furthermore, the numerical results confirm
that the combed teeth give a larger noise reduction than the standard teeth. It is hypothe-
sized that the main noise-suppression mechanism of the combs is an improvement of the
streamline angles with respect to the conventional serration: in general, the flow tends
to be less three-dimensional and more aligned with the serration edge. As a result, less
vorticity is produced, especially at the root of the serrations.

Parts of this chapter have been published in the 35th ASME Wind Energy Symposium (2017) [146]
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6.1. INTRODUCTION

S ERRATED trailing edges have shown to be an good trailing edge add-on to suppress
noise within the wind turbine industry for the last decade, as many manufacturers

attach it to their turbines primary for a decrease in overall sound pressure level and sec-
ondary for an increase in annual energy production [147]. Although serrations are now
used quite often, the noise reduction mechanism is not fully understood. Therefore, un-
derstanding and modeling the physics associated with the generation and propagation
of noise is of paramount importance for the design of more silent wind turbines.

Brooks [7] defined the fundamental airfoil self-noise mechanisms associated with
the trailing edge, such as the noise produced by the transitional or turbulent boundary
layer flow interacting with the trailing edge or that due to vortex shedding. For turbulent
boundary layer trailing edge noise, the unsteady surface pressure field, introduced by
and convected with the turbulent eddies, is scattered at the discontinuity posed by the
trailing edge. The acoustic radiation depends largely on the length scale of the turbulent
eddies [11]. In the case of a developed turbulent boundary layer, the surface pressure
is only affected over a highly localized area by various turbulent eddy sizes [11], a situ-
ation typically encountered at high frequency. At high frequency, the directivity pattern
of the acoustic radiation shows a bias towards the leading edge (i.e. in upstream direc-
tion) [7, 11]. This asymmetry arises due to the fact that the acoustic wavelengths are
much smaller than the airfoil chord, known as non-compactness of the acoustic source.
For convecting turbulent boundary layers over sharp trailing edges, where the spanwise
correlation associated with turbulent eddies is by far smaller than the airfoil span, an
appropriate length scale is the local boundary layer displacement thickness δ? [122]. In
the current study, the boundary layer thickness is kept constant while varying the trailing
edge geometry, fixing the appropriate length scale.

Several authors, for instance Amiet [95] and Howe [55], have discussed trailing-edge
noise in the light of incident turbulent flow and diffraction theory respectively. Within
this framework, the relevant characteristics for noise radiation due to boundary layer in-
teraction with the trailing edge are the auto-spectral density (ASD), the spanwise corre-
lation length (lz ), and the convection velocity of the unsteady surface pressure. Amiet [95]
and Howe [55] assumed that the incident surface pressure wave on the airfoil convects
past the trailing edge. Howe [59, 148] analyzed a sawtooth trailing edge using a theoreti-
cal model for a flat plate, and concluded that the intensity of radiation at the trailing edge
could be reduced by such a modification. The magnitude of the reduction depends on
the length and spanwise spacing of the teeth, as well as the frequency of the radiation. It
was determined that the dimensions of an individual serration should be at least of the
order of the turbulent boundary layer thickness and that longer, narrower teeth should
yield a greater intensity reduction [59, 148].

Several experiments have confirmed that trailing edge serrations indeed reduce trail-
ing edge noise [149–156]. Airfoils and flat plates were tested in the past by Dassen et
al. [149]. A maximum of 10 dB noise reduction for the flat plate and a 8 dB reduction
for the airfoil was observed, both only in the low frequency range. Parchen et al. [152]
continued the experimental investigation on trailing edge serrations, but considered full
wind turbine blades and wind tunnel models. Slightly lower noise reductions were found
as compared with the study from Dassen et al. [149]. This study was continued by Oer-
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lemans et al. [151], however only a 2 to 3 dB noise reduction at low frequencies was ob-
served. Both Parchen et al. [152] and Oerlemans et al. [151] reported noise increases at
high frequencies. More recently, Gruber et al. [150] attempted to investigate the aeroa-
coustic effects of trailing edge serrations, slits and more complex add-ons on airfoils.
On average, 3− 5 dB reduction at low frequencies was observed using sharp sawtooth
serrations, while at high frequencies, noise increases up to 5 dB were found. It was sug-
gested that the significant noise decrease could be ascribed to a significant reduction of
phase speed near the sawtooth edges, in combination with a slight reduction of pres-
sure coherence along the edge. Gruber et al. [150] confirmed the results from Azarpey-
vand et al. [157] and also concluded that the slitted-sawtooth trailing edge add-ons were
the most effective noise-suppression add-on, with large noise reductions in the low fre-
quency area and minor noise increases (< 1 dB) in the high frequency range. More recent
experiments were performed by Arce-León et al. [154] on sawtooth, slitted-sawtooth and
straight trailing edges on a NACA 0018 airfoil. The study confirmed the effectiveness of
noise-suppression add-ons, even at zero angle of attack. However, the sawtooth design
outperformed the slitted-sawtooth with a maximum of 5 dB at low frequencies. It was
argued that, when applying the slitted-sawtooth design, still a straight trailing edge dis-
continuity appeared at the trailing edge location. Important to note though are the vari-
ations in terms of serration thickness as well as the bending capabilities of the slits with
respect to other studies.

Based on the results from previous experimental studies, Howe’s theory seems to
overestimate the measured noise reductions. This may be because of the assumptions
of the flow field, such as the assumption of frozen turbulence and the correct model-
ing of sound radiation and scattering. The latter might be Green function related [158].
Recently, Lyu et al. [159, 160] developed a new semi-analytical model applying Amiet’s
trailing edge noise theory [95] to sawtooth trailing edges. Results showed that the pre-
dicted noise reduction are closer to experiments [149–152]. Lyu et al. [159, 160] detected
two non-dimensional parameters that substantially affect the noise reduction: k1 × 2h
and lzp ( f )/λ, where λ and 2h are the serration wavelength and length respectively, k1 is
the wavenumber in the chordwise direction of the convective velocity, and lzp ( f ) is the
spanwise correlation length of the pressure fluctuations on the surface of the airfoil. The
studies of Lyu et al. [159, 160] concluded that far-field noise can be reduced when both
k1×2h and lzp ( f )/λ are much larger than unity. This implies that the serration should be
long enough to ensure a considerable phase difference of the scattered pressure waves
at the edge of the serration. In addition, if the spatial range of these phase differences,
i.e. λ, is sufficiently small compared to the correlation length in the spanwise direction,
radiated sound waves may destructively interfere with each other.

Numerical solutions of the flow source field and acoustic propagation have also been
performed in the past on serrated trailing edges [80, 153, 161, 162]. By doing simulations
one has the advantage of solving both flow and pressure fields, and obtaining the surface
pressure fluctuations that are experimentally difficult to obtain. Jones & Sandberg [161]
showed that serrations do not affect the flow upstream of the trailing edge significantly.
Furthermore, the flow is found to be highly three-dimensional [153, 161], with formation
of horse-shoe vortices in the space between the serrations, in combination with a mean
flow through the teeth from pressure to suction side. Similar to experiments, lower noise
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reductions were found in comparison with the theoretical model of Howe [59, 148]. The
recent numerical study of van der Velden et al. [153] complemented the experimental
campaign of Arce-León et al. [155] by applying the Lattice Boltzmann equations to com-
plex trailing edge add-ons, such as slitted-sawtooths retrofitted on a NACA 0018 airfoil
at zero angle of attack. The results were found to be in close agreement with the experi-
mental results and opened the door towards the optimization of serrated designs.

Although many attempts have been made, the underlying noise reduction mecha-
nism of serrated trailing edges is still not fully understood. Possible explanations include,
a variation in the hydrodynamic field, a reduction in acoustical source strength, a shift
of low frequency acoustic energy to higher frequencies, or a change in sound diffrac-
tion due to the complex geometry. Especially the three dimensionality of the flow raises
questions, as it is currently unclear how this directly affects the acoustic behavior of the
flow. Better understanding of the physics may lead to improvements in serration design,
and possibly the development of alternative concepts based on similar mechanisms and
principles.

This current study aims to explore the flow topology and noise emission from an air-
foil with a combed teeth trailing edge geometry, to understand the large noise reduction
observed in experiments [147]. Comparison is made to a straight trailing edge and to a
serrated trailing edge without the combs. The different trailing edges are retrofitted on
a NACA 0018 airfoil at zero angle of attack. This zero-lift setup was chosen to focus on
acoustic diffraction effect rather than aerodynamic effects induced by the large pressure
differences over the teeth. The flow field is analyzed by evaluating the fully explicit, tran-
sient, compressible Lattice Boltzmann equation with a wall model in the inner region.
The numerical results are validated against experimental data. Acoustic perturbations
are obtained by means of a Ffowcs-Williams and Hawkings [47] integral solution. This
makes it possible to study the actual noise reduction mechanism and compare to earlier
studies and experiments. A similar numerical methodology has been validated against
experiments before, as presented by van der Velden et al. [81, 153] (see Ch. 5).

6.2. COMPUTATIONAL METHODOLOGY
The following section describes the numerical methods used for determining the flow
field, acoustic prediction and propagation, and noise source detection.

6.2.1. FLOW SOURCE FIELD

The commercial software package Exa PowerFLOW 5.3b was used to solve the discrete
Lattice-Boltzmann (LB) equations for a finite number of directions. A detailed descrip-
tion of the equations used for the source field computations is given by Succi [27]. The
LB method starts from a mesoscopic kinetic equation, i.e. the Boltzmann equation, to
determine the macroscopic fluid dynamics. The discretization used for this particular
application consisted of 19 discrete velocities in three dimensions (D3Q19) involving a
third-order truncation of the Chapman-Enskog expansion, which has been shown to be
sufficient to recover the Navier-Stokes equations for a perfect gas at low Mach number
in isothermal conditions [82].

The distribution of particles was solved using the kinetic equations on a Cartesian
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mesh, known as a lattice, by explicit time-stepping and collision modeling. The Lattice-
Boltzmann equation can then be written as:

gi (x+ci∆t , t +∆t )− gi (x, t ) =Ci (x, t ), (6.1)

where the particle density distribution function gi can be interpreted as a histogram
representing a frequency of occurrence at a position x with a discrete particle velocity ci

in the i direction at time t . ci∆t and ∆t are space and time increments respectively. The
collision term on the right hand side of the LBM equation, Ci (x, t ), adopts the simplest
and also the most popular form known as the Bhatnagar-Gross-Krook (BGK) form [83]:

Ci (x, t ) =−∆t

τ

[
gi (x, t )− g eq

i (x, t )
]

. (6.2)

This term drives the particle distribution to the equilibrium with a relaxation time pa-
rameter τ. The variable g eq

i is the local equilibrium distribution function. It relates
the LB equations to hydrodynamic properties and is essential for the local conserva-
tion of mass and momentum to be satisfied. The equilibrium distribution of Maxwell-
Boltzmann is approximated by a 2nd order expansion valid for small Mach number: [84]

g eq
i = ρωi

[
1+ ci u

c2
s

+ (ci u)2

2c4
s

+ |u|2
2c2

s

]
(6.3)

whereωi are the fixed weight functions related to the velocity discretization model D3Q19
[84] and cs = 1p

3
is the non-dimensional speed of sound in lattice units. The equilibrium

function is related to the macroscopic quantities density ρ and velocity u, which can be
computed by summing up the discrete momentum of the particle distribution:

ρ(x, t ) =∑
i

gi (x, t ), ρu(x, t ) =∑
i

ci gi (x, t ). (6.4)

A single relation for the relaxation time is used to relate to the dimensionless kinematic
viscosity [84]:

ν= c2
s (τ− ∆t

2
). (6.5)

A Very Large Eddy Simulation (VLES) was implemented as viscosity model through
the relaxation time τ, to locally adjust the numerical viscosity of the scheme [137]:

τe f f = τ+Cµ
k2/ε

(1+η2)1/2
, (6.6)

where Cµ = 0.09 and η is a combination of a local strain parameter (k|Si j |/ε), local vor-
ticity parameter (k|Ωi j |/ε) and local helicity parameters. The model consists of a two-
equation k −ε Renormalization Group (RNG) modified to incorporate a swirl based cor-
rection that reduces the modeled turbulence in presence of large vortical structures [79].

Fully resolving the near wall region is computationally too expensive for high Reynolds
number turbulent flow with the lattice concept of the LBM scheme. Therefore, a turbu-
lent wall model is used to provide approximate boundary conditions until y+ values of
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250. In the current study, the following wall-shear stress model based on the extension
of the generalized law of the wall model is used [84, 138]:

u+ = f

(
y+

A

)
= 1

κ
ln

(
y+

A

)
+B , (6.7)

with

A = 1+ f

(
dp

dx

)
. (6.8)

This relation is iteratively solved to provide an estimated wall-shear stress for the wall
boundary conditions in the LBM scheme. A slip algorithm [84], a generalization of a
bounce-back and specular reflection process, is then used for the boundary process.
Within the current test case, the wall model has negligible effect as the boundary is fully
resolved until the viscous sub layer, leaving the last part to be modeled.

6.2.2. ACOUSTIC PREDICTION
Due to the fact that the LBM is inherently compressible and provides a time dependent
solution, the sound pressure field can directly be extracted in the near field from the
computational domain, provided that there is sufficient resolution to accurately capture
the acoustic waves. Sufficient accuracy is obtained when considering at least 12−16 cells
per wavelength for the LBM methodology [79].

In addition, as for most trailing edge noise problems, an acoustic analogy is used
to obtain the far-field noise. To recover the acoustic far-field, the Ffowcs-Williams and
Hawkings [47] (FW-H) equation is employed. The time-domain FW-H formulation de-
veloped by Farassat known as formulation 1A [48], and extended based on the convective
form of the FW-H equation is used to predict the far-field sound radiation of the trailing
edge in a uniformly moving medium [49].

The formulations are implemented in the time domain using a source-time dom-
inant algorithm also referred to as an advanced time approach [49]. The input to the
FW-H solver is the time-dependent flow and pressure field on a surface mesh provided
by the transient LBM simulations. This surface mesh is defined either as a solid sur-
face corresponding to the physical body or as a permeable surface surrounding the solid
body. The current study considers the solid surface methodology and hence, acoustic
dipole sources Li are the only source term for the current analogy [14]:

Li = (p −p0)ni (6.9)

with p − p0 the fluctuating pressure on the solid surface and ni the surface normal in
the i th direction. To determine the far field pressure spectra, the distance between the
observer (x) and the source position (y), R needs to be defined. It can be written as:

R = −M0(x1 − y1)+R?

β2 , (6.10)

with

R? =
√

(x1 − y1)2 +β2
[
(x2 − y2)2 + (x3 − y3)2

]
, (6.11)
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and

β=
√

1−M 2
0 . (6.12)

R represents the effective acoustic distance rather than the geometric distance between
the source and the observer in terms of time delay between emission and reception. The
unit radiation vector then reads:

R̂ =
[−M0R?+ (x1 − y1)

β2R
,

x2 − y2

R
,

x3 − y3

R

]
. (6.13)

With the source term Li and the observer distance from the source R defined, the follow-
ing integral relation is solved [49]:

4πp′aa(x, t ) = 1

a0

ˆ
g=0

[
L̇i R̂i

R(1−Mi R̂i )2

]
r et

dS

+
ˆ

g=0

[
Li R̂i −Li Mi

R2(1−Mi R̂i )2

]
r et

dS (6.14)

+
ˆ

g=0

[
Li R̂i (Mi R̂i −M 2)

R2(1−Mi R̂i )3

]
r et

dS.

The subscript r et denotes the evaluation of the integrand at the time of emission, i.e. the
retarded time. The acoustic probes are equally distributed in a circle around the trailing
edge, 1.5 chords away, while for the FW-H analogy, data at 10 chords away is analyzed.

6.2.3. NOISE SOURCE DETECTION
To determine the location of the noise sources in the near field, Powell’s [53] analogy
is employed by looking into the dynamics of co-rotating flow structures. This so-called
Flow-Induced Noise Detection (FIND) tool automatically detects and tracks flow struc-
tures in the flow field in order to locate and characterize the co-rotating vortices which
produce noise. This, current experimental numerical technique, quantifies the acous-
tic radiation properties based on the theory of vortex sound [163]. This implies that in
general at low Mach number flow, quadrupole sources are detected rather than more
efficient scattering dipole sources [14]. Since dipole sources are presumably dominant
for the serrated trailing edges studied here, the FIND results should be interpreted with
care. To quantify the acoustic source, the following expression is found by Powell [53] for
the far-field acoustic density fluctuations due to vortex motion:

ρ′(x, t ) ≈− ρ∞
4πa2

0|x|
xi x j

|x|
∂2

∂t 2

ˆ
V

z j (Γ×u)i dV (z), (6.15)

with z j being the projection of the integration vector z on ez , ω the vorticity vector, dV
the elementary volume of the fluid and ρ∞, x, u, a0 and t prescribed before as free-
stream density, observer position, velocity, speed of sound and time, respectively. The
volume of integration will be discretized in terms of vortex coreline elements. When
assuming a system of two co-rotating vortex pairs at a distance of 2z with similar circu-
lation Γ resulting in an angular velocity of Ω= Γ/(4πz2), the far-field approximation can
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be written as:

ρ′(x, t ) ≈−ρ∞4
p
π

√
∆l

R
cos

(
2(x,e1)−2Ωt∗+ π

4

) (
Ωz

2a0

7/2)
, (6.16)

with ∆l being the length of the vortex coreline element. The total radiated power, emit-
ted by a pair of co-rotating vortices, then becomes:

Ptot =
Ó

ρ′2(x, t )a3
0

ρ∞
d2S = ρ∞∆lπ2Ω7z7

8a4
0

. (6.17)

6.3. COMPUTATIONAL SETUP AND TEST CASES
A NACA 0018 airfoil with a chord of l = 0.2 m and straight trailing edge is considered as
baseline model in an undisturbed, turbulence-free (< 0.1%) flow field under zero angle
of attack of 20 m/s (M = 0.06), resulting in a chord based Reynolds number of Rel =
280,000. Spanwise, cyclic boundary conditions are applied with a modeled span of b =
0.08 m (b = 0.4l ). Transition is enforced by a zig-zag transition strip of height ttr i p =
0.6 mm (ttr i p = 0.003l ) and streamwise length ltr i p = 3 mm (ltr i p = 0.015l ) on both
upper and lower sides of the airfoil at x = −0.8l , i.e. 20% of the chord. This trip height
corresponds to half the local incoming boundary layer thickness δ0, but is rather more
dependent to the ratio of trip height to cell size (six in this case). More information can be
found in Ch. 2. One zig-zag spans btr i p ≈ 3 mm (btr i p ≈ 0.015l ), resulting in a repetitive
pattern of 27 triangles.

Besides the straight trailing edge reference case, a serrated tooth trailing edge is tested,
as well as a combed teeth design. A sketch of the geometry is found in Fig. 6.1. The ser-
ration model considered in this study has teeth of 2h = 0.04 m (2h = 0.2l ) length and
λ = 0.02 m (λ = 0.1l ) width, resulting in a length-width ratio of 2h/λ = 2. The width of
the combs is similar to their spacing d = 0.5 mm (d = 0.0025l ). Both trailing edge add-
ons are of flat-plate type, with a constant 1 mm (tser = 0.005l ) thickness throughout the
entire span and length, thus not changing the nominal thickness of the straight airfoil
trailing edge. The first serration was placed mid-span, with a total of 4 serrations being
modeled with the chosen span. This geometry has been presented before by van der
Velden et al. [153].

The simulation domain size is a block of 12l in both streamwise and wall normal
direction. Outside a circular refinement zone of 10l diameter an anechoic outer layer
is used to damp acoustic reflections. A total of 10 refinement regions are applied such
that, near the boundary, the first cell is placed in the viscous sub layer, i.e. at 0.00039l .
This results in an average y+ value over the airfoil surface trailing edge of 3. In total,
around 150 million voxels were used to completely discretize the problem, with a total of
65 million time-step equivalent voxels. 0.1 seconds of simulation time (10 flow passes)
took 6,300 CPU hours on a Linux Xeon E5-2690 2.9 GHz platform of 80 cores.

After the transient phase of 10 flow passes, sampling is started. The Courant-Friedrichs-
Lewy (CFL) number is dependent on the wave propagation velocity and smallest voxel
size in this compressible simulation and fixed to unity for each single simulation. There-
fore, the physical time step is fixed at 1.3 ·10−7 s. Data is sampled at 30 kHz (St = f l/u =
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Figure 6.1: Airfoil and serration geometry and dimensions
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300) for 0.2 physical seconds at local lattice size, resulting in a recording of 20 flow passes
or 6,000 samples. Fourier transformed data are obtained with a Hamming window with
50 % overlap, to smooth the spectra (App. B & C).

The adopted Cartesian coordinate system, as shown in Fig. 6.1, for each case is de-
fined as follows: the origin is chosen at the location of the baseline airfoil trailing edge;
the z-axis coincides with the airfoil trailing edge; the x-axis is aligned with the chord of
the airfoil (i.e., on the serration centerline); and the y-coordinate is perpendicular to the
surface of the serrations. In presence of serrations, the origin coincides with the pro-
jection along the chord direction of a serration tip on the trailing edge of the baseline
model.

Given the flow similarities over the repeated serrations in the computation domain,
and in order to further reduce the uncertainty on the velocity fields, in the following,
the computed fields are spatially averaged along the spanwise direction at points with
the same relative spanwise location with respect to the serration root. This procedure
reduces the uncertainty by increasing the number of samples available for averaging,
and has been successfully applied before [161].

6.4. RESULTS
In this section, first the computed boundary layer development will be validated against
experiments. Next, the computed far-field noise emission for the difficult configurations
is evaluated against experiments on the same cases. Furthermore, the directivity pattern
is analyzed. In the remaining sub-sections of this section, possible mechanisms for the
observed noise reduction will be explored; mean flow direction, boundary layer charac-
teristics, surface pressure, convection, spanwise coherence and noise source detection
by a new, experimental, splitting tool.

6.4.1. BOUNDARY LAYER DEVELOPMENT OVER THE AIRFOIL

A verification and validation of the boundary layer information at the trailing edge loca-
tion is essential for trailing edge noise comparisons. To visualize the transition process
and the growth of the turbulent boundary layer over the airfoil edge using this computa-
tional setup, an instantaneous view is displayed in Fig. 6.2. As the airfoil is placed at zero
angle of attack, the mean flow is symmetric on both sides of the airfoil and hence, with
zero lift. The attached turbulent boundary layer convects over the sharp trailing edge,
and a wake with almost zero shedding component is visible.

The boundary layer profile of the mean streamwise velocity component and time-
averaged turbulent statistics [13] were inferred from the computed velocities from the
straight trailing edge. They are reported in Fig. 6.3 and summarized in Tab. 6.1. Results
agree well with the measured boundary layer integral parameters reported by Arce-León
et al. [155].

6.4.2. NOISE EMISSION AND DIRECTIVITY

The acoustic waves in the computational domain coming from the interaction between
the hydrodynamic pressure fluctuations and the airfoil trailing edge can be depicted by

means of dilatation snapshots. Dilatation is defined as 1
ρ∞

∂ρ
∂t [39], and is visualized by
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Figure 6.2: Instantaneous view of the flow around a NACA 0018 airfoil with straight trailing edge
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Figure 6.3: (left) Mean streamwise velocity component and (right) time-averaged turbulent statistics for the
baseline airfoil with straight trailing edge at x/l = 0. ue is the local edge velocity. Experimental data is extracted
from Arce-León et al. [155].
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Table 6.1: Boundary layer characteristics at x/l = 0

Parameter Symbol Quantity

Free stream velocity u∞ 20 m/s
Edge velocity ue 18.75 m/s
Displacement thickness δ? 3.3 mm
Momentum thickness θ 1.5 mm
Boundary layer thickness δ 9.5 mm

δ95 7.9 mm
Reynolds number Rec 280,000

Reδ? 4,600
Reθ 2,100
Reδ 13,300

Shape factor H 2.2

one single snapshot in Fig. 6.4 for three different Strouhal numbers. An alternating pat-
tern of positive and negative dilatation on the airfoil wall and in the wake is present due
to the presence of the instability in the turbulent boundary, generating pressure fluctu-
ations and therefore density changes, while growing over the airfoil surface and in the
wake. At low Strouhal numbers, it shows a high wavelength compared to the order of the
airfoil chord. This relation, defined by Λ/l gives information on the compactness of the
source. Non-compactness appears whenΛ/l < 1.

Moreover, acoustic waves propagate radially outward from the trailing edge and pos-
sess a wavelength larger by an order of magnitude when compared to the convected
scales in the wake. This large difference in wavelength between hydrodynamic and acous-
tics perturbations at the same frequency arises due to the large ratio of the speed of
sound to the convective velocity in the wake. It should be noted that the acoustic pres-
sure on the suction and pressure side shows a phase opposition, which is characteristic
for a dipole, and displays the expected directivity characteristics of trailing edge noise
for the convected dipole case [142] with higher amplitudes for the upstream propagat-
ing waves. The acoustic waves from both airfoil sides cancel each other out upstream of
the leading edge, creating a zone of silence and resulting in a directivity of a compact,
dipole-like, behavior. At the highest presented Strouhal number (right image of Fig. 6.4),
non-compact behavior is observed, in line with the lower ratio ofΛ/l .

At a location directly positioned above the airfoil trailing edge, the time series of the
pressure fluctuations are recorded (Φmeas ). The power spectrum is extracted from the
FW-H analogy, as described in previous section. To enable comparison with experi-
ments, the data presented in Fig. 6.5 is normalized for Mach number M , observer radius
R and a span b by means of:

Φaa =Φmeas +10log10

(
R2

bM 5

)
. (6.18)

Effectively, this leads to an amplitude scaling by the free-stream velocity to the power
five. This is an often used scaling for typical problems of trailing-edge scattered noise
problems, where non-compact noise sources are the main source of interest [11, 140,
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Figure 6.4: Instantaneous snapshots of the dilatation field around the straight trailing edge, band passed at
(left) Stl = f l/u∞ = 4 (Λ/l = 4.25), (right) Stl = f l/u∞ = 10 (Λ/l = 1.7), (bottom) Stl = f l/u∞ = 20 (Λ/l = 0.85)
respectively
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141]. The results of the scaled calculated acoustic pressure spectrum (Φaa) as well as the
measured noise reduction (∆Φaa) with respect to the straight trailing edge (positive is
reduction) is presented in Fig. 6.5. As reference, acoustic wind tunnel data for the teeth
trailing edge configuration was obtained from the study of Arce - León et al. [155].
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Figure 6.5: Left: normalized computed far-field sound pressure levels (left). Right: computed and measured
noise reduction with respect to the straight edge at an observer position above the trailing edge. Experimental
data is extracted from Arce-León et al. [155].

The spectral trends are similar for all three trailing edges; high sound pressure lev-
els at low frequencies and a decay towards high frequencies. There are no significant
peaks, indicating no distinctive shedding present in the computational model. In gen-
eral, the noise is of broadband type, with the dilatation field (Fig. 6.4) clearly pinpointing
the source region near the trailing edge of the airfoil. Both serrated trailing edges show
noise reductions up to Stl = 32, corresponding to a Stδ = 1.5. The teeth model reaches
a maximum of 6 dB and the combed teeth configuration a maximum of 10 dB around
Stl ≈ 8. This large noise reduction for the combed teeth configuration is in line with ex-
perimental observations on this concept on a full-scale wind turbine [147]. Moreover,
the experimental results plotted in Fig. 6.5 for the teeth configuration are comparable
with the numerical results in this study. Comparable results are found for all experi-
mentally available Strouhal numbers, which gives confidence in the numerical results.
Although the measurements were taken at different velocity (30 m/s), the scaling seems
to be appropriate. Results from lower velocity slightly moves the maximum noise reduc-
tion to lower Strouhal numbers, but this can likely be corrected by a scaling based on
displacement thickness.

Another interesting comparison is using the analytic relation derived by Howe [59,
148], which would give a reduction of 10log10

[
1+ (4h/λ)2

]= 12.3 dB for the teeth config-
uration. Integrating the noise reduction levels over the displayed Strouhal numbers re-
sults in an overall sound pressure level reduction with respect to the straight trailing edge
of 4.1 dB for the teeth model and a 5.7 dB reduction for the combed teeth model (App. A).
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This calculated 4.1 dB is much lower than the 12.3 dB predicted using Howe’s model, but
closer to the experimentally determined values presented before [150, 151, 155].

The dilatation snapshot in Fig. 6.4 showed the appearance of a convected dipole be-
havior, radiated towards the leading edge for Λ/l = 1.7. To observe this behavior in a
more quantitative manner, a directivity analysis is performed. An array of 360 micro-
phones positioned in a circle at mid-span around the trailing edge are used to record the
acoustic pressure fluctuations derived from the FW-H integral solution method. Results
are depicted in three different frequency bands in Fig. 6.6.

Figure 6.6: Directivity plot ofΦaa (α,∆ f )/Φaa (∆ f ) for the straight, teeth and combed teeth trailing edge mod-
els under different Strouhal numbers. Left Stl = 2−8 (Λ/l = 8.5−2.1), right Stl = 8−16 (Λ/l = 2.1−1.1) and
bottom Stl = 1.1−0.5. Normalized by mean values of the straight edge case.

The behavior in terms of directivity is as expected; at low Strouhal numbers, a com-
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pact dipole source is observed. Increasing the frequency leads to a tilted dipole, directed
towards the leading edge. When further increasing the frequency, non-compact behav-
ior appears with multiple lobes. Between Stl = 2−8 and Stl = 8−16, noise reduction is
observed in all directions for both the teeth and combed teeth model, with the largest
reduction at upstream angles between 105−135 degrees. At higher frequencies the vari-
ations are smaller and the differences between the teeth and combed teeth model can
almost be neglected. Also, it seems that the upstream traveling waves are canceled out
more effectively with the trailing edge devices, resulting in a less upstream oriented di-
rectivity shape. This was hypothesized before by Jones and Sandberg [161] to be due to
the out-of plane acoustic waves generated by the edge angle of the teeth.

6.4.3. MEAN FLOW OVER THE SERRATED EDGE

In order to determine the noise reduction mechanisms for the two investigated serra-
tions, the mean flow over the serrated edge is discussed in this section. Earlier flow mea-
surements [164] and computations [153, 161] showed that, even at small angles of attack,
the turbulent flow tends to permeate into the empty space in between serrations. Both
an outward (i.e., from the centerline toward the edge of the serration) and an inward (i.e.,
from the edge toward the centerline of the serration) flow characterizes the flow field at
the root and the tip of the serrations, respectively. This flow distortion is found to reduce
the effective angle seen by the turbulent flow convecting over the edge of the serrations,
thus reducing the effectiveness of the serrations in reducing far-field noise [59, 148, 165].

The near-wall spatial distributions of the time-averaged mean velocity components
are shown in Fig. 6.7 and Fig. 6.8 for the conventional teeth and the combed teeth ge-
ometry, respectively. Data are extracted at a plane close to the surface, i.e. y/δ = 0.05
(y = 0.5 mm). Results from the conventional teeth geometry agree with previous stud-
ies [153, 155, 156, 161]; the mean streamwise velocity component increases from the
root to the tip, corresponding to an acceleration of the flow with a thinning effect of
the boundary layer (see also next section). Most notably, the flow tends to seep into
the empty space in between serration (downward motion) as evidenced by the negative
mean wall-normal velocity component (v). As a direct consequence, the flow exhibits
an outward motion as visible from the contour of the spanwise velocity component (w).

For the combed teeth model, the streamwise component (u) shows similar flow fea-
tures, although the flow over the edge accelerates slightly faster. However, the down-
ward motion of the wall normal velocity (v) at the edge of the solid part of the teeth
is much less pronounced. Furthermore, the spanwise component (w) is almost totally
canceled out, presumably due to the tangent orientation of the combs, starting already
at the root. This results directly in a more streamwise, aligned streamline over the ser-
rated edge (tan−1

(
u, w

)
). This effect is positive for noise reduction, as concluded before

by Howe [59], and may explain why the combed teeth are more quiet than the conven-
tional teeth.

6.4.4. BOUNDARY LAYER CHARACTERISTICS OVER THE SERRATED EDGE

Besides the mean flow direction, the boundary layer characteristics might also explain
the noise reduction from the (combed) teeth. As mentioned in the introduction, the hy-
drodynamic velocity fluctuations in close vicinity of the surface will affect the surface
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Figure 6.7: Contour of the mean velocity component over the teeth serration at y/δ = 0.05: (top left) stream-
wise u, (top right) wall-normal v and (bottom left) spanwise w velocity components. Projections of the solid
serration on the x − z plane are indicated by means of continuous black lines.

Figure 6.8: Contour of the mean velocity component over the combed teeth serration at y/δ = 0.05: (top left)
streamwise u, (top right) wall-normal v and (bottom left) spanwise w velocity components. Projections of the
solid serration on the x − z plane are indicated by means of continuous black lines.
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pressure fluctuations, which at edges act as an effective acoustic dipole source. It is in-
teresting to study different key parameters in the boundary layer which could affect the
noise production process at an edge. Three different points along the serrated edge are
selected; the root, mid and tip of the teeth edge are compared to values obtained from
the straight trailing edge. In addition, experimental data of the mean boundary layer
flow obtained by Arce-León et al. [155] is added for convenience. The mean streamwise
velocity and Reynolds shear stress profiles are extracted and plotted in Fig. 6.9, while the
Reynolds normal stresses are plotted in Fig. 6.10. All plots are normalized according to
the boundary layer parameters measured in mid-span at the trailing edge of the straight
case, as defined in Tab. 6.1.
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Figure 6.9: Mean velocity profile (left) and Reynolds shear stress (right) at different locations on the edge for
the straight (black), teeth (solid) and combed teeth (dashed) case. Experimental data for the teeth, depicted by
the circles, is extracted from Arce-León et al. [155].
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Figure 6.10: Reynolds normal stress profiles at different locations on the edge for the straight (black), teeth
(solid) and combed teeth (dashed) case

The mean streamwise flow in Fig. 6.9 displays small variations for both serrated trail-
ing edges when considering the point in the root of the serration (red line) with respect
to the straight trailing edge (black). The boundary layer upstream of the trailing edge
seems not to be affected by shape of the edge. A more turbulent profile is found down-
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stream along the teeth edge (green and blue line), where a compression of the boundary
layer shows a thinner boundary layer thickness. The experimental results, depicted by
the circles, are in good agreement with the results from the LB simulation, giving con-
fidence in the numerical results. Both trailing edge devices show similar trends, with
higher mean streamwise velocity in the lower part of the boundary layer at the very tip of
the serration. As the combs could be seen as a porous membrane, the flow will acceler-
ate slightly faster on the solid surface of the teeth. Fig. 6.9 also shows the Reynolds shear
stress, to provide information on structures sweeping and ejecting in the boundary layer,
known as acoustic quadrupole sources in Lighthill’s stress tensor [46]. This may be con-
nected to surface pressure fluctuations, as is proposed by, for example Chong & Vathy-
lakis [165]. As expected, all stresses in Fig. 6.9 drop down to zero for values of y/δ = 0.
The largest shear stresses are observed for upstream points, denoting a gradual decrease
of shear over the edge of the serration. This is in agreement with previous experimen-
tal campaigns [155, 165]. The gradual decrease of shear over the edge of the serration
may indicate that production of quadrupole noise sources is dominant at the root, as
compared to the tip. The combed teeth trailing edge shear stress is slightly higher at the
root. However, when going downstream, this difference changes in a slightly lower shear
stress compared to the baseline teeth model. A maximum is observed at about y/δ= 0.3
for all cases.

Reynolds normal stresses in wall-normal and spanwise direction, plotted in Fig. 6.10
at the edge location may also be relevant for the noise reduction mechanism from ser-
rations. The general trend shows maximum amplitudes around y/δ = 0.3 for both wall
normal and spanwise stresses, with the largest amplitudes upstream along the edge. The
upstream part of the serrated edges (i.e. the root) are therefore likely more effective in
scattering acoustic waves, as more effective dipole sources are created in this region.
Again, no significant variation in flow characteristics is observed when comparing the
straight trailing edge with the serrated edges, indicating that the flow upstream remains
unchanged. For both the wall-normal and spanwise normal stresses, the combed teeth
configuration shows negligible higher fluctuations. Thus, the boundary layer character-
istics do not seem to explain why the combed teeth are more quiet than the standard
serrations. However, it is clear from this section, that the source of noise is mainly lo-
cated around the root part of the teeth.

6.4.5. SURFACE PRESSURE FLUCTUATIONS

The far field noise is generated by the scattering of surface pressure fluctuations induced
by the turbulent flow convecting over the edge of the serrations. To further understand
the reasons behind the lower far field noise from the combed teeth configuration, the
time-averaged surface pressure fluctuations (p′p′) are depicted in Fig. 6.11. Both the
spatial distribution as well as the intensity of the surface pressure fluctuations is similar
for both cases. As can be seen, the intensity of the time-averaged surface pressure fluc-
tuations is a function of the streamwise location, while it is only a weak function of the
spanwise location. It decreases from the root to the tip, suggesting a variable intensity of
the scattered pressure waves. In both cases, the intensity of p′p′ is more than two times
larger at the root than at the tip. This result reconfirms that, likely, most noise is pro-
duced at the root of the serration. This might be caused by the flow deviation imposed
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Figure 6.11: Intensity of the mean surface pressure fluctuation (p′p′/p2
0): (left) teeth and (right) combed teeth.

The serration edge in the x − z plane is indicated by means of continuous black lines.

Figure 6.12: Intensity of the surface pressure fluctuation (Φpp ) around Stl = 4: (left) teeth and (right) combed
teeth. The serration edge in the x − z plane is indicated by means of continuous black lines.

Figure 6.13: Intensity of the surface pressure fluctuation (Φpp ) around Stl = 10: (left) teeth and (right) combed
teeth. The serration edge in the x − z plane is indicated by means of continuous black lines.

Figure 6.14: Intensity of the surface pressure fluctuation (Φpp ) around Stl = 20: (left) teeth and (right) combed
teeth. The serration edge in the x − z plane is indicated by means of continuous black lines.
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by the presence of the serration and the consequent variation of the pressure fluctu-
ations. This assumption is supported by the mean wall-normal velocity components
shown in Fig. 6.7 and Fig. 6.8, where v unequal to zero is measured for both configura-
tions at 0 < x/2h < 0.1. The pressure fluctuations on the combs do show slight spanwise
variations: towards the tip, the combs show higher fluctuations for −0.1 < z/λ< 0.1.

All in all, the time averaged surface pressure fluctuations do not seem to explain the
benefit of the combs. Therefore, it is interesting to observe trends at different frequen-
cies, where we also observed the different noise reductions (Fig. 6.5). At Strouhal num-
bers of Stl = 4, Stl = 10 and Stl = 20, the intensity of surface pressure fluctuations (Φpp )
are determined, and plotted in Fig. 6.12, Fig. 6.13 and Fig. 6.14 respectively. These results
effectively display dipole sources on the surface [14]. Spectra were evaluated by using a
periodogram method with Hamming windows of 128 elements with 50% of overlap. Fast
Fourier Transform (FFT) was performed over 2048 elements thus resulting in a frequency
resolution of approximately 15 Hz.

As expected, the time-averaged results presented in Fig. 6.11 before show close re-
semblance to the results at low Strouhal numbers (Fig. 6.12 and Fig. 6.13), which are
dominant on the overall spectra in terms of amplitude (see Fig. 6.5). For both Stl = 4 and
Stl = 10, the intensity of the surface pressure fluctuations is a function of the streamwise
location, with a decreasing pattern from root to tip. This again suggests a variable inten-
sity of the scattered pressure waves. At the tooth edges, the surface pressures decrease
more gradually for the combed teeth than for the standard teeth, which might be related
to the larger noise reduction at Stl = 4 and Stl = 10. A variation in this trend is observed
when further increasing the frequency. At Stl = 20, a streamwise pattern is dominated by
low levels at the root, high levels at mid and low levels around the tip of the teeth. This
generally applies at the middle of the serration for both configurations. This suggests
that the low-frequency noise is produced at the root of the serration, whereas the higher
frequencies are generated further downstream on the tooth. A difference in both config-
uration is observed when looking at the surface pressure levels at the edges of the teeth.
For the conventional teeth, the intensity stays high until the tip, whereas the combs seem
to reduce the intensity again when going further downstream.

The fact that p′p′ does not significantly depend on the serration geometry suggests
that the lower far field noise generated in presence of the combed teeth geometry (Fig. 6.5)
is mainly due to the effective angle seen by the turbulent flow approaching the edge
of the serrations. To further confirm that the pressure fluctuations are only a function
of the streamwise location and not of serration geometry, spectra of the wall-pressure
fluctuations (Φpp ), which were discussed previously, are now plotted in Fig. 6.15. Three
reference points along the edge of the serrations are taken at x/2h = 0, 0.5 and 1. Spec-
tra of the wall-pressure fluctuations show strong similarities between the two investi-
gated configurations. The intensity of Φpp is slightly larger (approximately 2 dB) for the
combed teeth geometry in the low frequency range (5 < Stl < 10), while the result from
the straight trailing edge case is in line with the results from both roots.

With respect to the noise reduction mechanism of serrations in general, the results
suggest that far field noise intensity benefits by both the reduced scattering efficiency
due to the serration angle, and by streamwise variation of Φpp with respect to the root
location (∆Φpp =Φr oot

pp −Φstr eam
pp , whereΦr oot

pp andΦstr eam
pp are the power spectra inten-
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sity at the root location and at the other streamwise points, respectively). As a matter
of fact, in the frequency range where the ∆Φpp is larger, the estimated far field noise
reduction is higher. The cross-over frequency is observed at Stl ≈ 20, which has been
plotted before in Fig. 6.14. Interestingly, this corresponds to a Stδ ≈ 1 and matches ear-
lier the cross-over frequency measured in the study of Gruber et al. [166]. The result in
this section however, do not seem to explain the larger noise reduction of the combed
teeth configuration.
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Figure 6.15: (left) Spectra of the surface pressure fluctuations (Φpp ) at three streamwise locations correspond-
ing to x/2h = 0 (red), 0.5 (green) and 1 (blue). The continuous and dashed lines represent the teeth and the
combed teeth serrations respectively. (right) ∆Φpp =Φr oot

pp −Φstr eam
pp with respect to the root location.

6.4.6. CONVECTION VELOCITY OVER EDGE
As trailing edge noise scales with velocity to the power five [11], it is important to analyze
the convection velocity over the edge, to explore the phenomena of noise reduction from
the (combed) teeth trailing edge. Convection velocity both influence the development
of the turbulent fluctuations as well as the frequency at which the eddies are scattered.
To determine the convection velocities near the edge, cross-spectral-densities are calcu-
lated using time series of surface pressure fluctuations. The surface pressure time series
are compared for two points with a given ∆x = 1 mm (∆x = 0.005l ) spatial separation in
streamwise direction. Here, the assumption is made of frozen turbulence right before

the serrated edge. As the slope of the phase spectra, dφ
d f , is relatively constant between

frequencies of Stl = 2−32, the convection velocity can be determined as:

uc = 2π∆x
1

dφ/d f
, (6.19)

with ∆x being the streamwise distance between both measurement points. This proce-
dure was used before by Chong & Vathylakis [165]. The results are depicted in Fig. 6.16.

Three observations can be made. Firstly, after the convection velocity slowly de-
creases, it increases from the root of the serration (x/2h = 0) towards the tip of the serra-
tion (x/2h = 1.0). This is in agreement with the mean velocity (u) over the serrated edge,
as seen in Fig. 6.7 and Fig. 6.8.
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Figure 6.16: Streamwise convection velocity over tooth edge, extracted from surface pressure fluctuations. As
an indication, a sketch is given of five measurement points.

Secondly, both models show a wavy pattern, where the convection velocity first re-
duces and then increases towards the tip. This pattern has been observed before in ex-
perimental studies [155, 165], with similar values for the absolute convection velocity.
The waviness of the conventional teeth configuration may be related to the wall-normal
(v) and spanwise (w) component of the mean velocity, which also vary slightly along the
edge (Fig. 6.7 and Fig. 6.8). The waviness is reduced at the combed teeth model as the
mean spanwise (w) component is also reduced. This implies that on average, the accel-
eration of the flow has been reduced. A larger acceleration could be the reason of the
higher noise levels for the baseline serrated case.

Lastly, the convection velocity of the combed teeth configuration is significantly larger
than the teeth configuration. This would suggest that the combed teeth would scat-
ter more effectively, when compared to the baseline teeth model. It should be noted
though, that at the root of the tooth, where supposedly most noise is generated (see pre-
vious sections), the difference in convection velocity is only 2−3%, which would amount
to a noise difference of only 0.5 dB. In any case, the edge convection velocity does not
explain the larger noise reduction for the combed teeth.

6.4.7. SPANWISE COHERENCE

Another commonly discussed parameter in noise reduction, which might explain the su-
perior acoustic performance of the combed teeth, is the decay of the spanwise coherence
length [94, 95] (see Chap. 3 & App. C). The spanwise coherence length was determined
using the coherence function γ2 by means of auto-power and cross-power density of
two surface pressure signals, separated by a given spanwise separation ∆z. This repre-
sentation is valid for the case that flow statistics are homogeneously distributed along
the spatial dimension and stationary in time. Three different locations are analyzed; one
just upstream of the straight trailing edge, one at the root of the serration and one at the
tip of the serration. Results are displayed in Fig. 6.17. As can be seen, the characteris-
tics just upstream the serration and straight edge are similar for all configurations, with



6

114 6. NOISE REDUCTION MECHANISMS OF SERRATED TRAILING EDGES

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

4 16 64

0

0.1

0.2

0.3

0.4

0.5

Figure 6.17: Contour plot of spanwise coherence function γ2 for three geometries (left column teeth, central
column combed teeth and right column straight trailing edge) for three different locations (top row trailing
edge, central row root of serration and bottom row tip of serration). Colormap with steps of 0 : 0.2 : 1.0, the
solid line the edge of the serration and the dotted line the spanwise, measurement location.
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Figure 6.18: Spanwise coherence length lz at two streamwise locations corresponding to x/2h = 0 (red) and
x/2h = 1 (blue). The continuous and dashed lines represents the teeth and the combed teeth serrations re-
spectively.
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one large distinguished peak at Stl ≈ 4. This is a common result and also found in, for
example, the experiments of Pröbsting et al. [99]. The root and tip do show significant
differences, and small variations between both serrated edges are observed. According
to the spanwise coherence function results, the tip part is more coherent than the root
and the combed teeth edge is more coherent than the teeth edge.

To confirm these observations, the coherence function is integrated along the span-
wise separation distance for each single frequency band. This results in the estima-
tion of the spanwise coherence length lz , depicted in Fig. 6.18. The levels at the tip
of the serration are consistently higher, as well as the decay towards a steady plateau
around Stl = 32. Around Stl = 8, where the largest noise reductions were observed before
(Fig. 6.5), the lines intersect and similar lengths for coherence length are found. This is
in agreement with experimental results from Chong and Vathylakis [165]. When looking
at the differences between both edges, the combed teeth model shows in general slightly
higher levels at the low Strouhal numbers, but lower levels at the high Strouhal numbers.
This could imply the presence of larger, spanwise, coherent structures near the tip of the
combed teeth configuration, but does not explain the better noise performance.

6.4.8. SOURCE DETECTION AND LOCALIZATION

The previous sub-sections summarized the findings of the far-field acoustic spectra,
where clearly both type of trailing edges were found to reduce the trailing edge noise
from an airfoil, with various investigations of potential mechanisms explaining this large
noise reduction of serrated edges. However, a clear localization of the noise sources is
unfeasible with previous introduced methods, and hence, further investigations are re-
quired. One attempt, to localize the sources, is to split the airfoil and serration into differ-
ent ‘segments’, as shown in Fig. 6.19. This technique is experimental and has only been
validated for cases with airframe noise in the past [167]. The FW-H analogy is applied
to all different segments, quantifying their separate contributions to the far field. In ad-
dition, the contribution of the entire region is calculated (part 0), as well as the energy
sum of part 1 to part 9. This methodology may reveal which part of the airfoil and/or
serration contributes the most to the far-field acoustic spectra. The method may also
show the importance of constructive or destructive interference between the different
segments, since acoustic interaction between the parts (such as reflection originating
from the production of one segment to another) is not taken into account when analyz-
ing them individually. Finally, it is important to mention that, by splitting the airfoil and
serration in parts, artificial edges are likely created in the computational domain of the
FW-H solver, thereby likely over-predicting the parts which not fully consisted of edges
before.

The far-field spectra for the various segments of the standard tooth are displayed in
Fig. 6.20 (left). One of the first observations tells us that the old location of the trailing
edge still exhibits as main noise source, as part 3 is dominant for both configurations.
However, not only the old trailing edge location, but also parts upstream of the edge
(i.e. on the airfoil) have a significant contribution to the overall acoustic spectra. It is
argued that this sudden increase of SPL is not physical and caused by the artificial edges
created due to the splitting. The general trend is that, when going further downstream,
the overall SPL levels gradually reduces. This trend is valid for Stl < 16, while at higher
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Figure 6.19: Splitting of a segment of the trailing edge as well as the entire serration
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Figure 6.20: Contributions of different segments of the trailing edge and serration (see Fig. 6.19) to the far-
field acoustic spectrum at an observer position above the trailing edge. Solutions obtained by applying FW-H
analogy.
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Figure 6.21: Comparison of sound pressure spectra reduction using part 0 (complete serration), a summation
of segments 1 to 9 and the overall fari-field sound pressure spectra reduction from Fig. 6.5, all referenced to the
straight trailing edge. Solutions obtained by applying FW-H analogy.
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frequencies, the lines tend to fall on top of each other. This would imply that low fre-
quency noise, which determined the overall sound level (Fig. 6.5), is generally generated
at the root of the serration, while high frequency noise is found over the entire serrated
edge. Similar trends were found before when analyzing the surface pressure fluctuations
(Fig. 6.12, Fig. 6.12 & Fig. 6.14).

With respect to the combed teeth model (Fig. 6.20, right), it seems that the noise
sources, predominately located at the root for the conventional teeth, are now distributed
over the entire combed teeth. Most lines from downstream parts of the combed teeth
serration (part 4 to 9) have increased amplitude compared to the conventional teeth,
and are now within a 2 dB range of each other. Especially the trailing edge of the combs,
part 9, has increased significantly, and is the dominant noise source for Stl > 16, as can
be seen from Fig. 6.20. This reduced variation in SPL is contradictory to the surface pres-
sure fluctuation results in Fig. 6.11, which suggested that the relative importance of the
parts is the same for both the baseline teeth and combed teeth, but could be explained
by looking at the results from Fig. 6.12. Here, along the edge (where noise is scattered),
the variation of surface pressure fluctuations is larger for the standard teeth than the
combed teeth model. Further research is needed to confirm this hypothesis.

Part 0 is further compared to the energy summation of segment 1 to 9 (thick lines).
If no positive or negative interference between all segments appears, both lines should
match. Clearly, from Fig. 6.20, it can be concluded that both methods show agreement in
trend but are off in the range of 4 < Stl < 16. In this range, the overall part for the combed
teeth configuration shows 10 dB lower SPL than the summed part. The results suggest
that destructive interference between the streamwise parts of similar SPL levels causes
this noise reduction. Moreover, the overall part as well as the summation of all segments
can be compared against the straight trailing edge case, see Fig. 6.21. In addition, the
calculated far field noise reduction from Fig. 6.5 is also plotted for convenience. While
the overall part 0 shows similar noise reduction trends as the overall far-field analysis
performed before, the summation of segments fails in predicting correct noise reduction
levels. This suggests that the individual segment approach does not capture the overall
acoustic effect properly, but only locally. Possibly the calculated noise reduction for the
sum of 1-9 is suppressed by the artificial edges.

To complement the results from the segment study, the FIND tool (see Sec. 6.2.3) is
applied at Stl = 4 (Fig. 6.22), Stl = 10 (Fig. 6.23) and Stl = 20 (Fig. 6.24) to detect noise
from co-rotating vortex pairs. These figures show iso-surfaces of Ptot (Eq. 6.17) at a value
of −60, −50 and −45 dB and above, for Stl = 4, Stl = 10 and Stl = 20 respectively. At both
Stl = 4 and Stl = 10, the combed teeth were found to be more quiet than the baseline
teeth (Fig. 6.5). At St = 4, noise sources are mainly present at the root of the teeth design,
while the combed teeth model hardly produce noisy co-rotating vortex pairs. Increasing
the frequency to St = 10 (Fig. 6.23), the sources become more equally distributed over
the entire teeth edge. The combed teethed edge shows high density sources at the trail-
ing edge of the combs, which is in correspondence with the results from Fig. 6.20 (right,
segment 9). Only when further increasing the Strouhal number (Fig. 6.24), the combed
teeth is starting to produce noise sources in between the combs. These results suggest
that, especially at Stl = 4 and Stl = 10, the combed teeth drastically improve the noise
emission with respect to the conventional teeth configuration by reducing part of the
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Figure 6.22: Iso-surfaces of flow induced noise detection at Stl = 4 (left) displaying acoustic sources for the
teeth (left) and combed teeth (right) edge

Figure 6.23: Iso-surfaces of flow induced noise detection at Stl = 10 (left) displaying acoustic sources for the
teeth (left) and combed teeth (right) edge

Figure 6.24: Iso-surfaces of flow induced noise detection at Stl = 20 (left) displaying acoustic sources for the
teeth (left) and combed teeth (right) edge
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co-rotating vortex pairs, which are scattering noise near the serrated edge.

6.5. CONCLUSION
The trailing-edge noise of a wind turbine blade is currently the most dominant noise
source on a wind turbine and, therefore, understanding and modeling the physics asso-
ciated with the generation and propagation of this noise is of paramount importance for
the design of silent wind turbines. In the past, using both experiments and simulations,
a serrated trailing edge has been shown to be efficient in reducing trailing edge noise.
This study focused on the flow topology and noise emission around a toothed, combed
toothed and straight edge configuration retrofitted on a NACA 0018 airfoil at zero an-
gle of attack. The flow and pressure fields were analyzed by evaluating the fully explicit,
transient, compressible Lattice Boltzmann equation. The far-field acoustic spectra were
obtained using Ffowcs-Williams and Hawkings integral solution. The numerical results
confirm that the combed teeth give a larger noise reduction than the standard teeth.
Furthermore, the acoustic far-field results and boundary layer characteristics obtained
from the simulation of the teeth configuration match earlier experiments.

It is hypothesized that the main noise-suppression mechanism, due to the applica-
tion of the combs, is the change of the angle of the streamlines. In general, the flow tends
to be less three-dimensional and more aligned with the serrated edge, as the mean span-
wise velocity component is significantly lower for the combed teeth configuration, re-
sulting in lower vorticity at the tooth edges. Other, more experimental numerical meth-
ods, such as the analysis of boundary layer characteristics, surface pressure fluctuations,
the individual segment analysis and the flow induced noise detection, revealed that most
noise is generated at the root of the teeth rather than the tip. It was also observed that
surface pressure fluctuations at low frequencies are dependent of the streamwise loca-
tion, suggesting a variable intensity of the scattered pressure waves along the streamwise
serrated edge. Analysis of convection velocity and spanwise coherence did not explain
the noise-reduction mechanism of the combs.
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SHAPE OPTIMIZATION OF

SERRATED TRAILING EDGES

The secret to creativity
is knowing how to hide your sources.

Albert Einstein

Previous chapter showed options of reducing trailing edge noise by the application of noise
suppression add-ons, with a deeper understanding in the actual mechanism behind the
reduction. To further improve the sawtooth geometry, far-field noise and hydrodynamic
flow field over a novel trailing edge serration shape made as a concave triangle (named
“iron-like” shape) are investigated. Numerical computations are performed using a com-
pressible Lattice-Boltzmann solver. The iron-shaped serrations are compared to more con-
ventional trailing edge serrations with a sawtooth geometry. Both serration geometries
were retrofitted to a NACA 0018 airfoil at zero-degree angle of attack. The iron-shaped ge-
ometry is found to reduce far-field broadband noise of approximately 2 dB more than the
conventional sawtooth serrations for chord-based Strouhal numbers Stl < 15. At higher
frequencies, the far-field broadband noise for the two serration geometries has comparable
intensity. Near-wall velocity distribution and surface pressure fluctuations show that their
intensity and spectra are independent on the serration geometry, but more a function of
the downstream, streamwise location. It is found that the larger noise reduction achieved
by the iron-shaped trailing edge serration is due to the mitigation of the scattered noise at
the root. It is obtained by mitigating the interaction between the two sides of the serrations
by delaying toward the tip both the outward, and the downward flow motions present at
the root of the sawtooth.

Parts of this chapter have been published in the Journal of Sound and Vibration (2017) [168].

121



7

122 7. SHAPE OPTIMIZATION OF SERRATED TRAILING EDGES

7.1. INTRODUCTION

B ROADBAND trailing edge noise generated by the scattering of the turbulent flow con-
vecting over the trailing edge of an airfoil [7, 15] is one of the most relevant sources

of nuisance in wind-turbine applications [147].
Many passive mitigation strategies have been proposed to reduce this source of noise.

Amongst the most important serrations, acoustic measurements carried out both in
wind tunnels and in-field, reported that sawtooth trailing edge serrations offer the most
effective noise reduction, also taking into account the simplicity of the design [149, 151,
156, 164, 169–172]. Far-field noise reductions with respect to the straight trailing edge
configuration, expressed as difference in Sound Pressure Level (SPL), of approximately
7 dB and 3 dB, were measured in both wind tunnels and in-field applications.

Many analytical approaches have been proposed [59, 148, 157, 159, 160] to predict
trailing edge noise in presence of sawtooth trailing edge serrations. Howe [59, 148] for-
mulated the first analytical model to predict broadband noise generated by a low Mach
number turbulent flow over a flat plate at zero angle of attack with sawtooth trailing
edge serrations. The model predicts an asymptotic noise-reduction value at relatively
high frequencies of 10log10

[
1+ (4h/λ)2

]
dB where λ and 2h are the serration width and

length, respectively. When compared to experimental results [151, 156, 164, 172, 173],
the current triangular designs are not able to match the predicted noise reduction values.
Moreover, the model cannot physically explain the characteristic “cross-over” frequency
fc corresponding to a Strouhal number Stδ = fcδ/U∞ ≈ 1 (based on the free-stream ve-
locity U∞ and boundary layer thickness δ estimated with XFOIL [174] in the study of
Gruber et al. [166]) after which noise increases again. Recently, Lyu et al. [159, 160] de-
veloped a new semi-analytical model applying Amiet’s trailing edge noise theory [95] to
sawtooth trailing edges. Results showed that the predicted noise reduction are closer to
the one experimentally measured. Lyu et al. [159, 160] detected two non-dimensional
parameters that substantially affect the noise reduction: k1 ×2h and lzp ( f )/λ, where k1

is the wavenumber in the chordwise direction of the convective velocity, and lzp ( f ) is the
spanwise correlation length of the pressure fluctuations on the surface of the airfoil. The
studies of Lyu et al. [159, 160] concluded that far-field noise can be reduced when both
k1×2h and lzp ( f )/λ are much larger than unity. This implies that the serration should be
long enough to ensure a considerable phase difference of the scattered pressure waves
at the edge of the serration. In addition, if the spatial range of these phase differences,
i.e. λ, is sufficiently small compared to the correlation length in the spanwise direction,
radiated sound waves may destructively interfere with each other.

More recent investigations of the actual flow fields [156, 161, 164, 165] have shown
that the flow past serrated airfoils is strongly three dimensional, with vortical structures
developing along the edges of the serrations. Because of the complex flow field and of
the streamwise varying pressure gradient, both aerodynamic effects and acoustic scat-
tering are mutually dependent [147, 175]. Flow measurements [156, 164] and computa-
tions [153, 161] showed that, even at small angles of attack, the turbulent flow tends to
seep into the empty space in between serrations. More in details, both an outward (i.e.,
from the centerline toward the edge) and an inward (i.e., from the edge toward the cen-
terline of the serrations) flow motions characterize the flow field at the root and the tip of
the sawtooth trailing edge serrations, respectively [173]. This flow distortion is found to
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reduce the effective angle seen by the turbulent flow convecting over the edge of the ser-
rations thus reducing the effectiveness of the serrations in reducing far-field noise [165].

Aiming at reducing the broadband far-field noise even further, several variations of
the serration geometry were proposed and tested, e.g. brushed [176], sinusoidal [157],
slitted [150, 153–155] and even randomly-shaped trailing edges [177]. More recently, it
was proved that broadband far-field noise reduces, with respect to conventional serra-
tions, by filling the empty space in between serrations with combs or slits [147]. How-
ever, a physical explanation behind the achieved noise intensity was not reported in this
paper, but later by van der Velden & Oerlemans [146] (Ch. 6 of this thesis).

Based on previous experimental observations [156, 164] and previous chapter [146],
curved solid trailing edge serrations may reduce the far field noise by mitigating the neg-
ative effect due to the outward and downward flow motions at the root of the serration.
To overcome this, in this chapter, curved serrated trailing edge serrations, named as iron-
like trailing edge serrations, are investigated with the commercial Lattice-Boltzmann
Method (LBM) solver Exa PowerFLOW in terms of their far-field noise emission and hy-
drodynamic flow field. The iron-shaped serrations are compared to more conventional
sawtooth trailing edge serration with same length (2h) and wavelength (λ). A similar
concept was patented by Vijgen et al [178] with the purpose of improving lift and drag of
lifting surfaces and by Oerlemans [179] for noise reduction. In the following study, the
serrations are retrofitted to a NACA 0018 airfoil placed at zero angle of attack.

7.2. METHODOLOGY AND SOLVER
The commercial software package Exa PowerFLOW 5.3b was used to solve the discrete
Lattice-Boltzmann equations for a finite number of directions. For a detailed description
of the equations used for the flow field computations the reader can refer to Ch. 5 & Ch. 6,
or studies of Succi [27] and van der Velden et al. [81].

The discretization used for this particular application consisted of 19 discrete veloc-
ities in three dimensions (D3Q19) involving a third-order truncation of the Chapman-
Enskog expansion. The distribution of particles was solved using the kinetic equations
on a Cartesian mesh, with the Bhatnagar-Gross-Krook (BGK) collision term operator [83].
A Very Large Eddy Simulation (VLES) was implemented as viscosity model to locally ad-
just the numerical viscosity of the scheme in regions that are under resolved [137]. The
model consists of a two-equation κ−ε Renormalization Group (RNG) modified to incor-
porate a swirl based correction that reduces the modeled turbulence in presence of large
vortical structures. A turbulent wall-model was used to resolve the near-wall region [84].
The particular choice of the wall model in combination with the subgrid scale model al-
lows to obtain a reliable estimate of the boundary layer till the viscous sub-layer, with
feasible turn-around times.

Due to the fact that the LBM is inherently compressible and it provides a time depen-
dent solution, the acoustic pressure field was extracted directly from the computation
domain. Sufficient accuracy is obtained when considering at least 16 lattices per wave-
length for the LBM methodology [79].The obtained far field noise was further compared
with noise estimated by using an acoustic analogy. For this purpose, the Ffowcs-Williams
and Hawkings (FWH) [47] equation was employed. The time-domain FWH formulation
developed by Farassat [48] was used to predict the far field sound radiation of the ser-
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rated trailing edge in a uniformly moving medium [49]. The input to the FWH solver
is the time-dependent pressure field of a surface mesh provided by the transient LBM
simulations.

Finally, to further detect the location of the noise sources in the near field, the dy-
namics of co-rotating flow structures was investigated [163]. The Flow-Induced Noise
Detection (FIND) tool implemented in the LBM solver was used to detect and track
the co-rotating flow structures in the flow field. Therefrom, the intensity of these noise
sources was estimated based on the theory of vortex sound from Powell [53]. Details are
found back in Ch. 6.

7.3. COMPUTATIONAL TEST-CASE
The studied test-case replicated the experimental conditions reported by Arce-León et
al. [155, 164]. Computations were performed on a NACA 0018 airfoil with chord length
l = 200 mm and 80 mm span (Fig. 7.1). The simulation domain size was 12l in both
streamwise and wall-normal directions. The outer 2l were modeled as an anechoic
outer-layer to damp acoustic reflections down. In spanwise direction, cyclic boundary-
conditions were used. A variable mesh resolution in the computational field was em-
ployed. The grid size was changed by a factor two between adjacent resolution regions.
The boundary layer was represented by two refinement regions, while the other refine-
ment regions were placed outside, in uniform flow conditions, in the far field. Ten refine-
ment regions allowed the first cell to be placed in the viscous sub-layer at 3.9·10−4l above
the trailing edge location, corresponding to y+ ≈ 3. In total, around 150 million voxels
were used for the discretization of the domain. Data sampling started after reaching a
steady standard deviation of the lift and drag coefficient in the solution (approximately
after 10 full flow-passes over the airfoil chord). The Courant–Friedrichs–Lewy (CFL)
number is dependent on the wave propagation velocity and on the smallest voxel size in
compressible simulations. With the current cell size and a unit CFL number, the result-
ing time-step equals 1.3 ·10−7 s. The wall-pressure probes had the same size of the local
voxel (i.e. 3.9 ·10−4l at the trailing edge location and 7.8 ·10−4l along the rest of the air-
foil). Flow data were sampled with frequency f = 30 kHz for 20 flow passes (App. B). The
prescribed methodology was validated in a previous study by van der Velden et al. [81],
see Ch. 5 of this thesis.

The trailing edge thickness of the airfoil was kept sharp with t = 1 mm (t/l = 5 ·10−3)
in order to minimize any tonal noise component due to vortex shedding (t/δ≈ 0.1 where
δ is the boundary layer thickness discussed below) [120]. The free-stream velocity was
U∞ = 20 m/s, and the angle of attack wasα= 0◦. Boundary-layer transition to turbulence
was forced at x/c = 0.2 by means of serrated strip of height 3 ·10−3l and length 1.5 ·10−3l
on both side of the airfoil [81].

The airfoil trailing edge was retrofitted with two serrated trailing edges: a conven-
tional sawtooth and the iron-like geometry (Fig. 7.2). The latter was designed with a
spline curve. At the root, it is perpendicular to the baseline trailing edge while, at the tip,
it is tangent to the line obtained as intersection of the tip point with the point at 3/4×2hh
(see dashed line in Fig. 7.2 right). Both serrations had length 2h/l = 0.2 (2h = 40 mm) and
wavelength λ/l = 0.1 (λ = 20 mm). The serration length was approximately four times
the boundary layer thickness δ as in the reference experiment [155, 164].
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Figure 7.1: Sketch of the airfoil (side view)
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Figure 7.2: Sketch of the conventional (left) and iron-like (right) trailing edge serrations
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The adopted Cartesian coordinate system (Fig. 7.1) for each configuration is defined
as follows: the origin is chosen at the location of the baseline airfoil trailing edge; the
z-axis coincides with the airfoil trailing edge; the x-axis is aligned with the chord of the
airfoil (i.e., aligned with the serration surface); and the y-coordinate is perpendicular
to the surface of the serrations. In presence of serrations, the origin coincides with the
projection along the chord direction of a serration tip on the trailing edge of the baseline
model.

Boundary-layer profiles of the mean streamwise velocity component and time av-
eraged turbulent statistics [13] were inferred from the computed velocities at x/l = 0
for the straight trailing edge model. They are reported in Fig. 7.3 and summarized in
Tab. 7.1. More in detail, δ95 = 7.9 mm and δ= 9.5 mm are the boundary-layer thickness
parameters defined by the y-location corresponding to 95% and 99% of the local edge
velocity (Ue ), respectively δ? = 3.3 mm and θ = 1.5 mm are the displacement and mo-
mentum thickness, respectively. This results in a shape factor H = δ?/θ of approximately
2.2. Results agree with the boundary layer integral parameters reported by Arce-León et
al. [164], as mentioned before in Ch. 6. Tab. 7.1 also list the corresponding Reynolds
numbers for the length scales addressed above.
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Figure 7.3: (left) Mean streamwise velocity component and (right) time-averaged turbulent statistics at x/l = 0
for the straight trailing edge model. Ue is the local edge velocity.

Given the flow similarities over the different serrations present in the computational
domain and in order to further reduce the uncertainty of the mean and rms velocity
fields, the computed fields were spatially averaged along the spanwise direction at points
with the same relative spanwise location with respect to the chosen axis system (App. B).
This procedure reduces the uncertainty by increasing the number of samples available
for averaging by a factor of 8 (four serrations and symmetric flow conditions on top and
bottom) [161].
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Table 7.1: Boundary layer characteristics at x/l = 0

Parameter Symbol Quantity

Free stream velocity U∞ 20 m/s
Edge velocity Ue 18.75 m/s
Displacement thickness δ? 3.3 mm
Momentum thickness θ 1.5 mm
Boundary layer thickness δ 9.5 mm

δ95 7.9 mm
Reynolds number Rel 280,000

Reδ? 4,600
Reθ 2,100
Reδ 13,300

Shape factor H 2.2

7.4. RESULTS
The following sections contain results regarding the far field noise, mean and turbulent
flow features, wall-pressure fluctuations and detection of noise sources.

7.4.1. FAR FIELD NOISE
Spectra of the scaled acoustic power spectrum (Φmeas ) are obtained from the time series
of the pressure fluctuations sampled by a microphone located above the trailing edge of
the baseline airfoil (x/l = 0, z/l = 0 and y/l = 10) using the FWH analogy [47], accord-
ing to the setup prescribed in Sec. 7.2. Results presented in Fig. 7.4 are scaled to unity
conditions as reported below:

Φaa =Φmeas +10log10

(
R2

bM 5

)
. (7.1)

The adopted scaling is conventionally used in literature for trailing edge noise studies,
where non-compact noise sources are the most relevant contributions [11, 140].

The scaled acoustic power spectrum (Φaa) for the baseline airfoil and the ones with
the sawtooth and iron-like trailing edge serrations are plotted in Fig. 7.4 (left). Spectra
were evaluated by using Hamming windows of 500 elements and 50% of overlap, thus re-
sulting in a frequency resolution of approximately 20 Hz (App. C). Results in Fig. 7.4 were
further integrated over 1/10 decade bandwidths. Spectra show broadband noise with-
out any additional tonal component induced by vortex shedding at the trailing edge,
as expected (cfr. Sec 7.3). Fig. 7.4 (right) quantifies the noise reduction with respect to
the baseline airfoil without any add-on (∆Φaa). In the same figure, the far field noise
reduction measured by Arce-León et al. [155] at U∞ = 30 m/s using the same sawtooth
geometry is added as comparison. The measured noise reduction is comparable with the
computed one, as both amplitude and frequency are scaled by the characteristic velocity
of the specific test-case. Focusing on the computation results, the iron-shaped geometry
reduces the far field broadband noise more than the conventional sawtooth geometry in
the range of Strouhal number based on the chord 5 < Stl = f l/U∞ < 15. Both geometries
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Figure 7.4: (left) Power spectra of the far field pressure fluctuations (Φaa ) for the straight, sawtooth and iron-
shaped trailing edge serrations. (right) noise reduction (∆Φaa ) with respect to the straight trailing edge noise.
Experimental data are taken from Arce-León et al. [155] at U∞ = 30 m/s with the same sawtooth geometry.
Computational data are obtained by a microphone located above the trailing edge of the baseline airfoil (x/l =
0, z/l = 0 and y/l = 10).

show maximum noise reduction at approximately Stl ≈ 8. The maximum noise reduc-
tion is equal 8 dB for the iron geometry while it is equal to 6 dB for the sawtooth one. The
comparison between the two serrated trailing edges shows that the iron-shaped trailing
edge serration has a positive effect on the far field noise, especially in the low frequency
range.

To further compare the two serrated trailing edges, directivity plots are shown in
Fig. 7.5. Data was obtained by sampling from an array of microphones positioned in
a circle of radius 10l at the mid-span plane around the baseline trailing edge. Results
were further averaged over the frequency band reported in each plot. As expected, at
low frequencies (Fig. 7.5 top left), a compact dipole source is seen developing at the
trailing edge. Increasing the frequency (Fig. 7.5 top right), the dipole is tilted toward the
leading edge of the airfoil. Further increasing the frequency (Fig. 7.5 bottom left), a non-
compact behavior appears only for the straight trailing edge with different upstream ori-
ented lobes. In this frequency range, less pronounced lobes are visible for the serrated
cases. It is argued that this change is generated by the addition of the serrated geometry,
thereby locally transferring non-compact sources back to compact regime as the length
scale to wavelength ratio changes. Noise reductions with respect to the baseline airfoil
are observed at all angles with maximum for angles between 105 and 135 degrees. When
comparing the two investigated serration geometries, it is evident that, at the highest
simulated frequency, the two geometries generates the same noise intensity. It is clear
that the modification of the serration geometry does not alter the directivity pattern in
the simulated frequency range.
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Figure 7.5: Directivity plot for the straight, sawtooth and iron-like trailing edge serrations. Data is obtained
from an array of microphones positioned in a circle of radius 10l at the mid-span plane round the baseline
trailing edge. Results are further averaged over the frequency band reported in each plot: (top left): 2 < Stl < 8,
(top right) 8 < Stl < 16 and (bottom left) 16 < Stl < 32.
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7.4.2. MEAN AND TURBULENT FLOW FEATURES

In order to identify the physical mechanisms responsible for the larger noise reduction
in presence of the iron-shaped serration, the mean and statistical flow fields are investi-
gated.

Profiles of the time-averaged mean streamwise velocity component and of the time-
averaged turbulent fluctuations are plotted in Fig. 7.6. Wall-normal profiles at two points
located at the root (x/2h = 0) and at the tip (x/2h = 1) of the investigated serrations are
shown. Results obtained from the baseline configuration are reported for the sake of
completeness.

Data shows that the serrations mildly affect the boundary layer time-averaged mean
and turbulent statistics at x/2h = 0 with respect to the baseline airfoil. Similar results
were reported in the experiments carried out by Chong & Vathylakis [165] and Gruber
et al. [166]. Strong similarities are present also at the tip (x/2h = 1). These results sug-
gest that the turbulent flow convecting over the serration centerline is weakly sensitive
to the serration geometry but it depends mainly on the streamwise location along the
serration [156].
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Figure 7.6: Comparison of the time-averaged mean streamwise-velocity component and of the time-averaged
mean turbulent fluctuations at x/2h = 0 (green line) and x/2h = 1 (blue line). Profiles of the baseline configu-
ration are extracted at z/l = 0 (black line). Ue is the local edge velocity.

In presence of spanwise variable geometries, such as the conventional sawtooth ge-
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ometry, the spanwise flow variation, together with the wall-normal flow variation in-
troduced because of the gap, may form a three-dimensional mixing layer consequently
responsible for the streamwise oriented structures [180, 181]. Previous studies [153,
156] showed that the sawtooth trailing edge serrations induce distortion of the near-wall
streamlines. Following Chong & Vathylakis [165], the distortion of the streamlines may
reduce the effective flow edge angle seen by the turbulent flow convecting over the serra-
tions and thus may locally increase the scattered noise with respect to an ideal flow over
a sawtooth geometry, according to the theory presented by Howe [59, 148].

In order to compare the two investigated serrations and inspect the physical reasons
behind the computed far field noise intensity, the near-wall spatial distributions of the
time-averaged mean velocity components are discussed. They are reported in Fig. 7.7
and Fig. 7.8 for the conventional sawtooth and the iron-like geometry, respectively. Data
are extracted at y/δ= 0.05 (y = 1.5 mm). Results from the conventional sawtooth geom-
etry agree with previous studies [153, 156, 161, 164, 173]. The mean streamwise velocity
component increases from the root to the tip, corresponding to an acceleration of the
flow with a thinning effect of the boundary layer. Most notably, the flow tends to seep
into the empty space in between serration (downward motion) as evidenced by the neg-
ative mean wall-normal velocity component (v). As a direct consequence, the flow over
the serration exhibits an outward motion with respect to the edge, as visible from the
contour of the spanwise velocity component (w).

Similar flow features, but at a more downstream location (x/2h > 0.5), are present
when retrofitting the airfoil with the iron-like serration. At the root, the reduced free
space due to the tangent constraint delays both the downward and the outward motions
discussed above. More in detail, up to x/2h = 0.25 the flow is characterized by w ≈ 0. At
x/2h ≈ 0.75, both the upward and downward motions are enhanced and larger values
of both v and w are measured. A second major difference between the two serrations
is present at the tip. While the sawtooth serration is characterized by v approximately
equal to zero (i.e., flow approximately parallel to the serration surface), the iron-like ge-
ometry is characterized by a strong upwash. It is likely caused by the interaction between
the vortical structures generated at the edge of the serration.

7.4.3. WALL-PRESSURE FLUCTUATIONS

The far field noise is generated by the scattering of turbulent flow convecting over the
edge of the serrations. To further understand the reasons behind the lower far field
noise generated by the iron-like geometry, the time-averaged wall-pressure fluctuations
(p′p′) are discussed (Fig. 7.9). Both the spatial distribution and the intensity of the wall-
pressure fluctuations do not depend on the serration geometry. The intensity of the
time-averaged wall-pressure fluctuations is a function of the streamwise location while
it is a weak function of the spanwise location. It decreases from the root to the tip sug-
gesting variable intensity of the scattered pressure waves. In both cases, the intensity of
p′p′ is more than two times larger at the root than at the tip. It might be caused by the
flow deviation imposed by the presence of the serration and the consequent variation of
the pressure fluctuations. This assumption is supported by the mean wall-normal veloc-
ity component shown in Fig. 7.7 and Fig. 7.8, where v unequal to zero is measured for
both configurations at 0 < x/2h < 0.1.
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Figure 7.7: Contour of the mean velocity component over the sawtooth serration at y/δ= 0.05: (top left) u, (top
right) v and (bottom left) w velocity components. Projections of the serration on the x − z plane are indicated
by means of continuous black lines.

Figure 7.8: Contour of the mean velocity component over the iron-like serration at y/δ= 0.05: (top left) u, (top
right) v and (bottom left) w velocity components. Projections of the serration on the x − z plane are indicated
by means of continuous black lines.
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The fact that p′p′ does not depend on the serration geometry suggests that the lower
far field noise generated in presence of the iron-like geometry (Fig. 7.4) is mainly due
to the effective angle seen by the turbulent flow approaching the edge of the serrations.
To further confirm that the pressure fluctuations are only a function of the streamwise
location, spectra of the wall-pressure fluctuations (Φpp ) are plotted in Fig. 7.10. Spectra
were evaluated by using a periodogram method with Hamming windows of 128 elements
with 50% of overlap. Fast Fourier Transform was performed over 2048 elements thus
resulting in a frequency resolution of approximately 15 Hz. Three reference points along
the edge of the serrations are taken at x/2h = 0, 0.5 and 1.

Figure 7.9: Intensity of the mean wall pressure fluctuation (p′p′/p2
0): (left) iron-like serration, (right) sawtooth

serration. The serration on the x − z plane are indicated by means of continuous black lines.

Spectra of the wall-pressure fluctuations show strong similarities between the two
investigated geometries. In particular, no difference is measured at x/2h = 0.5 and 1,
while minor differences are visible at x/2h = 0. At this location, the intensity of Φpp is
slightly larger (approximately 2 dB) for the iron-like geometry in the low frequency range
(5 < Stl < 7). Differently, at relatively higher frequencies (Stl > 10) the iron-like geometry
shows lower intensity of approximately 0.5 dB.
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Figure 7.10: (left) Spectra of the wall-pressure fluctuations (Φpp ) at three streamwise locations corresponding
to x/2h = 0 (green), 0.5 (red), 1 (blue). The continuous and dashed lines represents the sawtooth and the
iron-like serrations respectively. (center) ∆Φpp with respect to the root location.

A deeper analysis of Fig. 7.10 suggests that far field noise intensity benefits by both
the reduced scattering efficiency due to the serration angle, and by streamwise varia-
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tion of Φpp with respect to the root location (∆Φpp =Φr oot
pp −Φstr eam

pp , where Φr oot
pp and

Φstr eam
pp are the power spectra intensity at the root location and at the other streamwise

points, respectively). As a matter of fact, in the frequency range where the∆Φpp is larger,
the estimated far field noise reduction is higher.

The overall good agreement further confirms that the wall-pressure fluctuations are
only dependent on the effective length of the serration and not on the actual shape.
These findings support the assumption behind the shaped geometry as discussed in the
introduction; the effect of the introduced curvature of the serration edge is to reduce
the scattered noise at the trailing edge root by mitigating both the interaction between
the two sides of the airfoil and the negative effect induced by the outward and down-
ward flow motions at this location (cfr. Fig. 7.7 and Fig. 7.8) [165]. The new geometry
delays this effect downstream where the intensity of the pressure fluctuations is lower,
thus contributing less to the far field noise.

7.4.4. DETECTION OF NOISE SOURCE
The above discussion showed that the iron-like trailing edge serration reduces noise in
the low frequency range by mitigating noise sources at its root. In order to confirm these
considerations, iso-surface of the noise sources, extracted from the FIND methodology,
are plotted in Fig. 7.11 and Fig. 7.12 for Stl = 4 and 10, respectively [53, 163].

Figure 7.11: Iso-surface of noise sources at Stl = 4 ( f = 400 Hz) for the iron-like (left) and sawtooth (right)
trailing edge serrations.

Figure 7.12: Iso-surface of noise sources at Stl = 10 ( f = 1000 Hz) for the iron-like (left) and sawtooth (right)
trailing edge serrations.

Fig. 7.11 shows that at low frequency, the sawtooth trailing edge serrations present
noise sources between the serrations, near at the root. They are strongly mitigated in
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presence of the iron-like geometry. As discussed above, this fact can be related to the
outward flow motion strongly reduced at the root location and to a more gradual inter-
action between the flow coming from the two sides of the airfoil. At a higher frequency
(Fig. 7.12), noise sources are more uniformly distributed along the edges of the sawtooth
serrations. Similarly, as above, the iron-like geometry shows reduced noise sources at
the root. In this case, noise sources are stronger and located toward the tip where, as
discussed in Sec. 7.4.2, the downward and the outward flow motion are dominant.

7.5. CONCLUSIONS
In this chapter, computations of the flow convecting over a conventional sawtooth and
a new iron-like serration geometries were performed using the compressible, transient
and explicit Lattice Boltzmann Method. The two investigated geometries had same length
and wavelength and were retrofitted to a NACA 0018 airfoil. They were inspected in
terms of both far field noise and hydrodynamic field.

The iron-like geometry reduces far field noise more by approximately 2 dB with re-
spect to the conventional sawtooth geometry in the range 5 < Stl < 15, without modify-
ing the directivity of the noise propagation in the similar frequency range. The analysis
of the time-averaged near-wall velocity components shows that the main effect of the
proposed geometry is to mitigate both the outward and downward motion near the root
of the serration. It results in a less strong interaction between the two sides of the airfoil
at the root location and, in a larger effective angle seen by the turbulent flow approach-
ing the edges. On the other hand, stronger outward and downward flow motions are
present near the serration tip. However, at this location, the intensity of wall-pressure
fluctuations is lower, thus scattering less noise. In order to confirm that the achieved
lower far field noise is mainly due to the above mentioned flow effects, the time-averaged
wall-pressure fluctuations and their spectra were inspected. It is found that they do not
depend on the serration geometry, for a given serration aspect ratio, but they are a func-
tion of the streamwise location. This finding confirms that the intensity of the scattered
pressure waves depends on the streamwise location. Finally, iso-surfaces of the noise
sources confirm that the achieved noise reduction is mainly due to the mitigation of the
noise sources at the root location.
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8
CONCLUSION

The great thing about science is that you can get
it wrong over and over again because what you’re after

- call it truth or understanding - waits patiently for you.
Ultimately, you’ll find the answer because it doesn’t change.

Dudley Herschbach
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8.1. INTRODUCTION

H IGH fidelity computational aeroacoustic approaches have been applied in this the-
sis, for the purpose of predicting noise from wind turbine blades. For a large mod-

ern wind turbine, aerodynamic noise from the blades is generally considered to be the
dominant noise source, provided that mechanical noise is adequately treated. Most of
the aerodynamic blade noise sources, such as tip noise and blunt-trailing-edge noise,
can be prevented by good design. Nevertheless, it is now widely accepted that turbulent
boundary layer trailing edge noise (subsequently denoted as trailing edge noise) is the
dominant noise source for modern large wind turbines. The research objective defined
in this thesis was the following:

to develop a fast, reliable and accurate computational aeroacoustic method-
ology to identify, visualize and quantify primary noise sources and their un-
derlying mechanisms on a wind turbine blade with and without noise sup-
pression add-ons.

In response to this main research objective, it was demonstrated how both incom-
pressible and compressible computational fluid dynamics solutions (Tab. 1.1) can be
employed to obtain both qualitative and quantitative descriptions of:

• The aeroacoustic sources (Part I, II & III)

• Aeroacoustic related parameters of a turbulent boundary layer (Part I)

• The predicted far-field acoustic pressure of trailing edge noise (Part II)

• The underlying mechanism of noise suppression add-ons (Part III)

With the obtained knowledge, new noise-suppression add-ons were analyzed, resulting
in the optimization of trailing edge serrations (Ch. 7). The conclusions and recommen-
dations for each part of this thesis are summarized below.

8.2. TURBULENT BOUNDARY LAYER
To ensure correct analysis of turbulent boundary layer trailing edge noise, it is important
to investigate different governing flow equations and their corresponding solvers, and
comment on their accuracy, easiness and effectiveness to generate physically correct
turbulent boundary layer characteristics. For example, to force the flow from a laminar
state into a turbulent state at a specific position of interest, a boundary layer transition
trip is generally used. During more recent experimental campaigns, transition strips
were used to match transition locations and boundary layer growth so that similar trail-
ing edge flow characteristics were obtained when comparing, e.g. airfoil noise simula-
tions with acoustical experiments.

Though the flow topology arising from the so-called bypass transition process has
been extensively addressed in the past, the motivation for the current study was to un-
derstand the properties of simulated transition strips for future aeroacoustic simula-
tions. A staggered grid of cubic blocks for transition was analyzed and compared with
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a more conventional, zigzag strip using flow results from the Lattice Boltzmann (LB)
method. The velocity and pressure field was used to quantitatively visualize the flow
topology field around both tripping devices.

The trips were shown to be successful to enforce transition. The observed transition
scenario suggested that a zigzag strip is more efficient as a bypass transition process
compared to the staggered grid of cubes, since the spanwise vortices were undulated
more effectively from the trip. This could have been a result of a larger frontal area of
the trip as well as a smaller wavelength of the zig-zag strip. These spanwise instabilities
enhances the development of a canonical fully turbulent boundary layer.

Visualizations of the mean flow revealed periodic streamwise streaks behind the tran-
sition strips, with the most distinctive streaks being visible behind the staggered grid of
cubes. In general, a canonical fully turbulent boundary layer was experienced after 40δ0

for a zig-zag strip, while the staggered grid of blocks needed at least 80δ0 to convergence
to a fully developed turbulent boundary layer.

Furthermore, in another study, the prediction of the streamwise and spanwise co-
herence length of the pressure field below a turbulent boundary layer at low Reynolds
number generated using a recycling inflow method, were estimated using different nu-
merical LES models in an open-source Finite Volume based CFD package. Results have
been compared to direct numerical simulations and experimental data.

Results for outer scaling mean and fluctuating velocity data were in good agreement
with the PIV data, whereas the comparison with the DNS results showed small discrep-
ancies in the viscous sub-layer. The trend of the pressure spectrum was confirmed by
the empirical model of Goody, with a slightly faster decay at the higher frequencies.

Regarding the streamwise and spanwise pressure coherence, the spanwise coher-
ence length was significantly smaller than the streamwise coherence length, indicat-
ing structures with lower coherence amplitude. For both spatial directions, the decay
matched the analytic and reference result at intermediate and high frequencies. A mis-
match in the low frequency regime of the coherence length estimation was found be-
tween Corcos model and both the numerical and experimental results. A closer look into
the spanwise coherence showed that it is mainly limited by its small length and strength
relatively to the mesh resolution. Increasing the spanwise mesh resolution enabled a
better prediction of the coherent structures at the lower frequencies.

8.3. TRAILING EDGE NOISE
When uncorrelated boundary layers can be physically correctly generated, flow around
trailing edges can be investigated. Efficient tools for the determination of trailing edge
noise of wind turbine blades are necessary to further optimize and improve noise sup-
pression add-ons, which will further reduce their noise footprint. These simulations
should be computational efficient and should be able to capture acoustic sources in both
the compact and non-compact regime, as the frequency range of interests covers both
regimes. Hence, in this part, viable options for trailing edge noise prediction are dis-
cussed.

First, the prediction and computation of non-compact acoustic sources in the vicin-
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ity of a trailing edge was studied. Both integral and boundary element methods (BEM)
were analyzed, while the latter also predicts the scattered acoustic pressure as well as
proper propagation of the sources. The numerical model under consideration was a
25 degrees asymmetric beveled plate. When comparing an integral solution with a BEM
with scattering effects, the compact source approximation was found to be valid for low
frequencies up until the wavelength-chord ratio λ/l = 1. The integral solution started
to deviate from the BEM when λ/l > 1. Here, the BEM solution started showing non-
compactness by forming different lobes around the trailing edge.

The flow around a plate with an asymmetrically beveled 25◦ trailing edge was fur-
ther analyzed by a solution of the fully explicit and transient compressible LB equation.
In combination with a Ffowcs-Williams and Hawking (FW-H) aeroacoustic analogy, an
estimation of the acoustic radiation in the far field was obtained. To validate the com-
bination of these computational approaches for the prediction of trailing edge noise, a
comparison was made between experimental data.

The flow field dynamics show similar trends and compare with a maximum devi-
ation of less than 7% favorably for both the mean velocity field and turbulent fluctu-
ations when compared to the experimental data. The simulations exhibited a slightly
thicker boundary layer near the trailing edge, which may be a residual of the conserva-
tive thick tripping geometry selected for the simulation. The non-dimensional shedding
frequency Sth = 0.26 agreed well between experiment and simulation.

Unsteady surface pressure measurements over the edge with the obtuse corner pro-
duced spectra for the turbulent boundary layer upstream of the edge and for the sepa-
rated flow region. The general trends found in the simulated wall-pressure spectra show
deviations of less than 2 dB when compared to their experimental counterparts for the
broadband noise regime. A peak, originating from the coherent vortex shedding around
the trailing edge, was present and similar for both experiment and simulation. At the
shedding frequency, simulated and experimental results showed a maximum deviation
of 5 dB with the simulated results being lower. Further away, downstream and upstream
of the separation point, the wall pressure results were shown to be Reynolds indepen-
dent for both experimental and numerical results.

Results of the acoustic far-field prediction were compared to acoustic measurements
obtained from phased array measurements in combination with two beamforming method-
ologies. Vortex shedding resulted in a strong narrowband component centered at a fixed
Strouhal number in the acoustic spectrum for both the simulation and experiment. Broad-
band noise was in excellent agreement with a similar maximum deviation of 2 dB as for
the surface pressure spectra for Sth > 0.3. The typical cardioid-like directivity behavior
was found for the acoustic pressure obtained from the FW-H analogy. In conclusion, the
comparison between experiment and simulation presented here showed good agree-
ment when compared to similar previous research efforts.

In general, a LB code with FW-H analogy is thus regarded to be sufficiently accurate
for trailing edge noise prediction, in particular for broadband noise. Exact reproduction
of the experimental conditions is regarded to be the major obstacle for an even closer
agreement of the results. The major differences include numerical modeling of the trip-
ping device, finite jet width in the experiment, and discretization of the geometry near
the sharp corners.
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8.4. NOISE SUPPRESSION ADD-ONS
Understanding and modeling the physics associated with the generation and propaga-
tion of trailing edge noise is of paramount importance for the design of more silent wind
turbines. In the past, using both experiments and simulations, a serrated trailing edge
has been shown to be efficient in reducing trailing edge noise. Although serration are
now used quite often on wind turbine blades, the noise reduction mechanism is not
fully understood.

Therefore, in this study, the flow topology and noise emission around a teeth, combed
teeth and straight edge configuration retrofitted on a NACA 0018 airfoil at zero angle of
attack is studied. The flow and pressure fields were analyzed by evaluating the fully ex-
plicit, transient, compressible LB equation. The far-field acoustic spectra were obtained
from the FW-H integral solution.

The numerical results confirmed that the combed teeth give a larger noise reduction
than the standard teeth. Furthermore, the acoustic far-field results and boundary layer
characteristics obtained from the simulation of the teeth configuration match earlier ex-
periments. It was hypothesized that the main noise-suppression mechanism, due to the
application of the combs, is the change of the angle of the streamlines.

In general, the flow tends to be less three-dimensional and more aligned with the
serrated edge, as the mean spanwise velocity component is significantly lower for the
combed teeth configuration, resulting in lower vorticity at the tooth edges. Other, more
experimental numerical methods, such as the analysis of boundary layer characteris-
tics, surface pressure fluctuations, the individual segment analysis and the flow induced
noise detection, revealed that most noise is generated at the root of the teeth rather than
the tip. It was also observed that surface pressure fluctuations at low frequencies are
dependent on the streamwise location, suggesting a variable intensity of the scattered
pressure waves along the streamwise serrated edge.

The analysis of convection velocity and spanwise coherence did not explain the noise-
reduction mechanism of the combs.

As previously was observed that most of the noise sources were located at the root of
the serration, a shape optimization was proposed. Computations of the flow convecting
over a conventional sawtooth and a new iron-like serration geometries were performed
using the compressible, transient and explicit LB equation. The two investigated geome-
tries had the same length and wavelength and were, again, retrofitted to a NACA 0018
airfoil. They were inspected in terms of both far field noise and hydrodynamic field.

The iron-like geometry reduced far field noise more by approximately 2 dB with re-
spect to the conventional sawtooth geometry in the range 5 < Stl < 15, without modify-
ing the directivity of the noise propagation in the similar frequency range.

The analysis of the time-averaged near-wall velocity components showed that the
main effect of the proposed geometry is to mitigate both the outward and downward
motion near the root of the serration. It resulted in a less strong interaction between
the two sides of the airfoil at the root location and, in a larger effective angle seen by
the turbulent flow approaching the edges. On the other hand, stronger outward and
downward flow motions were present near the serration tip. However, at this location,
the intensity of wall-pressure fluctuations was lower, thus scattering less noise.
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In order to confirm that the achieved lower far field noise is mainly due to the above
mentioned flow effects, the time-averaged wall-pressure fluctuations and their spectra
were inspected. It was found that they do not depend on the serration geometry, for a
given serration aspect ratio, but they are a function of the streamwise location. This find-
ing confirmed that the intensity of the scattered pressure waves depends on the stream-
wise location.

Finally, iso-surfaces of the noise sources confirmed that the achieved noise reduction
is mainly due to the mitigation of the noise sources at the root location.

8.5. RECOMMENDATIONS
This thesis successfully presented a fast, reliable and accurate computational aeroacous-
tic methodology to identify, visualize and quantify primary noise sources on a wind tur-
bine blade with and without noise suppression add-ons.

Further post-processing work should be related to further understand the noise re-
duction mechanism of both conventional and improved noise-suppression add-ons. As
the first step has already been employed in Ch. 6, a continuation of the analysis of the
same flow and acoustic data is obvious. One could think of:

• An improved version of the segment splitting tool, thereby investigating the in-
structive and destructive interference between the various parts. This can be ob-
tained by an increasing summation of the segments (1, 1−2, 1−2−3, 1−2−3−4,
etc), rather than investigating the parts separately.

• Also the two-point auto- and cross-correlation phase could be further analyzed
along the (serrated) edge of the serration, rather than sticking to a streamwise
or spanwise direction. In a similar fashion, the coherence has to be determined.
When windowing the signal, one could obtain the probability distribution func-
tion of the phase to see how dispersive the noise suppression add-ons are. This
gives further insight in the instructive and destructive interference.

• Understanding of the wavy shape of the convection velocity could perhaps be ob-
tained by looking at the analytical model of Biot-Savart [26]. This could also give
insight in why the combed teeth model has higher convection velocities. Another
investigation into the convection velocity could be focused on obtaining the con-
vection velocity in the direction of the mean streamline, rather than sticking to the
streamwise or spanwise direction.

The investigation of the near pressure field would benefit from a wavelet analysis [182]
to decompose the hydrodynamic and acoustic pressure, assuming they contain the fully
turbulent fluctuations and the coherent structures respectively. In this way, the nearly
Gaussian background fluctuations are interpreted as acoustic pressure and are decom-
posed from the intermittent pressure peaks induced by the hydrodynamic components.
This methodology could support the idea that the eddy edge interaction is Gaussian in
nature, since it is not only related to the geometric interaction, but also to the interac-
tion between two vortical systems. In the straight edge case, there is no vortex at the
edge, because of the satisfaction of Kutta condition. On the contrary, for the serrated
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case, a local vortex along the edge exist which interacts with the boundary layer vortices,
creating chaotic waves. If this is true, the combed toothed trailing edge configuration
could produce weaker chaotic (hydrodynamic) pressure fluctuations, which would be
another prove of larger noise reduction of the combed teeth.

As already mentioned in Ch. 7, the current test-case setup allows one to start an op-
timization process to further reduce the trailing edge noise. With the knowledge of the
various noise reduction mechanisms in mind, new, innovative designs can be proposed,
including, for example, new shapes and/or materials.

Finally, the presented CAA approach could be extended to industry related cases, in-
volving cambered airfoils at non-zero angle of attack, high Reynolds numbers (Rel >
3 · 106) and improved trailing edge noise suppression devices. Both aerodyamic and
aeroacoustic performances should be analyzed and compared to experimental cam-
paigns. This will bring the approaches discussed in this thesis closer to industry.
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A
VARIABLES FOR ACOUSTICS

A near-field pressure signal can be considered as a combination of acoustic fluctu-
ations and an hydrodynamic or pseudo-sound contribution induced by the eddy

structures. We assume that the hydrodynamic contribution is related to local eddies,
while the acoustic counterpart is given by the more weaker, but more homogeneous fluc-
tuations. Hence, sound waves, or acoustic waves, can be defined as fluctuations build up
from usually weak pressure pa , velocity ua and/or density waves ρa in a compressible
fluid and can travel in each direction. In air, the local pressure deviation, further denoted
as sound pressure, can be measured using a microphone. The SI unit is in Pascal (Pa). Its
intensity (W /m2), the energy flux transmitted per unit area by the propagation of sound,
is defined as:

I = paua . (A.1)

The sign of the intensity is dependent on the direction of propagation. The sound in-
tensity is related to the pressure through its specific acoustic impedance ρ0c0. When

definining the effective pressure amplitude as pe =
(
p2

a

)1/2
, i.e. the root-mean-square of

pa , the intensity for pure plane harmonic waves can be rewritten as:

I = p2
e

ρ0c0
. (A.2)

To extract the sound power P (W ) from a source, the intensity is integrated over the
surface S with outward normal n as:

P =
ˆ

S
I ·ndS (A.3)

It is difficult to plot this parameter as the range can vary significantly; e.g. from the
threshold until the deafening of hearing. Therefore, often a decibel scale is used, com-
monly known as the Sound Pressure Level (SPL) in (dB):

SPL = 20log10

(
pe

pr e f

)
, (A.4)
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with pr e f defined as 20 µPa. SPL is usually defined per chosen frequency band, with
the bandwidth varying from constant bandwidth to, e.g. one-third octave or one-tenth
decade bands. The Overall Sound Pressure Level (O ASPL) is effectively an integration of
all bands, resulting in a single value for each SPL plot.

In a similar way, the Intensity Level (I L) is defined in a decibel scale:

I L = 10log10

(
I

Ir e f

)
, (A.5)

with Ir e f = 10−12 W /m2. Finally, the Sound Power Level (SW L) can be written in decibel
scale using:

SW L = 10log10

(
P

Pr e f

)
, (A.6)

with Pr e f = 10−12 W .



B
SAMPLING FOR AEROACOUSTICS

A S aeroacoustic approaches require high fidelity flow source data in both spatial and
temporal resolution, it is important that one proper sample its data. Some key crite-

ria are given in this appendix.

INITIAL TRANSIENT PHASE
It is important that one start proper sampling their data after the initial transient phase
has been removed. As guidance, different criteria are given for when starting sampling
seems to be appropriate:

1. Consider to use the lift and drag coefficient as the convergence factor and start
sampling once you meet your selected criterion. This means that:

tst ar t if ∆CL or ∆CD < ε, (B.1)

with CL and CD being the lift and drag coefficient respectively. ε would be set at
the desired convergence level for a small interval.

2. For any compressible simulation, start sampling after 6 total reflections through-
out your entire computational domain. This could mitigate the adverse effects
of numerical noise generated during initialization and lead to cleaner spectra.
Hence:

tst ar t ≤ 6L

c
, (B.2)

with L the length of the computational domain and c the speed of sound.

3. A sufficient number of flow passes over the object of interest are required before
sampling. From previous experience, consider at least 10 flow passes:

tst ar t ≤ 10l

u∞
, (B.3)

with l the length of the object of interest, e.g. the airfoil chord and u∞ the undis-
turbed flow speed.
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4. The initial field set in the computational domain should be fully removed. Hence,
allow one flow pass throughout the entire domain:

tst ar t ≤ L

u∞
, (B.4)

Please note that all criteria should be fulfilled before starting sampling. Therefore con-
sider the most conservative one (i.e. largest tst ar t ).

SAMPLING RATE AND TIME
The temporal resolution is further based on the selection of sampling rate, taken into
account the Nyquist criterion (2 fmax ). It should be able to capture all frequency ranges
of interest, i.e. fmax . However, if memory allows, oversample by a factor of three or
four (3 4 fmax ) to improve the resolution. Likely, the upper bound of your simulation is
either dependent on your local grid size with respect to the acoustic wavelength (for the
LBM simulations in this thesis at least 16 voxels per wavelength were used) or on the
background noise levels due to the undisturbed flow.

The lower bound of the spectrum is dependent of the duration of the sampling. In
general, the more data, the more accurate the result at low frequencies. From previous
experience, consider at least 20 flow passes over the object for converged spectra up
to object based Strouhal numbers of Stl = 2. This is lowest frequency of interest when
dealing with trailing edge noise problems.



C
STATISTICAL DATA ANALYSIS

S TATISTICAL data analysis is often applied in this thesis work. Below, the most impor-
tant relations are given in summary to understand the process. For simplicity, the

variable A is taken as general variable along the various statistical calculations.

REYNOLDS DECOMPOSITION
For any statistical analysis of boundary layers often the flow variable A is decomposed
into a time average part, A and a fluctuating part A′. This is known as the Reynolds
decomposition and can be performed for any variable;

A(x, t ) = A(x)+ A′(x, t ). (C.1)

with x the spatial location vector and t the time dependency. For further calculations in
this section, the spatial location is only used whenever needed.

MEAN
The time averaged part is commonly known as the mean. It is the first category of a
statistical calculation and will reduce a time series to a single value:

mean(A) = 1

N

N−1∑
j=0

A(t j ) (C.2)

with N the total number of temporal samples and j the time increment.

VARIANCE
For turbulence measurements, the time history of flow variables contain a lot of infor-
mation about the random processes occuring in the flow. The variance, known as the
second category of a statistical calculation provides this information by looking at the
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spread of the distribution around the mean. It is defined as:

var(A) = 1

N

N−1∑
j=0

[(
A(t j )−mean(A)

)2
]

(C.3)

Furthermore, the standard deviation is defined as the positive root of the variance:

stdev(A) =
√√√√ 1

N

N−1∑
j=0

[(
A(t j )−mean(A)

)2
]

(C.4)

This calculation is commonly called the RMS, or root-mean-square value, and can be
assigned to the fluctuating part of the Reynolds decomposition.

COVARIANCE
The covariance of two signals is the mean of the product of the fluctuations of each signal
around its mean. If we consider A to be variable one, and B to be variable two, one can
write:

cov(A,B) = 1

N

N−1∑
j=0

[(
A(t j )−mean(A)

)(
B(t j )−mean(B)

)]
(C.5)

CORRELATION
If the degree of dependence it interested between the two signals, the correlation coeffi-
cient can be employed. The correlation coefficient is defined as the covariance between
the two signals, normalized by the standard deviation of each signal separately:

corr(A,B) = cov(A,B)

stdev(A)stdev(B)
(C.6)

The auto-correlation and cross-correlation calculations are statistical functions, mostly
used to describe the variation of a signal (auto) or two signals (cross) as a function of the
time separation between any two time values. The relation for cross-correlation is de-
fined as:

crosscorr(B , A) = 1

N −|m|
mi n(N−1,N−1−m)∑

j=max(0,−m)

[(
A(t j+m)−mean(A)

)
(
B(t j )−mean(B)

)]
,

(C.7)

with

m = −N /2+1,−N /2+2, ..., N /2−1, N /2,when N is even

m = −N /2,−N /2+1, ..., N /2−1, N /2,when N is odd.

In a similar way, the auto-correlation can be written as: autocorr(A) = crosscorr(A, A).
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SPECTRAL DENSITY
Many analyses performed in this thesis are with respect to frequency, and not with re-
spect to time. A Fourier series represents the time series using a summation of cosines
and sines, preceded by complex value coefficients. Each cosine or sine forms a mode of
a particular frequency, and can be determined using the following relation:

Fk = 1

N

N−1∑
j=0

A(t j )e−i 2πkt j /P , (C.8)

with i denoting the imaginary number, k the mode index and P = N∆t the period of the
signal. This is determined using the commonly used fast Fourier transform algorithm
(FFT), assuming constant ∆t and 2n sampling. The e−i 2πkt j /P term can be rewritten
in a term including cosines and sines. Now the auto power spectrum, defined as the
contribution to the power from a single mode, is determined by:

powerk (A) = |Fk |2 (C.9)

In a similar fashion, the cross spectrum can be determined using the product of two
Fourier transforms (Fk and Gk ). The conjugate is applied to the transform of the primary
variable, to ensure consistency with the idea of using the second signal as a reference.

crossk (B , A) =G∗
k ·Fk (C.10)

It is often useful to represent the power spectrum for a smaller number of modes.
The purpose is to present a smoother, or more averaged, solution of the power spectrum.
This is accomplished by averaging the spectra using a series of windows. In general, in
this thesis, a Hamming window with 50% is used [111].

COHERENCE
The coherence, or coherence squared function, is a statistical calculation defined by the
squared magnitude of the cross spectrum of two signals, divided by the power spectrum
of both signals at each frequency. It is a real-valued calculation and only reported for
positive frequencies:

cohk (A,B) = |crossk (B , A)|2
powerk (A) ·powerk (B)

(C.11)

The coherence is sometimes defined as the positive square root of the above formula.
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