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Executive Summary 
 

 

 

Cascading effects in chemical and process plants are phenomena where single or multiple accidents 

propagate throughout the system. Cascading effects are primarily driven by the interdependency 

and interconnectivity of components within the plants. Moreover, the majority of industrial facilities 

and critical infrastructures in general, and chemical and process plants in particular, have adopted 

Industrial Control Systems (ICSs) to improve the management of their operation. However, despite 

their apparent benefits, the adoption of ICSs by the industry has invited some criticisms due to its 

vulnerability against cyberattacks. This development has not only introduced various cyber-

vulnerabilities that did not previously exist but has also expanded the threat landscape of this 

equipment. 

One of the impacts of the development mentioned above of ICSs in chemical and process plants is 

the emergence of the risk of cyberattack-related cascading effects. This concern can be corroborated 

by several factors, such as the increasing trend of successful cyberattacks toward industrial facilities 

(Lee et al., 2014; Sanger, 2012), indications that intentional attacks are the potential cause for 

cascading effects (Boyes, 2013; Crucitti et al., 2004; Wang et al., 2014; Zhao et al., 2004), and the 

indicated presence of threat actors that are motivated to exploit these vulnerabilities. All in all, these 

factors strongly indicate the risk of cyberattack-related cascading effects. 

To mitigate the risk of cyberattack-related cascading effects, this master’s thesis proposes the 

utilization of ICS network segmentation in chemical and process plants. ICS network segmentation 

is defined as the practice of partitioning an ICS network architecture into multiple smaller segments, 

and it is already regarded as a common approach used by businesses and organizations to improve 

their cybersecurity. An example of an ICS network segmentation in a tank farm is presented in the 

following Figure. 

 

 

 

To utilize network segmentation to mitigate cyberattack-related cascading effects risk, a risk-based 

approach is adopted for this thesis. In a risk-based approach, the decisions regarding the design are 

chosen according to the risk being. Accordingly, the objective of this thesis is to develop a risk-

based methodology for developing ICS network segmentation in chemical and process plants that 

will improve the systems’ robustness against cyberattack-related cascading effects. Based on the 
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research objective and the research background, the main research question for this study is 

formulated as follow: 

Main Research Question – How to optimize ICS network segmentation design in chemical 

plants to improve its robustness against cascading effects under cyberattacks? 

Several steps must be followed to answer the main research question. For this purpose, a research 

framework is developed to outline the strategies and the flow used in achieving the goal of this 

thesis. The figure exhibits the research flow diagram of this thesis, depicting the activities pursued 

in this thesis, how they relate to each other, and the corresponding methods used to fulfill them. 

 

 

 

The first step is to gain comprehension about the implication of network segmentation to 

cyberattack-related cascading effects. For that purpose, explorations and research to some more 

fundamental aspects are required, such as the implementation of network segmentation in ICSs, the 

process of cyberattacks on ICSs, the implication of network segmentation to cyberattacks, and 

others. To elicit some insights on this matter, exploration to assorted sources are performed, such 

as from academic journals, whitepapers from ICS manufacturers, government reports, and others. 

Once the implication of network segmentation to cyberattack-related cascading effects is 

understood, the next step is to calculate and analyze the risk of cyberattack-related cascading effects 

in chemical and process plants. Hence, a method to model and analyze cyberattack-related 

cascading effects which take into the effect of network segmentation into account must first be 

developed. For that purpose, a BN method for cascading effects modeling and analysis by Khakzad 

et al. (2013) is adopted. The BN method is used as the point of departure, and it is subsequently 

expanded to account for the implication of network segmentation. Ultimately, a risk-based method 

to analyze the risk of cyberattack-related cascading effects in various network segmentation designs 

is developed. The process flow of the risk-based methodology is presented in the figure below. 
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However, as already discovered during the preliminary literature review, the process of risk 

assessment using the BN method can be lengthy and complicated. To solve this problem, an 

additional process is incorporated into the segmentation design development stage, prior to the risk 

assessment stage. This thesis presents some design guidelines for developing robust networks 

segmentation designs. The main building block of the design guidelines is criticality analysis on the 

component level using graph theory metrics from the work of Khakzad and Reniers (2015). The 

graph theory approach enables early identification of the severity of cascading effects on network 

segmentation designs. Also, some other guidelines based on some insights obtained from the 

literature review are also provided. By incorporating these guidelines, it is expected that the 

segmentation design development stage would produce more robust design alternatives. 

Finally, the risk-based method and the design guidelines are applied to a case study. This part of 

the thesis is devoted to demonstrating the application of the risk-based method, as well as to 

examine the efficacy of the method. In this case study, several network segmentation design 

alternatives are developed and evaluated: three design alternatives are developed by following the 

design guidelines (i.e., Network Design 1-3), one design is developed without the guidelines 

(Network Design 4), and for the sake of comparison, the robustness of a non-segmented network is 

also evaluated. The results from the case study are presented in the table below. 

Comparing the risk analysis results, it can be seen that all the design alternatives developed by 

following the guidelines have higher robustness compared to the design developed without any 

guidelines. Moreover, the risk of cyberattack-related cascading effects in the non-segmented 

network design is higher than the other designs. Interestingly, the findings suggest that the 

application of network segmentation would reduce the risk of cyberattack-related cascading effects, 

even when the design is developed without the proposed guidelines. Nevertheless, the utilization of 

the design guidelines has been proven to improve the robustness of the network design further. 
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Design Risk 

Segmented design (with guidelines) 

Network Design 1 € 28,133.07 

Network Design 2 € 29,774.78 

Network Design 3 € 28,031.03 

Segmented design (without guidelines) 

Network Design 4 € 38,647.28 

Non-segmented (flat) design 

Non-segmented network design € 68,557.00 

 

From this result, several contributions of this thesis can be outlined. From the scientific perspective, 

the present study attempts to fill a knowledge gap between cyberattacks and cascading effects in 

chemical and process plants. Moreover, the deliverables of this thesis can be described as follow: 

 A risk evaluation method for cyberattack-related cascading effects 

 Demonstration of the efficacy of network segmentation in reducing the risk of cyberattack-

related cascading effects 

 Identification of the design aspects of network segmentation that critical to its robustness 

against cyberattack-related cascading effects 

The deliverables contribute to the body of knowledge of the related domains. Besides the main 

contribution, the risk evaluation method developed in this study also contributes to the attempt to 

quantify the impact of network segmentation. 

From a practical standpoint, some insight and recommendations can be given to practitioners based 

on the result of this study. This study has demonstrated ICS network segmentation as an effective 

means in mitigating the risk of cyberattack-related cascading effects, and a methodology to develop 

an effective solution to improve the robustness of systems against the risk of cyberattack-related 

cascading effects has been offered. However, looking at the current trend, where businesses and 

organizations are likely to overlook the risk of high-impact, low probability events such as 

cascading effects due to its low probability, it seems unlikely that the finding presented in this thesis 

would change the current practice. On a side note, this study has also found that the implementation 

of network segmentation, regardless of the objectives, would reduce the risk of cyberattack-related 

cascading effects in case of an attack (albeit not as effective). Therefore, without disregarding the 

presence of trade-offs associated with the implementation of network segmentation, the result of 

this study contributes to the list of advantages offered by network segmentation. 

Some limitations of the present study have also been identified. Firstly, the efficacy of the risk-

based methodology and the design guidelines are dependent on the accuracy of the methods adopted 

in this study. Second, a knowledge gap relating to the connection between ICS components in 

chemical and process plants and potential accidents has been identified. The lack of understanding 

has hampered the attempt to bridge the result from cascading effects analysis and the network 

design. Lastly, there are several limitations that are associated with the utilization of game theory. 

From these drawbacks, and some improvement ideas, the following recommendations for future 

research are presented: 

 To utilize a more sophisticated methods for the risk-based methodology (e.g., dynamic BN 

method in place of the conventional BN method) 
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 To conduct further research to foster an understanding of the relationship between ICS 

components and the potential accidents 

 Use an alternative approach in place of game theory. For instance, agent-based modeling 

can be utilized to simulate the behavior of attackers 

 Develop a method to determine the optimal number of segments of the network 

segmentation design 

 Expand the risk assessment to include off-site risks as well as on-site risks 

 Extend the risk assessment method to include the effects of add-on safety barriers (e.g., 

water deluge systems or fireproof coating) 

 A more holistic analysis of network segmentation to understand the trade-offs of its 

implementation 
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Introduction 
 

Globalization and the rise of Internet have pushed massive changes to the world we are living in 

today. Information and Communication Technology (ICT) is often regarded as one of the main 

drivers of the third industrial revolution as it penetrates deep into various sectors and changes the 

way people do things. For instance, it is evident how the information technology system has deeply 

integrated into our financial system, or how the communication system has become the foundation 

of many other systems. 

Gradually, this transformation has resulted in what is called networks-of-networks, which is a term 

to illustrate how various kinds of systems are now interconnected. The interdependencies between 

systems have called for a shift in our thinking from component-oriented thinking towards network-

oriented paradigm. In the past, engineers and experts would have easily scoped their goals and 

objectives within a single component. However, the connectivity between components has pushed 

forward the need to think how a component may influence another component in a connected 

system. The complex interconnected and interdependent systems have led to complications and 

risks that warrant new lines of research. 

1.1 Problem Background 

1.1.1 The Risk of Cascading Effects 

Cascading effect is a consequence of the interconnectivity and interdependency of components in 

complex systems. Cascading effect is a phenomenon in which an initial event (e.g., component 

failure) in one part of a system propagates and spreads into its adjacent parts. In the case of 

cascading effect, the total consequence of the event is substantially larger than the sole impact of 

the initial event. 

Cascading effects – A phenomenon in which a primary incident propagates within a 

component, and/or to nearby components, either sequentially or concurrently, triggering one 

or more secondary incidents, resulting in overall consequences more severe than those from 

the primary incident alone1. 

Cascading effects have occurred in various kinds of complex systems and have been documented 

in several articles and literature. Some examples are cascading effect in an electric/power grid (U.S.-

Canada Power System Outage Task Force, 2004), in a chemical and process plant (Lewis & 

Macalister, 2010), in information technology systems (Usborne, 1998), and also in non-engineering 

                                                           
1 There are various definitions of cascading effects. This definition of cascading effects is adopted from G. Reniers and 

Cozzani (2013). A more comprehensive discussion of cascading effects definitions is presented in Subsection 3.1.1 (pg. 

19). 
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systems such as financial system (Battiston et al., 2007) and ecological system (Sahasrabudhe & 

Motter, 2011). 

 

Figure 1. Illustration of cascading effect example: accident in X1 potentially trigger other accidents in X2, X3, 

and X4 (Khakzad et al., 2013) 

 

Cascading effect can be triggered by various kind of incidents, although the type of triggers mainly 

depends on the type of the system. For example, a hazardous liquid leak in chemical plants, a 

component failure which causes transmission line overload in the power grid system, and a 

bankruptcy of a company in the financial system, all could potentially trigger cascading accident in 

their respective systems. 

The main factor that enables cascading effects, however, can be quite similar across these different 

systems. Dependencies and interlinkages between units or components in a system are considered 

the main enablers of cascading effects (Khakzad & Reniers, 2015). For example, if component B is 

linked to and dependent on component A, then a failure in component A could cause component B 

to fail. In a sense, the failure spreads from component A to component B. Moreover, if there are 

more components directly or indirectly dependent on component A or B, then the failure might 

spread to those components as well. Such a situation where a failure spreads and causes a more 

widespread failure is called a cascading effect. 

Even worse, in addition to interdependencies at the component level, interdependencies can also be 

observed at the system level. A situation where systems from different sectors are interlinked and 

highly interdependent have enabled cascading effects to propagate from one system to another, 

which potentially triggers cross-sectoral system failure. 

1.1.2 Cascading Effects in Chemical and Process Plants 

One particular type of system which prone to cascading effects is chemical and process plants. 

Chemical and process plants (or chemical plants) are a type of industrial facilities that process or 

produce chemicals. These types of facilities are typically large in scale and include the facilities for 

production, distribution, and storage of chemical substances. Examples of chemical plants include, 

among others, petrochemical plants, oil and gas refineries, and pharmaceuticals plants. The 

complexity of chemical plants, which mainly driven by interlinkages and dependencies between 

their components, have made it possible for an unwanted incident to cause widespread damage 

(Khakzad & Reniers, 2015). 
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Figure 2. Aerial photo of chemical storage tanks (also called a tank farm). 

 

Cascading effects on chemical plants have been witnessed to occur several times in the past. In 

1984, a series of explosions happened in a large Liquid Petroleum Gas (LPG) distribution and 

storage center in San Juan Ixhuatepec, 20 km north of Mexico City. The accident, also known as 

the San Juanico disaster, started with an LPG leak which built up a vapor cloud allegedly due to a 

pipe rupture (Arturson, 1987), which was slowly blown to an ignition source by the wind. Around 

5:00 am, the ignition of the vapor cloud resulted in an explosion, which led to a dozen more 

explosions within the next hour. As consequences, more than 500 people were killed, and the 

facility was destroyed. A more recent example happened in 2005 when Buncefield oil depot in 

England suffered a series of explosions from an overflow of fuel in one of its tanks. The incident 

was caused by the failure of two different safety devices to prevent the tanks from overflowing. The 

fuel leakage led to a buildup of a massive vapor cloud, which later got ignited by a spark, leading 

to fires and explosions. The series of fires and explosions propagated and spread to the adjacent 

tanks, resulting with more than 20 tanks caught in fires. The fire raged for almost two days, leading 

to 43 people being injured and the destruction of homes and businesses around the incident area 

(BBC, 2006; Khakzad & Reniers, 2015; Lewis & Macalister, 2010). These examples not only show 

the historical evidence of cascading effects in chemical plants, but also show that their occurrence 

would be followed by a catastrophic damage and loss. 

On a side note, it is important to recognize and understand that chemical plants are classified as 

critical infrastructures by several governmental bodies (Ministerie van Veiligheid en Justitie, 2015; 

U.S. Department of Homeland Security, 2017). Critical infrastructure is a term used to represent 

facilities that are considered significant to society and economy. With regard to cascading effects, 

the classification is important for two reasons. First, being a critical infrastructure indicates that 

chemical plants might be interlinked to other kinds of critical infrastructures. This condition might 

allow cascading accidents to spread from one system to another (Barrett et al., 2010; Kotzanikolaou 

et al., 2011; Rinaldi et al., 2001). Second, being a critical infrastructure also suggests that chemical 

process plants at risk of attack from specific groups of actors due to their criticality and importance 

to the society. The latter indicates a possibility of cascading accident in chemical plants to be 

triggered by an attack. 

1.1.3 From Cyberattacks to Cascading Accidents 

Many critical infrastructures in general, and chemical plants in particular, have taken a path into 

digitization through the adoption of Industrial Control Systems (ICS) to manage and automate its 

industrial processes. The term ICS refers to several kinds of electronic equipment that are used to 
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control industrial processes, such as production and manufacturing. There are several types of ICS, 

namely Supervisory Control and Data Acquisition (SCADA), Distributed Control Systems (DCS), 

and Programmable Logic Control (PLC). 

Industrial Control System (ICS) – A group of hardware and software used to control and 

automate industrial processes, such as production and distribution. Nowadays ICS is already 

widely adopted and can already be found in critical infrastructures in various sectors, including 

chemical and process plants. 

The wide adoption of ICS can be attributed to its business advantages including improvements in 

system performance, increasing reliability, and reduction in operating costs through automation. 

Today, ICS can be found in industrial facilities in various sectors and also in critical infrastructures. 

 

 

Figure 3. A photo of SCADA system2. 

 

However, despite the number of advantages offered by ICS, their adoption by critical infrastructures 

has been subjected to scrutiny regarding its vulnerability against cyberattacks. In the past, most of 

industrial systems were not designed with security in mind. They were mostly proprietary and 

diverse systems (i.e., not mass produced) and were running in isolations. It is also said that these 

systems were relying on security by obscurity3. However, as industrial control systems developed, 

IT capabilities are increasingly integrated into ICS components, which have made ICS components 

more interconnected and less isolated (ICS-CERT & NCCIC, 2016). Moreover, as industrial control 

systems become more closely integrated into the less secure network (i.e., business network or 

corporate network) by the integration of SCADA system, they have become less isolated and more 

                                                           
2 Steag. (2005). “Control room of a moving grate incinerator for municipal solid waste. The screen shows two oven lines, 

of which the upper (‘Linie 1’) is not in operation” [photograph]. Retrieved from 

https://commons.wikimedia.org/wiki/File:Leitstand_2.jpg#/media/File:Leitstand_2.jpg. The illustration is licensed under 

an Attribution-ShareAlike 3.0 Unported <https://creativecommons.org/licenses/by-sa/3.0/deed.en>. 

3 Security by obscurity (or security through obscurity) refers to the reliance on the secrecy of vulnerability as a security 

measure. This is not a recommended security measure as often there is no real security measure implemented, and the 

discovery of the vulnerability would result in a security breach (ICS-CERT & NCCIC, 2016). 

https://commons.wikimedia.org/wiki/File:Leitstand_2.jpg#/media/File:Leitstand_2.jpg
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exposed. Additionally, the adoption of commercial off-the-shelf (COTS)4  components by ICS 

manufacturers may have increased the vulnerabilities of ICS components through, among others, a 

more rapid discovery of ICS security vulnerability in COTS products (Miller, 2006). In short, the 

increase of connectivity and the use of mainstream components in ICS have made these systems 

more vulnerable to cyberattacks. The adoptions of ICS by critical infrastructures have drawn 

concerns regarding the security of these facilities. 

There have been several accidents involving cyberattacks towards ICS. Some examples of 

cyberattacks on ICS are the Stuxnet, a malware which was allegedly designed by the U.S. to attack 

Iran’s nuclear program (Sanger, 2012), and a cyberattack on a German-based steel mill (Lee et al., 

2014). In the steel mill accident, a hacker gained access to the network inside the facility and 

prevented a blast furnace from shutting down in a normal sequence, and as a result, the blast furnace 

was damaged. A more recent example happened in August 2017, where a petrochemical company 

in Saudi Arabia was attacked by a string of cyberattacks (McMillan, 2018; Perlroth & Krauss, 

2018). The investigators suspect that the cyberattack was meant to sabotage the plant’s operation 

and trigger an explosion by targeting the plant’s safety controllers, which it failed to accomplish 

due to a bug in the attacker’s computer code. However, it is presumed that following the failed 

attempt, the attackers would have already fixed the bug, and the same cyberattack can be pursued 

against nearly 18,000 plants that employ the same safety controller. 

However, despite the reported vulnerabilities and the existing evidence of cyberattacks toward 

critical infrastructures, currently, there has been no record of cascading accident in critical 

infrastructures (or chemical plants) from a cyberattack. Nevertheless, there is also no strong reason 

why a cascading accident from a cyberattack cannot happen. Instead, there are a number of 

arguments to suspect the opposite. 

First, despite without any recorded cascading accident, the recent successes of cyberattacks toward 

ICS in various critical infrastructures are still alarming. The past incidents have indicated that, with 

the right skill sets and a sufficient amount of resource, a cyberattack is capable of inflicting physical 

damage in critical infrastructures. Also, the instrument for cyberattacks is usually in the form of 

codes, which can be easily duplicated or modified. Therefore, a set of malicious code that has 

worked in the past is potentially also effective if used against other kinds of facilities, including 

critical infrastructures (Martellini, 2013). Moreover, the recent cyberattacks against critical 

infrastructures hinted that these actions were driven by different motives than economic motives. 

For instance, in the attack against the Saudi’s petrochemical plant, it was believed that the attack 

was not meant to destroy data or to cause shut down to the plant, but to trigger an explosion that 

would have caused casualties. This evidence might imply that cyberattacks have gone from stealing 

information to destroying physical facilities. 

Second, several studies have indicated that intentional attack is a likely cause of a cascading 

accident (Crucitti et al., 2004; Wang et al., 2014; Zhao et al., 2004). One of the main reasons is that 

most real-world networks that exist these days are highly heterogeneous systems, which have shown 

robustness against random failures but vulnerable to intentional attack. Moreover, several studies 

have specifically indicated how a cyberattack might lead to cascading accidents. Srivastava and 

Gupta (2010) described a hypothetical case in which a cyberattack potentially leads to a cascading 

effect. Boyes (2013) also suggests that if there is such a cybersecurity vulnerability which might 

result in a cascading accident, it is only a matter of time before an irresponsible actor triggers the 

accident. All in all, researchers have indicated that it is likely for intentional attacks (including 

cyberattacks) to cause cascading effects, especially in complex systems such as critical 

infrastructures. 

                                                           
4 Commercial off-the-shelf (COTS) is a term to represent mass-produced items that are available for sale to the general 

public. A custom item that is specifically built based on a customer’s requirement is not a COTS item. Microsoft Windows 

operating system and smartphones made by Apple are some examples of COTS items. 
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Third, it is widely understood that in adversarial risk assessment, vulnerabilities can be deemed as 

trivial unless there is an identified actor that might exploit them. According to De Bruijne et al. 

(2017), there are several classes of threat actors that have been identified to be threats to critical 

infrastructures, namely state actors, state-sponsored networks, and cyber-terrorists. In the Saudi’s 

petrochemical plant case, it was believed that a nation-state actor was responsible for the 

cyberattacks. The primary indicator is that such an attack would require an enormous financial 

resource to carry out, yet there was no apparent monetary benefits can be gained from it (Perlroth 

& Krauss, 2018). 

The mentioning of nation-state actors in cyberattack discussion and their motive can also be 

understood from the so-called cyber warfare. Cyber warfare can be defined as offensive actions 

taken by a nation, in the form of espionage or sabotage, to cause damages or disruptions to another 

nation through the cyberspace. For example, one Pentagon official stated how China had been 

developing possible alternatives to disrupt Taiwan’s critical infrastructures (The Washington 

Times, 2004). Recently, FBI and Department of Homeland Security of the US also warned that 

North Korea might have developed a malicious software to attack critical infrastructures in the US 

and around the world (Gertz, 2017). In addition, it has been reported that several other countries 

have already begun developing their cyber capabilities (Kramer, 2016; Lim, 2017; Packham, 2017; 

Park & Pearson, 2017). The news has indicated that countries have been preparing for cyber 

warfare, and critical infrastructures such as chemical and process plants are among the potential 

targets. 

Lastly, an explicit hint can be derived from governmental policies and allocation of resources in 

several countries to secure their critical infrastructures from cyberattacks. In 2013, the President of 

the United States signed an executive order to improve cybersecurity for their critical 

infrastructures, declaring that cyber threats to their critical infrastructure as “the most serious 

national security challenges” (Schmidt & Perlroth, 2013). This policy was reiterated four years later 

by a different administration when another executive order was signed to further improve the 

cybersecurity of their critical infrastructures (Volz, 2017). The Government of the United Kingdom 

also released a similar policy in 2016 (Asthana & Elgot, 2016). The policy set the UK Government 

to invest GBP 1.9 billion in reinforcing their cybersecurity, and the policy clearly emphasizes the 

need to protect critical national infrastructure in various sectors from cyberattacks. These actions 

seem to further reaffirm the concern about the possibility of cyberattacks on critical infrastructures. 

In conclusion, the identified cyber vulnerabilities in critical infrastructures, the possibility of 

cyberattacks to result in cascading effects, and the existence of motivated actors that might exploit 

these vulnerabilities, strongly indicate that the risk of cascading effects from a cyberattack is real. 

Knowing the possibility of cascading effects in critical infrastructures (and chemical plants) and the 

severity of its consequences, the increasing vulnerability against cyberattacks in these facilities, 

which might lead to such accidents, must be mitigated. The risk of cyberattack-related cascading 

effects should call for further studies on this subject. 

1.2 Problem Statement and Knowledge Gap 

The previous sections have described how cascading effects potentially result in devastating 

consequences. Moreover, the recent successes of cyberattacks on ICS in industrial facilities implies 

that chemical plants and other critical infrastructures are also at risk of cyberattacks that targets ICS 

components. Although it has never happened before, a number of studies have pointed out how 

cascading accidents are likely to be triggered by intentional attack in general and cyberattacks in 

particular. Lastly, seeing the current state of policy developments by several countries to reinforce 

its cyber capabilities in protecting their critical infrastructures, it is concerned that an attack on 

critical infrastructure might happen at any time soon. 
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Problem Statement – There is a serious concern that the implementation of ICS across 

chemical and process plants might increase the risk of cascading effects across these facilities. 

Considering the vulnerability of ICS against cyberattacks, mitigation effort should be made to 

avoid disastrous consequences from cascading effects in the future. 

Nevertheless, despite the possibility of cascading accident to be triggered by a cyberattack on 

chemical industries, such study has never been pursued. Hence, this research aims to contribute to 

the analysis and mitigation of cascading effects, particularly focusing on ICS vulnerability within 

chemical plants. 

1.3 Risk-Based Network Segmentation for Cascading Effects 

Mitigation 

Having recognized how ICSs might have increased the risk of cascading effects, mitigating the 

vulnerability of ICS components becomes the obvious way to mitigate the risk of cascading effects 

from this attack vector. Looking at the collaboration of private and public entities to reduce the risks 

of ICS incidents (e.g., through ICS-CERT5 in the United States), it can be suggested that the effort 

to address vulnerabilities in ICS has already been widely pursued. However, it does not imply that 

the possibility of cascading effects in critical infrastructures from ICS-based cyberattacks can 

already be ignored. In fact, there are still several reasons to think that the risk of cascading effect 

from ICS-based cyberattacks should still be highly considered. 

For instance, Bologna et al. (2013) found that most of the major attacks on critical infrastructures 

between 2010 and 2013 have utilized zero-day exploits6. How critical components in industrial 

facilities could suffer from such vulnerabilities can be understood by understanding the nature of 

ICS. Different from its IT counterpart, ICS components cannot be easily switched off because they 

are vital to the process and operation in industrial plants. These systems are expected to operate 

continuously for months, and, in some cases, even for years (Knapp & Langill, 2014). Switching 

ICS components off is almost always equal to stopping the plant’s operation, which would be costly 

from the business perspective. Since applying security patches require the equipment to be switched 

off and restarted, this particular characteristic would make businesses and companies reluctant to 

apply security patches. Moreover, to avoid unwanted system conflicts, SCADA (a type of ICS 

system) servers are rarely patched (Fovino et al., 2009). Due to these reasons, patching ICS 

components can be deemed economically unjustifiable (Cardenas et al., 2009). Thus, it is possible 

that vulnerabilities could remain unpatched for an extended period despite the readiness of a 

security patch. 

The poor patch management is just one of the reasons. Other factors such as careless equipment 

configuration, the tendency to cling to legacy systems, the lack of security training and weak policy 

enforcement, and ICS components that are discoverable through the Internet have potentially 

contributed to the increasing security vulnerability of the ICSs. Even if it can be assumed that an 

organization manages to perfectly implement every single best practice in cybersecurity to protect 

their assets, their security measures still would not be a match for targeted, sophisticated 

cyberattacks by nation-state actors (Bochman, 2018). All in all, it can be suggested that it would be 

                                                           
5 Industrial Control System Cyber Emergency Response Team (ICS-CERT) is an organization that operates under the 

Department of Homeland Security of the United States of America. The mission of ICS-CERT is “to guide a cohesive 

effort between government and industry to improve the cyber security posture of control systems within the nation's 

critical infrastructure.” 

6 A zero-day exploit (or zero-day vulnerability) refers to a publicly unknown vulnerability of a software or hardware that 

can be exploited by malicious actors. After the manufacturer has developed a patch for the vulnerability, the exploit is no 

longer called a zero-day exploit. 



8 Risk-Based Network Segmentation for Cascading Effects Mitigation 

 

 

a very complicated task to prevent every possible cyberattack to ICS. At its worst, cyberattacks 

remain a possible precursor to cascading accidents. 

However, regarding the risk of cascading effects, there is an alternative approach that can be taken. 

Referring to the bowtie method, risk management can be approached from two different 

perspectives: preventing the accident from happening (lowering the probability) or decreasing the 

impact of the accident (reducing the consequence). Considering that completely preventing ICS-

based cyberattacks is difficult, then limiting the impact of cyberattacks to chemical plants can be a 

promising alternative to mitigate the risk of cascading effects. Pursuing this approach means 

accepting the fact that a certain amount of damage (from the cyberattack) would still occur. 

However, with regard to cascading effects, this approach may assure that no secondary accidents 

might follow the initial accident, thus cascading accidents can be avoided. So, the main premise is 

by managing the potential damage from cyberattacks, the cascading accident can be prevented. 

 

 

Figure 4. This bowtie diagram illustrates how the present work is related to cybersecurity and cascading 

effects analyses. The scope of the present study has been identified with double-lines and darker shade. 

 

One of the control measures commonly used to limit the potential impact from cyberattacks is 

network segmentation. Network segmentation, sometimes also referred to as network segregation 

or network enclave, is the practice of partitioning the network architecture of ICS components into 

multiple smaller segments. As a common approach for improving cybersecurity, network 

segmentation works by creating several separate segments within a network, thus reducing the link 

between groups of components to the others. The remaining connection between the different 

segments can be protected using a firewall or other security hardening measure. By using this 

control measure, the impact of a security breach would be contained within a segment, and more 

widespread damage can be avoided. 

ICS Network Segmentation – A control measure of partitioning an ICS network architecture 

into multiple smaller segments. 

Since network segmentation has been widely recognized to reduce the impact of cyberattacks, the 

next step is to find a way how network segmentation can be utilized to reduce the likelihood of 

cascading effects. One possible solution is to incorporate a risk-based design to the setup, design, 

or configuration of network segmentation of chemical plants. Adapting risk-based design definition 

from Vinnem (2014), the main idea of risk-based design is that some of the design decisions are 
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made based on the risks being considered, instead of, for example, following solutions from 

previous projects or adhering to existing standards. 

Risk-based Design – In the risk-based method, design decisions for protective and mitigative 

measures are taken according to the risk being considered instead of, for example, according 

to previous projects, regulatory requirements, or existing standards. 

By understanding the risk of cascading effects and how cyberattacks might translate to accidents in 

chemical plants, segmentation in ICS networks can be designed in such ways that the resulting 

accident from a cyberattack imposes the least risk of cascading effect. The design of a network may 

determine the possible accident scenario and also the possible escalation targets. Some scenarios 

are worse, and some others are better regarding its likelihood to lead to cascading accidents. In that 

sense, by carefully designing the segmentation of the network, the risk of cyberattacks to lead 

toward cascading accident can be minimized. More specifically, through the application of the risk-

based method, the probability of escalation of accident can be reduced, which in turn may reduce 

the likelihood of cascading accident. 

Understanding the characteristics and the factors of cascading effects are crucial for developing a 

mitigation strategy for cascading effects. For instance, reducing the likelihood of an accident to 

propagate to nearby units (also known as the probability of escalation) can be the key to reducing 

the risk of cascading accidents. The probability of escalation depends on several factors, such as 

the intensity of escalation vector. Escalation vector refers to the amount of energy release from the 

initial incident to the affected unit(s). Examples of escalation vectors are heat radiation, 

overpressure, and fragment projection. The higher the intensity of the escalation vector, the higher 

the probability of escalation. By strategically designing a segmentation design, total escalation 

vector resulted from an attack can be reduced, and in turn, may also reduce the probability of 

escalation. 

To conclude, the risk-based approach to ICS network segmentation in chemical plants potentially 

reduces the likelihood of cyberattacks to evolve to cascading effects. Therefore, a risk-based 

methodology for cascading effect mitigation from a cyberattack will be developed in this work. 

Although risk-based approach to ICS network segmentation would not be the silver bullet for 

cascading effects, a strategy to help reduce the risk of catastrophic events such as cascading accident 

is worth to be pursued. 
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Research Description 
 

The background problem of this study has been introduced in the previous chapter. In the following 

section, the research objective is described. Firstly, the research objective is translated into the main 

research question and sub-research questions in Subsection 2.3. The relevance of this study toward 

scientific and practical domain is elaborated in Subsection 2.4. Lastly, the Subsection 2.5 describes 

how the structure of chapters and sections in this thesis explains the work undertaken in and the 

deliverables of this study. 

2.1 Research Objective 

This master’s thesis presents an analysis regarding how the design of network segmentation in ICSs 

can be engineered to mitigate the impact of cyberattacks on cascading effect. More specifically, this 

research aims to analyze how the risk of cascading effects can be reduced through the application 

of risk-based approach to ICS network segmentation. Moreover, considering several factors such 

as the degree of complexity and access to sources of expertise, a case study of a chemical plant is 

used to help achieve the objective of this work. Hence, the following research objective is 

formulated: 

Research Objective – To develop a risk-based methodology for developing ICS network 

segmentation in chemical and process plants that will improve the systems’ robustness against 

cascading effects from intentional attacks originated from the cyber domain. 

Therefore, the deliverable of this thesis is a methodology for developing ICS network segmentation 

which employs a risk-based method for cascading effects mitigation. To develop the methodology, 

the present study employs a graph-theoretic approach developed by Khakzad and Reniers (2015). 

The graph-theoretic approach is adopted to help assess the criticality (or robustness) of network 

segmentation designs against the risk of cascading effects. Moreover, to enhance the validity of the 

methodology, this study also adopts a Bayesian network methodology developed by Khakzad et al. 

(2013). The Bayesian network methodology possesses several important foundations in analysis 

malicious attackers, such as being probabilistic in nature and ability to represent effects from 

multiple accidents (known as synergistic effect Khakzad et al. (2013)).  

2.2 Scope and Assumptions 

Following the research objective of this thesis, this section describes the scope and boundaries of 

this study. Incorporating several aspects from cascading effects, critical infrastructures, and 

industrial control systems might result in a very broad scope of the study. A careful and detailed 

determination of the research scope is necessary since not only each of these topics already 

constitutes a broad subject on their own, but also to ensure the focus of this work. In this section, 



12 Research Questions 

 

 

several aspects are briefly explained to describe the scope of this research. Also, the scope is 

presented in terms of an overview of what type of information is included in this study, while the 

boundaries (or limitations) are described as the circumstances that are not taken into account of this 

research. 

Context 

This study focuses on mitigating the risk of cyberattack-related cascading effects in chemical and 

process plants. In general, chemical plants are a suitable context for cascading effects research 

because of a few aspects. First, there is apparent interdependencies and interconnectedness in its 

components. Second, there has been evidence of cascading effects happening in chemical plants in 

the past. Lastly, many chemical plants in the world have adopted ICS into its system, making 

cyberattack-related cascading effects possible. 

Cascading Effects Mitigation vs. ICS Vulnerability Mitigation 

It needs to be reemphasized that this research aims to reduce the risk of cascading effects through 

the modification system layout, not to mitigate the vulnerabilities of ICS in itself. This boundary 

implies that the vulnerability of ICS components will be taken as is, and the direction of this research 

will not be aimed toward mitigating these vulnerabilities. 

Threat Agent 

In its application, a risk assessment methodology that includes attacker representation will involve 

a list of the potential attackers that are considered as threats to the business or organization that is 

being analyzed. The list of potential attackers, also called attacker profiles, usually consists of 

attacker archetypes along with their relevant characteristics. 

The characteristics of the attacker profile to be used in this study are as follow: 

 Rational – The threat actor is assumed to pursue a strategy that will yield the highest 

expected utility outcome for the attacker. 

 Unlimited cognitive and computational capability – Realistically, the schematic of the 

target system could be complicated, making the formulation of rational strategy might not 

be feasible in a finite period of time. For simplicity purpose, it is assumed that the attacker 

will be able to formulate the best strategy possible regardless of the complexity level of 

the case study. 

 Perfect knowledge of the system – The attacker is assumed to possess complete 

knowledge of the target system. Insider threat agent can also be assumed to possess 

complete system knowledge. 

Static Environmental Factors 

Several environmental factors such as humidity, air pressure, and the surrounding temperature may 

influence the result of the analysis. In reality, these factors are dynamic and may change randomly 

or regularly (e.g., daytime and nighttime). In this study, these environmental factors are going to be 

kept constant for simplification purpose. 

2.3 Research Questions 

In this section, the research questions are described. First, the main research question is logically 

derived from the research objective and the research scope. Afterwards, the main research question 

is further decomposed into several sub-research questions. The purpose of this section is to 
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breakdown the research objective into more specific and attainable goals, which then also serve as 

the guidance for the research processes. The main research question is as follow: 

Main Research Question – How to optimize ICS network segmentation design in chemical 

plants to improve its robustness against cascading effects under cyberattacks? 

To help answering the main research question, several sub-research questions are developed. There 

are three separate domains relevant to this study: cascading effects, cybersecurity, and industrial 

control systems. A fundamental understanding regarding the three domains involved in this study 

is required, and these domains need to be reviewed especially in the context of chemical plants. 

Afterwards, the next step is to understand the background of the main problem of this research: the 

risk of cyberattack-related cascading effects in chemical plants. 

Sub-research Question 1 (SQ1) – How do cyberattack-related cascading effects happen in 

chemical and process plants? 

Before the goal of robustness improvement can be achieved, a methodology to measure the level of 

cascading effect risk that sustained by network segmentation designs must be developed. For the 

present study, a Bayesian network methodology from Khakzad et al. (2013) is adopted as the 

methodology for cascading effect modeling and analysis. More specifically, this methodology 

allows several analyses such as probability measurement and propagation pattern modeling. 

Combined with the findings from SQ1, a methodology to estimate the risk of cascading effects for 

network segmentation designs based on BN method can be developed. 

Sub-research Question 2 (SQ2) – How to model and analyze cyberattack-related cascading 

effects using Bayesian network? 

Once the method for cascading analysis has been developed, the next step is to develop a 

methodology to mitigate the risk of cyberattack-related cascading effects. The main purpose of the 

methodology is to facilitate the development of ICS network segmentations which show robustness 

against cyberattack-related cascading effects. To achieve the purpose, the crucial factors relating to 

network segmentation in ICS and cascading effects must be explored and discovered. Afterward, 

the findings on the crucial factors are used as inputs for developing the methodology. 

Sub-research Question 3 (SQ3) – What are the factors of ICS network segmentation design 

that can influence cascading effects in chemical plants? How can these factors contribute to 

mitigate cascading effects in case of cyberattack? 

Lastly, the developed methodology must be evaluated to assess its effectiveness in increasing 

robustness against cascading effects. Moreover, this step is also useful to find opportunities for 

improvement for the methodology in the future. 

Sub-research Question 4 (SQ4) – To what extent does the segmentation design modification 

mitigate the risk of cyberattack-related cascading effects? 

2.4 Thesis Outline 

This thesis is divided into nine chapters organized as follow. Chapter 1 introduces the problem faced 

in this study, mainly explains the connection between cybersecurity and cascading effects in 

chemical plants. Following the problem introduction, the description of the research questions, the 

research objective, and the contributions of this study are presented in Chapter 2. 
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Next, Chapter 3 presents the findings from exploring some of the key domains of knowledge related 

to the topic of the present thesis, including cascading effects, industrial control systems (ICSs), 

cybersecurity related to ICSs and chemical plants, and network segmentation. Following the 

findings from the literature review, the approaches adopted for developing the risk-based 

methodology can be constructed and are described in Chapter 4. In Chapter 5, some of the aspects 

of network segmentation that relevant to cascading effects are explored. Afterward, based on the 

findings obtained in Chapter 5, the risk-based methodology can be developed. 

Chapter 6 presents the development process of the methodology. The methodology development is 

described using a single case example throughout the chapter for the sake of clarity. In Chapter 7, 

the developed risk-based methodology is demonstrated using a case study, and the findings from 

the methodology development and demonstration are discussed in Chapter 8. Lastly, based on the 

process and the outcome of this thesis, several conclusions, including reflection of the work done 

and some future recommendations, are presented in Chapter 9. 
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Literature Review 
 

This chapter discusses the existing peer-reviewed literature from various sources concerning the 

three main domains related to the present study: cascading effects, the industrial control system 

(ICS), and cybersecurity. The purpose of this chapter is to understand what has already been known 

about the three domains and also the state-of-the-art. Moreover, each of the three domains will be 

discussed in the context of chemical plants. It is expected that a solid understanding of the essentials 

of cascading effects, industrial control system, and cybersecurity can be achieved in this chapter. 

Also, more importantly, the understanding of these subjects is crucial to understand how 

cyberattacks possibly lead to cascading accidents, and to show that the solutions proposed in this 

study can be implemented to mitigate risks of cascading effects. 

3.1 Cascading Effects in Chemical Plants 

Cascading effect is one of the risks sustained by chemical facilities. The term cascading effect is 

used to represent phenomena in which an initial incident in one part of a system propagates and 

triggers another event to its adjacent parts. The initial events of cascading effects, or also known as 

triggering events, can be some random failures or intentional attacks. The resulting outcome of such 

phenomena could be a widespread system failure or even a collapse of an entire system. In facilities 

such as chemical plants, it can be imagined how a single explosion may trigger additional 

explosions due to the presence of flammable or combustible substances. Due to the severity of the 

potential impact, cascading effects are also considered as the most dangerous risk in chemical 

facilities (G. L. Reniers, 2010). 

3.1.1 Introduction to Cascading Effects 

G. L. Reniers (2010) classifies cascading effects into internal cascading effects and external 

cascading effects. The internal cascading effects constitute of cascading accidents that occur inside 

the boundaries of a single chemical plant. The external cascading effects represent cascading 

accidents that happen outside the boundaries of a chemical plant which the cascading effect initially 

starts. Due to the involvement of several chemical plants, these cascading effects are also called 

multi-plant cascading effects. Furthermore, Van Eeten et al. (2011) also mentioned how cascading 

effects might propagate into different sectors, potentially triggering a multi-sectoral collapse. 
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Figure 5. Examples of simple propagation, multiple-level domino chain and multilevel parallel propagation 

patterns (G. Reniers & Cozzani, 2013) 

 

Moreover, cascading effect is also considered as challenging and difficult to manage due to several 

reasons. Firstly, cascading effects are typically regarded as low-probability and high-consequence 

event (Van Eeten et al., 2011). It means the accident frequency is very low and there is little 

statistical or historical data for researchers to use to analyze and study cascading effects, which 

makes the cascading effect difficult to mitigate. G. Reniers and Faes (2013) mentioned that due to 

its characteristics, managing and treating cascading effects requires a different approach than the 

typical occupational accidents. The second reason is cascading effect might involve different 

organizations across institutional boundaries. For instance, in the case of multi-plant cascading risk, 

the risk management effort requires much more multi-organizational agreement, collaboration, 

compared to managing internal cascading effect (G. Reniers & Faes, 2013). 

3.1.1.1 Cascading Effects Definitions 

There are various terms used to represent the phenomena in addition to “cascading effects.” The 

term “domino effects,” for example, has been commonly used in the existing works (Cozzani et al., 

2005; Delvosalle, 1996; G. Reniers & Cozzani, 2013). Other terms that have been used, among 

others, “chain of accidents” (Khan & Abbasi, 1998) and “knock-on effects” (G. L. Reniers & 

Dullaert, 2008). These terms are frequently found in various literature and are used interchangeably 

to represent the same phenomena which have occurred in various domains. 

Cascading effects have been described somewhat differently in by several authors, and the 

descriptions have also changed over time. Table 1 presents a non-exhaustive list of cascading effect 

definitions from various authors. 

 

Table 1. Various definitions of cascading effects 

Author(s) Cascading effect definition 

Delvosalle (1996) A cascade of incidents in which the outcomes of an initial accident are 

increased by following one(s), as well spatially as temporally, 

resulting in a major accident. 
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Author(s) Cascading effect definition 

Khan and Abbasi (1998) Situations which a fire/explosion/missile/toxic load resulting from an 

accident in a single unit in a plant causes secondary and higher-level 

accidents in other units. 

Gledhill and Lines (1998) Incident of loss of containment on a major hazard installation which 

resulted from a similar accident at an adjacent or nearby incident, 

either directly or indirectly. The events must have occurred at the 

same time or in close sequence, and the range of hazard from the 

domino incident must extend beyond the initiating event. 

Cozzani et al. (2005) An occurrence in which a primary incident propagates to nearby 

component, causing one or more secondary incidents, leading to 

overall consequences more severe than those of the primary incident 

alone. 

G. Reniers and Cozzani 

(2013) 

An accident in which a primary unwanted incident propagates within 

the same component (temporally), and/or to nearby components 

(spatially), either concurrently or sequentially, triggering single or 

more secondary unwanted incidents, which in turn potentially 

triggering further unwanted incidents, potentially resulting in more 

severe consequences than the those of the primary incident. 

 

Cozzani et al. (2005) also described three main elements that characterize an event of cascading 

effects: 

 A primary incident which triggers the cascading effect. 

 A propagation effects caused by the primary incident, due to the effect of escalation vectors 

from the primary incident on secondary components. 

 One or more secondary incidents, involving components from the same or different plant. 

The primary incident is the initial event which triggers the propagating accidents, the secondary 

incidents are the incidents are initiated by the primary incident, and escalation vectors are the forces, 

or the physical effects, that cause the primary accident to propagate to nearby components (Khakzad 

et al., 2013). The characterizations from Cozzani et al. (2005) can be further complemented by a 

characterization offered by Khakzad and Reniers (2015), in which they stated to be regarded as a 

cascading accident, the total consequence of the chaining events must be substantially larger than 

the consequence of the primary event. 

Cascading effects have also been witnessed to occur in various types of systems, such as 

communication system, power grid, and financial system. For the present study, it is not important 

to understand how cascading occurs in other domains. However, it is crucial to take into account 

that, albeit the similar failure propagation, the mechanism behind the phenomena in different kinds 

of domains can be very different. Therefore, the scope of the literature study must be carefully 

delineated to maintain the relevance of the present work. Several examples of cascading effects 

definitions from different domains are presented in Table 2. 

 

Table 2. Definitions of cascading effects in different domains 

Author(s) Cascading effect definition Domain 

Kinney et al. (2005) A breakdown of one component may not only have 

direct consequences on the performance of the network, 

but also may cause an overload which followed by 

partial or total breakdown of other components, 

resulting in a cascading effect. 

Electric grid 
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Author(s) Cascading effect definition Domain 

North American 

Electric Reliability 

Council (2005) 

Rampant loss of system facilities, whether caused by 

thermal overload, voltage collapse, or loss of 

synchronism, except those that occurred due to fault 

isolation. 

Electric grid 

Battiston et al. (2007) In a case of network economies, when a supplier 

(lender) fails to receive debt payment by its customer 

(borrower), who in turn may unable to pay its own 

supplier located in the upper level, which may lead to a 

chain of bankruptcies (bankruptcy avalanches). 

Economics and 

Finance 

Sahasrabudhe and 

Motter (2011) 

The loss or serious suppression of a single or more 

species potentially propagate and cause other species to 

go extinct through the food-web network. 

Ecology 

 

3.1.1.2 History of Cascading Effects Accidents 

Although cascading incident often regarded as a low-probability event, incidents involving 

cascading effect have occurred several times in the past. Abdolhamidzadeh et al. (2011) have 

developed an exhaustive list of incidents involving cascading effects, and the study presents a list 

of 224 incidents between 1917 and 2009 which known to involve cascading effects in the chemical 

process industry. Table 3 presents some examples of the recorded accidents. 

 

Table 3. Examples of accidents involving cascading effects in process industry between 1917 and 2009. The 

list is taken from Abdolhamidzadeh et al. (2011). 

Year Location Plant/unit (chemical) Impacts 

1917 Ashton, UK Explosive factory 

(nitrator) 

46 deaths, >120 injuries, 100 

houses demolished 

1947 Texas, USA Ship (ammonium nitrate) 552 deaths, >3000 injuries, more 

than 3300 dwellings and 130 

businesses damaged, and more 

1974 Petal, USA Salt dome storage 

(butane) 

Glass breakage up to 11 km 

1975 Beek, the Netherlands Ethylene plant 

(propylene) 

14 deaths, 107 injuries, damage 

in the radius of 4.5 km, 6 tanks 

burned, control room demolished 

1979 Milligan, USA Train of tank cars 

(ammonia, acetone, 

chlorine, and others) 

14 injuries, 4500 people 

evacuated, $1.26 million damage 

1984 Mexico City, Mexico Storage tanks (LPG) 650 deaths, 6400 injuries, nearby 

houses damages, $31 million 

damage  

1999 Laem Chabang, 

Thailand 

Tank farm (gasoline) 7 deaths, 18 injuries, 4000 people 

evacuated 

2001 Toulouse, France Petrochemical plant 

(ammonium nitrate) 

30 deaths, >5000 injuries, €2.4 

billion damage 

2005 Neyshabur, Iran Rail tank car (variety of 

chemical) 

328 deaths, 460 injuries 
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Year Location Plant/unit (chemical) Impacts 

2009 Jaipur, India Petroleum products 500.000 evacuated, $40 million 

of property loss 

 

From the cascading accident examples listed in Table 3, it is evident that cascading accidents have 

been witnessed in many parts of the world and the impact of such accident can be catastrophic. 

Moreover, cascading effects have occurred in different types of chemical facilities and involved 

different kinds of chemicals. More worryingly, Abdolhamidzadeh et al. (2011) also showed that 

global average of fatalities per accident is increasing. These findings indicate that cascading effects 

is a severe risk to various chemical plants worldwide, and therefore the risk of cascading effects 

should be accounted in the risk profile of these facilities. 

3.1.2 How Cascading Effects in Chemical Plants Occurred 

How the primary accidents are initiated is arguably one of the most important aspects of cascading 

failures. Initiating event, also called primary accident or triggering event, is the first component 

failure in a system that potentially triggers secondary failures in adjacent components. Initiating 

event is influential to the analysis of cascading effects because it largely influences the probability 

of cascading effect from happening. Understanding the triggers of cascading effects is important in 

the effort of mitigating the risk of cascading effects. 

Clini et al. (2010) compiled a list of causes that have initiated the primary accident (i.e., the first 

accident) of cascading accidents. The list of causes, which compiled from data of accidents from 

1950 until 2007, is presented in Table 4. From the table, external events and mechanical failures 

are two of the most frequent trigger of cascading accidents. Human factor as the third highest cause 

can be quite surprising since it suggests the need to improve the training or professionalism of the 

employees. It is worth noting that accidents caused by an attack (sabotage, terrorist attack, and 

military operation) are excluded from this list. 

 

Table 4. General causes of cascading accidents. The list is adopted from Clini et 

al. (2010). 

Number of events Cause Frequency 

82 External events 31% 

78 Mechanical failure 30% 

54 Human factor 21% 

46 Impact failure 18% 

30 Violent reaction 11% 

11 Instrument failure 4% 

7 Upset process 

condition 

3% 

3 Service failure 1% 

 

In addition to categorizing primary accident according to their causes, categorizing the primary 

accidents by the types of the accidents can be a useful alternative. The type of a primary accident is 

one of the factors that determine the escalation vectors in a cascading accident (Khakzad et al., 

2013). The analysis on the types of accidents may provide insights on the escalation vectors, which 
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may help with the prevention of accident propagation since different escalation vector requires 

different mitigation method. 

There are various types of accidents that can initiate cascading accidents. Khan and Abbasi (1998) 

and Clini et al. (2010) offered similar classifications of types of primary/initiating accidents. Clini 

et al. (2010) found that fire and explosion are the most frequent types of primary initiating accidents 

accounting for 43% and 41% respectively. The classifications of types of primary events in 

cascading accidents are presented in Table 5. 

 

Table 5. Types of accidents that can initiate cascading accidents 

Source Classification 

Khan and Abbasi (1998)  Fire 

 Explosion 

o Blast waves 

o Missiles 

 Toxic release 

 Simultaneous and 

interactive impact of 

fire and explosion 

Clini et al. (2010)  Fire 

 Explosion 

 Release 

o Liquid 

o Gas 

 Gas cloud 

 

Another perspective of triggering event analysis has been taken by researchers by categorizing the 

cause of initiating events into two categories: random failures or intentional attacks (Crucitti et al., 

2004; Kinney et al., 2005; Wang et al., 2008). From the two categories, intentional attacks are 

understood to be the more probable cause of cascading effect in real-world networked systems. To 

further understand the difference between intentional attack and random failures in triggering 

cascading effect, some theory about complex networks have to be explored. 

 

 

Figure 6. Illustration of (a) an exponential network and (b) a scale-free network (Albert et al., 2000) 
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Complex networks studies recognize two types of networks based on their connectivity distribution: 

exponential network and scale-free network (Albert et al., 2000). An exponential network is 

relatively homogeneous, meaning the nodes in the network tend to have similar number of links. 

On the other hand, a scale-free network is very heterogeneous; most of the nodes have one or two 

links, while a few nodes have a large number of links. The structure of scale-free network represents 

most of the real-world networks, such as the Internet and electrical power grid. 

Several studies have shown that real-world networks are demonstrating robustness against random 

failure (Wang et al., 2014). This implies that the probability of cascading effect to occur because of 

a random event in nodes is small. However, the scale-free networks (i.e., most of real-world 

networks) have been indicated to be vulnerable against intentional attacks (Albert et al., 2000). For 

instance, it has been shown in the case of scale-free networks, an attack on a single node could lead 

to the failure of an entire network (Motter & Lai, 2002; Zhao et al., 2004). 

These findings conclude that, compared to random failures, intentional attacks are the more critical 

precursor to cascading effects in real-world networks. Why the real-world networks are vulnerable 

against intentional attacks can be understood by examining the two fundamental characteristic 

differences between intentional attacks from random errors. 

The first characteristic is related to the heterogeneity nature of scale-free networks; a few number 

critical nodes (i.e., with a significant amount of links) among the larger number of less significant 

nodes (i.e., with one or two links). In case of random failures, the failure events can be assumed to 

have the same probability of occurrence in any nodes in the system. Since the number of highly 

critical nodes are much smaller than the less significant nodes, random failures will likely to happen 

on the latter. However, the assumption is not applicable to intentional attacks because intelligent 

attackers can be assumed to target the most critical components in the system (Koç et al., 2013). 

This characteristic of targeting the highly critical nodes contributes to the susceptibility of networks 

with scale-free structure (i.e., most real-world networks) to cascading effects from intentional 

attacks. 

The second characteristic is related to the fact that cascading effect is much more likely to happen 

when triggered by failures in two or more nodes. Multiple accidents are more likely to trigger 

cascading effects due to the interaction of escalation vectors (e.g., heat and projectiles) from the 

two or more accidents, resulting in a stronger escalation vector. The stronger the escalation vectors, 

the higher the likelihood of accident propagation. For example, in case of explosions in a chemical 

plant, the combined heat radiation from two explosions is more intense than that from a single 

explosion. This phenomenon is called the synergistic effect (Khakzad et al., 2013). With that being 

said, in the case of a random failure event, it is very unlikely to witness two nodes or more fail in 

the same moment because the risk of component failures is independent of each other. We argue 

that in case of intentional attacks, malicious actors will try to increase its likelihood of success by 

attacking more than a single component. Therefore, the probability of having two or more nodes to 

fail at the same time is much higher, thus increasing the risk of cascading effect. 

3.1.3 Cascading Effects Involving Cyberspace 

The risk of cascading effect is also present in the cyberspace domain. The Internet and the World 

Wide Web is composed of a vast number of interconnected dynamic components, which are some 

of the properties of complex networks (Boccaletti et al., 2006). Boccaletti et al. (2006) further stated 

that the dynamics of flows in a complex network might give rise to cascading effects. Van Eeten et 

al. (2011) also mentioned how accidents in interdependent critical infrastructures (CIs) in several 

sectors (including the Internet) potentially trigger cascading effects. 
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Although there has been no record of cascading effects in chemical facilities caused by cyberattacks, 

there has been some evidence on the occurrence of cascading effects on cyberspace domain or those 

that are triggered by an event from cyberspace. 

The Galaxy IV satellite case is one of the examples of cascading failures from originating 

cyberspace. On 19th May 1998, around 90% of pager users in the United States experienced loss of 

service due to a short-circuit in the main control of the satellite. The loss of service also caused 

problems to the healthcare sector since hospitals were dependent on the service to contact doctors 

and emergency workers (Usborne, 1998). Moreover, the satellite failure also impacted other 

services such as television networks and credit card payment system. 

A more recent example happened in 2017 when a malware known as WannaCry affected vulnerable 

computers around the world. WannaCry is ransomware which specifically designed to attack the 

older version of Windows operating system. The ransomware operates by encrypting the victims’ 

files and then demands a sum of payment be made in exchange for the key to decrypt the files. One 

of the victims of this attack was England’s National Health Service (NHS). The attack disrupted the 

NHS’s services, resulting in activities such as x-rays and scheduled operations being stopped and 

postponed (Johnston et al., 2017). The Galaxy IV and the WannaCry malware incidents put into 

perspective how cyberspace and IT systems are vulnerable to cascading effects. 

Furthermore, the cyberspace domain is potentially a more significant origin of cascading effects 

than commonly thought. Research based on public media has found that the Telecommunication 

and the Internet sectors together are the origin of 44% of cascading effects in the Netherlands, only 

second to the energy sector which accounts for 47% of all cascades (Van Eeten et al., 2011, p. 388). 

The important take away is that the deep integration of IT into various sectors has made it possible 

for an error from the cyberspace to propagate to and negatively impact the other domains. 

Depending on the type of the sector on the receiving end, the impact could be either negligible or 

catastrophic. 

3.2 Cascading Effects Modelling and Analysis 

Cascading effects are often regarded as low-probability and high-consequence events. Being a low-

probability event implicates that there are extremely little historical data available relating to these 

incidents. This characteristic is the opposite of occupational accidents, which is the type of accidents 

with a lot of historical data. In the case of occupational accidents, the risks are typically managed 

using statistical and mathematical models based on past incidents. On the other hand, having a 

different characteristic indicates the risk of cascading accidents cannot be approached in the same 

manner as the occupational accidents. Instead, managing risks of cascading effects can be based on 

the scarcely available data, data generated through extrapolation, assumptions, and expert opinion 

(G. Reniers & Faes, 2013). Moreover, the process of determining its risks should utilize highly 

specific mathematical models and software. 

On that ground, this study employs a cascading effects methodology by Khakzad et al. (2013). 

Khakzad et al. (2013) developed a Bayesian network methodology to estimate the path probability 

of cascading effect in processing facilities. The Bayesian network methodology is presented in the 

next section. 

3.2.1 The Bayesian Network Methodology 

Interconnectivity and (inter)dependency between components are the main enabler of cascading 

effects (Khakzad & Reniers, 2015). Therefore, in order to manage the risk of cascading effects, a 

methodology that is capable of modeling the complexity and interdependency of the system is 

required. Cascading effect characteristics are also the main reason why some linear models are 
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incapable of modeling such risk. Linear models such as Attack Tree and Fault Tree assume that 

events are independent of each other, which is not the case for an interdependent system. 

One of the few models that are capable of handling interdependencies is the Bayesian network (BN). 

Causal BNs model is one of the modeling technique that has gained popularity over the last couple 

of years. BNs also has been recognized as one of the ideal techniques for risk assessment. BNs 

model can be described as a graphical notation of dependencies between variables. BNs model 

consists of nodes and edges which represent variables and causal relationships respectively. The 

strength of the links is represented in the form of a probability table. One of BN advantages that 

give rise to BN's popularity is its ability to update its prior belief in the light of new evidence. Other 

advantages of BN are the ability of BN to combine different sources of knowledge to overcome the 

challenge of scarcity of data, the ability to model a somewhat complex structure, and capacity to 

present multi-state variable. Some have argued that these characteristics give Bayesian Networks 

its advantages over the alternative models such as Fault Tree, Markov Chains, and Petri Nets 

(Weber et al., 2012). 

Khakzad et al. (2013) develop a Bayesian network methodology to analyze cascading effect in a 

network. There are several advantages of this methodologies as compared to the existing 

methodologies. The nature of cascading effects is that it propagates through several levels in the 

network, starting from the initial failure. This methodology is capable of considering not only the 

first-level of the accident but also takes account the higher-level accidents. Different levels of 

incidents are referred to as primary event, secondary event, tertiary event, and so on. Moreover, the 

capability to account synergistic effects of different events in different levels has also enabled a 

more accurate estimation of the higher-level accident. Moreover, as a Bayesian network-based 

methodology, this method able to include both quantitative and qualitative inputs. The qualitative 

input is shown in the structure of the graphical models. As the components depicted as nodes and 

connection between them illustrated as edges, the configuration of nodes and edges in the graph 

represent the dependency between the components. The quantitative input is exhibited in the 

formation of conditional probability table (CPT). Additionally, as the nature of the Bayesian 

networks, the methodology is a probabilistic model. Also, being a Bayesian network-based method 

means this methodology support probability updating in the light of new information. 

There are several important aspects to cascading effects that are represented in this methodology. 

First, the accident propagation. Accident propagation in this methodology is the investigation of 

how the primary event in an incident could escalate to the secondary event, how the secondary event 

escalates to the tertiary event, and so on. The accident propagation analysis is influenced by two 

factors, the escalation vectors, and the threshold value. Escalation vector can be defined as the 

measurement of physical effects such as heat radiation, overpressure, or projectile fragment that 

comes from an event of failure and may affect the nearby components. The threshold value is the 

amount of "damage" that can be sustained by a component before the component fails. Thus, by 

comparing the magnitude of escalation vector from the initial incident, and the threshold value of 

the nearby components, preliminary assessment of the vulnerable units can be done. Moreover, in 

a phenomenon is called synergistic effect, escalation vectors from two or more damaged 

components may interact and result in an even stronger escalation vector. Synergistic effects must 

be taken into account by considering escalation vectors of damaged components from different 

accident levels (e.g., failures from primary event and secondary event toward potential tertiary 

components). Considering the synergistic effects of events in different order allows more accurate 

analysis of events in the higher order. 

The second important aspect is the escalation probability. Escalation probability is the likelihood 

of failure of certain components given an exposure of escalation vector from another damaged 

component. In such case in which an escalation vector surpasses the threshold value, it cannot be 

immediately defined that the component is damaged. Having an escalation vector exceeding a 

threshold value means the probability of damage in such situation cannot be neglected. Escalation 

probability is the likelihood of these components to be damaged. If the escalation vector is well 
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below the threshold value of a component, then it can be said that the escalation probability of the 

component is negligible. The calculation of escalation probability is done using the widely used 

probit7 value (Khakzad et al., 2013). Probit value can be calculated using the equation below: 

 𝑌 = 𝑎 + 𝑏 𝑙𝑛(𝑉) Eq. 1 

𝑌 being the probit value, a and b are the probit coefficients derived from experimental data, and V 

is the escalation vector. Once the probit value is obtained, the escalation probability can be 

calculated using the following equation: 

 𝑃𝐸𝑠𝑐𝑎𝑙𝑎𝑡𝑖𝑜𝑛 = 𝜙(𝑌 − 5) 
Eq. 2 

By taking into account these elements of cascading effects into the methodology, there are two 

analyses that can be done by using this methodology: determining the propagation path of cascading 

effects and calculating cascading (domino) probability. Once the propagation path of an accident is 

analyzed, the probability of cascading effects can be determined afterward. The following section 

presents the description of the Bayesian network methodology and how it works. 

3.2.2 Graph Theoretic Approach for Identifying Critical Units 

As will be explained in the next section, the analysis of cascading effects starts with identifying the 

most critical component in the system. As proposed by Khakzad and Reniers (2015), the most 

critical components in the system can be identified using graph theory metrics. Using the most 

critical component as the primary event in cascading effect analysis would lead to the most severe 

cascading accident scenario. 

Some graph theory basics are essential for this analysis. A mathematical graph is comprised of 

vertices (plural for vertex) and edges. A vertex can be depicted as a node, while edge can be 

represented by a line. Moreover, there are two categories of metrics for graph metrics: vertex-level 

metrics and graph-level metrics. As the notions suggest, the vertex-level metrics are used to measure 

the criticality of vertices, and the graph-level metrics are utilized to compare different graph 

structures. These metrics are often referred to as centrality, which is a concept that encompasses 

different kinds of graph metrics. Three vertex-level metrics that are popularly used: degree, 

betweenness, and closeness. The degree centrality can easily be determined by counting the number 

of edges a vertex has. The betweenness centrality is quantified as the number of shortest paths 

between all combinations of vertices that transverse the vertex in focus divided by the number of 

shortest paths between all combinations of vertices. Lastly, the closeness centrality counts the 

number of steps required to reach all the other vertices in the graph. 

Khakzad and Reniers (2015) stated that closeness centrality score indicates the criticality of a vertex 

in initiating cascading effects. The components with the highest closeness centrality score have 

resulted in the highest cascading probability. Hence, it is advised that preventive measures are 

applied to components with high centrality score to reduce the probability of cascading effects. 

Moreover, Khakzad and Reniers (2015) have also found that betweenness centrality score may 

contribute to mitigating cascading accident. It has been shown that “isolating” vertices with the 

largest betweenness scores have significantly limited the accident propagation in case of cascading 

effects. 

                                                           
7 Probit (probability unit) can be defined as a unit of probability which is deviated from the mean of standard distribution. 

A probit method is a method that use probit value as their input. 
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Here: add from (Vulnerability analysis of process plants subject to domino effects) – here the 

efficacy of graph theoretic approach is thoroughly tested 

3.2.3 Processes in Cascading Effects Modelling 

3.2.3.1 Propagation Path Analysis 

The first analysis that can be produced by using this methodology is to determine the likely 

propagation path. The propagation path is required for calculating the probability of cascading 

effects in a system. Overall, there are six main steps to develop the propagation path in a particular 

system. Below is the overview of steps in defining the propagation path by using the Bayesian 

network methodology: 

 Assign a node to every component. 

 Determine the primary component, which can be done by investigating the most critical 

components in the system. The method to determine the most critical component is 

explained in Subsection 3.2.2. 

 Specify escalation vectors from the initial accident to the nearby component(s) (i.e., 

potential secondary component). The escalation vectors to the adjacent components 

depend on several factors (e.g., the type of accident, the distance between the components, 

etc.) and can be calculated using various methods. 

 To determine the secondary components, the following steps are performed: 

a. For each potential secondary component, compare the escalation vector sustained 

in the component with the predefined threshold value. If the escalation vector 

sustained exceed the threshold value, then continue to the next step. Else, the 

escalation vector is assumed not intense enough to cause damage to the 

component. 

b. Calculate the probit value of each component. Probit value is a function of 

escalation vector. 

c. Using the calculated probit value, calculate the escalation probability of the 

secondary component. 

d. Once the escalation probabilities for all potential secondary components have 

been calculated, choose the component(s) with the highest escalation probability 

as the secondary component. 

 After the secondary component(s) are determined, the type of accident and the probability 

of the accident are specified. 

 If the system configuration enables higher-level cascading effects, repeat steps three to 

five by substituting the newly elected secondary component(s) for the primary unit. Also, 

when evaluating cascading effects on a higher level, the possibility of synergistic effects 

must be taken into account. 

3.2.3.2 Calculating Cascading Probability 

After the cascading propagation path of a system has been determined, then the probabilities of 

cascading in different levels have been calculated. To better understand how the cascading 

probability is calculated, take a hypothetical case in Figure 7 as an example. 
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Figure 7. Accident propagation pattern of cascading effects (Khakzad et al., 2013) 

 

Assume that a propagation pattern analysis has been done on a hypothetical system and the result 

is presented in Figure 7. In other words, Figure 7 illustrates the likely propagation path of the 

cascading effect in the example case. As shown in Figure 7, it has been estimated that the primary 

event would occur in component 𝑋1, the secondary event occurs in 𝑋3, the tertiary events occur in 

𝑋2 and 𝑋4, and the quaternary events occur in 𝑋5 and 𝑋6. Moreover, the primary component is used 

for the components involved in the primary event. Similarly, the term secondary component(s) used 

for components in the secondary event, tertiary components for those in the tertiary event, and so 

on. 

Now that the propagation path has been determined, the first step is to calculate cascading effects 

probability is to calculate the probability of cascading in the first-level. The probability of cascading 

effects can be calculated by multiplying the probability of the primary event and the escalation 

probability of the affected components. The formula to calculate cascading probability at any given 

level is: 

 𝑃𝐶𝑎𝑠𝑐𝑎𝑑𝑖𝑛𝑔  =  𝑃(𝑋𝑥) ∙ 𝑃(𝑋𝑦|𝑋𝑥) 
Eq. 3 

𝑋𝑥  being the primary component and 𝑋𝑦  being the potential secondary component. In the case 

illustrated in Figure 7, the cascading effect is said to reach the first-level when 𝑋3 has been impacted 

by failure from 𝑋1 . Using the formula in Eq. 3, the probability calculation for the first-level 

cascading effect can be calculated as follows: 

 𝑃𝐹𝑖𝑟𝑠𝑡 𝑙𝑒𝑣𝑒𝑙 = 𝑃(𝑋1) ∙ 𝑃(𝑋3|𝑋1) 
Eq. 4 

The next step is to calculate 𝑃𝑆𝑒𝑐𝑜𝑛𝑑 𝑙𝑒𝑣𝑒𝑙 . Looking at Figure 7, it can be observed that both 𝑋2 and 

𝑋4 are potential tertiary components. Cascading effect is said to reach the second-level when either 

𝑋2 “or” 𝑋4 is impacted by the first-level cascading effect. 
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Figure 8. Accident propagation pattern with added auxiliary nodes (Khakzad et al., 2013) 

 

To represent the second-level cascading effect, an auxiliary node 𝐿1 can be added into the graph 

(see Figure 8). The node 𝐿1 is equal to either 𝑋2 “or” 𝑋4 is affected by the events from 𝑃First 𝑙𝑒𝑣𝑒𝑙  

(see Eq. 5). Hence, the node 𝐿1 equals to the union of 𝑋2 and 𝑋4, which is the failure probability 𝑋2 

or 𝑋4. However, 𝐿1  is not equivalent to the probability of cascading effect at second-level, but 

merely an auxiliary tool to calculate the likelihood of cascading effect at second-level. The 

probability of cascading effect in the second level can be calculated as follows: 

 𝐿1 =  𝑋2 ∪ 𝑋4 
Eq. 5 

 𝑃𝑆𝑒𝑐𝑜𝑛𝑑 𝑙𝑒𝑣𝑒𝑙 = 𝑃(𝑋1) ∙ 𝑃(𝑋3|𝑋1) ∙ 𝑃(𝑋2 ∪ 𝑋4|𝑋1, 𝑋3) 
Eq. 6 

Similarly, the third-level cascading effect can also be represented by an auxiliary node. Auxiliary 

node 𝐿2 means that either 𝑋5 “or” 𝑋6 is involved in the propagating accident. Again, 𝐿2 is not the 

probability of cascading effect at its level, it merely an auxiliary node used to help with the 

calculation. 

 𝐿2 =  𝑋5 ∪ 𝑋6 
Eq. 7 

 
𝑃𝑇ℎ𝑖𝑟𝑑 𝑙𝑒𝑣𝑒𝑙 = 𝑃(𝑋1) ∙ 𝑃(𝑋3|𝑋1) ∙ 𝑃(𝑋2 ∪ 𝑋4|𝑋1, 𝑋3)

∙ 𝑃(𝑋5 ∪ 𝑋6|𝑋2, 𝑋3, 𝑋4) Eq. 8 

To further aid the calculation of cascading effects probabilities, another type of node can be added 

to the graph. In Figure 9, auxiliary nodes 𝐷𝐿1, 𝐷𝐿2, and 𝐷𝐿3 are added to the graph. Each of these 

nodes is representing the sequential level of cascading effect. Each of the nodes is connected to the 

other nodes as depicted in Figure 9 by AND-gate. For instance, the 𝐷𝐿1 node is connected to 𝑋1 

and 𝑋3 by AND-gate. Hence 𝑃(𝐷𝐿1) equals to the probability of cascading effect in first-level. In 

case of 𝐷𝐿2, the node is connected to both 𝐷𝐿1 and 𝐿1 through AND-gate, which means the first-

level cascading effects must have happened, and the first-level accident must have propagated to 

the next level either toward 𝑋2 , 𝑋4 , or both. Therefore, 𝑃(𝐷𝐿2) equal to the probability of the 

second-level cascading effect. Accordingly, the same idea also applies to 𝐷𝐿3. 
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Figure 9. The complete accident propagation pattern graph (Khakzad et al., 2013) 

 

3.3 Industrial Control Systems (ICSs) in Chemical Plants 

In a discussion about cybersecurity of chemical plants, or any industrial plants for that matter, the 

topic of Industrial Control System (ICS) is indispensable to the discussion. ICS refers to a wide 

range of systems and components used to control operations in industrial facilities and critical 

infrastructures. Although ICS have actually existed for hundreds of years (Hayden et al., 2014), the 

issue with cybersecurity on ICS was started in the late 1960s when these control systems started to 

be connected to digital computers. Several trends such as the integration of control systems to the 

Internet, the use of commercial off-the-shelf (COTS) components, the integration of industrial 

network to the less secure business network, all of which have contributed to the increasing 

vulnerability of ICS against cyberattacks. These computerized control systems have become a new 

attack vector for different kinds of cyber attackers with various intents. To prevent cyber threats 

from exploiting ICS, it is important to understand how ICS actually works in real life. In the next 

section, ICS and some of the most frequently related terms in the ICS discussion will be described. 

3.3.1 Definitions of ICS 

ICS exists within a larger group of technology called the operation technology (OT). The use of 

operational technology has gained popularity over the last decades due to its ability to offer 

automation over industrial processes. The automation capability results in several benefits such as 

the increase in efficiency, an increase in reliability and a decrease in production cost. 

Operation technology (OT) – An umbrella term that encompasses a group of technologies 

that support industrial operations. The term is more inclusive than ICS and often used to 

distinguish them from the traditional information technology (IT) system. 
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ICS itself is an umbrella term that encompasses a wide range of technologies and systems8. The 

implementations of ICS can vary considerably, from a relatively simple system such as a 

temperature control system to a massive and complex system such as in a region-wide power grid. 

Although the term represents rather broad and inclusive, the term has been quite consistently 

described by several authors. Several definitions of ICS are presented in Table 6. 

 

Table 6. Industrial Control System (ICS) definitions. 

Source Definition 

Stouffer et al. (2011) “is a general term that encompasses several types of control 

systems, including supervisory control and data acquisition 

(SCADA) systems, distributed control systems (DCS), and other 

control system configurations such as Programmable Logic 

Controllers (PLC) often found in the industrial sectors and critical 

infrastructures.” 

Knapp and Langill (2014) “is a broad class of automation systems used to provide control 

and monitoring functionality in manufacturing and industrial 

facilities.” 

Trend Micro (2016) “is a collective term used to describe different types of control 

systems and associated instrumentation, which include the 

devices, systems, networks, and controls used to operate and/or 

automate industrial processes.” 

 

Many often confuse the term ICS with many other closely related terms, such as Distributed Control 

System (DCS), Supervisory Control and Data Acquisition (SCADA), and Programmable Logic 

Controllers (PLC). Essentially, these terms are used to represent different types of systems, or 

different system configurations, which are still within the ICS category. However, during their 

evolution, the functionalities of these technologies have expanded and eventually overlapped each 

other. Their overlapping functionalities may have led to the confusion as mentioned earlier. 

 

Table 7. Definitions of DCS and SCADA (Stouffer et al., 2011) 

System Definition 

SCADA  

(Supervisory Control and Data 

Acquisition) 

SCADA systems are used to control, manage, and monitor assets 

dispersed over a large geographic area using centralized data 

acquisition and supervisory control. 

DCS  

(Distributed Control System) 

DCSs are used to control and automate industrial processes within 

a local area such as a factory. 

PLC 

(Programmable Logic Control) 

PLCs are locally installed equipment commonly used for 

controlling and regulating local process. 

 

                                                           
8 US Department of Homeland Security (2004) classifies the following systems as part of the broader ICS term: 

Supervisory Control and Data Acquisition (SCADA), Distributed Control System (DCS), Process Control System (PCS), 

Energy Management System (EMS), Automation System (AS), Safety Instrumented System (SIS), and any other 

automated system. 
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3.3.2 Components and Architecture Overview 

Precisely defining what ICS comprises of can be rather overwhelming. On the one hand, it is 

because ICS can be composed of numerous types of components, and on the other hand it is because 

the sheer number of components are working on different layers in a hierarchical structure. 

Therefore, it is important to learn the different levels of ICSs to understand further what ICS is and 

how ICS works. The different levels of ICS can be depicted by the ICS architecture. In the following 

section, ICS components and subsystems will be described according to their respective layers in 

the ICS architecture. 

There are several existing ICS reference architectures, such as the CPwE Architectures from Cisco, 

Purdue Enterprise Reference Architecture (PERA), ICS architecture by ICS-CERT and NCCIC, 

and many others. To describe ICS and the components it comprises of, this study is adapted the ICS 

architecture from ICS-CERT and NCCIC (2016). It is important to note that the objective of 

selecting one of the reference architectures is to have a realistic architecture that can be used as a 

reference for the present study. Therefore it is not imperative to have all the available options 

considered and evaluated. Moreover, despite their variations, these ICS architectures tend to be 

relatively comparable, and their terminologies are also interchangeable (Hadžiosmanović, 2014). 

The ICS architecture from ICS-CERT and NCCIC (2016) comprises of seven different levels that 

contain different kinds of ICS components. Figure 10 illustrates a reference architecture for ICS. 

The bottom level contains Field Devices, continued with Controller LAN, Local HMI LAN, 

Manufacturing Zone, Demilitarized-zone (DMZ), Enterprise Zone, and Internet Demilitarized-zone 

(Internet DMZ). Each level may contain different kinds of components and serve different purposes. 

One important thing to note is the demarcation between Level 3 and Level 4 as depicted in Figure 

11. Level 3 and the levels below (i.e., Level 0, Level 1, etc.) are often referred to as Operation 

Technology (OT), while Level 4 and the levels above (i.e., Level 4 and Level 5) are referred as 

Information Technology (IT). This segmentation also depicts the demarcation between the 

industrial network and the business network (also called corporate network or enterprise network), 

which is an important aspect when discussing the security of ICS network in Section 3.4. 

In the next section, each level of the ICS architecture along with the component contained therein 

will be described. 
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Figure 10. ICS Network Architecture (ICS-CERT & NCCIC, 2016) 

 

3.3.2.1 Level 0: Field I/O Devices (Sensors and Actuators) 

The first layer of the ICS architecture contains the basic elements for the rest of the ICS architecture. 

Primarily, this layer would be composed of three main components: sensors, controllers, and 

actuators. The first element is the sensors. The role of sensors is to gather information for the current 

state of the process. The information collected can be various, but mostly they are a physical 

property of the process. For example, in a water heating process, the temperature of the water is 

gathered using a thermometer. The information from sensors will be forwarded to a controller to be 

processed. Controllers are located on Level 1, and it will be described in the next section. The result 

of the process from the controller is forwarded back to an actuator. Actuators, sometimes also called 

the final control element, are components that translate commands into physical actions. Several 

examples of actuators are fans, pumps, valves, heater, and motors. It is also important to mention 

the object that is “sensed” by the sensor and “treated” by the actuator is an industrial process. The 
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type of the process largely determines the type of sensors and actuators used. The interaction 

between these components and the controlled process is illustrated in Figure 12. 

 

 

Figure 11. ICS network architecture with security zone segmentation (ICS-CERT & NCCIC, 2016) 

 

One example of a simple system of a sensor, a controller, and an actuator is a thermostat in an air 

cooling system. A thermostat is a control system used to maintain the temperature near a determined 

value. In an air cooling system, a thermostat works by adjusting the flow of cool air into a room. If 

the sensor senses that the temperature is above the determined value, then the flow of cool air will 

be allowed to flow into the room. Vice versa, if the temperature inside the room is below the 

determined value, then the flow of cool air will be decreased, or even shut off completely. Different 

systems employ different kinds of components, but the main principle is similar. 

 

 

Figure 12. Interaction between sensor, controller, and actuator. 
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In storage tank operations, the commonly employed sensors are to measure pressure, level, and 

temperature. These sensors are attached to storage tanks and usually located in different position. 

For example, the liquid level sensors are typically placed on the top of the tank, while the pressure 

sensors are typically located on the bottom. The commonly found actuators in storage tank 

operations are valves and pumps. There are various kinds of pumps and valves. Also, depending on 

the system configuration, the pumps and valves can be either remotely controlled or can only be 

controlled on site. 

3.3.2.2 Level 1: Controller LAN (PLC, RTU, IED) 

The next level of the ICS architecture consists of controllers. The main function of a controller in 

ICS is to process the received input through a pre-programmed function. Afterward, the output from 

the controller is sent to an actuator. 

There are two different configurations for controllers based on the way they get their input, namely 

closed-loop and open-loop. An open-loop system is mainly driven only by an established input (e.g., 

from operator’s input). On the other hand, a configuration is called closed-loop when a system 

receives feedback from the resulting output of the system itself as an additional input. Thus, in 

addition to a defined input, the controller also gathers information from the resulting output from 

the previous process cycle (i.e., feedback). The controller receives feedback from a sensor. In the 

case of an open-loop configuration, the system may work without the presence of any sensor 

component. The illustration of open-loop and closed-loop control are depicted in Figure 13. 

Moreover, a controller works by repeating the same process cycle continuously. This loop of 

processes works with a cycle time ranging from milliseconds to minutes. The whole continuous 

process of receiving information from a sensor to making treatment through an actuator is called 

feedback control, or feedback control loops. 

 

 

Figure 13. Illustration diagram of open-loop and closed-loop configuration. 

 

One term that is often brought up in a discussion of ICS controllers is the Programmable Logic 

Controllers (PLC). As the name suggests, PLC is a type of controller that encompasses various 

control components used in various industrial processes, including manufacturing, distribution, and 

others. One of the main functionalities of PLC is to provide local control over a process using 

feedback controls. Providing local control also indicates PLCs are placed in areas where the 

condition of the environment is often harsh. That is why most PLCs are physically hardened to 

ensure they survive the harsh environment. Also, in addition to being able to connect with sensor 
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and actuator components, PLCs also have the capability to connect to a workstation on a higher 

level of ICS architecture. 

Another type of equipment that can perform as a controller is the Remote Terminal Units (RTU). 

Historically, RTUs lacked the capability to control other components. The main functionality of an 

RTU was to transmit measurement data from a remote site to the central control station. Hence, 

RTU is also known as Remote Telemetry Unit. Some RTUs these days have been equipped with 

PLC-like capabilities, which allows an instruction to be stored locally inside the RTU. RTUs are 

often found in SCADA implementations. The ability to function as telemetry and communicate 

over a limited bandwidth have made RTU an ideal control for remote sites. A large SCADA system 

may employ several hundred RTUs. These RTUs periodically send measurement data related to 

each remote site to the control center. 

3.3.2.3 Level 2: Local Human-Machine Interface (HMI) LAN 

Human-Machine Interface (HMI) can be described as a software and hardware in which information 

from various subsystems or control components are aggregated and displayed to an operator. HMI, 

often referred to as a control panel, usually shows information regarding the plant in a schematic 

diagram of the system it controls. Moreover, some HMIs also allow an operator to send a command 

to the controllers. For example, in a storage tank system, a symbol of a pump can show whether the 

pump is running or not, and a gauge symbol can indicate the amount of liquid in a particular tank. 

Often the depiction of connectivity between components (e.g., pipes between tanks) also present. 

The operator can interact with the interface, for example, to turn a pump on or off. In this particular 

layer, the HMI is located on the site to allow local control of the equipment. 

 

 

Figure 14. Human-machine interface for a SCADA system. 

 

3.3.2.4 Level 2.5: SCADA and DCS 

SCADA and DCS are two systems that are encompassed by the broader ICS term. Supervisory 

Control and Data Acquisition (SCADA) can be defined as a system where geographically dispersed 

components are supervised and controlled from a centralized site. Typically, a SCADA system is 

composed of a control center, several geographically dispersed field sites, and a communication 

system to allow communication between the control center and the field sites. These dispersed field 

sites are equipped with RTUs to transfer field information to the control center where the data is 

processed and displayed to the operator. This configuration allows efficient control of a 

geographically large system. A few examples of SCADA implementation are water distribution 

system and rail network system. 

 



Cyberattack-Related Cascading Effects Mitigation 35 

 

 

 

Figure 15. General layout of SCADA system (Stouffer et al., 2011) 

 

On the other hand, Distributed Control System (DCS) refers to discrete subsystems of a localized 

process that are being controlled by a centralized supervisory computer. Features and functionalities 

of SCADA and DCS tend to be similar. One key to differentiating SCADA system from DCS is the 

inclusion of geographically remote or distant sites. A question might arise regarding the exact 

definition of ‘distant’ in the previous statement. According to Bailey and Wright (2003), ‘distant’ 

can be defined as such a distance between the control center and field sites where direct-wire control 

would be impractical. Therefore, wireless communication systems are often found in SCADA 

systems. On the other hand, while SCADA systems tend to be used in a geographically dispersed 

system, DCS systems are more likely to be employed in a localized area. In DCS systems, the data 

acquisition and control functions are performed in a distributed manner by number units of 

controllers that are located nearby to where the main process is done. One example of DCS is a 

chemical process plant. 

Regarding the ICS architecture by ICS-CERT and NCCIC (2016), SCADA and DCS encompass 

Layer 0, 1, and 2. However, it important to mention there are variations in the definition of SCADA 

and DCS as well as variations in the composition of the components. For example, Mittal et al. 

(2017) describe SCADA similarly to ICS-CERT and NCCIC (2016) except that the former also 

includes the manufacturing zone (Level 3) into SCADA. Another definition of SCADA is presented 

by Ahmed et al. (2012) in which they describe SCADA as a system composed of all layers from 

controller layer (Level 1) up until the Internet DMZ layer (Level 5). The main point is there are 

more than a single definition of SCADA, and a careful approach must be taken when mentioning 

SCADA systems. The present study will adopt the description of SCADA from ICS-CERT and 

NCCIC (2016) for consistency purpose. 

3.3.2.5 Level 3: Manufacturing Zone  

The third level is the manufacturing zone, or also known as the operation zone. A control center for 

a SCADA or DCS system is usually located on this level, which is why a majority of control and 

supervisory activities are done at this level. Some of the main components on this level are HMI, 

ICS server(s), historian server(s), and engineering workstation. In addition to HMIs in field sites, 

HMIs are also present in this level as part of the control center. This level also comprises several 

servers that connect to the lower level components, for example, to acquire data from those 

components. A historian is also a common part of a control center. A historian is a software that 

records data from various devices in the system into a database. The data in a historian can be used 

for later analyses. Another main component is the engineering workstation, which is used by 

engineers to specify processes configuration. Some examples of HMIs from various vendors are 
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Siemens’ SIMATIC WinCC, Wonderware InTouch, Rockwell Automation’s FactorTalk View SE, 

and General Electric’s CIMPLICITY. 

This level is considered as critical area due to the presence of control centers, which is critical to 

the operation of the field devices (ICS-CERT & NCCIC, 2016). Another critical point is because 

this level is the end of the industrial networks before it is connected to the business networks. For 

safety purpose, a DMZ level is added between this level and the level above (i.e., the Enterprise 

Zone). 

3.3.2.6 Level 3.5: Demilitarized Zone (DMZ) 

A DMZ (demilitarized zone) is a term derived from the military domain. In the military, a DMZ 

represents an area between two states where military operations are not allowed. In computer 

security, a DMZ represents a subnetwork that acts as an intermediary between a secure network and 

an untrusted network (ICS-CERT & NCCIC, 2016). 

This DMZ sometimes also referred to as the Operation DMZ to differentiate it from Internet DMZ 

on the higher level. In this level, the secure network is the Manufacturing Zone (Level 3), and the 

less trusted network is the Enterprise Zone (Level 4). The former belongs to the industrial network, 

and the latter belongs to the business network. The implementation of DMZ ensures that there is no 

direct connection between these two networks. In the case of a cyberattack, a potential attacker 

might get access to servers in DMZ. However, the actual servers where the data is stored are safe. 

Moreover, the connection between DMZ and the Manufacturing Zone is usually equipped with a 

firewall9. Firewalls may dictate which communication traffic between the two levels are allowed, 

thus helps secure the Manufacturing Zone from external threats. 

3.3.2.7 Level 4: Enterprise Zone 

The Enterprise Zone is the level where all the corporate IT systems are located. The Enterprise Zone 

is often called business network, or corporate network. This level may include components of IT 

business system, such as enterprise desktop and business servers. Software such as Enterprise 

Resource Planning (ERP) and a Decision Support System (DSS) might also belong to this level. As 

a part of the business network, this level is considered less secure when compared to the other levels. 

3.3.2.8 Level 5: Internet Demilitarized Zone 

The final level in the ICS architecture is the Internet DMZ. The Internet DMZ acts as the barrier 

between the Enterprise Zone and the Internet. Some of the components on the Internet DMZ level 

are web servers and email servers, which might need to be regularly accessed by employees from 

outside the company’s network. Similar to the DMZ between Level 3 and Level 4, firewalls are 

also utilized to help protect the connection between the Internet DMZ and the Enterprise Zone. 

3.3.3 Implementation and Utilization in Chemical Plants 

The operations and activities which carried out in chemical plants and the typical components that 

compose ICS have been described in the previous sections. This section continues with the 

description of how various ICS components are involved in those operations and activities to give 

a better picture how cyberattacks to help better understand how cyberattacks can affect industrial 

processes and what the potential impacts and consequences of such cyberattacks. 

In chemical plants in general and storage tanks in particular, DCS and SCADA have become the 

commonly found form of ICS implementation. The use of SCADA can be understood considering 

                                                           
9 Firewall is a computer network security component that act as a safety screen to help filter hackers or malwares. A 

firewall is usually implemented as a barrier between a more secure internal network and an external network such as the 

Internet. 
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the advantage of remote supervisory and control of dispersed assets in such facilities. DCS is used 

to control production systems typically found in processing facilities. DSC works by supervising a 

number of smaller processes which are coupled as part of a bigger production process. Although 

these concepts are different, their implementations are often hybrids between the two, hence 

blurring the difference in their real-life implementation (Knapp & Langill, 2014; Stouffer et al., 

2011). Both SCADA and DCS are considered as a generic architecture or a conceptual design of 

ICS components. Hence their implementations might vary from one to another which depend on 

various factors, such as the type of facility and the type of chemical processes in the plant. However, 

there are some major components or modules which are typically found in ICS implementations in 

every chemical facility. 

Sensor equipment is one type of component that is always present in both ICS implementations, 

either in a chemical plant or other types of facilities. As described in Subsection 3.3.2, sensors are 

an essential building block for a control system. Of the various types of sensors, some of which 

often appear on ICS implementations in chemical plants such as temperature sensors, flow 

meter/rate sensors, pressure sensors, radar gauge sensors to measure tank volume, and sensors for 

warning alarms (e.g., overfill prevention sensor). 

Other commonly found components are the valves and the pumps. The pumps and valves are part 

of the actuator components, and both of them serve an essential function in transferring chemical 

liquids or gases from one component to another. Most of the pumps and valves that can be found 

today have functionalities that allow them to be controlled remotely. Remotely controlling these 

equipment saves time and effort since pumps and valves are typically dispersed throughout the 

complex facility. Moreover, pumps and valves can also be operated automatically, which partly 

enables process automation (i.e., feedback control systems). 

The next group of components is the RTUs (Remote Terminal Unit) and PLC (Programmable Logic 

Controller). RTUs collect data from the remote devices and send it back to the master station, while 

PLCs function to control the actuators (i.e., pumps and valves) based on the predetermined 

instruction and inputs from sensors. Nowadays, most RTUs also possess PLC’s like functionalities 

that enable them to perform as the control unit. In SCADA systems, RTUs allow the plant operator 

to receive data from remote gauging devices and also to send an instruction to the pumps and valves. 

RTUs are less common in DCS implementation. 
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Figure 16. Example of SCADA interface (Morsi & El-Din, 2014) 

 

Another important component of ICS is the HMI (Human-Machine Interface). HMI is the interface 

that handles interaction between operators and the system. In ICS, HMIs function as a dashboard 

that displays plant-wide information to the operators, typically in a near real-time fashion. 

Information such as tank level, the state of the pumps and valves, and the alarm status are usually 

displayed in HMIs. Moreover, HMIs also allow system configuration and controls over industrial 

processes in process plants. An example of an HMI graphical interface is presented in Figure 16. 

In conclusion, SCADA and DCS are types of ICS that are widely implemented in chemical 

facilities. SCADA implementations in process plants allow supervisory and control actions to be 

performed from a large distance while DCS provides supervisory and control over multiple, 

integrated sub-processes. Implementation of SCADA and DCS system provides several advantages, 

such as increasing efficiency, quality improvement, improvement in safety by removing humans 

from hazardous activities, etc. However, the integration of remote supervisory and control 

capabilities also presents another unexpected challenge in securing the system against threats from 

the cyberspace. In the next chapter, a more detailed discussion about the cybersecurity of chemical 

facilities in the light of ICS implementations is presented. 

3.4 Cybersecurity of ICSs in Chemical Plants 

Cybersecurity in chemical plants has become a critical issue since the significant adoption of ICS 

in these facilities. The capability to control critical industrial processes remotely using a 

computerized system has enabled more effective and efficient ways to manage these process, but at 

the same time also allowed malicious actors to inflict harm to these processes by exploiting 

vulnerabilities within the system. Hence, from the security standpoint, the adoption of ICS by 

industrial facilities also calls for cybersecurity practitioners to expand from securing information 

assets to protecting industrial processes from turning into physical disasters. In the following 

section, some aspects related to cybersecurity of ICS in chemical plants are described. 



Cyberattack-Related Cascading Effects Mitigation 39 

 

 

3.4.1 History of Cybersecurity-Related Incidents in Process Industry 

Chemical and process plants have been subject to cyberattacks for the past few years. Among 

different kinds of cyberattacks, cyber espionage is the most frequent attack. The existence of 

valuable proprietary information (e.g., intellectual properties) makes these facilities an attractive 

target for cyber espionage from various kinds of cyber attackers. There have been several 

documented cyber espionages on chemical plants where the attackers were stealing intellectual 

property-related assets. In addition to cyber espionage, (cyber) sabotage is another kind of 

cyberattack that is equally or even more dangerous. While cyber espionage attacks mostly result in 

an economic loss, sabotage may result in both an economic loss and loss of life. Sabotage on 

chemical plants not only result in halt of operation, but also possibly lead to a physical damage. 

Physical damages from cyberattacks have been documented to happen in the past and remain one 

of the most discussed cybersecurity issue to date. 

One of the earliest known incidents of successful cyberattacks against industrial facility allegedly 

goes back to the cold war era. In 1982, a former Soviet Union is believed to have been a victim of 

a cyberattack when a Trojan horse was deployed to attack the control system of the Trans-Siberia 

gas pipeline (Reed, 2005). The Trojan horse caused the components in the pipeline to fail, and the 

result was a massive explosion to the pipeline. 

Stuxnet is arguably still the most notorious example of cyberattacks toward industrial facilities. 

Commonly regarded as the first cyber weapon ever invented, the worm is specifically designed to 

attack Natanz uranium enrichment plant in Iran (Langner, 2011). Stuxnet works by spreading and 

propagating through USB sticks and local network without the need of an Internet connection. In 

each infected host, it looked for one specific controller with an exact configuration. Once it found 

the targeted controller, the worm deployed a set of malicious instructions to cause speed fluctuations 

in the centrifuge, while providing the monitoring system with recorded system reading to prevent 

suspicion. As a result, the centrifuge was damaged and the Uranium enrichment facility is shut 

down for at least one week after the incident. After the first reported infection, Stuxnet is reported 

to have infected approximately 10,000 similar controllers, mostly in the US, Iran, Iraq, and 

Indonesia (Exida, 2015). 

After the Stuxnet incident, another cyberattack incident toward industrial facility happened in 

Germany. In 2014, a steel mill suffered from a targeted cyberattack (Lee et al., 2014). It is believed 

that the attacker first gained a foothold on the system through spear-phishing email which contained 

a document that was infected with malicious code. Once the internal network is breached, the 

attacker compromises the plant network (industrial network) and caused damage to several 

individual components of the control system. The result was physical damage to the furnace due to 

the inability to shut down properly. So far, there has been no suspect for this attack, and thus the 

motivation behind the attack remains unclear. 

One of the latest ICS cyberattack incidents happened in August 2017 in Saudi Arabia. Sadara 

Chemical Company, a petrochemical company in Saudi Arabia, was attacked by a cyberattack as 

part of a string of other cyberattacks (McMillan, 2018; Perlroth & Krauss, 2018). The attack 

targeted the Schneider's Triconex controller which perform regulatory and safety tasks to prevent 

catastrophic incidents, such as regulating voltage, temperature, and pressure. The researchers 

believed that this type of attack is intended to sabotage the plant’s operation and cause an explosion. 

Since such an attack would result in a disaster, it is fortunate that the attack turned out to be 

unsuccessful due to a bug in the attacker’s computer code. However, there is a worry from the 

investigators that the actor behind the attack has fixed their mistake soon after the unsuccessful 

attempt, and the same method of attack can be followed for other targets which utilize the same 

type of controller. 
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3.4.2 Understanding Cyber Vulnerability of ICS 

Cybersecurity has developed into a significant issue to ICS in industrial facilities and critical 

infrastructures. To develop a mitigation solution to this problem, it is important to have a 

fundamental understanding regarding the security issues in ICS. This section does not go into detail 

describing the potential vulnerabilities of ICS systems, but more towards exploring the fundamental 

causes of why such vulnerability exists and some of the challenges in mitigating those 

vulnerabilities. This direction is taken because describing technical vulnerabilities of ICS would not 

be in line with the mitigation effort pursued in this work (i.e., suppressing the impact instead of 

preventing the cyberattack from happening).s 

One of several ways to understand the security problems in ICS-based systems is to review the 

history of ICS and to explore the differences between information technology (IT) and ICS. Despite 

the increasing resemblance of IT and modern ICS, their characteristics from the security perspective 

offer less similarity. Understanding the main differences between regular IT and ICS from a security 

perspective also explains why mitigating cyber risk in ICS requires a different approach. 

3.4.2.1 ICS Cybersecurity History 

The common IT security issue had never been a major problem for ICS since its first 

implementation a few decades ago. One of the main reasons for this fact is that ICS equipment and 

devices were operating in a local network, which is called the industrial network. During this period, 

the ICS equipment is locally controlled without the risk of external threat. The problem started to 

arise when the ICS begins to adopt IT capabilities and becomes connected to the business network 

for some benefits (Hayden et al., 2014; Knapp & Langill, 2014; Stouffer et al., 2011). Business 

networks are the commonly found networks installed in the office environment, and activities in 

this network are usually performed using IT equipment and common network protocols. Compared 

to the industrial network, business network (or corporate network) has been regarded as the less 

secure network due to several factors, such as its connectivity to the Internet and unrestricted access 

to email (Stouffer et al., 2011). This developmental direction has made the ICS equipment more 

accessible to external threat actors, thus places ICS system at a higher risk of being targeted. 

Furthermore, even with proper cybersecurity controls in place, some attack vectors, attacks utilizing 

zero-days exploit or social engineering technique, might still potentially breach the defense 

mechanisms in place and allow the attacker to gain access to the network. It is evident from the 

recent incidents, even with the control mechanisms in place, an attacker could gain access to the 

industrial operation and inflict physical damage upon the targeted facility when equipped with the 

right amount of skill and resource (Lee et al., 2014; Sanger, 2012). In conclusion, the vulnerabilities 

of the ICS-based system which emerge from adoption of IT equipment, coupled with the threat 

originated from the IT network, have resulted in consequences that have never been previously 

anticipated. 

3.4.2.2 Characteristics Differences between IT and ICS: A Security Perspective 

Next, this subsection will explain how the different characteristics of IT and ICS affect the security 

issues of ICS. Table 8 presents some aspects of IT and ICS that are relevant from the cybersecurity 

perspective. 

 

Table 8. Fundamental differences between IT and ICS (Hadžiosmanović, 2014) 

Aspect Category Traditional IT ICS 

Technology Component lifetime 3 to 5 years. 15 to 20 years. 
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Aspect Category Traditional IT ICS 

System operation Few operating 

systems. 

Common and proprietary 

operating systems. 

Communication Common 

communication 

protocol. 

Open and proprietary 

communication protocol. 

Resource constraint Systems usually have 

sufficient power to 

support additional 

security solutions. 

Constrained resources to 

support additional 

functionalities. 

Operation Security focus Central server and 

information stored. 

Industrial process, and the 

devices controlling the 

process. 

Performance 

requirements 

Most important 

requirements are 

information integrity 

and confidentiality. 

Most important 

requirement is 

information/system 

availability. 

Time critical 

interaction 

Low/medium 

requirement for 

timely interaction. 

High requirement for 

timely interaction. 

Change management Changes and updates 

are regularly 

performed. 

Changes and updates need 

to be thoroughly examined 

before deployment. 

 

The first point relates to the lifetime of ICS components. Different from IT components that 

typically have a lifetime between around 3 to 5 years, the lifetime of ICS is around 15 to 20 years, 

which is significantly longer. From the security perceptive, his characteristic leads to two 

drawbacks. First, the of lack computational power of the older components often restrict the 

implementation of security solutions. For example, the computational constraint of PLCs may limit 

the application of security solution on these components (Hadžiosmanović, 2014). Second, many 

vulnerabilities are simply resolved by the evolution of technology, such as through the utilization 

of new protocol, the use of new security standard, and others. These drawbacks are not exhibited 

by IT components due to their rapid development and evolution. 

Still referring to the points in Table 8, the second point includes the performance requirements, 

time-critical interaction, and change management. The combination of these characteristics has 

made the patch management in ICS components becomes difficult. For instance, downtime is often 

required when applying system updates, and in industrial facilities downtime would need to be 

scheduled days or even weeks in advance. Moreover, updates for ICS related components require 

thorough testing from ICS experts, security engineers, and IT personnel. All in all, these 

characteristics prevent system updates to ICS components from being implemented on time, hence 

potentially leaving vulnerability untreated for a considerable period. 

In conclusion, these fundamental differences have critically affected the robustness of ICS against 

cyber risk, and therefore mitigating security issues in ICS might require a different way than 

security issues mitigation in IT. 

3.4.3 Threat Actors Landscape 

The issue of cyber vulnerability in ICS components has been explored in the previous section. 

However, vulnerability alone is not sufficient to constitute security risks. According to the FAIR 

(Factor Analysis of Information Risk) concept of information risk, several aspects of the threats are 



42 Cybersecurity of ICSs in Chemical Plants 

 

 

required for measuring information risk. In this section, the types of actors who pose a threat to the 

chemical plant are described, which then may provide a clearer picture of the risk of cyberattacks 

on this facility. 

The potential cyber threat profiles of chemical plants can be derived by looking at two points of 

view: (1) chemical plants as facilities that employ ICS, and (2) chemical plants as critical 

infrastructures. Firstly, chemical and process plants are known to be one of the industries that utilize 

ICSs. Stouffer et al. (2011) mentioned some potential threat actors to ICS, including hostile 

governments, cyber terrorists, malicious intruders, and disgruntled employees. Beyond the group 

of malicious threat, there are also other types of threat, such as accidental actions by insiders (i.e., 

operational mistakes) and natural disasters. 

The second perspective of threat profiles can be developed by considering chemical plants as critical 

infrastructures. De Bruijne et al. (2017) have developed a work a list of cyber threat actor archetypes 

for the Netherlands’ NCSC (National Cyber Security Center). From the list, five out of the eleven 

archetypes are considered as potential threat actors toward critical infrastructures. These threat actor 

types are crackers, terrorists, hacktivists, state actors, and state-sponsored networks. Descriptions 

for these threat actors are presented in Table 9. 

 

Table 9. Descriptions of threat actors against critical infrastructures (De Bruijne et al., 2017). 

Threat Actor 

Type 
Description 

Crackers Crackers is a group of actors that are destroying for fun or looking for platform 

for showing off their capabilities. Often crackers are also referred to as cyber 

vandals or script kiddies. The expertise level of crackers is considered between 

low to medium, and they typically possess low to medium resources. 

Terrorist Terrorists are regarded as ideologically motivated actors which are coordinated 

through a hierarchical leadership. These actors are also considered to have high 

expertise, and medium to high resources. However, it is also mentioned no actual 

attack from terrorist has ever recorded, and there is a lack of data and experience 

regarding this group actor. 

Hacktivist Hacktivist is highly similar to the terrorist group in the sense that they are 

ideologically motivated. Hacktivists considered to have low to medium level of 

expertise. The key characteristic difference between terrorists and hacktivists is 

hacktivists are more loosely organized and does not operate in hierarchical 

leadership. 

State Actors State actors are those who conduct secretive cyberattacks toward enterprises, 

public sectors, or critical infrastructures. The objectives of the attack could be to 

gain access to strategic information or geopolitically motivated. State actors’ 

expertise and resources level are considered to be medium to high. 

State-

sponsored 

Networks 

The state-sponsored networks are composed of state-affiliated groups. Their 

targets include citizens, enterprises, public sectors, and critical infrastructures. 

The level of expertise is considered medium to high, and the availability of 

resources is also medium to high. 

 

Moreover, it is also intriguing to see how different motivations of different threat actors lead to the 

same target in chemical plants. Arguably, not only assets in the facility are in itself valuable for 

these threat actors, but also the potentially catastrophic impact that entails cyberattacks to these 

facilities is a motive for some of these threat actors. For instance, valuable intellectual properties 

stored in these facilities might appeal to some of the threat actors, from the somewhat “tame” 

crackers to the more dangerous state actors and state-sponsored groups. One might feel fortunate 
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that threat actors who pursued damage in critical infrastructures, such as terrorist and hacktivist, are 

among those considered to possess low to medium resources and skill. However, a worrying 

development has been recently mentioned regarding the possibility of cyber warfare, in which the 

more resourceful nation-state actors might begin targeting chemical plants to inflict destruction to 

these facilities (Gertz, 2017; The Washington Times, 2004). This development can only further 

emphasize the need to mitigate the risk of cyberattacks against critical infrastructure. 

3.4.4 Potential Impacts of Cyberattacks on Process Plants 

In the previous section, it has been mentioned that there are different kinds of potential threats to 

chemical plants, where each threat profile is presumably driven by different motivation. In that 

sense, it can be understood that depending on the motivation, different cyberattacks may yield 

different impacts. Moreover, the potential impacts of cyberattacks toward ICS in industrial facilities 

differ from cyberattacks toward traditional IT systems mainly because both deal with entirely 

different assets: traditional IT deals with information and data, while ICS deals with industrial 

processes. According to Maryna Krotofil and Gollmann (2013), the cyberattacks toward industrial 

processes can be classified into three categories as shown in Table 10. 

 

Table 10. Classes of cyber-physical attacks (Marina Krotofil & Larsen, 2015) 

Equipment damage Production damage Compliance violation 

 Equipment overstress 

 Safety limits violation 

 Product quality 

 Production rate 

 Operating cost 

 Maintenance effort 

 Safety 

 Pollution 

 Contractual treaties 

 

In addition, Stouffer et al. (2011) developed a list of potential incidents that might arise from 

malicious actions toward ICS: 

 Disruption of ICS operation caused by delay or block of flow of information 

 Damaged, disabled or shut down equipment, adverse environmental impact, and/or 

endangerment of human life from unauthorized changes to instruction, commands, or 

alarm threshold 

 Adverse effects from sending inaccurate information to system operators 

 Various adverse effects as result of attacks to ICS software, either through malware or 

modification to configuration settings 

 Endangerment of human life from safety system interference 

From the two lists, it can be seen that physical damage is recognized as one of the potential impacts 

of cyberattacks on control systems. Some of the recent incidents, such as the Aurora generator test 

in 2017 (Zeller, 2011), the Stuxnet malware (Langner, 2011), and the German steel-mill incident 

(Lee et al., 2014), have demonstrated the capability of cyberattacks to destroy components in 

industrial facilities. With regard to cascading effects, considering the interdependent and interlinked 

components in industrial facilities, it can be understood that any incident in these facilities may 

potentially lead to a cascading event. Accordingly, the potential impact of cyberattacks against 

hazardous facilities has been recognized as possible trigger to cascading accidents (Moreno et al., 

2018). Moreover, with considerable resource and highly skilled actors (i.e., state-sponsored and 

state actors) among the potential threat profiles, the possibility of cascading effects to result from 

cyberattacks cannot be undermined. 
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3.4.5 Network Segmentation 

Network segmentation has been recognized as a common practice in both IT networks and ICS 

networks to increase the security of the system. It can be defined as the attempt or process to 

structure ICS components into multiple smaller segments. In the present study, the segregated 

partitions of the network will be referred to as “network segments,” or simply, “segments.” The 

following definition of network segmentation is offered by Security Roundtable (2018): 

Network Segmentation – Partitioning computer networks into subnetworks with the aim of 

preventing the spread of cyber threats. The main idea is when a data breach occurs in one of 

the segments, the attack will be contained within that network segment, and limited from 

accessing the other parts of the network. 

Network segmentation can be implemented as part of the defense-in-depth strategy (Metivier, 

2017). The conventional approach to designing network security is to focus on hardening the 

network perimeter from external threats. However, under the presumption that there is no perfectly 

secure system, the defense-in-depth strategy emphasizes on building multiple layers on defense that 

would slow down adversaries even when the first line of defense is breached. Network segmentation 

is an ideal method for realizing the defense-in-depth strategy due to its capability to create additional 

perimeters inside the network. Therefore, even in the case of a security breach, the adversaries 

would still be limited from accessing assets located in different segments. 

Network segmentation can be implemented using different techniques and technologies, namely, 

among others, physical segmentation, logical segmentation, and network traffic filtering. Physical 

segmentation is a system segmentation method that utilizes separate communication infrastructures 

for different segments. On the other hand, logical segmentation is implemented logically, e.g., using 

Virtual LANs (VLANs) or virtual private networks (VPNs). Logical segmentation potentially 

presents a comparable security advantage offered by physical segmentation, while also provides 

greater flexibility and a relatively lower cost. Lastly, network traffic filtering provides segmentation 

by restricting certain parts of the system from communicating with the others. 
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Research Approach 
 

To answer the main research question, the answers to the sub-research questions must be obtained 

which involve different kinds of approaches. This chapter starts with a summary of the approaches 

and the corresponding sub-questions which are presented in Table 11. Subsequently, the methods 

are described in more detail in the following section. 

 

Table 11. Research questions and the corresponding approaches 

 Sub-research Question Research Approach 

[SQ1] How do cyberattack-related cascading effects 

happen in chemical and process plants? 
 Literature study 

[SQ2] How to model and analyze cyberattack-related 

cascading effects using Bayesian network? 
 Bayesian network 

methodology  

(Khakzad et al., 2013) 

 Graph theory metrics  

(Khakzad & Reniers, 2015) 

[SQ3] What are the factors of ICS network segmentation 

design that can influence cascading effects in 

chemical plants? How can these factors contribute 

to mitigate cascading effects in case of 

cyberattack? 

 Literature study 

 Risk-based method 

[SQ4] To what extent does the segmentation design 

modification mitigate the risk of cyberattack-

related cascading effects? 

 Case Study 

 

4.1 Research Methods 

4.1.1 Takeaways from the Literature Review 

Briefly summarizing the previous chapter, several key concepts which are essential to answering 

the main research question have been explored in the literature review. Sub-research question 

number one (SQ1) and number two (SQ2) have already been answered in the preliminary literature 

review in the previous chapter. The answer to SQ1 is presented in Subsection 3.4.4 (pg. 43), as the 

subsection describe the potential impact of cyberattacks toward ICS in chemical process plants. The 

answer to SQ2 is presented in Subsection 3.2 (pg. 22), in which the use of Bayesian network 

methodology by Khakzad et al. (2013) to model and analyze cascading effects, and the application 

of graph theory to indicate the criticality of an accident scenario are described. 
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4.1.2 Methodology Development 

Following the preliminary findings in the literature review, the methods for building the 

methodology can be defined. Firstly, the third sub-question (SQ3) explores the factors that 

contribute to the cascading risk of network segmentation designs, and how these factors influence 

the risk level on the designs. The answer to SQ3 provides the main building block to the 

development of the risk-based methodology, which answers the main research question. To answer 

SQ3, the preliminary literature review suggests a more in-depth investigation into the following 

three aspects is required: the implication of network segmentation to cascading effects, risk analysis 

for cyberattack-related cascading effects analysis, and the utilization of graph-theoretic metrics to 

identify criticality in ICS network segmentation design. 

First, the effects of ICS network segmentations to cyberattack-related cascading effects need to be 

understood. The understanding can be achieved through exploration on some fundamental aspects, 

such as on the application segmentation on ICS network, the mechanism and potential consequences 

of cyberattacks on ICS, how network segmentation affects cyberattacks on IT and ICS networks, 

and others. For this purpose, some insights can be gathered from the literature review of relevant 

studies, whitepapers from private companies engaged in the field of cybersecurity, reports from 

governmental organizations, etc. Afterward, an understanding of how network segmentations 

would influence cascading effects which initiated by cyberattacks can be developed. Chapter 5 is 

dedicated to the exploration and investigation of this subtopic, and specifically, the implication of 

ICS network segmentation to cascading effects is presented in Chapter 5.2. 

Once the implication of network segmentation is understood, the next step is to formulate an 

approach to analyze the risk of cascading effects while considering the effect of network 

segmentation. More specifically, a method to evaluate the robustness of network segmentation 

design against cyberattack-related cascading effects must be developed. For this purpose, a 

methodology developed by Khakzad et al. (2013) can be employed to model and analyze cascading 

effects. However, as can be seen throughout Subsection 6.2.1, estimating the risk level for a single 

network segmentation design can be a lengthy and complicated process. From the decision maker 

perspective, doing the lengthy assessment to numerous design alternatives repeatedly can be 

considered time-consuming, and in the larger projects, may even become unmanageable (Khakzad 

et al., 2016). Because of this, it would not be inefficient to examine all the possible design 

alternatives with the hope of finding the most robust one. Moreover, producing a few alternative 

designs without a clear guideline would risk of producing bad alternatives. Eventually, applying the 

methodology to these alternatives would merely result in the best design among the worst. 

As a solution to this problem, a criticality analysis based on graph theory can be incorporated into 

the methodology to help with the preliminary network design process. Khakzad and Reniers (2015) 

have demonstrated the efficacy of graph theory metrics to indicate criticality of accident scenarios 

with regard to cascading effects. The application of graph theory in the methodology would allow 

an early identification of severe accident scenarios, which would help in producing more robust 

design alternatives. That way, a more robust design can be produced without having to consider too 

many alternatives. 

Finally, the findings from this exploration are synthesized to develop a risk-based methodology for 

mitigating cyberattack-related cascading effects. The detailed process of the methodology 

development is presented in Chapter 6, while the risk analysis using the BN method is described in 

Chapter 6.2.16.2, and the application of graph theory is given in Chapter 6.3. 

4.1.3 Methodology Application to a Case Study 

Lastly, the fourth sub-question (SQ4) calls for the application of the methodology to a case study 

using a realistic ICS network example. The case study is intended to examine the efficacy of the 

methodology in improving robustness against cascading effects. Moreover, the case study provides 
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some insights for the future development of the risk-based methodology. The methodology 

application is presented in Chapter 7. 

4.2 Research Flow 

Following the methods described in the previous section, for the sake of clarity, the flow of the 

research can be illustrated as presented in Figure 17. 

 

 

Figure 17. Research flow diagram of the present study. 
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ICS Network Segmentation 
 

Previously in Subsection 3.4.5, network segmentation has been introduced as a control measure 

against threats from cyber activities. This section extends the previous discussion on network 

segmentation by presenting a more extensive exploration of the network segmentation 

implementation in industrial control systems. Subsequently, network segmentation will be 

introduced as a means of mitigation for cyberattack-related cascading effects in process plants. The 

goal of this chapter is to gather as many insights about how network segmentation influences 

cyberattack-related cascading effects. The insights obtained in this chapter would be used for 

cascading effects analysis and methodology development in Chapter 6. 

5.1 Introduction to Network Segmentation in ICS 

The application of network segmentation on ICS is similar to the application of network 

segmentation in IT in terms of its implementation as well as its purposes and benefits. The 

similarities can be understood considering the modern ICS systems are essentially industrial 

systems that achieve IT capability through the adoption of IT components in its system. 

The applications of network segmentation in ICS network as a security measure have been 

mentioned and demonstrated in several previous works. Stouffer et al. (2011) have proposed 

partitioning ICS network into multiple smaller subnetworks. The basic idea of network 

segmentation was described as minimizing access to critical information from systems or people 

who do not necessarily need it while maintaining the daily operation of the organization. The 

partitioning of ICS into several segments creates perimeters that provide the demarcation for 

security countermeasures, such as firewalls and proxy gateways. The decision on the segmentation 

design can be based on several factors, such as management authority, level of trust, and the amount 

of communication traffic. By implementing the network segmentation on ICS, it is argued that 

segmentation would make it very difficult for attackers to attain their malicious goals, and at the 

same time provides containment for the effect of inadvertent errors (Stouffer et al., 2011). 
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Figure 18. Illustration of a security breach in a segmented system. The segment highlighted in red is assumed 

to be under security breach. (adopted from Siemens (2008)). 

 

Network segmentation for ICS network has also been proposed by Siemens (2008). In the paper, 

the segmented parts of the network are referred to as “cells.” The goal of segmentation was defined 

as increasing the system availability through the restriction of failures and security threats to the 

immediate vicinity. As illustrated in Figure 18, a security breach is assumed to be happening in one 

of the segments in the system. The key to the network segmentation is that the attackers, having 

gained access to one of the segment, would have minimal to no influence on components situated 

in a different segment. Ultimately, the remaining segments can continue to operate normally while 

the security breach is being treated. 

 

 

Figure 19. Example of a segmented ICS network implementation (modified from Siemens (2008)). 
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The implementation of ICS network segmentation can also be observed from the network design 

perspective. Clearly, different systems are composed of different components. The difference in 

composition coupled with other factors, such as difference in purpose or technical limitations, 

encourages the variation in the design of network segmentation to a certain degree. For instance, 

due to a certain limitation, the design of network presented in Figure 19 can be altered to support a 

different communication mechanism as shown in Figure 20. On the one hand, these examples show 

how one factor could force a change in the network design, and on the other hand exhibit a variation 

of network segmentation designs of an example ICS network. 

 

 

Figure 20. A variation of network design from network in Figure 19 (modified from Siemens (2008)). 

 

5.2 Network Segmentation for Cyberattack-related Cascading 

Effects Mitigation 

5.2.1 How Network Segmentations Mitigate Cyberattack-related 

Cascading Effects 

For the present work, network segmentation is proposed as a technique to mitigate the risk of 

cyberattack-related cascading effects. It has been mentioned that network segmentation limits the 

consequence of cyberattack by creating separation between groups of components, resulting in 

segments of components. These partitioned segments will perform as a defense mechanism should 

any component within the segment is infiltrated by an attacker. However, it is still important to note 

that a certain amount of damage can still be inflicted within the attacked segment. To better 

understand how network segmentation conceptually works in cyberattack-related cascading effects 

mitigation, see the bowtie diagram illustrated in Figure 21. 
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Figure 21. Bowtie diagram illustration of network segmentation for cyberattack-related cascading mitigation. 

 

To the best of our knowledge, network segmentation has never been used for any cascading effects 

mitigation attempt, though it has been utilized for other reasons and purposes. For example, network 

segmentations have been implemented for increasing network performance, security improvement, 

or due to physical constraints (Genge & Siaterlis, 2012). Accordingly, the components in segmented 

networks can be structured and grouped differently according to the objective of the segmentation. 

For the network segmentation with security purpose, the most common implementation is to 

segregate the components according to the architecture of the network. For instance, the reference 

architecture depicted in Figure 10 can be used as a guideline for how the network can be segmented. 

In the present work, the proposed segmentation strategy focuses on partitioning the field devices, 

which are the ICS components of Level 0 in the ICS-CERT and NCCIC reference architecture (see 

Figure 10). These are the components that directly interact with the physical processes in the process 

plants. The focus on ICS components can be understood considering the misuse of this components 

in critical infrastructures potentially causes fire or explosion, which subsequently may trigger 

cascading effects. Moreover, looking from the network design perspective, it can be said that the 

typical approach aims to segment the network “vertically,” while the proposed approach focuses 

the segmentation “laterally.” However, it is to be noted that while the proposed approach focuses 

the segmentation to the Level 0 components, it does not limit the components in other levels from 

being included. 
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Figure 22. Example of a network segmentation for a storage plant consisting of six storage tanks. 

 

For a better understanding, take an example in Figure 22(a). Assume that the analysis of cascading 

effects on the example storage plant has already been done, and the resulting outcome suggests to 

segment the storage tanks as illustrated in Figure 22(b). Next, the ICS components in that process 

plant can be grouped and segmented according to Figure 22(b) based on their respective storage 

tank. One example of network segmentation implementation based on Figure 22(b) is presented in 

Figure 23. However, note that considering that network segmentation can be implemented in 

different ways, the graph in Figure 22(b) is more of a direction to guide the network segmentation 

design process, and the realization in Figure 23 is just one of many possible implementations. 
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Figure 23. A network diagram example of a segmented storage plant. 

 

Furthermore, it has been stated that the main idea of implementing network segmentation for 

mitigating cyberattack-related cascading effects is similar to network segmentation for other 

purposes, which is to limit the potential damage from the adversaries within the segment under 

attack. Based on the presumption that network segmentation would restrict the access and 

movement of the adversaries in the network, a network segmentation can be designed in such way 

that the potential damage from the cyberattacks would impose the least risk of triggering cascading 

effects. So, for that purpose, a methodology is developed in this work that will examine the 

segmentation design that exhibits robustness against cascading effects. In Figure 24, it can be seen 

how a network segmentation works to limit the impact of a cyberattack. 
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Figure 24. Illustration of a security breach in a segmented system, where the components highlighted with a 

red exclamation mark are assumed to be at risk. 

 

Moreover, as with the nature of system segmentation, the proposed segmentation rules can be 

applied in combination with other segmentation rules. For example, Figure 25 shows the proposed 

segmentation being the subset of the typical segmentation rule. Therefore, the implementation of 

the risk-based segmentation may provide additional control measures against cyberattack-related 

cascading effects without sacrificing the benefits from the existing security mechanisms. 
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Figure 25. A diagram of network segmentation with both security zone-based segmentation and cascading 

risk-based segmentation. 

 

5.2.2 Design Aspects Related to Cascading Mitigation 

When talking about network segmentation design, or any design in general, it is important to 

understand that there are several elements that constitute a design. These elements, or often also 

referred to as design aspects, can be defined as the basic elements which make a design. It is the 

difference in one or more of these elements that differentiate one design from another. From the 

literature review, some design aspects of network segmentation are identified: 

 The number of segments 

 The allocation, distribution, or arrangement of components into segments 

 The technology used to realize the segmentation (e.g., virtual segmentation, physical 

segmentation, etc.) 

The present work focuses on two of the design aspects: the number of segments and the allocation 

or arrangement of the components. It is conceivable that any change in these two design aspects 

can be represented using the Bayesian network method10, and hence to a certain degree affect the 

probability and the risk of cascading effects. Therefore, it can be hypothesized that it is possible to 

manipulate the design aspects in order to come up with a network segmentation design that yields 

the least risk of cascading effects. 

                                                           
10 The Bayesian network method has been introduced as the method for cascading effects modeling and analysis. For more 

details, see Subsection 3.2. 
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5.2.3 Bridging Cascading Effects Analysis and Network Design 

5.2.3.1 The Gap between Cascading Analysis and Network Design 

Using the result from the risk assessment of cascading effects as the main input in designing the 

segmentation of ICS networks presents its share of challenges. To understand this issue, let us take 

a step back and review some of the concepts used in this work. Firstly, based on the conceptual 

framework of this study, it has been understood that cyberattacks toward ICS may result in physical 

accidents, which may in turn trigger cascading accidents. It is important to note that physical 

accidents (e.g., leak, fires, explosions, etc.) are the only outcomes from ICS cyberattack that are 

considered in this study due to their possibility in triggering cascading effects. For an obvious 

reason, other kinds of outcomes, such as production decline or product quality degradation, are not 

taken into account. 

 

 

Figure 26. Conceptual framework of the problem in the present study. The dashed line represents a 

relationship that is not well understood. 

 

Moreover, from the conceptual perspective, there are two relationships in the framework: (1) ICS 

cyberattacks to result in physical accidents, and (2) for the accidents to trigger cascading effects. 

The relationship between the triggering accidents and the subsequent cascading effect have been 

well investigated. There have been a lot of in-depth studies on how primary accidents trigger 

cascading accidents, including the types of triggering events, the types of escalation vectors, the 

probability of escalation, and others. Conversely, however, the relationship between cyberattacks 

on ICS and the resulting physical accidents have not been deeply studied. To illustrate the problem, 

suppose there are six process units and 25 ICS components in a process plant, determining which 

component are capable of causing damage to the process units through misuse activities could be 

complicated. Although make no mistake, the possibility of attacks toward ICS to result in physical 

accidents not only has been repeatedly established (Moreno et al., 2018; Stouffer et al., 2011), but 

also has been documented (Lee et al., 2014; Zeller, 2011). The key problem at hand is while physical 

accidents are among the possible outcomes of ICS cyberattacks, how exactly it may happen can be 

difficult to describe. 

There can be several factors behind this issue. One possible reason is the complexity of process 

plants. Process plants are complex facilities that are comprised of interconnected components. Thus, 

it is likely that a change in one component may have side effects on the other components. 

Additionally, the processes in chemical plants can be highly time-sensitive due to chemical 

substances in different forms (i.e., liquid, solid, or gaseous) could have an entirely different 

behavior. Hence, executing the process in plants in a different timing could possibly result in a 

completely different outcome. Another possible reason is that process plants tend to be highly 

proprietary. This means the design and components they employ most likely vary from one to 

another, which implies that the way the plants are controlled is also different (Marina Krotofil & 

Larsen, 2015). Regarding the problem mentioned previously, this factor may lead to establishing a 

general method to investigate the relationship between cyberattacks on ICS components and the 

consequences to be very difficult. All things considered, it is understandable that figuring out how 

accidents might come up from the misuse of components in process plants requires a deep 

understanding of each particular plant. 

Going back to the main problem, hence determining which components that could contribute to the 

damage of a particular process unit is a difficult task. That being said, associating ICS components 
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to the potential accidents is crucial for the present work. It is already mentioned that the result of 

the cascading analysis would be a physical accidents scenario which presumably has the lowest risk 

of cascading effect. The network segmentation should follow this recommendation by segmenting 

the process units according to the accident scenario. For instance, the analysis results indicate that 

accident involving unit T1, T3, and T5 in a certain tank farm would yield the lowest risk of 

cascading effect. Hence, the network segmentation should be designed in a way that, in the case of 

a cyberattack, only units T1, T3, and T5 are damaged as the worst possible outcome. Without 

knowing how to determine the relationship between the ICS components and the potential accidents 

in process units, achieving a particular accident scenario through network segmentation 

manipulation would not be possible. 

In summary, the problem that has to be dealt here is that the modeling in the cascading analysis is 

done using the process units in the plants as the basic components, and the result of the analysis is 

a recommendation on how these components should be arranged. However, since there is no easy 

way to indicate which ICS components are related to which process units, taking this 

recommendation as an input for the network segmentation design is not straight-forward. For the 

purpose of dealing with this problem, the next section describes the approach employed to manage 

the disparity between cascading analysis and network segmentation design. 

5.2.3.2 Approach for Linking ICS Components to Potential Accidents 

Two approaches have been identified to address the relationship between ICS components and 

potential accidents of the process units. The first approach is the report-based approach, in which 

the relation between ICS components and potential accidents can be established from analyzing the 

database of past accidents. In process plants and other industrial facilities, the plant owners typically 

keep a database relating to the incidents that have occurred, which usually include the equipment 

involved, the causes, the process type, etc. Furthermore, if an accident involving a type of process 

has occurred in the past, it can be assumed that the accident can be triggered in a similar fashion 

(Marina Krotofil & Larsen, 2015). By using this assumption, the database of past accidents can also 

be considered as the database of potential accidents, which implies that misusing the components 

in a similar way as indicated in the past incident report would result in a similar consequence. By 

analyzing the potential accidents and the ICS components involved, the lists of related ICS 

components can be obtained. 

However, the report-based approach can be difficult or impossible for various reasons. Arguably, 

the biggest obstacle is the lack of comprehensiveness of the database. In any process plants, it is 

highly likely that not all of the accidents that can happen has happened. Therefore, the database 

may not be sufficient to establish the relation between every ICS component and the potential 

accidents. Moreover, due to process plants being highly proprietary, most likely these databases 

cannot be generalized for other process plants, which only further emphasizes the difficulty in 

pursuing the report-based approach. 

Alternatively, the product flow-based approach can be pursued. In processing plants, the ICS 

components (e.g., valves, pumps, gauges, etc.) are connected to either the pipework or the process 

units. With that in mind, a simplifying assumption can be made: the misuse of ICS components 

would result in accidents in the process unit where the component is located, or in the nearest 

process unit within the same product flow if the ICS components are connected to the pipework. 

Clearly, using such a simplifying assumption would result in a less accurate outcome. To put it 

differently, the association between potential accidents and the ICS components might not be 

entirely correct; the misuse of a certain ICS component might lead to an accident that is different 

than initially suspected. However, looking at the evident difficulty in using the report-based 

approach, the product flow-based approach is still the better alternative than the two options. 
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5.3 Potential Drawbacks of Network Segmentation 

5.3.1 Overview of the Drawbacks 

As described in the previous section, network segmentations offer a potential benefit in term of 

security. The added security benefit is gained not only through limiting the propagation and access 

of adversaries, but also from better access control and improved monitoring (Metivier, 2017). 

Moreover, network segmentation method has also been implemented to improve network 

availability and performance (Edwards, 2004). 

However, despite the added benefits, the application of network segmentation is also accompanied 

with some drawbacks. For example, either in the case of new system development or transformation 

of flat (non-segmented) network structure into a segmented one, designing a segmented network 

requires careful planning which implies extra work required. Afterward, the design must be 

correctly implemented to ensure the sought benefits can be attained. Furthermore, the application 

of network segmentation would require additional hardware (White & Bickley, 2001). In some 

cases, the network resources need to be made redundant for every segment. Therefore, it is clear 

that there are some costs that come with the application of network segmentation. 

Besides the tangible costs such as the design and implementation costs, there are also some 

intangible costs that must be considered. One of the repeatedly mentioned intangible cost factors of 

network segmentation is productivity loss (Metivier, 2017; Nicholas, 2017). Network segmentation 

does not only prevents malicious actors from accessing critical assets but at the same time also 

creates added procedures and protocols for legitimate users from accessing the same assets. 

Therefore, the added processes faced by employees would often be regarded as “obstacles” from 

the usability perspective, which eventually will impact their overall productivity level. Another 

intangible cost factor comes from the extra work needed to manage and maintain the network 

(Nicholas, 2017). As previously mentioned, network segmentation often demands the addition of 

network components, such as servers, switches, routers, etc. From the maintenance point of view, 

not only that the added components would increase the maintenance effort required, but the 

separation of these components would also increase the effort required due to the added complexity. 

In the case of implementation using VLAN, network segmentation might also increase the 

complexity of processes required for security audit (Zeitlin, 2018). 

In conclusion, although network segmentation is a widely recognized method to increase the 

cybersecurity of a system, it also comes with costs that must be considered. As for the system 

owners, the objective is to develop a system that is secure from adversaries, while also manageable 

at the same time (Metivier, 2017). 

5.3.2 Calculating the Added Costs 

From the organization’s perspective, the drawbacks from network segmentation, either in tangible 

or intangible form, can be considered as added costs. Hence, the decision on adopting network 

segmentation should be considered as a trade-off between the security benefit (i.e., reduced 

cascading risk) and the costs incurred by its drawbacks. For this reason, a method to estimate the 

additional costs incurred by the application of network segmentation is needed. 

Among the two design aspects mentioned in Subsection 5.2.2, the arrangement of components 

aspect is not indicated to cause any increase in cost. In other words, several designs with different 

components arrangement (with same number of segments) is not considered to have different cost. 

On the other hand, increasing the number of segments has been indicated to increase the 

maintenance cost of the system (Wagner et al., 2017). Therefore, although network segmentation 

would yield benefit in the form of security improvement, there is a possibility that the increasing 

maintenance cost may outweigh the benefit of security improvement. To avoid this situation, a cost-
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benefit analysis should be conducted during the planning stage. Accordingly, a method to capture 

the cost incurred by increasing the number of segments must be employed. 

It has been mentioned that there are many types of costs related to the drawback of network 

segmentation. However, accurately estimating all of these costs would be too complex and it would 

require substantial work. For the sake of simplicity, the present work focuses on the increase in 

maintenance and operation cost. Table 12 presents the cost factors of IT operation and maintenance 

in the automation industry. 

 

Table 12. Cost factors of IT operations and maintenance in process automation 

(adopted from Honeywell (2011)) 

Operations and Maintenance 

 General maintenance 

 Repair 

 Software upgrades 

 Hardware upgrades 

 Backups 

 Parts replacement 

 Parts availability 

 Floor space 

 HVAC/power 

 Proficiency training 

 Auditing/asset tracking 

 Downtime 

 

To estimate the increase in costs, a formula proposed by Wagner et al. (2017) can be utilized. The 

cost function can be used to capture the exponential increase of IT maintenance cost which caused 

by the addition of segments into the network design:  

 𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑) =
𝑒(𝑁+𝑘)/𝑀 − 1

𝑒𝑘 − 1
 Eq. 9 

𝐶 being the unit of cost (or cost unit) of IT maintenance for network environment 𝑒𝑛𝑣 and network 

segmentation design 𝑛𝑠𝑑, 𝑁 is the number of segments in 𝑛𝑠𝑑, 𝑀 is the possible maximum number 

of segments that can be supported, 𝑘 is a steepness constant (𝑘 = 1, …, 7), and 𝑒 is a mathematical 

constant for the base of the natural logarithm (𝑒 ≈ 2.71828). The steepness constant can be adjusted 

to represent a more linear increase in cost (e.g., 𝑘 = 1) or the more exponential increase (e.g., 𝑘 = 

7). To illustrate, the graph presented in Figure 27 depicts the increase of IT maintenance and 

operation cost as the number of segments in the network increases. 
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Figure 27. IT maintenance and operation cost function for maximum number of segment M of 10 and 

steepness constant k of 6 

 

As can be seen, the score of 𝐶 resulting from the formula is not in currency. To calculate the actual 

increased maintenance cost, the scale factor of the increased cost unit must be calculated by dividing 

the cost unit of the segmented system by the cost unit of the non-segmented system. Afterward, the 

scale factor can be multiplied with the maintenance cost of the non-segmented system to calculate 

the increased maintenance cost of the segmented system: 

 𝑧 =
𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑠)

𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑛)
 Eq. 10 

 𝑀𝐶𝑠 = 𝑧 ⋅ 𝑀𝐶𝑛 Eq. 11 

𝑧 is the scale factor, 𝑀𝐶𝑠 and 𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑠) being the maintenance cost and the cost unit of the 

segmented system, 𝑀𝐶𝑛 and 𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑛) being the maintenance cost and the cost unit of the non-

segmented system. To conclude, up to this point, a method to estimate the rising maintenance cost 

has been determined. Later in the next section, this method shall be used in conjunction with the 

risk analysis method described in Subsection 6.2 to conduct a cost-benefit analysis for network 

segmentation. 

5.4 Feasibility Study: Expert Interviews 

To have a better understanding of the applicability of the network segmentation strategy proposed 

in this study, interviews have been undertaken with two practitioners who work in IT security 

related fields in chemical manufacturing companies. For the sake of clarity, the organizations in 

which the interviewees work shall be referred to as Company A and Company B. The discussions 

were exploratory and mainly revolved around two main points: the current state of ICS networks in 

chemical and process plants, and whether the type of network segmentation proposed in this study 

would be a feasible solution from the technical and operational standpoints. It is important to note 

that the topic being discussed is security sensitive, hence some details about the plant’s operation 

cannot be discussed. Nevertheless, the following are several insights that can be concluded from 

both interviews. 
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The first question inquires about the current implementation of network segmentation in 

interviewees’ organization. From the interview, it was discovered that Company A does implement 

network segmentation for security purpose based on network architecture layers, but does not 

segment the network further. The interviewee from Company A stated that the typical 

implementation in storage plants in his company is to manage and control all of the storage tanks 

in a tank farm from a single control center. In fact, there is an instance of a tank farm where 

approximately one hundred storage tanks being controlled from a single control center. However, 

a different situation was found in Company B. The interviewee from Company B described that his 

company employs both architecture-based segmentation as well as the segmentation similar to the 

one proposed in this work (see Figure 19). 

Moreover, the interviewee from Company A also further explained that network segmentation in 

this work could not be fully realized in Company A without implementing some changes to the tank 

farm. There can be several factors that cause this. Based on the interview, the main problem of 

segmenting a tank farm network is the existence of a shared resource. The shared resource can be 

explained as a part of the system that needs to be accessed by several other components on the 

network. By creating a partition on the network, the access to this shared resource will be a lot more 

limited, and thus will interrupt some operations in the facility. The details of the shared resources 

cannot be obtained. However, considering hardware components can be easily made redundant in 

any network structure, it can be presumed that the shared resource is in the form of digital data that 

is required by various components across the plant for operational purposes. 

From the discussions with the practitioners, a few insights can be derived. First, it can be seen that 

network segmentation has been a standard security measure. Although it was found that the extent 

of its application may differ, the fact that it is already implemented in both organizations indicates 

the familiarity of the industry with network segmentation. Second, from the current implementation 

in Company B, it proves that the network segmentation method proposed in this work is feasible. 

Third, it can also be presumed that implementing the proposed segmentation method to existing 

process plants would require a substantial transformation. This implies that the proposed 

segmentation design is easier to implement in new process plants than the existing ones. 

5.5 Key Takeaways 

Based on the discussion about network segmentation in the previous section, there are a few 

important takeaways that can be taken for the cyberattack-related cascading effects analyses in the 

next chapter. First, network segmentation has been regarded as one of the techniques for limiting 

the impact of cyberattacks. However, it is important to keep in mind that although the impact of 

cyberattacks would be “contained” within the segment, the attacker would still be able to inflict 

some damage within the breached segment.  

Takeaway #1 – Network segmentation prevents cyberattacks from impacting the whole 

system. However, it should be understood that a certain amount of damage would still occur. 

Next, it has been mentioned that, to some degree, the implementation of network segmentations 

may be carried out in different ways. Considering this fact, a particular requirement for a certain 

system can be translated into different forms of segmentation designs. With regard to cascading 

effects mitigation, it can be inferred that the outcome of cascading analyses can be translated into 

several segmentation designs. One of the possible implication is the process of cascading analysis 

can be separated from the segmentation design process of the network architecture. Another 

possible implication is the outcome of cascading analyses of the methodology to be developed 

should be independent of a specific kind of implementation. 
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Takeaway #2 – The outcome of the cascading analyses could be implemented into different 

forms of network segmentation implementations. 

Lastly, the implementation of network segmentation would invoke additional costs, both tangible 

and intangible. For instance, although intended to block cyber attackers, the effects of network 

segmentation are also experienced by legitimate users. Engineers and operators who use the system 

on day-to-day bases would have to suffer productivity loss due to limited access for the sake of 

security. This and some other costs should be considered when designing a segmentation design. 

Takeaway #3 – In addition to risk mitigation benefit, network segmentation also incur costs 

regarding design and installation, productivity loss, extra maintenance, etc. 
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Risk-based Methodology 

Development 
 

In Chapter 5, a deep dive into network segmentation in ICS and how it potentially affects 

cyberattack-related cascading effects in process plants have been conducted. To start with the 

development of the risk-based methodology, a method to indicate the risk of cascading effect for 

segmentation designs must be developed by taking into account the key takeaways from the 

previous chapter. For this purpose, this study employs a Bayesian network methodology for 

cascading effects modeling and analysis. As previously explained, the graph-theoretic approach for 

indicating components criticality is also incorporated into the methodology. Moreover, for the sake 

of clarity and simplicity, a single hypothetical case study is used throughout the methodology 

development chapter. In the next section, the development of these approaches and their 

implementations are described. 

6.1 Hypothetical Case for Methodology Development 

In this section, the hypothetical case study is described, along with the network segmentation and 

the attack scenarios of this case study. The plant is a tank farm consisting of six gasoline 

atmospheric storage tanks, T1-T6 as depicted in Figure 28. All the tanks are identical with a 

diameter of 33.5 m, a height of 9.1 m, and volume of 8,073 m3. 
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Figure 28. Layout of the example tank farm 

 

In accordance with the proposed methodology in this work, the network structure for the tank farm 

will be separated into several segments using network segmentation. For the present work, the 

central control is supposed to consist of two segments: Segment A (SgA) and Segment B (SgB). 

Hence, our goal is to determine network segmentation design that exhibits the most robustness 

against the risk of cyberattack-related cascading effects. 

For the case study in Figure 28, the six storage tanks will be considered as “nodes” for the designing 

the network segmentation. Nodes can be defined as a part of a system, which can be either a single 

process unit or a group of process units, whose failure potentially leads to an accident. Division of 

the nodes into the two segments can be achieved in several configurations. For instance, one 

possible configuration is to assign T1, T2, and T3 to SgA, and T4, T5, and T6 to SgB. All possible 

design configurations for the tank farm in Figure 28 are presented in Table 13. However, for the 

sake of simplicity, the following sections demonstrate the application of BN methodology and 

graph-theoretic approach for Network Segmentation Design 26 (NSD-26): the SgA comprises of 

T1, T3, and T4 while the SgB comprises of T2, T5, and T6 (see Figure 30). 

 

Table 13. Every possible network segmentation design for storage plant in Figure 28 

Design 
Tanks 

Design 
Tanks 

SgA SgB SgA SgB 

NSD-1 T1 T2,T3,T4,T5,T6 NSD-32 T2,T3,T4 T1,T5,T6 

NSD-2 T2 T1,T3,T4,T5,T6 NSD-33 T2,T3,T5 T1,T4,T6 

NSD-3 T3 T1,T2,T4,T5,T6 NSD-34 T2,T3,T6 T1,T4,T5 

NSD-4 T4 T1,T2,T3,T5,T6 NSD-35 T2,T4,T5 T1,T3,T6 

NSD-5 T5 T1,T2,T3,T4,T6 NSD-36 T2,T4,T6 T1,T3,T5 

NSD-6 T6 T1,T2,T3,T4,T5 NSD-37 T2,T5,T6 T1,T3,T4 

NSD-7 T1,T2 T3,T4,T5,T6 NSD-38 T3,T4,T5 T1,T2,T6 



Cyberattack-Related Cascading Effects Mitigation 67 

 

 

Design 
Tanks 

Design 
Tanks 

SgA SgB SgA SgB 

NSD-8 T1,T3 T2,T4,T5,T6 NSD-39 T3,T4,T6 T1,T2,T5 

NSD-9 T1,T4 T2,T3,T5,T6 NSD-40 T3,T5,T6 T1,T2,T4 

NSD-10 T1,T5 T2,T3,T4,T6 NSD-41 T4,T5,T6 T1,T2,T3 

NSD-11 T1,T6 T2,T3,T4,T5 NSD-42 T1,T2,T3,T4 T5,T6 

NSD-12 T2,T3 T1,T4,T5,T6 NSD-43 T1,T2,T3,T5 T4,T6 

NSD-13 T2,T4 T1,T3,T5,T6 NSD-44 T1,T2,T3,T6 T4,T5 

NSD-14 T2,T5 T1,T3,T4,T6 NSD-45 T1,T2,T4,T5 T3,T6 

NSD-15 T2,T6 T1,T3,T4,T5 NSD-46 T1,T2,T4,T6 T3,T5 

NSD-16 T3,T4 T1,T2,T5,T6 NSD-47 T1,T2,T5,T6 T3,T4 

NSD-17 T3,T5 T1,T2,T4,T6 NSD-48 T1,T3,T4,T5 T2,T6 

NSD-18 T3,T6 T1,T2,T4,T5 NSD-49 T1,T3,T4,T6 T2,T5 

NSD-19 T4,T5 T1,T2,T3,T6 NSD-50 T1,T3,T5,T6 T2,T4 

NSD-20 T4,T6 T1,T2,T3,T5 NSD-51 T1,T4,T5,T6 T2,T3 

NSD-21 T5,T6 T1,T2,T3,T4 NSD-52 T2,T3,T4,T5 T1,T6 

NSD-22 T1,T2,T3 T4,T5,T6 NSD-53 T2,T3,T4,T6 T1,T5 

NSD-23 T1,T2,T4 T3,T5,T6 NSD-54 T2,T3,T5,T6 T1,T4 

NSD-24 T1,T2,T5 T3,T4,T6 NSD-55 T2,T4,T5,T6 T1,T3 

NSD-25 T1,T2,T6 T3,T4,T5 NSD-56 T3,T4,T5,T6 T1,T2 

NSD-26 T1,T3,T4 T2,T5,T6 NSD-57 T1,T2,T3,T4,T5 T6 

NSD-27 T1,T3,T5 T2,T4,T6 NSD-58 T1,T2,T3,T4,T6 T5 

NSD-28 T1,T3,T6 T2,T4,T5 NSD-59 T1,T2,T3,T5,T6 T4 

NSD-29 T1,T4,T5 T2,T3,T6 NSD-60 T1,T2,T4,T5,T6 T3 

NSD-30 T1,T4,T6 T2,T3,T5 NSD-61 T1,T3,T4,T5,T6 T2 

NSD-31 T1,T5,T6 T2,T3,T4 NSD-62 T2,T3,T4,T5,T6 T1 

 

Further, using two control centers to control the tank farm implies that there could be two attack 

scenarios against the tank farm; the first attack scenario, 𝐴𝑡1, where the control center of SgA is 

attacked, and the second attack scenario, 𝐴𝑡2, where the control center of SgB is attacked. Attacks 

to SgA or SgB means the storage tanks related to that network segment are at the risk of accident 

(e.g., major release, explosion). These attack scenarios must be considered when calculating the 

risk of cascading effects for each network segmentation design. 

For the present case, the considered attack scenario is a cyberattack towards the ICS equipment 

within the tank farm, which may lead to a major release of flammable materials and a pool fire (PF) 

given ignition (with a probability). Therefore, the impacts of pool fire through heat radiation are 

taken into account in modeling the potential cascading effects in this example. In the next section, 

the development and demonstration of the methodology to estimate the risk of cascading effects 

using the BN method is presented. 
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6.2 Cascading Risk Calculation 

In this section, the development and demonstration of the BN methodology used to estimate the 

level of cascading risk for network segmentation designs are presented. A hypothetical chemical 

storage plant depicted in Figure 28 is used to explain how the methodology helps with designing 

network segmentation. 

6.2.1 Bayesian Network Method: Cascading Effects Modeling 

Before the risk of cascading effect for the segmentation designs can be calculated, the damage 

probability of every storage tank must be calculated. To achieve that, the BN methodology 

developed by Khakzad et al. (2013) is employed. Keep in mind that the following section 

demonstrate the development and application of the BN method in NSD-2611. 

As previously mentioned, there are two aspects of BNs: the qualitative aspect, which is the structure 

of BN, and the quantitative aspect, which is the probability aspect (i.e., the Conditional Probability 

Tables). Firstly, to build the structure of the BN, determining the escalation probabilities is essential. 

For this purpose, a matrix table consisting of heat radiation from one tank to another can be 

developed with the help of ALOHA software. Assuming a wind speeds of 2 m/s from Northwest, 

relative humidity of 25%, and an air temperature of 18 degrees Celsius, the radiant heat intensities 

are calculated and presented in Table 14. 

 

Table 14. Heat radiation intensity Tj receives from Ti (in kW/m2) 

Ti↓  Tj→ T1 T2 T3 T4 T5 T6 

T1 - 38 - 22 - - 

T2 38 - 38 - 22 - 

T3 - 38 - - - 22 

T4 22 - - - 38 - 

T5 - 22 - 38 - 38 

T6 - - 22 - 38 - 

 

Considering the suggested heat intensity threshold of 𝑄𝑡ℎ = 15 kW/m2 for atmospheric tanks, the 

values below the threshold are not presented in Table 14 because the possibility of cascading effect 

for heat intensities below the threshold level is not credible (Cozzani et al., 2005). For illustrative 

purposes, the storage tanks and the potential escalation vectors can be depicted as a graph as shown 

in Figure 29. 

 

                                                           
11 See Subsection 6.1. 



Cyberattack-Related Cascading Effects Mitigation 69 

 

 

 

Figure 29. Graphical representation of heat radiation vectors above the threshold. The nodes represent the 

storage tanks, and the edges represent the heat radiation 

 

Afterward, the primary events for the BN methodology should be defined. For NSD-26, the primary 

events for attack scenario 𝐴𝑡1 occur at T1, T3, and T4, while for attack scenario 𝐴𝑡2 at T2, T5, and 

T6 (see Table 13). The primary units of both attack scenarios are depicted in Figure 30. 

 

 

Figure 30. The primary units of NSD-26 in (a) At1 scenario and (b) At2 scenario 

 

Based on the primary units, the secondary units can be determined. For instance, take the 𝐴𝑡1 

scenario (Figure 30(a)) where T1, T3, and T4 are the primary units. Referring to the graph in Figure 

29, it is shown that T2, T5, and T6 are at the receiving end of the heat radiation emitted from the 

primary units, hence T2, T5, and T6 can be considered as the potential secondary units. It is worth 

noting that the primary units are excluded from the consideration since they are already deemed to 

be damaged at this point. 

To calculate the escalation probability of potential secondary units, the magnitude of escalation 

vector at the target units must be determined. During this step, the presence of synergistic effects 
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must be considered. For instance, considering T2 as a potential secondary unit, it is shown in Figure 

29 that escalation vectors from T1 and T3 interact and result in stronger heat radiation toward T2.  

Based on the values in Table 14, the escalation probability can be calculated using a probit method 

proposed by Cozzani et al. (2005). The probit value, 𝑌, can be calculated using Eq. 12 and Eq. 13, 

where 𝑄 is the heat radiation intensity (in kW/m2), 𝑉 is the tank volume (in m3), and 𝑡𝑡𝑓 is the time 

to failure (s) of a unit exposed to heat radiation. After the probit value, 𝑌, is obtained, the escalation 

probability, 𝑃, can be calculated using Eq. 14, where 𝜑 is the cumulative density function, and 𝑃 

is the escalation probability. 

 𝑌 = 12.54 − 1.847 ln(𝑡𝑡𝑓) 
Eq. 12 

 ln(𝑡𝑡𝑓) = −1.13 ln(𝑄) − 2.67 × 10−5𝑉 + 9.9 
Eq. 13 

 𝑃 = 𝜑(𝑌 − 5) 
Eq. 14 

The calculation is done using Microsoft Excel spreadsheet software. Table 15 presents the 

escalation vectors and the calculated escalation probabilities toward T2, T5, and T6. 

 

Table 15. Escalation vectors and escalation probabilities of secondary units for 

At1 scenario in in NSD-26 

𝑨𝒕𝟏 scenario 

Ti → Tj Escalation Vector Escalation Probability 

T1, T3 → T2 76 kW/m2 9.98  10-2 

T4 → T5 38 kW/m2 3.20  10-3 

T3 → T6 22 kW/m2 5.55  10-5 

𝑨𝒕𝟐 scenario 

Ti → Tj Escalation vector Escalation probability 

T2 → T1 38 kW/m2 3.20  10-3 

T5 → T4 38 kW/m2 3.20  10-3 

T2, T6 → T3 60 kW/m2 3.79  10-2 

 

After the escalation probabilities are calculated, the node with the highest escalation probability is 

chosen to be the secondary unit. For instance, in the 𝐴𝑡1  attack scenario T2 has the highest 

escalation probability (see Table 15), and thus is considered as the secondary unit. Accordingly, 

causal arcs should be drawn from T1 and T3 toward T2 as illustrated in Figure 31(b), implying that 

the accident in T2 is conditional to the accident in T1 or T3. Similarly, T3 is chosen to be the 

secondary unit in 𝐴𝑡2 attack scenario for having the highest escalation probability. 
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Figure 31. Illustration of Bayesian network development for At1 scenario in NSD-26 

 

The previous steps are repeated for determining tertiary units: starting with identifying the potential 

tertiary units using the heat radiation graph in Figure 29, obtaining the heat radiation intensity from 

Table 14, and using Eq. 14 to calculate the escalation probability, the calculation results are obtained 

and presented in Table 16. Evidently, T5 is chosen as the tertiary unit in the 𝐴𝑡1 attack scenario, 

and an arc is drawn from T2 and T4 toward T5. However, in the 𝐴𝑡2 attack scenario, T1 and T4 

have equal escalation probability. Hence, these nodes are considered as the tertiary units in the 𝐴𝑡2 

scenario, and causal arcs are drawn from T2 and T5 toward T1 and T4 respectively. 

 

Table 16. Escalation vectors and escalation probabilities of tertiary units for At1 

scenario in NSD-26 

𝑨𝒕𝟏 scenario 

Ti → Tj Escalation Vector Escalation Probability 

T2, T4 → T5 60 kW/m2 3.79  10-2 

T3 → T6 22 kW/m2 5.55  10-5 

𝑨𝒕𝟐 scenario 

Ti → Tj Escalation vector Escalation probability 

T2 → T1 38 kW/m2 3.20  10-3 

T5 → T4 38 kW/m2 3.20  10-3 

 

Whereas all the units in the 𝐴𝑡2 attack scenario have been examined, there is still one unit left in the 

𝐴𝑡1 attack scenario. By following the same steps, the probability for the last unit is calculated and 

presented in Table 17. The complete structure of BN for 𝐴𝑡1 attack scenario is presented in Figure 

31(d). 
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Table 17. Escalation vectors and escalation probabilities of quaternary unit for At1 

scenario in NSD-26 

𝑨𝒕𝟏 scenario 

Ti → Tj Escalation Vector Escalation Probability 

T3, T5 → T6 60 kW/m2 3.79  10-2 

 

Up to this point, the qualitative part of the BN (i.e., the structure) has been built, and the quantitative 

aspect (i.e., the CPTs) need to be developed for all of the six nodes to complete the BN. The CPTs 

can be developed based on the structure of the BN and the escalation probabilities. For example, 

the CPT for node T2 is presented in Table 18. Repeating the steps above, the CPTs for the other 

nodes can be developed. 

 

Table 18. Conditional probability table (CPT) of node T2 for At1 scenario in NSD-26 

T1 T3 

P(T2 = Fire | T1, T3) 

Accident Safe 

Accident Accident 9.98  10-2 0.90 

Accident Safe 3.20  10-3 0.99 

Safe Accident 3.20  10-3 0.99 

Safe Safe 0 1 

 

Afterwards, using the probabilities in the CPTs, the probabilities of accident for each node can be 

calculated. In case of a node with a single parent, where Xy is the parent node and Xi is the child 

node, the probability of accident can be calculated using Eq. 15. 

 𝑃(𝑥𝑖) = 𝑃(𝑥𝑖|𝑥𝑦) ⋅ 𝑃(𝑥𝑦) Eq. 15 

On the other hand, in the case where there are more than a single parent, such as T2 in Figure 31(b), 

the probability of accident can be calculated as follow: 

𝑃(𝑇2 = fire) = 𝑃(𝑇2 = fire|𝑇1 = fire, 𝑇3 = fire) 𝑃(𝑇1 = fire) P(𝑇3 = fire)

+ 𝑃(𝑇2 = fire|𝑇1 = fire) P(𝑇1 = fire) P(𝑇3 = safe)

+ P(𝑇2 = fire|𝑇3 = fire) P(𝑇1 = safe) P(𝑇3 = fire) 

Eq. 16 

However, it should be noted that calculating the probability of accident for the primary units 

requires a different approach. As mentioned earlier in this subsection, the considered outcome of 

the cyberattack in this example is a major release with a probability of ignition. Accordingly, the 

probabilities for a cyberattack to result in a major release, and also for a major release to form a 

pool fire, must be determined. Hence, the likelihood of a cyberattack-driven leakage which may 

ignite into a pool fire can be calculated as: 
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𝑃(𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑝𝑜𝑜𝑙 𝑓𝑖𝑟𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘)

= 𝑃(𝑅𝑒𝑙𝑒𝑎𝑠𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘)

⋅ 𝑃(𝐼𝑔𝑛𝑖𝑡𝑖𝑜𝑛|𝑅𝑒𝑙𝑒𝑎𝑠𝑒) 

Eq. 17 

𝑃(𝑅𝑒𝑙𝑒𝑎𝑠𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘) is the probability of release due to a cyberattack, 𝑃(𝐼𝑔𝑛𝑖𝑡𝑖𝑜𝑛|𝑅𝑒𝑙𝑒𝑎𝑠𝑒) 

is the probability of the release to meet an ignition source and form a pool fire, and 

𝑃(𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑝𝑜𝑜𝑙 𝑓𝑖𝑟𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘)  is the probability of a pool fire due to cyberattack. For 

demonstration purposes, 𝑃(𝑅𝑒𝑙𝑒𝑎𝑠𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘)  is assumed at 1.0  10-1, and 

𝑃(𝐼𝑔𝑛𝑖𝑡𝑖𝑜𝑛|𝑅𝑒𝑙𝑒𝑎𝑠𝑒)  is estimated at 5.0  10-2 (Rew & Daycock, 2004). Hence, the 

𝑃(𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑝𝑜𝑜𝑙 𝑓𝑖𝑟𝑒|𝐶𝑦𝑏𝑒𝑟𝑎𝑡𝑡𝑎𝑐𝑘) is at 5.0  10-3. Using this assumption, the completed BN 

for 𝐴𝑡1 scenario in NSD-26 is modeled using AgenaRisk software tool (Agena Ltd., 2009), and the 

result is presented in Figure 32, and the probability of accident of each storage tank in NSD-26 is 

presented in Table 19.  

 

Table 19. Probability of accident of storage tanks in NSD-26 

Network Segmentation Design 26 (NSD-26) 

Storage tank 

Probability of accident 

𝑨𝒕𝟏 scenario 𝑨𝒕𝟐 scenario 

T1 5.00  10-3 1.60  10-5 

T2 3.43  10-5 5.00  10-3 

T3 5.00  10-3 1.72  10-5 

T4 5.00  10-3 1.60  10-5 

T5 1.60  10-5 5.00  10-3 

T6 3.32  10-7 5.00  10-3 
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Figure 32. Bayesian-network for At1 scenario in NSD-26. T1, T3, and T4 are the primary units. 

 

6.2.2 Application of Game Theory for Identification of Attack Scenario 

Probabilities 

So far, a method to estimate the probability of damage for attack scenarios in network segmentation 

designs has been demonstrated. However, it was explained earlier that the implementation of 

network segmentation resulted in the emergence of several attack scenarios, which using the BN 

method produced different risk scores. Before proceeding to the risk analysis stage, a method for 

consolidating the risk value of several attack scenarios in each network segmentation design must 

be established. 

In the case of adversarial risk analysis, such as the present study, game theory can be employed to 

improve the outcome of the risk analysis (Cox, 2009). In the context of game theory analysis, the 

present work can be considered as a simple attacker-defender game. Attacker-defender game, also 

known as leader-follower game, is a setting where the defenders move first by allocating resource 

on their defense, and afterward, the attackers deploy a strategy to respond to the defender’s strategy 

with the goal of gaining the optimal outcome. In such an adversarial game, the “minimax” analysis 

from game theory can be an alternative to assigning arbitrary probabilities to the decisions of the 

attackers. This minimax analysis describes the strategy of the defender as minimizing the maximum 

possible damage by anticipating the worst attack scenarios. Therefore, by employing the game 

theory approach to adversarial risk analysis, a more relevant risk assessment result can be obtained. 

Minimax – A strategy in game theory to minimize the maximum loss for the worst case 

scenario. 

Before applying the minimax analysis in this study, several underlying assumptions need to be 

outlined: the attackers are rational, in complete possession of all information needed for making 

decisions, and have the capability to compute the pay-offs of every possible strategy. These 

assumptions often become the point of critics due to its implausibility. However, in a relatively 

simple situation, such as the attacker-defender games, this criticism is weakened by the fact that the 

each player would maximize their own payoff (Cox, 2009). 
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Moreover, in Subsection 3.4.3, the cyber threat actor landscape for chemical plants has been 

described. With regard to cascading effects analysis in this study, it can be understood that only 

those actors with the motivation of inflicting damage to the plants should be considered. Based on 

this argument, an assumption can be derived that the pay-off sought by the attackers is the amount 

of damage on the facility. In other words, the attackers are assumed to always pursue an attack 

scenario with the highest risk of cascading accident. 

Lastly, for simplicity’s sake, it is also assumed that the attackers are only capable of attacking a 

single segment. Realistically speaking, in a situation where the attacker is highly skilled, and the 

system is improperly defended, it is possible that the attacker can propagate to the entire system 

despite the implemented segmentation. However, under such circumstances, it can be argued that 

the system owners should be dealing with an entirely different issue as the addition of network 

segmentation would add little to no security benefit. 

Following all the assumptions above, the application of minimax analysis to this work can be 

described as follow. Firstly, different attack scenarios can be identified in the segmentation design 

alternatives. Next, the outcome (i.e., the risk) from each attack scenario can be estimated by using 

the BN method. Subsequently, by comparing the risk of each attack scenario, the worst attack 

scenario can be identified for each segmentation design alternative. By anticipating the worst attack 

scenario in every design alternative, the system owners should choose a design that yields the least 

maximum damage (minimax). Ultimately, the chosen design would yield the least risk of cascading 

effects. 

For example, consider an example presented in Table 20, where three design alternatives are being 

evaluated. Assume that the risk analysis for every segment of each alternative has been done, and 

the results are presented in the table. Because it is assumed that the attackers always target the most 

critical segment, the risk score from the segment with the highest risk would represent the risk of 

the design. For instance, in Table 20, because the risk of cascading effects for Segment B in NSD-

1 is higher than that of Segment A, it can be derived that the risk of NSD-1 would be equal to the 

risk of Segment B. By comparing the risk level of each design alternative, it can be seen that NSD-

3 has the lowest overall risk, and therefore can be considered the most robust design alternative. 

Now that a method to consolidate the different risk value from several attack scenarios has been 

established, the level of risk sustained in network segmentation designs can be calculated. 

 

Table 20. Example of game theory application during the risk analysis 

Design 
Risk 

Segment A Segment B Overall 

NSD-1 805 990 990 

NSD-2 610 1560 1560 

NSD-3 700 710 710 

Note. The scores presented in the “Overall” column indicate the risk for the 

segmentation designs after examining all attack scenarios of the design using 

game theory. 

 

6.2.3 Risk Analysis 

The risk of damage for each storage tank is a product of the probability of damage and the value of 

the tank. For the sake of conciseness, some indirect risks (loss of life, off-site damages, reputation 

loss, etc.) are not taken into account. Considering that all the tanks are identical, a monetary value 
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of € 3.1M is assigned to each storage tank (Matches, 2014). For instance, considering the probability 

of accident in Table 19, the risk sustained by T1 and T2 in attack scenario toward Segment A (𝐴𝑡1) 

are € 15,500 and € 106.44, respectively. Table 21 presents the estimated risks of damage for the 

storage tanks in NSD-26 for both attack scenarios. 

 

Table 21. Risk of damage for the storage tanks in NSD-26 

Unit 
Risk 

𝑨𝒕𝟏 scenario 𝑨𝒕𝟐 scenario 

T1 € 15,500.00 € 49.60 

T2 € 106.44 € 15,500.00 

T3 € 15,500.00 € 53.15 

T4 € 15,500.00 € 49.60 

T5 € 49.62 € 15,500.00 

T6 € 1.03 € 15,500.00 

Total € 46,657.09 € 46,652.35 

 

Furthermore, the risks from each attack scenario should be consolidated into a single value to 

facilitate rank ordering the segmentation designs based on their risk. As described in the previous 

section, the game theory analysis can be employed in this case. Based on the assumption that 

attackers are looking to maximize the amount of damage on the system, and that the attackers are 

only able to target a single segment, it can be understood that the attackers would pursue an attack 

scenario with the highest risk in any network segmentation design. Accordingly, the risk of 

cascading effect for a segmentation design would be equal to the risk of cascading effect for its 

highest attack scenario. For this example, since the risk level of 𝐴𝑡1 is higher than 𝐴𝑡2, it can be 

determined that the risk of cascading accident for NSD-26 is equal to that of 𝐴𝑡1. 

 

Table 22. Risk of cascading effects on attack scenarios in NSD-26 

Risk 
Risk of Cascading Effects for 

NSD-26 𝑨𝒕𝟏 scenario 𝑨𝒕𝟐 scenario 

€ 46,657.09 € 46,652.35 € 46,657.09 

 

Up to this point, the method for estimating the risk level of network segmentation designs has been 

described. By repeating the steps described above (i.e., building BNs, game theory analysis, and 

calculating risks), the approximated risk level for other network segmentation designs can be 

calculated. Subsequently, the risk value between the design alternatives can be compared, and the 

most robust segmentation design can be determined. 

6.3 Design Guidelines for Robust Segmentation Design 

In the previous section, the process of examining the robustness of network segmentation designs 

has been described. As demonstrated, the process of examining the robustness of network designs 

can be lengthy and complicated. Due to this reason, the number of design alternatives that can be 
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examined can be very limited. To help improve the effectiveness of this methodology, an additional 

process can be added prior to the risk-based methodology to ensure that the design alternatives 

would have good robustness. Afterward, the risk-based methodology can be applied to identify the 

most robust design among these alternatives. 

For this purpose, some design aspects of network segmentation are explored with the goal of 

developing some guidelines for designing robust segmentation design. The resulting guidelines 

shall be used in conjunction with the risk-based method to develop the most robust segmentation 

design. 

6.3.1 Graph Theoretic Approach 

Criticality of the units based on graph metrics can be a useful criterion to help develop robust 

segmentation designs. Critical units refer to those units whose failure would contribute the most to 

the cascading effect in the industrial plant. It have been demonstrated that, by modeling chemical 

plants as a directed graph, the graph centrality metrics are applicable for identifying the criticality 

of the units (Khakzad & Reniers, 2015; Khakzad et al., 2016). More specifically, accidents on units 

with the highest out-closeness score would result in the highest probability of cascading effects, 

whereas units with the highest betweenness have the largest contribution to the propagation of 

cascading effects. 

For demonstration purposes, the vertex-level centrality of each node for the case study in Figure 28 

is calculated. When calculating the criticality metrics for cascading effects analysis, it is important 

to note the difference in the weight of the edges in the graph. In graph analysis, larger weights 

represent a longer distance, hence weaker connectivity, whereas in cascading effects modeling, 

larger weights (i.e., larger escalation vectors or heat intensity) represent stronger connectivity. To 

manage this difference, the weight of the edges will be presented as a ratio of the threshold value 

and the value of the escalation vector (Khakzad et al., 2016). For instance, the weight of the edge 

between T1 and T2 is (15/38) = 0.395. To obtain the centrality scores of the units, the directed graph 

depicted in Figure 29 is modeled using the igraph software package in RStudio (Csardi & Nepusz, 

2006), and the results are presented in Table 23. 

  

Table 23. Centrality metrics for storage tanks in tank farm in Figure 28 

Node 
Vertex-level centrality 

Risk 
Degree Out-closeness Betweenness 

T1 2 0.226 1.667 € 15,550.62 

T2 3 0.276 6.667 € 15,600.07 

T3 2 0.226 1.667 € 15,550.62 

T4 2 0.226 1.667 € 15,550.62 

T5 3 0.276 6.667 € 15,600.07 

T6 2 0.226 1.667 € 15,550.62 

 

From Table 23, it can be seen that both node T2 and T5 have the largest vertex-level out-closeness 

score. Using the BN method described in the previous section, the risk values for both T2 and T5 

are estimated as € 15,600.07, which are the highest risk value among the other single accident 

scenarios. This finding conforms to the earlier study, where the largest vertex-level out-closeness 

score indicates the most severe cascading effect (Khakzad & Reniers, 2015; Khakzad et al., 2016). 



78 Design Guidelines for Robust Segmentation Design 

 

 

That being said, not all factors that affect the risk of cascading effects can be represented by vertex-

level out-closeness. For instance, in the case of a tank farm, the volume of the storage tanks plays 

an important role, which is not represented in the vertex-level out-closeness score. To consolidate 

the tank’s volume into its criticality score, a geometric mean of the vertex-level out-closeness score 

and the volume can be utilized as shown in Eq. 18. 

 𝐶𝑟𝑛 = √𝐶𝑜𝑢𝑡(𝑛) ∙ 𝑉𝑛 Eq. 18 

Where 𝑛 is the node of interest, 𝐶𝑟𝑛 is the modified criticality, 𝐶𝑜𝑢𝑡(𝑛) is the vertex out-closeness, 

and 𝑉𝑛 is the volume. In addition to the vertex-level centrality metrics, the graph-level out-closeness 

have also been demonstrated to indicate the criticality of nodes in a storage plant (Khakzad & 

Reniers, 2015, 2018). To calculate the graph-level score, the graph of storage plant can be 

remodeled based on the scenario of accidents. For instance, to calculate the graph-level out-

closeness of single-accident scenarios in T1, T2, T3, …, T6, the graph in Figure 29 can be 

remodeled according to each accident scenario as shown in Figure 33. The graphs are modeled in 

the igraph package, and the graph-level out-closeness scores are listed in Table 24. From the scores 

presented in Table 24, it can be seen that accident in T2 and T5 have resulted in the highest score, 

which is consistent with the result from the vertex-level out-closeness score. 
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Figure 33. Illustration of cascading effects triggered in (a) T1, (b) T2, (c) T3, (d) T4, (e) T5, and (f) T6. 

 

Table 24. Graph-level centrality for single accident scenarios. 

Accident at Node T1 T2 T3 T4 T5 T6 

Graph-level Out-

closeness 

0.180 0.423 0.180 0.180 0.423 0.180 

 

Moreover, one advantage of graph-level centrality is that it can also be used to indicate the criticality 

of multiple-accidents scenarios. For instance, it has been shown that double-accidents scenario 

involving two of the most critical units (i.e., those with the largest vertex-level out-closeness) would 

result in the most severe cascading accidents compared to any other pairing combination (Khakzad 

& Reniers, 2018). In the storage plant in Figure 28, the combination of failures in T2 and T5 should 

result in the most severe accident compared to any other pairs and, hence, the highest graph-level 

out-closeness score. 

For demonstration purposes, consider three double-accidents scenarios as illustrated in Figure 34. 

To calculate the graph-level out-closeness, the graphs in Figure 34 are modeled using the igraph 

software package, and the resulting scores along with the risk values are presented in Table 25. 
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Evidently, the scenario where T2 and T5 are the primary units (Figure 2(c)) resulted in the largest 

graph-level out-closeness score. Correspondingly, the combination of T2 and T5 also yields the 

highest risk compared to the other scenarios. Therefore, it is evident that the graph-level out-

closeness score can be utilized to indicate the severity of accident scenarios in process plants 

(Khakzad & Reniers, 2018). 

 

 

Figure 34. Examples of multiple accident scenarios in storage plant in Figure 28. 

 

Table 25. Graph-level out-closeness for double-accidents scenarios. 

Primary units 
Graph-level  

out-closeness 
Risk 

T1 and T4 0.043 € 31,099.52 

T1 and T6 0.117 € 31,101.25 

T2 and T5 0.208 € 31,198.40 

 

Up to this point, the efficacy of vertex-level metrics and graph-level metrics in indicating criticality 

for cascading effects analysis have been demonstrated. With regard to cyberattack-related cascading 

analysis, the graph-level out-closeness analysis can be particularly useful due to the capability of 

cyberattacks in inflicting risk to multiple components. In the next section, how the centrality metric 

can be adopted for network segmentation design analysis will be described. 

6.3.2 Additional Aspects of Segmentation Design 

In the previous section, it has been demonstrated that the combination of accidents occurring in the 

most critical units in a storage plant would result in the most severe accidents than any other possible 

combinations. Based on this fact, it can be hypothesized that separating the units based on their 

criticality (i.e., vertex-level out-closeness) would lower the level of risk. Basically, separating the 

critical units would reduce the probability of the worst accident scenario from occurring, which will 

result in a more robust segmentation design. 

In addition to the unit criticality, another factor that may affect the overall robustness of the 

segmentation design is the distribution of the tanks. To further explain this point, let us look back 

at the criticality analysis from Table 23. From the vertex-level out-closeness score, it has been 
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determined that T2 and T5 are the most critical nodes for the storage plant in Figure 28. It can be 

assumed that, by separating these units into different segments, a scenario in which both of these 

units fail at the same time can be avoided. However, this strategy alone does not effectively reduce 

the overall risk level of the segmentation design. For illustrative purposes, consider three 

segmentation designs from Table 13: NSD-22, NSD-26, and NSD-27. As illustrated in Figure 35, 

the most critical nodes (T2 and T5) of NSD-22 and NSD-27 are separated over the two segments. 

Using the previous hypothesis, that criticality-based unit distribution would result in a robust 

design, NSD-26 should come out as the least robust one. However, as shown in Table 26, the risk 

values, starting from the lowest, are NSD-22, NSD-26, and NSD-27. In this example, it is evident 

that separating the critical nodes alone would not be sufficient. 

 

 

Figure 35. Directed graphs of (a) NSD-22, (b) NSD-26, and (c) NSD-27 

 

Table 26. Risk value of graphs in Figure 35 

Segmentation Design NSD-22 NSD-26 NSD-27 

Risk € 46,502.58 € 46,657.09 € 46,719.00 

 

There are some other factors that partly explain why vertex-level (node-level) graph metrics cannot 

be solely used to identify the robustness of a segmentation design. Note that each segmentation 

design comprises multiple segments, and each segment represents an attack scenario. Because of 

that, the success of designing network segmentation depends on reducing the risk of cascading 

effect on every segment. Therefore, rather than focusing on reducing the risk of cascading effect 

for each attack scenario, a more holistic approach is needed. 

For instance, the arrangement of the nodes in all segments can be presumed as one of the influencing 

factors of segmentation design robustness. More specifically, the design of network segmentation 

would influence the magnitude of escalation vectors received by every unit in the tank farm. For a 

better explanation, consider scenarios of attacks toward Segment A in NSD-22, NSD-26, and NSD-

27. For the sake of clarity, a graph that displays the potential escalation vectors from Segment A 

toward Segment B is drawn in Figure 36. As depicted in Figure 36, it is apparent that, in the case 

of an attack in Segment A, different segmentation designs would yield different combinations of 

escalation vectors with varying magnitude emanated toward units in another segment. For instance, 
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it can be observed that, in case of accidents, the vessels within Segment B in NSD-27 (Figure 36(c)) 

would sustain significantly more heat radiation compared to the units of Segment B in NSD-22 

(Figure 36(a)) and NSD-26 (Figure 36(b)). Evidently, NSD-27 has the highest risk level compared 

to NSD-22 and NSD-26. Nevertheless, the point is, in addition to the criticality at the node level, 

the distribution of the nodes also influences the risk of cascading effect for networks segmentation 

designs. 

 

 

Figure 36. Escalation vectors from SgA toward SgB in (a) NSD-22, (b) NSD-26, and (c) NSD-27 

 

Based on the analysis above, one method that can be pursued to reduce the risk of cascading effects 

is to segment the components based on their adjacency. If the components within the attacked 

segment are closely located, then most of the potential escalation vectors would be directed toward 

the components within the same segment instead of those in other segments. Since the components 

on the attacked segment are considered damaged from the attack, the potential escalation vectors 

directed at these components are negligible from the cascading analysis perspective. 

For example, let us compare T2 in Figure 36(a) and T5 in Figure 36(c). It can be seen that both 

components are considered damaged and thus emitting escalation vector(s). However, due to the 

difference in segmentation design, the only escalation vector involving T2 in Figure 36(a) that 

should be considered is the vector from T2 toward T5. It should be noted that there are escalation 

vectors from T2 toward T1 and T3 in Figure 36(a). However, they are not drawn in the graph 

because T1 and T3 are considered damaged, thus the vectors would not have any effect. On the 

other hand, in Figure 36(c), it can be seen that T5 emits escalation vectors toward three other 

components from another segment, which would increase the probability of escalation. Therefore, 

it can be understood that the design in Figure 36(a) is more robust against the risk of cascading 

effects. 

Up to this point, it can be presumed that grouping the adjacent components would result in a more 

robust design. By grouping the adjacent components, the total escalation vector directed to the other 

segment would be lower, thus the probability of escalation would also be lower, and eventually, the 

risk of cascading effects would be lower as well. On the contrary, grouping components that are 

distant from each other into a segment would increase the risk of cascading effects since this 

configuration would result in more escalation vector directed toward the other segments. 
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Another aspect that is crucial in mitigating cyberattack-related cascading effects is related to the 

initial accidents that potentially trigger the cascading effect. First, it is important to note that the 

risk of cyberattack-related cascading effects can be divided into two aspects: the risk of primary 

accidents resulting from cyberattacks and the risk of cascading effect which triggered by the 

primary accidents. Hence, it can be understood that to reduce the risk of cyberattack-related 

cascading effects, reducing the risk of primary accidents is equally crucial as reducing the risk of 

cascading effects. 

One factor that can be analyzed to reduce the risk level of primary accidents is the equality of 

components distribution within the segments. In short, if the components are distributed more 

equally across the different network segments, the criticality of the segments would be more 

balanced, and the more robust the segmentation design would be. For example, see the two graphs 

in Figure 37. In this example, it can be seen that the two graphs have different components 

distribution; both segments in Figure 37(a) have three components, while Segment A and Segment 

B in Figure 37(b) have two and four components, respectively. Calculating the risk using the BN 

method, it is evident that the graph in Figure 37 (b) has a higher risk of cascading effects (see Table 

27). 

 

 

Figure 37. Directed graphs with differing segment balance 

 

Table 27. Risks of segments from graphs in Figure 37 

Design 
Risk 

Overall 
Segment A Segment B 

Figure 37(a) € 46,502.58 € 46,502.58 € 46,502.58 

Figure 37(b) € 31,099.52 € 62,099.20 € 62,099.20 

 

This finding can be explained by looking at the number of components in each segment, and the 

game theory analysis employed in this study. In the case of Figure 37(b), unevenly distributing the 

components over the two segments would result in one segment with more components and one 
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segment with fewer components. Understandably, the segment with more components would have 

a higher risk relating to the primary accidents. Therefore, it can be understood that the maximum 

loss of the segmentation design in Figure 37(b) is higher than that of Figure 37(a). Accordingly, 

based on the minimax analysis, the risk of cascading effects in Figure 37(b) would also be higher. 

On the other hand, equally distributing components across the two segments would result in a 

relatively lower risk level across the two segments, which would lead to a lower risk for the 

segmentation design. For instance, let us compare two design alternatives in Figure 37(a) and Figure 

37(b), where the former has equal distribution, and the latter has unequal distribution. As presented 

in Table 27, the risk level in both segments of the graph in Figure 37(a) is roughly between both 

segments in Figure 37(b). Overall, the more evenly distributed components in Figure 37(a) results 

in lower overall risk. 

To summarize the important points, there are three design strategies that need to be considered when 

developing network segmentation to mitigate cascading effects: 

1. Separate the critical components into different segments. The criticality of components 

can be identified using the vertex-level graph metrics. Afterward, the most critical ones 

should be distributed into different segments. 

2. Group adjacent components into one segment. Grouping adjacent components into the 

same segment would reduce the escalation vectors that are emanated toward the other 

segments, and accordingly would reduce the escalation probability and the risk of 

cascading effects. 

3. Aim for an equal number of components for every segment. A segment with 

considerably more components than the others would have a higher risk of cascading 

effects. Because of that, this segment would become a target for adversaries, and 

accordingly the overall risk for the segmentation design would also be higher. 

For the sake of clarity, the flowchart of processes within the risk-based methodology can be 

illustrated in Figure 38. 
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Figure 38. Flowchart of activities in the risk-based methodology developed in this study 
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Methodology Application: 

A Case Study 
 

In the following chapter, the risk-based methodology developed in the previous chapter is 

demonstrated using a real case study. For this purpose, several design alternatives are considered 

using the guidelines developed in Subsection 6.3.2. Afterward, the risk-based methodology is 

applied to identify the most robust design alternative. 

7.1 Case Study Description 

 

Figure 39. (a) Layout of a storage tank farm consisting of eight storage tanks. (b) Schematic of the farm with 

tanks IDs. 

 

In this demonstration, a tank farm consisting of eight storage tanks of different sizes and volumes 

is used as a case study (Figure 39). The potential radiation intensities between the tanks are 

calculated using the ALOHA software, and the result is presented in Table 28. Note that only the 

vectors above the escalation threshold of 𝑄𝑡ℎ = 15 kW/m2 are presented. Moreover, for the purpose 

of risk assessment, the construction cost of the storage tanks are presented in Table 29. 
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Table 28. Heat radiation intensity (kW/m2) Tj receives from Ti for storage plant in Figure 39 

Ti↓  Tj→ T1 T2 T3 T4 T5 T6 T7 T8 

T1 - 34 34 - - - - - 

T2 34 - 19 34 - - - - 

T3 34 19 - 19 34 - - - 

T4 - 29 15 - 30 - - - 

T5 - - 30 30 - 15 15 - 

T6 - - - - 15 - 15 32 

T7 - - - - 15 15 - 32 

T8 - - - - - 30 30 - 

 

Table 29. Construction cost of tanks in Figure 39 (Matches, 2014) 

Tank T1 T2 T3 T4 T5 T6 T7 T8 

Vol (m3) 39,700 39,700 39,700 25,400 25,400 25,400 25,400 17,600 

Cost (Euro) 2,057,500 2,057,500 2,057,500 1,638,400 1,638,400 1,638,400 1,638,400 1,354,500 

7.2 Risk-based Method Application 

Based on the escalation vectors value in Table 28, a directed graph illustrating the storage tanks and 

the potential heat radiation intensities can be created. Using the directed graph and the heat radiation 

intensity table, a criticality analysis on the storage tanks can be performed. Modeling the graph 

using the igraph package in the RStudio software, the vertex-level out-closeness score for every 

storage tank can be computed. Afterward, the geometric mean of the out-closeness score and the 

volume for the storage tanks are calculated to indicate their criticality. The out-closeness scores and 

the resulting geometric mean are presented in Table 30. 
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Figure 40. Illustration of potential heat radiation vectors for tank farm 

 

Table 30. The criticality of the tanks in Figure 40 

Tank T1 T2 T3 T4 T5 T6 T7 T8 

Vol (m3) 39,700 39,700 39,700 25,400 25,400 25,400 25,400 17,600 

Cout(Ti) 0.110 0.112 0.138 0.126 0.156 0.106 0.106 0.087 

Cr 66.01 66.77 73.98 56.54 62.86 51.91 51.91 39.19 

Note. Cout is the vertex-level out-closeness score, Cr is the criticality of nodes calculated using Eq. 18 in 

Subsection 6.3.1. 

 

On a side note, it can be interesting to briefly discuss how the aggregation of volume affects the 

criticality analysis result. Using the Cout exclusively, the indicated critical nodes are T5, T3, and T2, 

descendingly. On the other hand, the Cr indicates T3, T2, and T1, as the most critical nodes, 

descendingly. To briefly explain the difference, let us compare how the criticality of T5 and T3 are 

analyzed using both methods. As indicated by their Cout, T3 and T5 are relatively more central than 

the rest of the nodes in the graph, with T5 being more central than T3. However, involving their 

volume into the analysis, it can be seen that the volume of T3 is larger than T5 by quite a margin. 

In fact, T3 is almost 50% larger in volume than T5. Due to this fact, it can be understood how the 

modified criticality assessment considers T3 to be more critical than T5. 

7.2.1 Segmentation Design Alternatives 

The next step is to develop several segmentation design alternatives for the tank farm. Previously, 

some guidelines for designing network segmentation have been elaborated in Subsection 6.3, via 

separating critical nodes, grouping adjacent nodes in one segment, and to aim for an equivalent 

number of components in each segment. The first guideline can be achieved by separating the 

critical components from being in the same segment. Based on the result in Table 30, T3, T2, and 

T1 can be considered as the most critical storage units descendingly. However, for this case study, 

seeing that the critical components are adjacent to each other, separating all of these components 
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would not be possible. To best satisfy the first guideline, only the top two of the critical units (i.e., 

T2 and T3) would be separated. The second guideline is quite straight-forward and can be applied 

directly during the design process. As for the third guideline, since there is an eight storage tanks 

and three segments, the best possible way to achieve balance is to have two segments consisting of 

three units and one segment consisting of two units. 

For the present case, three design alternatives with an identical number of segments are developed 

based on the foregoing guidelines. The three designs are presented in Figure 41 as (a) NSD-1, (b) 

NSD-2, and (c) NSD-3. For the sake of demonstration, one additional segmentation design is 

developed without following any of the design guidelines, namely, NSD-4 as presented in Figure 

41(d). It can be hypothesized that this design would perform worse than the other design 

alternatives. Now that the design alternatives have been developed, the next step is to analyze their 

respective risk of cascading effects to determine the most robust alternative. 

 

 

Figure 41. Illustrations of the four network segmentation design alternatives for the tank farm in Figure 39: 

(a) NSD-1, (b) NSD-2, (c) NSD-3, and (d) NSD-4 

 

7.2.2 Risk Analysis 

To evaluate the robustness of the designs, each design must be assessed using the developed risk-

based method. Firstly, the attack scenarios for every design alternative must be defined. In this case 

study, there are three attack scenarios for each design alternative. For instance, Figure 42 illustrates 

the primary units of attack scenarios in NSD-3. 
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Figure 42. The graphs illustrating the primary units of the three attack scenarios in NSD-3 (see Figure 41(c)) 

 

Afterward, the BN method is applied to every attack scenario on each design alternatives to model 

the cascading accidents and subsequently estimate their risk. Once the risk value of all attack 

scenarios is obtained, the game theory analysis is utilized to derive the risk value of each 

segmentation design, and the result is presented in Table 31. As can be seen, NSD-3 (Figure 41(c)) 

has the lowest risk compared to the other alternatives and hence is the most robust design 

alternative. On a side note, it can also be seen that the design alternative developed without 

following the guidelines, i.e., NSD-4, exhibits worse robustness than the other alternatives. 

 

Table 31. The risk of each network segmentation design in Figure 41 

Design Figure 
Risk 

Segment A Segment B Segment C Overall 

Non-segmented network - - - € 68,557.00 

NSD-1 Figure 41(a) € 21,629.31 € 28,133.07 € 23,158.12 € 28,133.07 

NSD-2 Figure 41(b) € 29,774.78 € 27,669.39 € 15,042.07 € 29,774.78 

NSD-3 Figure 41(c) € 21,627.04 € 28,031.03 € 23,158.12 € 28,031.03 

NSD-4 Figure 41(d) € 20,195.44 € 38,647.28 € 15,042.07 € 38,647.28 

 

7.2.3 Segmentation Design Implementation 

Ultimately, a part of the primary objective of the present work is to develop a network segmentation. 

One example of network segmentation implementation based on the design developed in the 

previous section is illustrated in Figure 43. However, it cannot be emphasized enough that this 

implementation is just one possible way to implement the design as there can be myriad of other 

factors that might influence the final design of network segmentation. Nevertheless, as long as the 
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segmentation design from the risk-based methodology is taken into account for the network design, 

the security benefit against cyberattack-related cascading effects can be attained. 

 

 

Figure 43. Example of network design based on NSD-3 (Figure 41(c)) 
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Discussions 
 

In this chapter, some of the key findings from the previous chapter are further discussed. The goal 

of this chapter is to explain the significance of the results from several perspectives further. In 

Subsection 8.1, the proposed risk mitigation technique is discussed from the standpoint of cyber 

risk management. In Subsection 8.2, a discussion from the perspective of security investment and 

management is also presented to gain insight about the optimality of investing in the proposed risk 

mitigation technique. Lastly, Subsection 8.3 concludes the critical points from the discussions. 

8.1 Cyber Risk Management Perspective 

The main accomplishments of this thesis are twofold: (1) a risk evaluation method for cyberattack-

related cascading effects based on BN method, and (2) a demonstration of network segmentation as 

an effective means to mitigate the risk of cyberattack-related cascading effects. However, in 

practice, the existence of risk does not in itself warrant a risk mitigation effort. This can be 

understood by looking from the perspective of cyber risk management. Referring to cyber risk 

management, the two main contributions mentioned above can also be seen as part of the risk 

assessment cycle: the BN method is part of risk evaluation, while the proposed solution can be 

considered as part of risk mitigation or risk reduction strategy. Between the risk evaluation and 

implementing risk mitigation strategy, generally, risk assessment also includes an activity in which 

potential risk management strategies are developed and evaluated in order to determine the most 

optimal option. Therefore, it can be comprehended that some analyses are undertaken before 

deciding on the risk mitigation strategy. 

To be more precise, let us loosely refer to some formal definitions. For instance, from the NIST risk 

assessment methodology (see Appendix ), it can be understood that the application of the BN 

method for risk assessment correspond to several steps in the NIST risk assessment methodology, 

namely “likelihood determination”, “impact analysis”, and “risk determination” (Stoneburner et al., 

2002). On the other hand, the risk mitigation technique proposed in this thesis can be seen as an 

outcome of “control recommendation” activity. In risk determination and control recommendation 

activities, there are activities that are described as “to identify controls that could reduce or eliminate 

the identified risks, as appropriate to the organization’s operations.” Moreover, Stoneburner et al. 

(2002) also mention some factors to consider when developing the risk mitigation options, namely 

the efficacy of the options, governmental regulation, internal organizational policy, impacts to daily 

operations, etc. Depending on these factors, the strategy to deal with similar risks could be different 

from one organization to another. 

As can be understood, the activity mentioned above is critical to risk management process. To sum 

up, the point of discussion is having proved that network segmentation can be an effective control 

measure to mitigate the risk of cyberattack-related cascading effects does not imply that this strategy 

should be pursued as there can be a more optimal risk mitigation strategy. On that premise, some 

brief analyses of the possible risk management strategies to deal with cyberattack-related cascading 
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effects, while considering some relevant factors, are presented in this subsection. The goal is to gain 

some insight on the optimality of the risk mitigation technique proposed in this thesis compared to 

the alternative strategies. 

The first possible risk management strategy is risk acceptance. First and foremost, before 

considering this strategy, organizations must refer to the applicable regulations. If there is any 

regulation which obliges system owners to control or mitigate a particular risk, then the risk 

acceptance strategy should not be undertaken regardless of the outcome of risk assessment. By the 

time this thesis is written, there is no regulation specifically related to cyberattack-related cascading 

effects. One regulation that specifically mentions cascading (domino) effects is the European 

“Seveso” directive, albeit it does not mandate the undertaking of security analyses nor the 

implementation of additional security measures (G. L. Reniers & Audenaert, 2014). However, it is 

understood that most organizations would consider accepting the risk of cyberattack-related 

cascading effects, or cascading effects in general, primarily because they consider the probability 

occurrence of such accident being too low (G. Reniers & Cozzani, 2013). Indeed, most 

organizations barely take into account high-impact, low-probability (HILP) events in their risk 

assessment and management plan (Khakzad et al., 2018). Nonetheless, the decision about whether 

to accept such risk should refer to the risk acceptance level of each organization: if the identified 

risk is well below the risk acceptance threshold of the organization, then the risk can be accepted, 

and no particular actions must be undertaken. Conversely, in cases where the level of risk is higher 

than the acceptable level, then other risk strategies should be considered. 

The next risk management strategy is risk reduction. To the best of our knowledge, the solution 

proposed in this thesis is the first attempt to mitigate the risk of cyberattack-related cascading 

effects. Because there are no other options to be compared, the proposed solution will be compared 

to other risk strategies. Another possible risk management strategy is risk transfer. In practice, this 

is most likely to be done by taking cyber insurance. However, cyber insurance products relating to 

ICS is still rare although the consequences of cyberattacks toward ICSs can be much more severe 

than, for instance, the case of data loss (Kozak et al., 2016). Several reasons hamper the growth of 

the cyber insurance industry, but that is out of the scope of this discussion. 

Lastly, another possible risk mitigation strategy is risk avoidance. In practice, risk avoidance 

strategy for cyberattack-related cascading effects can be accomplished, for example, by removing 

Internet connectivity from ICS components. Lennon (2013) suggested that an indication of ICS 

being targeted of cyberattacks should be enough to get system owners to disconnect ICS 

components from the Internet. However, even though it looks like a viable strategy, it can be 

expected that this strategy would adversely affect the productivity and efficiency of the facility. 

Therefore, the drawbacks that come with the strategy must be carefully calculated and weighed 

against the expected security benefits before such a strategy can be taken. Without overlooking the 

importance of a proper cost-benefit analysis, it is conjectured that the drawbacks from removing 

Internet connectivity from ICS components would outweigh the yielded security benefit. 

8.2 Security Investment and Management Perspective 

In addition to the cyber risk management perspective, discussing the findings from the perspective 

of the economics of cybersecurity can also be interesting. Evaluating the findings from this 

perspective would allow us to evaluate whether investing in such security measure is optimal from 

the perspective of security investment. Moreover, for the cyber risk managers, the goal is to be able 

to frame and present the cost of security investment (i.e., direct and indirect costs) and the potential 

security benefits in a universal language that can be understood by executives and senior 

management alike. Hence, this type of analysis is not only beneficial to investigate the security 

investment options, but also to facilitate communication with the other stakeholders. 
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There are several analyses that can be done. For instance, ROSI (Return on Security Investment) 

analysis allows the comparison between different security investment options. Considering the 

present work is the only option in mitigating the risk of cyberattack-related cascading effects, a 

ROSI analysis would not provide much insight. 

Another type of analysis which can be performed is a cost-benefit analysis. One interesting point 

of discussion regarding network segmentation is how its application might entail some drawbacks 

that can be regarded as added costs. As elaborated in Subsection 5.3, the adoption of network 

segmentation also carries some potential drawbacks, such as extra maintenance cost, loss of 

productivity, etc. From the perspective of businesses and organizations, these drawbacks can be 

considered as added costs. Without understanding the significance of these added costs, it can be 

difficult to conclude whether the adoption of network segmentation would be beneficial. If the 

added costs are higher than the security benefit, then it can be difficult to justify the adoption of this 

control measure. Therefore, it can be essential to understanding the significance of the added costs. 

For illustration purpose, let us do some analyses on the security benefits and the potential added 

costs of the case study presented in Chapter 7. Accordingly, both the security benefit and the 

potential added cost must first be calculated. Firstly, the benefit aspect can be defined as the reduced 

risk resulting from the implementation of network segmentation. More specifically, the benefit can 

be measured as the difference of risk between the segmented network and the non-segmented 

network. The risk analysis on the case study has been done in Chapter 7. Subtracting the risk level 

of the segmented network from the risk level of the non-segmented network (see Table 31), the 

reduced risk is estimated at € 68,557.00 - € 28,031.03 = € 40,525.97. 

Next, the cost aspect can be defined as the increase of maintenance and operation costs due to the 

utilization of network segmentation. As previously mentioned in Subsection 5.3, several elements 

contribute to the added costs. However, for the sake of simplicity, only the increase in maintenance 

cost is taken into consideration. To estimate the increase in maintenance costs, the Eq. 11 introduced 

in Subsection 5.3.2 can be utilized. To start with the calculation, the maintenance cost for the non-

segmented network 𝑀𝐶𝑛 is assumed at $ 30,000.00 per year, or approximately € 25,000.00 per year 

(Honeywell, 2011). Next, the 𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑) score for the non-segmented and the segmented network 

is calculated using Eq. 9 and the results are (𝑒𝑛𝑣, 𝑛𝑠𝑑𝑛) = 2.52 E-03 for the non-segmented and 

(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑠) = 3.63 E-03 for the segmented network. Next, the scale factor is obtained by dividing 

𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑠)  by 𝐶(𝑒𝑛𝑣, 𝑛𝑠𝑑𝑛) , and the result is 𝑧  = 3.63 E-03/2.52 E-03 = 1.44. Lastly, by 

multiplying the scale factor with the basic maintenance cost, the increased maintenance cost is 

estimated at 𝑀𝐶𝑠  = 𝑧 × 𝑀𝐶𝑛 = 1.44 × € 25,000.00 = € 36,000.00. Therefore, the amount of the 

added costs is approximated at € 36,000.00 - € 25,000.00 = € 11,000.00. 

Now that the benefits of security and the increased maintenance cost have been calculated, some 

analyses can be undertaken. Firstly, it is easy to be enticed into directly juxtapose the reduced risk 

with the increased maintenance cost. However, it is important to note that maintenance cost is a 

recurring expense. Hence, if the implementation of network segmentation causes the maintenance 

costs to increase, the added costs would be recurring as well. On the other hand, the security benefit 

is attained when an attack happens. Clearly, it can be understood that these aspects cannot be 

directly compared. One approach that can be taken is to calculate the number of years before the 

accrued added costs exceed the security benefits. Assuming that it would take 𝑡  years for the 

accrued added cost to exceed the security benefits, then the security investment would yield benefits 

for the organization if it can be expected that cyberattack towards ICSs would be occurring at least 

once in 𝑡 years. 

Following the aforementioned approach, the security benefits can be divided by the annual added 

costs, and it can be estimated that the total expense for the increased maintenance cost would surpass 

the security benefits in € 40,525.97/€ 11,000.00 = 3.68 years. Therefore, for the case study in 

Chapter 7, the investment decision would be considered optimal if a cyberattack towards ICSs 

would be attempted against the facility at least once in every 3.68 years. It is important to note that 



96 Conclusion 

 

 

this finding is produced with an underlying assumption that the chosen number of segments is the 

most optimal. It is understood that the different number of segments would yield different security 

benefits as well as a different increase in IT maintenance costs. Therefore, this finding is only 

applicable to that specific network segmentation design with a particular number of segments, and 

different network segmentation design would be likely to yield a different conclusion. 

8.3 Conclusion 

Now that all possible risk management strategies have been discussed, some insights regarding the 

significance of the risk reduction solution presented in this study can be derived. Firstly, from the 

brief analyses, risk avoidance and risk transfer can be regarded as less optimal strategies. Risk 

avoidance can be deemed unlikely due to the trade-offs that must be sustained by the organization. 

Unless a comprehensive analysis of the trade-offs can indicate a positive outcome for the company, 

which is unlikely, then this strategy would be likely to yield negative trade-offs. Taking a risk 

transfer strategy is also seems unlikely due to the underdeveloped ICS cyber insurance market, 

although the increasing trend of cyberattacks against ICS might change this situation in the near 

future. 

Risk acceptance is most likely the strategy that would be opted by businesses and organization in 

dealing with the risk cyberattack-related cascading effects, as most organizations would not take 

HILP events into account. Hence, looking at the current trend, it looks unlikely for organizations to 

immediately adopt network segmentation to reduce the risk of cyberattack-related cascading effects 

given that they have already overlooked the other HILP events. Moreover, the presence of added 

costs from the implementation of this solution potentially reduce the appeal of this solution. Unless 

there is a substantial change that force organizations to mitigate cyberattack-related cascading 

effects, such as the development of new regulations, it is difficult to see how the solution presented 

in this thesis would significantly change how organizations manage this type of risk. Nevertheless, 

if an organization consider the risk as higher than the acceptable level, the risk reduction technique 

can readily be adopted to bring the risk level down to an acceptable level. 

Moreover, another point of view is to take a more holistic view of the implementation of ICS 

network segmentation. Network segmentation is essentially a system architectural change which 

would affect various aspects of the system and the organizations; its implementation may yield 

some benefits and drawbacks. Indeed, there are still debates on whether the benefits of network 

segmentation implementation would outweigh its drawbacks. It can be presumed that the extent of 

benefits and drawbacks would be different in different organizations. Hence, a careful assessment 

of the factors affected by the implementation of network segmentation would be essential to fully 

understand whether its utilization would yield a positive outcome for an organization. 

With regard to the debates mentioned above, the finding of this thesis may contribute to the list of 

benefits that can be gained from the adoption of network segmentation. As shown in Table 31, the 

implementation of network segmentation, even when the design is not optimized to mitigate the 

risk of cyberattack-related cascading effects, would still yield a cascading risk reduction benefit for 

the facility (albeit not as optimal). Thus, if network segmentation is implemented in a facility 

regardless of its objective, it can be expected that the risk of cyberattack-related cascading effects 

in the facility would be reduced nonetheless. In that sense, the finding of this thesis presents another 

positive factor when considering the implementation of network segmentation. 
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Conclusions 
 

This chapter discusses and summarizes the key findings in this study. The first part of this chapter 

provides the conclusions of this research. Firstly, the formulated research questions of this study 

are revisited, and the answers to the research questions are summarized to show if and how the 

research objectives have been achieved. Afterward, the contributions, some limitations of the 

research, and a reflection on the execution of the research are elaborated. Finally, some 

recommendations for future research are offered. 

9.1 Research Questions Revisited 

The adoption of ICSs in chemical and process plants has enabled cyberattacks to cause physical 

damages to these facilities. Considering the vulnerability of ICSs and the risk of triggering 

cascading effects, a mitigation strategy is pursued in the present study. Therefore, the primary 

objective of this study is to improve the robustness of the chemical plants against the risk of 

cyberattack-related cascading effects by utilizing network segmentation. From this research 

objective, the main research question was developed: 

Main Research Question – How to optimize ICS network segmentation design in chemical 

plants to improve its robustness against cascading effects under cyberattacks? 

Further, the main research question was broken down into a series of sub-research questions to 

guide the process of answering the main research question, and subsequently fulfilling the research 

objective. Based on the findings of this study, the answer to the sub-research questions can be 

presented as follow: 

Sub-research Question 1 – How do cyberattack-related cascading effects happen in chemical 

and process plants? 

Despite the apparent potential of cyberattacks to trigger cascading effects in chemical and process 

plants as mentioned in several reports and academic journals, there has been no record of 

cyberattack-related cascading incidents. Since it is not possible to learn about cyberattack-related 

cascading effects from past incidents, an alternative approach of deep-dive analysis to the relevant 

domains of knowledge was pursued. Cyberattack-related cascading effects would involve at least 

three domains of knowledge, namely cascading effects, ICSs (Industrial Control Systems), and 

cybersecurity. Therefore, by understanding the related domains in the context of chemical and 

process plants, how cyberattack-related cascading effects can potentially occur was investigated. 

Firstly, an exploration to the ICS literatures in the context of chemical and process plant was 

conducted. It was learned that there are various types of ICS components, namely pumps, valves, 

and gauges. These components are critical to the operations in chemical and process plants, and 

thus their misuse would potentially lead to disastrous consequences. Subsequently, the 
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cybersecurity aspect of ICS was investigated. One critical aspect regarding the cybersecurity of 

ICSs is their vulnerability against cyberattacks. In fact, there have already been some reports on 

cyberattacks toward ICSs in various industrial facilities. 

Once the possibility of cyberattacks against ICS was established, the last step was to investigate the 

potential impact of cyberattacks on ICS. Some literature has explored the possible outcomes of ICS 

cyberattacks, including the disruption of operations and damage to equipment. Some of the potential 

impacts have been regarded as potential triggers for cascading effects. For instance, cyberattacks 

on ICS can possibly result in a major release of hazardous chemicals, which could lead to vapor 

cloud explosions (VCE) or pool fires (PFs). Both of these accidents have been recognized as 

possible triggering events for cascading effects. 

To conclude, cyberattacks on ICS components have not only been demonstrated in an experimental 

setup but also have been witnessed to occur in real-world situations. This type of cyberattacks might 

lead to various consequences, which in the worst-case scenario, can lead to cascading accidents. 

Sub-research Question 2 – How to model and analyze cyberattack-related cascading effects 

using Bayesian network? 

A Bayesian network (BN) based method to model and analyze cascading effects has been developed 

in a previous study (Khakzad et al., 2013). To utilize the BN method for the present study, in-depth 

analyses were conducted on cyberattacks toward chemical plants and the influence of network 

design on cyberattacks. The inclusion of network design into the model was particularly critical due 

to the need of evaluating the impact of network segmentation design on the risk of cyberattack-

related cascading effects. Moreover, to integrate the BN method, the cyberattack analysis, and the 

network design, several important assumptions were made: (1) network segmentation would 

contain the consequence of cyberattacks within the breached segment, (2) the goal of the adversaries 

is to inflict maximum damage, and (3) the adversaries only have enough resource to attack one 

segment. The implication of the assumptions in the implementation of network segmentation would 

force the adversaries to choose a single segment that yields the most damage. 

Taking the findings from the analyses and the assumptions into account, a methodology to model 

and analyze cyberattack-related cascading effects in a particular network segmentation design was 

developed, the process flow of which can be described as follow: 

1. Firstly, based on the segmentation design, the process units in the plant can be grouped 

according to the segmentation. For each segment, an attack scenario can be defined in 

which the units within the segment are considered as the primary accidents. 

2. Next, using the BN method, the probability of damage for each unit for every attack 

scenario can be determined. Accordingly, the risk of cascading effects can be calculated. 

3. After the risk of each attack scenario has been calculated, the risk scores are consolidated 

into a single value using minimax analysis from game theory. The consolidated risk score 

would represent the robustness of the network segmentation design against cyberattack-

related cascading effects. 

Sub-research Question 3 – What are the factors of ICS network segmentation design that can 

influence cascading effects in chemical plants? How can these factors contribute to mitigate 

cascading effects in case of cyberattack? 

From the analysis of network segmentation and cascading effects, there are three factors of network 

segmentation design that influence the risk of cyberattack-related cascading effects. The first factor 

is the distribution of critical process units. The criticality of process units in process plants with 

regard to cascading effects has been explored in the previous studies (Khakzad & Reniers, 2015). 

Briefly, accidents occurring in the critical units would potentially lead to more severe cascading 
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effects. In mitigating cyberattack-related cascading effects, separating the critical units into 

different segments was found to reduce the risk of cascading effects. 

The second factor is the number of process units in each segment. This study found that 

segmentation designs in which the units are equally distributed tend to have higher robustness 

against the risk of cascading effects. Conversely, designs in which some of the segments contain 

significantly more units than the others are likely to be less robust. The third factor is the distribution 

pattern of the process units within the segments. Furthermore, it was found that the designs where 

the adjacent process units are grouped within the same segment would result in a lower risk of 

cascading effects. On the other hand, the designs where distant units are grouped within the same 

segments tend to have lower robustness. 

Sub-research Question 4 – To what extent does the segmentation design modification mitigate 

the risk of cyberattack-related cascading effects? 

The efficacy of the developed methodology in mitigating cyberattack-related cascading effects can 

be evaluated by comparing the risk scores among the designs. In the Methodology Application in 

Chapter 7, one design was developed by following the design guidelines, and another design was 

developed without following any of the guidelines. Also, the risk of the non-segmented system 

based on the same case study was presented. As presented in Table 32, implementing network 

segmentation even without following any of the design guidelines shows a significant risk reduction 

of about 45%. Moreover, by using the guidelines to develop the network segmentation, 

approximately a further 25% risk reduction can be achieved. Finally, comparing the segmentation 

design based on the guidelines with a case where no segmentation was performed showed a 

reduction of 55% in the risk of cascading effect. 

 

Table 32. Risks level of different network designs for the case study in Figure 39 

Segmentation Design 
Risk of  

Cascading Effects 

Segmented network (with guidelines) € 28,031.03 

Segmented network (without guidelines) € 38,647.28 

Non-segmented (flat) network € 68,557.00 

 

9.2 Contributions 

9.2.1 Academic Contributions 

From the scientific perspective, this study attempts to fill the knowledge gap of cyberattacks and 

cascading effects in chemical plants. The contribution of this research, which is to develop a 

cascading effects mitigation methodology from cyberattacks in chemical plants, is the first attempt 

to mitigate cyberattack-related cascading effects in chemical plants. To the best of our knowledge, 

this study is also one of the earliest works that study the relationship between cascading effects and 

cyberattacks. Also, this study can be a stepping stone for future studies on mitigating cyberattack-

related cascading effects, either in chemical plants or other domains. 

Moreover, the main contributions of the present work is threefold: (1) developed a risk evaluation 

method for cyberattack-related cascading effects using the BN method, (2) demonstrated the 

efficacy of network segmentation in mitigating the risk of cyberattack-related cascading effects, 

and (3) identified the critical design aspects of network segmentation that contribute to the 
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robustness of the designs. It needs to be acknowledged that some parts the present study are 

developed based on prior works. For example, by using the BN method developed by Khakzad et 

al. (2013) as a basis, this thesis extends the method to model the impact and estimate the risk of 

cyberattack-related cascading effects while taking into account the implication of network 

segmentation. Moreover, this study also uses the graph-theoretic approach as introduced by 

Khakzad and Reniers (2015) as a starting point to identify the crucial design aspects of network 

segmentation. Based on these aspects, a set of design guidelines for network segmentation was 

developed to help improve the robustness of systems against cyberattack-related cascading effects. 

Furthermore, another contribution of the present work is that it presents a method to quantify one 

benefit aspect of network segmentation. As previously mentioned, network segmentation is a 

fundamental modification to the network architecture that may yield multifaceted effects to systems 

and organizations. It can be essential to estimate the benefits and drawbacks of its implementation 

to gain a more comprehensive understanding regarding the trade-offs. 

9.2.2 Practical Recommendation 

From a practical perspective, there are several main recommendations that can be derived from this 

thesis. First, the present study has shown ICS network segmentation as an effective control measure 

against the risk of cyberattack-related cascading effects. It has been shown that risk acceptance 

might still be the most optimal risk management strategy for cyberattack-related cascading effects 

risk. However, cyberattacks toward ICS in industrial facilities have been showing an increasing 

trend and predicted to continue to increase in the future. Moreover, the present study also offers a 

risk-based methodology and design guidelines for designing robust network segmentation. If an 

organization decides to implement network segmentation to mitigate cyberattack-related cascading 

effects, the risk-based methodology can be readily used. Moreover, a set of design guidelines for 

network segmentation can also be utilized by network designers to develop network segmentation 

design alternatives that would exhibit robustness against cyberattack-related cascading effects. By 

developing these two approaches, businesses and organizations are presented with an effective risk 

reduction option to mitigate cyberattack-related cascading effects. If such a situation occurs become 

cyberattacks toward ICSs become much more frequent, having a risk mitigation strategy can be 

crucial to the security of these facilities. 

Secondly, the findings of this study potentially add a supporting factor for organizations to adopt 

network segmentation. During the methodology application, it has been found that the 

implementation of network segmentation would reduce the risk of cyberattack-related cascading 

effects even in the case where the network segmentation design is not optimized for mitigating 

cyberattack-related cascading effects risk. This finding may contribute to the debate on the trade-

offs associated with the implementation of network segmentation by providing a quantitative 

analysis of the benefit of this control measure. 

9.3 Research Limitations 

During the development of the methodology, there were some limitations that hampered the 

progress of the work, and there are some others that need to be outlined so the outcome of the study 

can be interpreted accordingly. These limitations affect different parts of this study, and some of 

them have been described in their respective sections. In this section, the limitations are summarized 

and elaborated further. 

9.3.1 Accuracy of the Building Blocks 

The risk-based methodology developed in this study is built upon several building blocks, such as 

the BN method (Khakzad et al., 2013), the probit method (Cozzani et al., 2005), the minimax 

analysis from game theory (Cox, 2009), and others. For some of these methods, there are more 
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sophisticated methods available. For instance, Khakzad (2015) proposed a method based on 

dynamic Bayesian network (DBN) capable of modeling both the spatial and temporal aspects of 

cascading effects. Clearly, DBN would offer a more accurate likelihood estimation, and 

accordingly, a more reliable risk assessment result. 

Hence, it can be inferred that the inherent limitation of conventional BN in modeling cascading 

effects would impact the overall accuracy of the methodology. Consequently, since the design 

guidelines are developed based on the application of methodology, the efficacy of the design 

guidelines for the network segmentation also largely depends on the accuracy of the methods. 

9.3.2 Associating ICS Components and Potential Accidents 

The issue of associating cyberattacks with potential accidents has been described at length in 

Subsection 5.2.3.1 and 5.2.3.2. To recap the issue briefly, even though both the cyberattacks-related 

physical accidents through ICSs have been reported in real life and their possibility has been 

demonstrated in an experiment, their exact mechanism can be challenging to understand. Several 

factors contribute to this issue, such as the complexity of chemical plants and how chemical plants 

can be different from one another. 

To deal with this issue, the product-flow based approach (see Subsection 5.2.3.2) has been 

employed. However, as previously explained, there are drawbacks to this approach, including the 

simplifying assumption made for associating ICS components to the potential accidents of the 

process units. As the more accurate report-based approach would be difficult to pursue, this study 

settles with a simpler approach. 

9.3.3 Limitations of Game Theory 

The risk-based methodology developed in this work employs game theory to consolidate the 

possibility of cyberattacks and risk analysis in the network segmentation. However, it must be noted 

that there are underlying assumptions in the game theory. The assumptions primarily concern the 

nature of the adversaries, e.g., the attackers are rational, possess all the required information for 

making decisions, and are capable of analyzing the potential outcome of all possible strategies. Due 

to its implausibility, these assumptions often become the point of critics. 

9.4 Recommendations for Future Research 

The limitations affecting this research have to a certain extent held back the process of the study 

and accordingly its outcomes. Based on these limitations, some directions for future research and 

improvement are presented here: 

1. Adopt more sophisticated methods for the methodology. The risk-based methodology 

can be further improved by replacing the currently used BN method with DBN method. 

Moreover, it would be intriguing to see whether the outcome of the study would change 

when different methods are used. 

2. The relationship between ICS components and potential accidents. A study of 

cyberattacks to ICSs in chemical and process plants and their potential outcome could be 

another point worth of studying. With regard to the present study, understanding the 

potential implication of cyberattacks to ICS in chemical plants would help associate ICS 

components to the potential accidents. More generally, the outcome of this research might 

be used to help design a safer and more robust network design in chemical plants. 

3. Alternative to game theory. The game theory approach used in this study presents several 

limitations from the underlying assumptions used. Another approach, such as the 
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utilization of agent-based modeling (ABM) to simulate the adversaries, can be explored as 

an alternative to game theory. 

In addition to the recommendations based on the research limitations, other ideas that might 

improve the outcome of this study could be: 

1. A method for determining the optimal number of segments. In the present study, the 

number of segments was assumed as an outcome of a pre-analysis. The problem is there 

is not yet a method to determine the optimal number of segments. However, in Subsection 

0, a cost-benefit analysis has been conducted to evaluate the benefits of implementing 

network segmentation against its drawbacks. Following a similar approach, a framework 

to evaluate the optimal number of segments can be developed. 

2. To expand the risk calculation. In the present study, the damage was defined as the 

physical damage to the process units. From the land-use planning perspective, this risk is 

referred to as on-site risk. In addition to this, another category of risk exists, namely the 

off-site risk. Off-site risks, or external risks, account the risks imposed to points of interest 

outside the plants, such as nearby residential communities. The inclusion of off-site risk 

into the risk-based methodology could be an interesting direction for future research. 

3. Taking safety measures into account. Chemical and process plants implement various 

kinds of safety measures (i.e., add-on safety barriers), such as water deluge systems (WDS) 

or fireproof coating (FPC). The implementation of safety barriers would eventually affect 

the propagation of accidents, and therefore, the risk of cascading effects. It would be 

interesting to see whether the application of physical protection mechanisms would affect 

the outcomes and recommendations made in the present study. 

4. A more holistic analysis of the benefits and impacts of network segmentation. The 

implementation of network segmentation would eventually bring various benefits, such as 

cybersecurity improvement, increase of system performance and reliability, and the 

mitigation of cascading risk-benefit. On the other hand, a number of drawbacks would also 

be sustained, such as the increased maintenance and operational cost or reduced 

productivity. Currently, most of analyses only investigate network segmentation from a 

single perspective. An analysis that takes all these factors into account could provide a 

comprehensive view of the benefits (and the drawbacks) of using network segmentation. 

9.5 Reflections on Research Process 

In this section, we have presented reflective thinking about the execution of this work. This section 

provides an opportunity for us to reflect upon the process we have followed, the decisions that have 

been made, and ultimately what we have learned from this process. Lastly, we will provide some 

retrospective remarks about how this master’s thesis fulfills the requirement of Management of 

Technology (MoT) programme. 

The breadth of background knowledge needed for this master’s thesis presents plenty of challenges 

during the execution of this thesis. To our understanding, the theme of this thesis at least involves 

three different research themes, namely cascading effect, cybersecurity, and industrial control 

systems (ICS), all within the context of chemical and process plants. 

Hence, it can be seen that we had much ground to cover before we can fulfill the research objectives 

of this master’s thesis. To compensate for the lack of background knowledge, we did an extensive 

literature review to gain a basic understanding of the remaining relevant domains of knowledge. As 

a result, our preliminary literature review comprised more than 30 pages and 15 subsections 
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covering the essentials of the relevant domains, not to mention that this was after subtracting some 

parts that are considered less relevant. 

There were a couple of challenges that arose from this issue. One of the impacts from the breadth 

of the background knowledge was our unfamiliarity with some of the relevant keywords. For 

example, the term "network segmentation" was not discovered until roughly four months into the 

thesis writing process. Prior to that, we were using the term “system layout design” to represent 

network design, and also “ICS system layout modification” to represent network segmentation. This 

example shows that to achieve the primary objective of this master’s thesis, a broad, albeit not deep, 

comprehension of the relevant domains involved is required. On a side note, it seemed to us that a 

large amount of literature reviews on this type of study was inevitable. 

Moreover, despite the multi-domain nature of the research topic, the cyber risk management point-

of-view taken in this work has been certain from the start. In other words, the intended audience of 

this work is people from the cyber risk management background. However, keeping the perspective 

consistent throughout the execution of this thesis was surprisingly challenging. For instance, during 

the literature review, there was a consideration about which details should be presented. Referring 

to the pre-determined perspective, deep dive analyses into cascading effects and network 

segmentation in ICS would be appropriate. However, a section describing the basic of cyber risk 

management may not be as useful. Indeed, during the early literature review, we initially presented 

some basic knowledge regarding cybersecurity management, such as the CIA triad 12  concept. 

However, looking back to our intended readers, this section was deemed unnecessary and was 

subsequently removed. The important thing learned was regularly reminding yourself of the 

intended audience of this study has been a useful way to determine which discussions are relevant 

to this study, thus the perspective of this study can be maintained. 

There was another challenge in balancing the need to reduce uncertainty and maintaining the scope 

of the discussion. It has been mentioned that network segmentation in ICS is a common 

cybersecurity control measure, and the novel aspect of the solution proposed in this work is its 

utilization for mitigating cyberattack-related cascading effects. Therefore, even though there is no 

need to prove the feasibility of network segmentation as a control measure (because it is already a 

common practice), a feasibility study regarding the specific utilization as proposed in this work is 

still required. Our initial approach to the feasibility study is to review literature and reports looking 

for similar real-world implementation. If a similar example can be found, then the feasibility of the 

solution can be confirmed. However, as will be explained in the next paragraph, examples of ICS 

network designs can be very difficult to find. Another approach is to meticulously inspect the 

technical and operational feasibility of the proposed design in the chemical plant's settings. The 

downside of taking this approach is we are risking to stretch the scope of this work into the technical 

realm of chemical plants and its operation. Ultimately, interviews with practitioners were conducted 

to investigate the feasibility of the solution, during which the feasibility was confirmed. By relying 

on experts’ opinion, we have managed to conclude the feasibility study while maintaining the scope 

of the work. 

Furthermore, we have experienced some challenges caused by the unavailability of real-world ICS 

network design in chemical plants. Having a real-world example would considerably assist our 

work, such as by confirming the possibility of the solution without involving too many assumptions. 

However, being a security sensitive information, it can be understood that this information would 

not be easily attainable by searching through the Internet. Although the reason seems obvious at 

this point, it was not the case during the early execution of this thesis. Consequently, a considerable 

amount of time was spent searching for an example of an ICS network design. As previously 

mentioned, this issue was finally resolved after the interviews with experts. One of the practitioners 

                                                           
12 CIA triad refers to the three security objectives (or attributes) for information and information systems, namely 

confidentiality, integrity, and availability. 
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we interviewed the difficulty of finding a real-world example and suggested to use one of the 

reference architectures from the available reports and whitepapers. 

Another interesting point of reflection is how we coped with the lack of earlier studies on how 

cyberattacks lead to physical accidents in the context of chemical plants. To explain it again briefly, 

the relationship between cyberattacks on ICS and the potential accidents was found to be less 

studied. Without a framework or model to explain this relationship, it was not possible to determine 

which process units would be damaged by the misuse of which ICS components. This is particularly 

important to the present study because the analysis of cascading effects would have to be 

“translated” into the ICS network segmentation design. In the present work, we adopted a 

simplifying assumption that associate the ICS components to the nearest process units based on the 

chemical product flow. We did identify another possible approach based on accidents report. 

However, the product flow approach was deemed to be the more feasible approach between the 

two. Nevertheless, seeing the importance of this type of study, we would be eager to see more 

research toward this direction in the near future. 

Relevance to the Management of Technology (MoT) Study Programme 

Lastly, we will reflect on how this master’s thesis exhibit the fulfillment of the graduation criteria 

of the Management of Technology study programme. The first criterion requires the study to focus 

on problems within a technological context. The primary objective of this study is to achieve an 

improvement in the system’s robustness against the risk of cyberattack-related cascading effects, 

which has been achieved through the utilization of system architecture modification. This master’s 

thesis demonstrated the utilization of technology to tackle a real-world problem. Moreover, the 

connections between this study and several domains of knowledge, namely cascading effects, 

chemical and process facilities, and cybersecurity, have highlighted not only the connection of this 

study to various technological context but also showed the multidisciplinary nature of this study. 

The second criterion of the study programme requires the master’s thesis to adopt the perspective 

of corporations. There can be more than one type of problem owners of the main challenge being 

tackled in this master’s thesis, such as the system owners, the governments, and others. The main 

perspective of this master’s thesis is exhibited by the developed a risk management option that can 

be implemented by and may benefit the system owners as corporate entities. Moreover, this study 

has also gone further than the main objective to investigate the drawbacks that might entail from 

the implementation of network segmentation, in which the drawbacks are framed and analyzed as 

an added cost from the perspective of companies. Hence, in addition to presenting a practical 

solution for the main problem, this thesis also provides some analyses on whether the solution 

would be optimal from the perspective of corporations. Also, interviews with practitioners were 

also conducted to ensure the applicability of the proposed solution in corporate settings. 

The last criterion mandates the use of scientific techniques and methods as introduced in MoT 

curriculum. The most apparent fulfillment of this criterion is exhibited within the discussion 

chapter. The first part took the perspective of cyber risk management where the findings are framed 

and discussed as a risk management strategy. Further, some risk management strategy alternatives 

which can be taken to tackle the same issue is compared to the proposed solution using a framework 

introduced in cyber risk management curriculum. In the second part, the findings are framed as a 

security investment decision and analyzed from the perspective of the economics of cybersecurity. 
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Appendix A 
 

Chemical Facilities and Storage Tanks Overview 

Being the main context of this study, it is essential to have an understanding about what kind of 

facility chemical plants and storage tanks are, what are they composed of, and what sort of activities 

undertaken in these facilities. 

The Department of Homeland Security (DHS) of the United States defines facilities in the chemical 

sector as the facilities that manufacture, store, consume, and distribute potentially hazardous 

chemicals that might be required by a wide range of other critical infrastructures. Some examples 

of end products from chemical plants including basic chemicals, pharmaceutical, and consumer 

products. Oil refineries sometimes also considered as chemical plants. 

The importance of chemical plants cannot be understated. DHS stated that the 70,000 diverse 

products from chemical facilities are essential to the society. In Europe, the European Union also 

acknowledge the importance of chemical plants. In 2013, the chemical industry in Europe accounted 

for seven percent of EUs industrial production with more than 1.15 million employment. 

Interestingly, several countries have differently classified chemical plants as critical infrastructures. 

The United States Department of Homeland Security includes the chemical sector among the 

sixteen sectors it recognizes as critical infrastructures. The UK Government classifies chemical 

sector among thirteen critical national infrastructure (CNI) sectors. The European Union, through 

Council Directive 2008/114/EC, has suggested the classification of critical infrastructures for its 

member states. Although the directive does not specifically mention chemical plant, oil and gas 

facilities are included among the proposed list of critical infrastructure sectors. The directive is more 

of guidance than instruction since the process of selection and protection of critical infrastructures 

are responsibilities of each member state. The Ministry of Security and Justice of the Dutch 

Government does not classify chemical plants as critical infrastructures but specifically mentions 

oil supply facilities in the energy sector and large-scale production and storage of petrochemicals 

as critical infrastructures. 

Chemical Storage Tanks 

One type of chemical plant is the chemical storage tank (or storage tank), which is a massive 

container used to store various chemical substance temporarily. Storage tanks are typically a 

cylindrically shaped container that is placed perpendicular to the ground. Different other shapes 

have also been used, such as spherical and horizontal-cylindrical shape. These tanks are usually 

large with a capacity ranging from 12,000 liters to more than 178 million liters, and their diameters 

vary from three meters to 125 meters. Various materials are used to manufacture these tanks, but 

stainless steel and concrete are the two most used materials. Storage tanks are usually found in 

white to reflect heat from outside and therefore minimize the change of temperature inside the tanks. 

When a lot of storage tanks are placed close together in one area, then the storage tank complex is 

usually called a tank farm. Tank farms commonly found located nearby some refinery facilities. 
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Figure 44. An example of typical storage tanks 

 

There are several types of storage tanks. One classification distinguishes between atmospheric 

storage tanks and high-pressure storage tanks. As the name suggests, atmospheric storage tanks (or 

low-pressure storage tanks) are the types of tanks that store liquid chemicals at atmospheric 

pressure. On the other hand, high-pressure storage tanks are used to store various kinds of chemicals 

at high pressure, such as gases and liquefied gases. High-pressure tanks are designed to withstand 

enormous pressure from the interior of the tanks. Atmospheric tanks can be divided into several 

more categories, namely floating roof tanks and fixed roof tanks. While fixed roof tank will always 

stay in the same shape, floating roof tanks allow the ceiling of the tank to move up-and-down 

depending on the level of the content. One of the primary purposes of employing floating roof is to 

minimize the buildup of vapor in various flammable chemicals. There are still several types of 

storage tanks, such as underground and aboveground tanks, refrigerated tanks, insulated and 

uninsulated tanks, and others. 

In addition to the tanks, there is also a group of devices called ancillary equipment. Several ancillary 

equipment that are typically present in storage tanks facility are pipework, valves, pumps, 

measurement and gauging devices, etc. 

 

Table 33. Examples of ancillary equipment in chemical plants 

Name Type Description 

Pipework – The network of pipes that connect different components in the 

chemical facilities. 

Valve Actuator To direct the flow of chemical liquids or gases from one 

component to another through the pipework. Typically there 

are a number of valves in a facility and this set of valves need 

to be configured in such a way as to set the flow direction of 

the chemical cargo as intended. 

Pump Actuator Create a pressure difference in the pipework which forces the 

chemical product to flow the determined direction. 

Gauging and 

measurement tools 

Sensor Indicate which tanks are empty, how much the flow rate, 

whether a tank is full or not, etc. Some measured metrics 

include flow rate, temperature and pressure, and product 

volume in the tank. 
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Activities and Operations Involving Storage Tanks 

The activities in chemical storage tanks revolve around transferring and storing different kinds of 

liquid products. There is the unloading activity, or also called discharging, which is the process of 

receiving payload or cargo from supply links to storage tanks. Supply links may refer to vessels, 

pipelines, rail, or truck tankers. Although it might seem counterintuitive to associate the term 

"unloading" as the process of "filling" a storage tank, it can be easily understood by recognizing 

that these terms are established from the perspective of the supply links operator (vessel, rail, trucks, 

etc.). Conversely, loading is the activity in which the payload or cargo is transferred from storage 

tanks to supply links. Storage tanks generally discharge payload to truck tankers, vessels, or 

pipelines. So, for instance, unloading may refer to the transfer of liquids from a vessel to a storage 

tank, while loading may refer to the transfer from storage tanks to truck tankers. 

Loading and unloading activities are composed of other activities. For unloading activity, or also 

called discharge or filling operations, the typical first step is valve adjustment. This task includes 

opening and closing particular valves to a certain arrangement according to the intended operation. 

After the valves are set in the intended configuration, the next step is to operate the pump to move 

the liquid product until the filling process is finished. Valve adjustment and pump operation are 

among the major tasks undertaken during the loading and unloading operations. The loading (or 

draining) operation consists of a similar set of tasks with a slight variation. In the modern days, the 

loading and unloading operation can be done and monitored remotely through computerized 

systems. Tasks such as adjusting valve, turning a pump on and off, and pressure and temperature 

monitoring, all can be done from a remote location by using computerized systems. 

Candreva et al. (2015) categorized the operations of storage tanks into routine tasks and non-routine 

tasks. Unloading/discharging, loading, and transfer activities are categorized as routine tasks. Some 

examples of non-routine tasks are the removal of the pressure safety valve. Although loading and 

unloading are the typical operations in storage tanks, research has indicated that a significant portion 

of spill incidents occur during loading and unloading activities. According to analysis from ITOPF 

(2017), loading and unloading operations account for 40% of small spills and 29% of medium spills. 

This percentage is relatively higher than the other activities. This statistic indicates that loading and 

unloading operations are still risky operations. 
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Appendix B 
 

Bayesian network for Attack Scenario 2 in NSD-26. 

 

 

Figure 45. Bayesian-network for At2 scenario in NSD-26 
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Appendix C 
 

Graph metric analysis using R. 

 

library(igraph) 
 
# build storage tank graph 
storagetank <- 
graph(edges=c("T1","T2","T1","T4","T2","T1","T2","T5","T2","T3","T3","T2","T3","T6","T
4","T1","T4","T5","T5","T4","T5","T2","T5","T6","T6","T3","T6","T5"), directed=TRUE) 
 
E(storagetank)["T1|T2"]$weight <- 0.395 
E(storagetank)["T1|T4"]$weight <- 0.682 
E(storagetank)["T2|T1"]$weight <- 0.395 
E(storagetank)["T2|T5"]$weight <- 0.682 
E(storagetank)["T2|T3"]$weight <- 0.395 
E(storagetank)["T3|T2"]$weight <- 0.395 
E(storagetank)["T3|T6"]$weight <- 0.682 
E(storagetank)["T4|T1"]$weight <- 0.682 
E(storagetank)["T4|T5"]$weight <- 0.395 
E(storagetank)["T5|T4"]$weight <- 0.395 
E(storagetank)["T5|T2"]$weight <- 0.682 
E(storagetank)["T5|T6"]$weight <- 0.395 
E(storagetank)["T6|T3"]$weight <- 0.682 
E(storagetank)["T6|T5"]$weight <- 0.395 
 
# centrality calculation 
print(degree(storagetank, mode="out")) 
print(closeness(storagetank)) 
print(betweenness(storagetank)) 
 
# draw graph 
plot(storagetank) 
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Appendix D 
 

In this section, the application of the BN method and the subsequent risk assessment process for 

one of the network segmentation design alternatives in Chapter 7 is described. This section presents 

a risk assessment for 𝐴𝑡1 in NSD-3 (see Figure 46 below). 

 

 

Figure 46. Illustration of the primary units in Attack Scenario 1 of NSD-3 

 

Firstly, to calculate the damage probability of each storage tank, a BN for the attack scenario must 

be developed. For this purpose, the structure of the BN is developed by determining the propagation 

of accidents. The first step is to calculate the potential escalation vectors and the potential escalation 

probabilities. The potential escalation vectors between the storage tanks have been calculated and 

presented in Table 28 (page 88). Using the equations Eq. 12, Eq. 13, and Eq. 14, the escalation 

probabilities can be calculated based on the escalation vectors value in Table 28. The following 

tables present the escalation probability calculation for 𝐴𝑡1 in NSD-3. 

 

Table 34. Escalation vectors and escalation probabilities of potential 

secondary units for At1 scenario in NSD-3 

Ti → Tj 
Escalation 

Vector 

Escalation 

Probability 

T1, T2 → T3 53 kW/m2 3.17  10-1 

T2 → T4 19 kW/m2 4.55  10-4 

 

From Table 34, it can be seen that escalation probability toward T3 is higher than that of T4. 

Therefore, T3 is determined as the secondary unit, and the step is repeated to determine the tertiary 

units, quaternary units, quinary units, etc. 
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Table 35. Escalation vectors and escalation probabilities of potential 

tertiary units for At1 scenario in NSD-3 

Ti → Tj 
Escalation 

Vector 

Escalation 

Probability 

T2, T3 → T4 53 kW/m2 1.190  10-1 

T3 → T5 34 kW/m2 1.77  10-2 

 

Table 36. Escalation vectors and escalation probabilities of potential 

quaternary units for At1 scenario in NSD-3 

Ti → Tj 
Escalation 

Vector 

Escalation 

Probability 

T3, T4 → T5 64 kW/m2 2.16  10-1 

 

Table 37. Escalation vectors and escalation probabilities of potential 

quinary units for At1 scenario in NSD-3 

Ti → Tj 
Escalation 

Vector 

Escalation 

Probability 

T5 → T6 15 kW/m2 6.96  10-5 

T5 → T7 15 kW/m2 6.96  10-5 

 

A special note needs to be made for the quinary units: as the escalation probabilities from T5 to T6 

and T5 to T7 are equal, both T6 and T7 are considered as the quinary units. 

 

Table 38. Escalation vectors and escalation probabilities of potential 

senary units for At1 scenario in NSD-3 

Ti → Tj 
Escalation 

Vector 

Escalation 

Probability 

T6, T7 → T8 64 kW/m2 1.21  10-1 

 

Once the escalation probabilities for all units are calculated, the propagation of accidents can be 

determined. Figure 47 illustrates the propagation of accident for 𝐴𝑡1 of NSD-3. 
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Figure 47. Illustration of the accident propagation for At1 scenario in NSD-3 

 

The next part is to develop the CPTs of the nodes as the quantitative part of the BN. Below are the 

CPTs for every node in the tank farm for 𝐴𝑡1 of NSD-3. 

 

Table 39. CPT of node T2 for At1 scenario in NSD-3 

T1 T3 

P(T2 = Fire | T1, T3) 

Accident Safe 

Accident Accident 9.98  10-2 0.90 

Accident Safe 3.20  10-3 0.99 

Safe Accident 3.20  10-3 0.99 

Safe Safe 0 1 

 

Table 40. CPT of node T3 for At1 scenario in NSD-3 

T1 T2 

P(T3 = Fire | T1, T2) 

Accident Safe 

Accident Accident 3.172  10-1 6.828  10-1 

Accident Safe 8.071  10-2 9.193  10-1 

Safe Accident 4.491  10-3 9.955  10-1 

Safe Safe 0 1 
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Table 41. CPT of node T4 for At1 scenario in NSD-3 

T2 T3 

P(T4 = Fire | T2, T3) 

Accident Safe 

Accident Accident 1.190  10-1 8.810  10-1 

Accident Safe 1.766  10-2 9.823  10-1 

Safe Accident 4.547  10-4 9.995  10-1 

Safe Safe 0 0 

 

Table 42. CPT of node T5 for At1 scenario in NSD-3 

T3 T4 

P(T5 = Fire | T3, T4) 

Accident Safe 

Accident Accident 2.157  10-1 7.843  10-1 

Accident Safe 1.766  10-2 9.823  10-1 

Safe Accident 9.002  10-3 9.910  10-1 

Safe Safe 0 0 

 

Table 43. CPT of node T6 for At1 scenario in NSD-3 

T5 

P(T6 = Fire | T5) 

 

Accident Safe 

Accident 6.959  10-5 9.999  10-1 

Safe 0 0 

 

Table 44. CPT of node T7 for At1 scenario in NSD-3 

T5 

P(T7 = Fire | T5) 

 

Accident Safe 

Accident 6.959  10-5 9.999  10-1 

Safe 0 0 
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Table 45. CPT of node T8 for At1 scenario in NSD-3 

T6 T7 

P(T8 = Fire | T6, T7) 

Accident Safe 

Accident Accident 1.208  10-1 8.792  10-1 

Accident Safe 4.458  10-3 9.955  10-1 

Safe Accident 4.458  10-3 9.955  10-1 

Safe Safe 0 0 

 

After the CPTs for all the nodes have been developed, the BN model for the attack scenario can be 

developed. The BN for 𝐴𝑡1 of NSD-3 is developed using AgenaRisk software (Agena Ltd., 2009), and 

the result is presented in Figure 48. From the BN, the probability of damage for every node can be 

estimated. Accordingly, the risk for every storage tank can be calculated by multiplying the probability 

of damage with the cost of the storage tank (see Table 30). Finally, the risk level for the attack scenario 

can be calculated by summing up the risk of each storage tank. 

 

 

Figure 48. BN for At1 scenario in NSD-3. T1 and T2 are the primary units. 

 

Table 46. Risk of damage for the storage tanks in 𝐴𝑡1 of NSD-3 
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Storage tank 
Probability of 

Accident 
Risk 

T1 5.000  10-3 € 10,287.50 

T2 5.000  10-3 € 10,287.50 

T3 4.318  10-4 € 888.43 

T4 1.295  10-5 € 21.22 

T5 9.764  10-6 € 16.00 

T6 6.795  10-10 € 0.00 

T7 6.795  10-10 € 0.00 

T8 6.064  10-12 € 0.00 

Total € 21,500.65 
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Appendix E 
 

Risk Assessment Methodology Flowchart 
NIST SP 800-30
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Figure 49. Flowchart of NIST’s risk assessment steps (Stoneburner et al., 2002) 


