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Abstract

Unhealthy behaviors such as smoking is the major
cause for premature deaths and changing behaviors
by oneself can be difficult. That is where eHealth
applications come into rescue. One of the recent
research explored the possibility of using a Re-
inforcement Learning model to choose persuasive
types for a virtual coach to adopt to persuade peo-
ple to prepare for smoke-quitting and it has shown
advantages. However, there are still more aspects
to investigate in this context except the persuasive
types of the messages, and this paper intended to
further look into using reinforcement learning to
choose activities for preparing the users to quit
smoking, To be more specific, we implemented and
evaluated a reinforcement learning model to choose
activities to optimize both the effort spent by the
users and also the likelihood of them staying for the
next session. The result suggests that reinforcement
learning is a promising approach to choose activi-
ties for people to prepare for quitting smoking and
it can move the users to states that they are more
likely to spend a good effort on the activities and
are more likely to come back to the next session.

1 Introduction

Research has shown that 40% of premature deaths are caused
by unhealthy behaviours [10], with smoking and inactivity
being the two major reasons [2]. To be more specific, every
year smoking leads to eight million deaths [16] and half of
the users who do not quit will most likely die because of it
[4] [7] [15]. Therefore, it is important for people to abandon
those unhealthy behaviours, especially smoking, to live a
healthier life and prevent premature deaths. However, chang-
ing behaviours and habits can be difficult by individuals
alone [6]. In fact, 68% of adult smokers in the U.S. in 2015
indicated that they wanted to quit smoking but only 10.7% of
them succeeded to quit smoking for at least 6 months [1].

Considering all these, external help is necessary for people
who need or intend to give up unhealthy behaviours. Among
all the means and approaches eHealth applications has shown
its advances under this context with their persuasive tech-
nology [18] [8]. However, research has shown that a single
persuasive attempt has limited effect on people’s behavior,
and according to behavior change theories, behaviors and
people’s states influence each other [11]. Therefore, to see
if we can persuade people in a way that we can move them
to a state where they are more likely to be persuaded again,
a research, carried out by Albers et al, used reinforcement
learning model to optimize the persuasive type of the
messages sent to the users, who are daily smokers, to help
them prepare to quit smoking and to be more physically
active [11]. During this research, a longitudinal study of
five sessions, where more than 500 daily smokers interacted
with a virtual coach was conducted. And the research shows
that using reinforcement learning can better predict both

the effort spent by the users and the future states after the
persuasive attempts and thus improve the effectiveness of the
persuasive attempts [11].

But there are more to be done to understand the behavior
of the users and the effectiveness of reinforcement learning
for behavior changing. This paper aims to investigate another
aspect of this topic and it is based on the research by Albers
[13]. By this paper we intend to see if a reinforcement
learning model can be effectively used to choose activities
for the users to follow to optimize the likelihood of the users’
return to the next session as well as the effort that the users
actually spend on their activities during these sessions. This
is different from the previous work in two aspects, one is that
we choose from activities instead of persuasive types, since
at the end we want the users to perform these activities to
get them ready for quit smoking and different activities may
have different influence on the users when the users are in
different states. The other is that we consider not only the
effort users spent but how much they are willing to stay and
return to the next session, because we not only want the users
to make an effort and perform the assigned activities but also
want them to return to future sessions, instead of dropping
out.

We implemented and evaluated a reinforcement learning
model, which used the features of the users such as their
usefulness beliefs, their energy level and their business level
as the candidates for forming the state space, to choose
activities that can optimize the weighted sum of the effort
spend and the likelihood of users return to next session.
The evaluation results confirmed that the users’ states does
influence the effectiveness of the activities and that using the
reinforcement learning model to choose activities can indeed
increase the effort the users spend on the activities and
also increase their willingness to return for future sessions.
However, there is also some limitations of this paper and one
of them being that the model is built under the assumption
that the reward function is the weighted sum of the dropout
likelihood and the effort spent, instead of other assumptions
such as the multiplication of these two goals. Therefore,
there might be some future research necessary to further
investigate the relations between these two goals.

2 Background

To answer the research question, how to use reinforcement
learning (RL) to choose activities for preparing to quit smok-
ing, to be more specific, how effective a reinforcement learn-
ing model is for choosing activities that optimizes the likeli-
hood that users return to the next session and the effort users
spend on their activities, we break this big and general ques-
tion into five specific analysis questions. These specific anal-
ysis questions intend to evaluate the different components and
aspects of the RL model. So in this chapter we will introduce
the background of this research and motivate these five anal-
ysis questions. And in chapter 4 we illustrate the experiments
for answering each question.



2.1 Activities

As mentioned in the introduction, a virtual coach, Mel,
needed to choose one activity for each session per user. There
are 53 different activities to be chosen from and they can be
divided into two categories, 9 persuasive activities and 44
preparatory activities. The typical activity is to watch a pro-
vided video and answer some questions by writing it down.
By doing these activities, the user is expected to be more pre-
pared to quit smoking and to be prepared to become more
physically active.

2.2 States

How these activities or the action affect the users may not be
constant, instead it might depend on the states of the users
[13]. For our research, we derive the states of the users based
on features such as their energy level, their business level
and their beliefs about the usefulness of nine competencies,
including self-efficacy, practical knowledge, awareness
of positive outcomes, awareness of negative outcomes,
motivation to change, knowledge of how to maintain or
achieve mental well-being, mindset that physical activity
helps to quit smoking, awareness of smoking patterns and
knowledge of how to maintain or achieve well-being. So the
first analysis question we would like to investigate is:

Q1: How well can states derived from the features predict
behavior, which is the effort spent by the users and their will-
ingness to come back for the next session, after performing
the chosen activities?

2.3 Future States

We intend to get the users to the states that the reward is
better, they make good effort on the activities and also have
high willingness to return to future sessions. And to do that
we need to look at people’s future state and for starters we
need to be able to give good predictions about the next state
of the users after they performed the chosen activities since
different activities might influence the next states. Therefore
the second question is formulated as the following:

Q2: How well can the states derived from the provided
features about users predict states after choosing activities?

Next, we looked at the optimal policy for choosing activ-
ities. The optimal policy is the best action or activity that
should be taken for each state. What we wanted to achieve is
that this optimal policy can choose activities that move the
users to a state that they are more likely to spend adequate
effort on the activities and also to return to the next session.
Therefore, we wanted to see if users can indeed arrive the
state after some optimal actions being taken in the future. So
we have the third analysis question:

Q3: What is the effect of multiple activities chosen by the
optimal policy on the users’ states?

After checking the effect of the activities on the user’s
states, we can evaluate if our optimal policy is indeed better
than other policies. Here optimal policy gives the best action

to take for each state that the users can possibly in. So we
formulate our fourth question:

Q4: How effective is the optimal activities compared to
non-optimal ones in their effect on behavior?

2.4 Reward Function

Finally, we would like to investigate our reward function.
The reward function for our project represents two goals, to
increase the likelihood of users’ return to the next session and
to increase the effort that users are willing to spend during
these sessions. So there are more than one way to form the
reward function. Thus we would like to see if different ways
of forming the reward function can lead to different opti-
mal activities and we form the analysis question as following:

Q5: How do different optimal policies based on different
reward functions compare with each other regarding the effect
of multiple optimal activities on behavior?

3 Methodology

Since this paper used the data collected in the study done by
Albers et al [13], so in this chapter, we will briefly describe
the virtual coach developed for the study and the study first
and then we will explain our reinforcement learning model.

3.1 Virtual Coach

A text-based virtual coach Mel was implemented to help
people prepare for quitting smoking by conversational ses-
sions [3]. The study started with a pre-screening question-
naire, where participants were filtered with conditions such
as speaking English fluently, are daily smokers and at least
18 years old. And then the eligible ones were invited to
five sessions with Mel. Each session started with the par-
ticipants being asked about their states, including their be-
lief of usefulness of nine competencies such as self-efficacy,
practical knowledge, awareness of positive outcomes, aware-
ness of negative outcomes, motivation to change, knowledge
of how to maintain mental well-being, mindset that physi-
cal activity helps to quit smoking, awareness of smoking pat-
terns, and also their business level and energy level. And then
it followed by the coach chose activities for the participants
to perform. And then in the next session, the participants
were asked about their experience with last session, includ-
ing Likert-scale questions such as how much effort they spent
for the last session’s activity, how likely they would return to
the next session if it is not a paid program, and open ques-
tions such as how they approached their assigned activity in
the previous session and assign their, and also the states ques-
tions, and then again another activity was assigned to them.
After that, participants who did all five sessions were also in-
vited for a post-questionnaire and a follow-up questionnaire.

3.2 Data Collection

864 people who joined the pre-screening were daily smokers
and at least 18 years old and speak fluent English, and 646
of them were eligible to go further for the study since they
were contemplating or preparing to quit smoking. The gen-
der distribution of the eligible participants was balanced, with



53% of them being female and 45% being male. The majority
(71%) of the eligible participants were from the age range of
26 to 50, and with the rest 11% being young adults and 17%
being old people. From the five sessions mentioned above we
obtained 1721 transition samples from 547 people. Here a
transition sample is a (s, a, 1, s’) tuple where s is the state, a is
the action taken, r is the reward received after a, s’ is the next
state after a. And this is the data we needed for the research.

3.3 Reinforcement Learning Model

To answer those analytical research questions mentioned in
chapter 2, we needed to first implement the reinforcement
learning(RL) algorithm based on the data available to give
us an optimal policy which choose activities that optimize the
dropout rate and the effort spent by the user. RL works in a
Markov Desicion Process (MDP), which is a 5 tuple (S, A, R,
T, v):

* S is the state space

¢ A is the actions that can be taken
* R is the reward function

¢ T is the transition function

* « is the discount factor

In this section, we will describe elements, including states,
actions, reward functions and discount factor, for our RL
model and also how the data is processed to fit in the model
for our purpose.

States

States of an MDP captures the relevant information of the
world or the environment that the agent or the decision maker
acts in. For our case, the states are the status of the user upon
which the virtual coach would choose an activity and it is
extracted from the questions such as the usefulness beliefs,
the busyness level and the energy level as mentioned above
in section 3.1.

There are eleven state features in total and every one of
them is numeric. But there are only a very limited number
of transition samples (1721) available, so we need to reduce
the state space to preserve reliability. First step taken to is
to convert the numeric answers to binary. Specifically, we
compute the mean for each state feature and convert the
corresponding answers to 1 if it is equal or greater than the
mean or O if it is less than the mean. After this, we selected
three features to further reduce the state space.

The feature selection is inspired by the G algorithm [5] and
the features chosen are the usefulness beliefs of the following
competencies for quit smoking:

* Mindset that physical activity helps to quit smoking
* Awareness of smoking patterns
* Self-efficacy

Therefore, there are eight states in the state space. Each
one of them is a three character long binary code with each
binary character representing the usefulness beliefs as above

in order. For example, state [101] means that the users in this
state have above average beliefs that the mindset that physical
activity helps to quit smoking and self-efficacy are useful, but
they have less than average belief that being aware of their
smoking patterns is useful.

Actions

Actions of an MDP is the set of actions that the agent can take
in each state of the state space. For our case it corresponds
to the 14 different activity clusters that the virtual coach can
choose an activity from to give the user. As explained in
chapter 2, activities can be seen as either persuasive ones,
or preparatory ones. There are nine persuasive activities with
each of them as one cluster and corresponding to the nine
competencies mentioned in section 3.1. And there are also
preparatory activities which are classified into five clusters
based on their similarities perceived by smokers [12].

Reward Functions

Reward function for our case is the two goals we are trying to
optimize by our choosing process and they are to the dropout
response and the effort spent response in each session. So
a natural question to ask is what the relation between these
two factors and whether they are correlated. The Spearman
test resulted in 0.39 and suggested a somewhat low positive
correlation between these two goals. However, the Cohen’s
kappa between these two goals is —0.04 which indicates very
low if any correlation between them.

There are many different approaches to handle multi-
objective reinforcement learning, such as turning it into
a multi-agent learning problem, learning based on linear
scalarizations, policy search without learning a value func-
tion, approximate a convex coverage set to learn policies in
parallel etc [17]. But here we simply adopted the learning
by linear scalarization approach and used the weighted sum
of the two goals as the reward. And since both factors are
important and they are somewhat correlated, we decided to
give both factors 50% of weight each and use the weighted
sum.

And then we mapped the weighted sum of these two goals
to the range of [-1, 1]. and the reward is calculated based on
the mean weighted sum with the mean being 0 and others are
equally spaced [11].

Discount Factor

The discount factor « of an MDP indicates the importance of
the future reward, where a higher value means a more valu-
able immediate and nearby future rewards. For this project
the discount factor is set to 0.85, since we prefer to get a
higher reward in near future instead of that in far future,
meaning we intend the user to have high likelihood to re-
turn to next session and spend more effort in the current and
nearby sessions compared to that in the far future sessions.
The idea is that early progress tend to encourage the users to
continue and be engaged in future activities, while a lower
reward in the early phase might discourage the users for the
future session [11] [9]. In addition, we also consider the far



future rewards because we do intend the user to spend good
effort with the virtual coach and also likely to stay.

Optimal Policy

With the setting described above, we obtained the optimal
policy, which can be found in table 1. One thing caught our
attention is that there was repetition of optimal actions, that is
the state [100] and the state [110] both had the same activity
cluster as their optimal policies. And this kind of repetitions
is undesired for us since we only have eight states and there
is some but still limited number of activities for each clus-
ter, and repetitions of the same activity for two or more states
may have negative affect on users. Therefore, we eliminated
this sort of repetitions by randomly assigning the second best
action for one of these repetitive states. Only the state [010]
and state [111] have preparatory activity clusters as their op-
timal actions and all the other states have persuasive activity
clusters as their optimal actions.

And then we obtained the reinforcement learning model for
our problem, which is shown in Figure 1. The virtual coach
can assign an activity cluster to a user according to their state
and the optimal policy. And then we obtain the reward score,
which is the weighted sum of the effort spent by the user and
the likelihood of their return to the next session, meanwhile
the user moves to the next state.

Virtual Coach
(Agent)

Effort & dropout
(Reward)

Choose Activity
(Action)

State

User's States
(Environment)

Figure 1: The reinforcement learning model with which the virtual
coach chooses an activity based on the user’s current state and the
optimal policy then it gives the reward and also the next state of the
user.

4 Experimental Setup and Results

Based on the RL model described in chapter 3, we can start
investigate the analytical research questions to evaluate the
effectiveness of our algorithm. In this chapter, we will go
over each of these analytical questions mentioned in chapter
2 and describe their experimental setup and results.

4.1 Research Question 1

QI: How well can states derived from the features predict
behavior?

Setup. Users may behave differently in different states
even though they perform the same activity. And here the
behaviour, the effort the users spend on the activities and the
likelihood of them returning to next session, is the two goals
we intend to achieve and it is what the reward function of

the RL model represents. To find out if different states in-
deed leads to different behaviour, we compared 1) the mean
reward based on only the action with 2) the mean reward
based on both the action and the state. We used leave-one-
out-cross-validation, where we left out the transition samples
of one person, for all 547 participants to compare these two
approaches by calculating the mean L1-error for the reward
prediction and its Bayesian 95% credible interval(CI) for ev-
ery state.
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Figure 2: Left Axis: the mean prediction error per state based on 1)
only the action and 2) the action and the state. Right Axis: the mean
reward of each state and overall

Results. As shown in Figure 2, the average reward for all
states is 0.08, and the average rewards per state varies. The
state [111] and the state [101], where the users have above
average beliefs that the mindset that physical activity helps
to quit smoking and self-efficacy are useful, have the most
highest average reward per state, with them being 0.22 and
0.21 respectively. On the contrary, the state [000] and the
state [011] have the lowest average reward per state, with
them being —0.1 and —0.05 respectively. As mentioned in
section 3.3, state [000] means the users have below average
usefulness beliefs about all three competencies, while state
[011] means the users have two out of three above average
beliefs of the competencies, which are self-efficacy and the
awareness of smoking pattern, however, its average reward
are even lower than the states who just have one out of three
above average usefulness beliefs.

For most of the states adding the states to predict the be-
havior does not show clear differences, neither benefits nor
drawbacks, from predicting the behavior based only on the
actions. However, it does result in better prediction of be-
havior for the state [111], where the average reward for the
state is the highest, than that of actions only. Therefore, we
conclude that even though for most of the states we cannot
draw a conclusive answer but we assume that the probability
of giving better prediction based on the states and actions is
higher than it offers no benefits since there is one state where
adding states does offer better prediction.

4.2 Research Question 2

Q2: How well can the states derived from the state features
predict states after choosing activities?



Setup. By choosing the optimal activities, we intend to
get the users to a state where they spend more effort on the
activities and are more willing to come back for the next ses-
sion. Therefore we need to be able to predict the next states
of the users after they perform the proposed activities. To
evaluate how well our model can predict the next states, we
used the leave-one-out cross validation to compare three ways
of giving such predictions: 1) assigning equal probability for
all states, 2) predicting the users’ next states as the current
states they are in, and 3) calculating the probability based on
the transition function of our model. And the comparison is
based on the mean likelihood of each next state and their 95%
CIs.
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Figure 3: The mean likelihood of a transition to a next state by 1)
assigning equal probability to all next states, 2) assuming stay in the
current state, and 3) using probability based on estimated transition
function of RL model

Results. As shown in Figure 3, both the prediction of the
next states of the users by assuming they stay in the current
state and the prediction of the next state of the users by us-
ing the probability based on the estimated transition function
of our model result in much higher mean likelihood of next
states than that of assigning equal probability for every state.
This means that the probability of the next states is not a uni-
form distribution. For states [000], [001], [011] and [111], the
mean likelihood of the next states from the three approaches
do not have overlaps with their CIs and among them states
[000] [011] and [111] have the highest mean likelihood of
next states when predicting the next states to be the current
ones. Considering the mean reward per state, it means that
the users tend to stay in their current states when they are in
the states that they are either spending more effort and will-
ing to stay for next session or the very opposite of this. In a
word, considering people’s current states indeed improve the
prediction of the next state. But people who either spend very
little or very much effort in the activity and either have very
strong or very little motivation to return to the next session
are most likely to stay in their current states. And this could
mean that our RL model might not be able to move some of
the least motivated users to a better state.

4.3 Research Question 3

Q3: What is the effect of performing multiple optimal chosen
activities on the users’ states?

Setup. After checking how well the model can predict the
next states after one action, we can look into the effect of
the optimal actions on the states in the future, since our goal
is to move the users to the states that have higher rewards.
In order to see the effect, we first used the data to gain the
optimal policy 7*, which was calculated by value iteration on
the aforementioned data. And then we simulated users with
even distribution of all states to follow 7* for some certain
number of actions and checked the distribution of the users in
all states after that.

VHE)=1.78

VH()=1.99

VH)=1.64

V=164

V(=125 VH()=2.03

Figure 4: Transition probabilities under 7*. Only transition with a
probability of at least ‘1?‘ are shown. Red arrows means transitions
to next states with a lower value. Black arrows means transitions to
states with the same value. Blue arrows means transitions to states
with higher value. The thicker the line, the higher the probability of

the transition.

Results. Figure 4 shows the transition functions under
the optimal policy 7* when they are at least ﬁ and also the

cumulative discounted reward V*(s) for each state. From the
network we can see that, users tend to move to the states with
higher V*(s) such as states [011], [111], [110] and [101].
Moreover, once they have reached those higher value states,
they somewhat tend to stay in those states, such as 44%
probability of stay at state [101] and 86% for state [111]. But
not always, for example, users in state [100], where the value
is the second highest, 2.03, and the users have above average
belief of only one competency, the mindset that physical
activity helps to quit smoking, are less likely to stay there
or move to a better state. In addition, the state with highest
value is not [111], with 1.99 but [101], with 2.18. However,
the red arrows in the network also indicates that there are
still chances of the users moving from a higher value state
to a lower one, and among them a potential drawback of our
model is that when the users are in state [000], where the
V*(s) is the lowest, they tend to stay there with a probability
of 55% and the state [100] can also lead to this state.

Figure 5 shows the distribution of people in each state af-
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Figure 5: Percentage of people in each state after following 7* for
some certain number of steps.

ter following the optimal policy 7* for, not just one step, but
some certain number of steps up until twenty steps to illus-
trate the long-term effect of the optimal policies on the users’
states. From the graph we can see that, in general, people
moved from the other states to state [111], where average re-
ward per state is the highest and the accumulative discounted
reward is relatively high. And this is reasonable since the
activities are supposed to make the users more aware of the
usefulness of the three competencies. However, there are still
some users in the states where the cumulative discounted re-
ward is low. Especially state [000] still has 5.6% of all users.
In conclusion, The model can move most of the users to the
state where they spend the most effort and are most likely to
stay for the next session while it fails to move some users to
better states where they spend more effort and are more likely
to come back to the next session.

4.4 Research Question 4

Q4: How effective is the optimal activities compared to
non-optimal ones in their effect on behavior?

Setup. Now we evaluated the effect of the optimal
policy on the immediate states and the future states of the
users, we would like to further evaluate whether the optimal
policy is indeed better than non-optimal ones, judging by
the behaviour of the users. In order to test it, we compare
three policies 1) the optimal policy 2) the average policy,
and 3) the worst policy, by their mean reward on a series of
certain timesteps up until 100. Here the average policy is
the policy that makes sure each action was taken an equal
amount of times at all timesteps and the worst policy is the
least optimal policy, the action that has the least reward, that
we gained by training the data. We initialize the distribution
of the users in different states for this experiment in two
ways. One way is to initialize the distribution according to
the distribution of all the people in the first session from the
data. This is is to see if the model can indeed achieve our
goals in general, which is to get the users to spend more
time and be more willing to participant in these sessions.
On top of that, the other way is to initialize only based
on the state distribution of the people who have lower
than 25% of the reward among all the people in the first
session from the data. And this is to see how well the optimal

policy can perform for the people who need the help the most.

0.4

0.2 o cmmmmemamemesssssssssses o;m}fg{\ VFTOVMI,;\/

Average Policy

Worst Policy

Mean Reward per Transition
o
o

1 2 3 5 10 20 30 50 100
Number of Time Steps

Figure 6: Enter Caption

Results. Figure 6 shows the mean rewards per transition
for these three policies at different number of time steps.
From the plot we can see that the optimal policy results the
best mean reward per transition for both the general users and
the users who have the least reward at the beginning. For
the general population, the optimal policy raised the mean re-
ward from 0.2 to 0.28, at 20 steps, and to 0.29 at 100 steps.
For the least well-performed population. the optimal policy
also managed to increase the mean reward from 0.21 to 0.29
by 0.08. The average did manage to increase the mean re-
ward, but only by 0.05. Therefore, out model does perform
better than the average policy and the worst policy, regarding
to optimize activities so that the users can make more effort
and be more intrigued to go back to the sessions.

4.5 Research Question 5

Q5: How do different optimal policies based on different
reward functions compare with each other regarding the
effect of multiple optimal actions on behavior?

Setup. Finally, there is one last factor we wanted to
evaluate, our reward function. As mentioned before, we used
weighted sum of the two objectives, the user’s willingness to
return for next session and their effort spent on the proposed
activities, we wanted to see how weights affect our model.
We compared the model of three different weights, 1) the
sum of 50% effort and 50% return rate, which is our original
model, 2) the sum of 25% effort and 75% return rate which
gives more weight to the return rate, and the opposite 3) the
sum of 75% effort and 25% return rate, which gives more
weight to the effort spent. First of all, we wanted to see if
different weights lead to different optimal policies. And
then we further investigated the effectiveness of the different
optimal policies to move the users to better states. Here it
is worth mentioning that we do not select the features based
on different weights again, instead we continued to use the
initial selected features to form the same state space. By
doing so we hope to evaluate the robustness of the reward
function without changing too much factors at once.

Results. As shown in Table 1, the optimal policies for dif-
ferent approaches are not always same for the states. For ex-



Weight | [000] | [001] | [010] | [011] | [100] | [111]] [110] | [111]
025 9 2 2 5 3 4 13 7
05 9 2 I 5 3 7 3 7
0.75 5 2 3 5 13 7 7 6

Table 1: Optimal policies obtained from different weighted sum of
the effort and the return likelihood by effort being 1) 25%, 2) 50%
and 3) 75% of the sum.

ample, in state [010] the optimal policies for the three ap-
proaches are all different from each other. But the optimal
policies for the rest of the states are identical for at least two
approaches. States [001], [011], [100] and [111] have the
same optimal policies for all three approaches. In addition,
only state [010] and state [111] have preparatory as their opti-
mal actions and all the others have persuasive activity clusters
as their optimal actions.

VHs)=1.74

VH(s)=1.95

VH)=1.62

VH()=1.56

Figure 7: Transition probabilities under the optimal policy obtained
by effort being 25% of the weighted sum. Only transition with a
probability of at least ﬁ are shown. Red arrows means transitions
to next states with a lower value. Black arrows means transitions to
states with the same value. Blue arrows means transitions to states
with higher value. The thicker the line, the higher the probability of
the transition.

Figure 7 and Figure 8 show the transition functions un-
der the optimal policies, which were obtained with the effort
being 25% and 75% of the weighted sum for reward respec-
tively, when they are at least ﬁ and also the cumulative dis-

counted reward V*(s) for each state. Combining with the
plot 3 of our original weighted sum where effort spent and
return likelihood being equally important, we can see that all
three approaches have somewhat similar transition networks.
In detail, all the three optimal policies tend to move the users
to better states, and also keep them in those states. And they
all have some red arrows that indicate they may not be able to
move the population in some bad states to better states.
However, there are some differences worth mentioning.
First, their values for different states are not always the same.
In fact, the average value of the 75% effort approach is the

V(5)=1.G6

V(z)=1.99

VHE)=1.62

V=13 VH(s)=2.12

Figure 8: Transition probabilities under the optimal policy obtained
by effort being 75% of the weighted sum. Only transition with a
probability of at least ﬁ are shown. Red arrows means transitions
to next states with a lower value. Black arrows means transitions to
states with the same value. Blue arrows means transitions to states
with higher value. The thicker the line, the higher the probability of
the transition.

highest, 1.84, with that of the 50% effort approach and that
of the 25% effort approach being 1.80 and 1.70 respectively.
The 75% effort approach also has the highest value, 2.3 and
lower lowest value, 1.34. Besides, the optimal policy with
effort being 75% of the weighted sum has better chance to
get the users out of the worst state [000]. In general, the ap-
proach with effort being 75% may be the best of these three
regarding their transition functions and accumulative reward.
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Figure 9: Percentage of people in each state after following the op-
timal policy obtained with effort being 25% of the weighted sum for
some certain number of steps

Furthermore, Figure 9 and Figure 10 show the distribu-
tion of the population for multiple different timesteps in each
state after following the optimal policies with the effort be-
ing 25% and 75% of the weighted sum respectively. Just like
the model with the original reward function, both approaches
were able to move the population to the state [111], where the
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Figure 10: Percentage of people in each state after following the
optimal policy obtained with effort being 75% of the weighted sum
for some certain number of steps

average reward per state is the highest and the accumulative
discounted reward is relatively high. In addition, the original
policy was better at decreasing the distribution of the popu-
lation in the worst states. For example, it lowered the popu-
lation in state [000] to 5.6% while the other two approaches
only managed to decrease it to around 8%. Therefore, our
original weight assignment perform better than the other two,
which means the both the effort spent and the return likeli-
hood are important.

5 Responsible Research

This research was done with the principles of the responsible
research, including the reproducibility of the methods used
and also the ethical aspects of the research.

Reproducibility. The paper itself provides clear expla-
nation about the methods used including the RL algorithm
illustrated in chapter 3 and also the setups for the evaluation
experiments in chapter 4. The code for the paper is also
provided and organized in a clear way with a guideline,
including the organization of the code, the purpose of each
file, and the references used. Besides, files and methods
were well-documented to help readers to understand what
to expect from these files and methods. In conclusion,
by following the guidance and documentation of the code
readers with computer science background should be able to
understand the code and reproduce the results if the data is
available.

Ethical Aspects of the Research. During the process, we
always kept in mind the principles of carrying out ethical
research. For starters, some may wonder if it is truly ethical
to develop something that persuade people to do certain
tasks, even it is for quitting smoking. To our defense, the
study for the data collection with the virtual coach was
approved by the Human Research Ethics Committee of
Delft University of Technology [13]. On top of that, the
pre-screening process had excluded people who did not
give consent, who was under the age of 18 and who was
not contemplating or preparing to quit smoking at that time
and in this way the eligible participants are the ones who
can give and gave informed consent and whose goal was

inline with the study. Therefore there was no forceful or
non-consented activities during the study. In addition, there
was no untruthful data processing during the study to skew
the data to match our expectations and we always tried to
interpret the data truthfully. Therefore, the results should be
true and honest.

6 Discussion and Conclusion

Contributions. The paper evaluated the effectiveness of
using a reinforcement learning model to suggest activities
for preparing to quit smoking. From our experiments we
found that adding states is more likely to result in better
predictions of the users’ behavior, and it is indeed better
for one state [111], where the average reward per state is
the highest (Q1). The average reward is highest at state
[111] and [101], but the state [011] has the second lowest
average reward than the states where there is only one above
average usefulness beliefs (Q1). And the power of using
states to predict the next states depends on the states, more
specifically people tend to stay in better states and also in
the worst states (Q2). In addition, with the activities chosen
according to the RL model, people tend to move to better
states and also stay in better states where they spend more
effort on the activities and are more willing to return, despite
that there are still some people who stay in the less good
states (Q3). And this finding is also in agreement with the
fact that the optimal policy does result in better reward in
the long run for all the users and for the users who need the
most help (Q4). At last, comparing the effect of changing
weight distribution of the two objective while calculating the
reward function, we can conclude that the initial distribution
of the weight is a reasonable choice (Q5). Different policies
derived from different reward functions are somewhat similar
but still have differences. Besides, we can see that most of
the optimal actions for all three cases are persuasive activities.

Limitations and Future works. Despite the supportive
evidence that this paper provides for using RL in this con-
text, there are some limitations of our results. First of all,
the reward function we use is based on the weighted sum of
the two goals, however, this might not be the best and the
most accurate way to describe the relation between these two
goals. So one direction for future works could be to inves-
tigate the relation between these two goals and to have a RL
model whose reward function is formulated in a different way
and compare with this one. Secondly, in our experiments we
assumed that the transition function and the reward function
do not change over time steps. However, this may not be the
case for real life. For example, repetitions of the same activ-
ity clusters may help to build the users identity [14] and thus
motivates them to spend more effort on the sessions. And it
could also be the opposite case. Lastly, there is some poten-
tial inconsistencies in our results. One is that the state with
the highest accumulative discounted reward is not [111] but
[101] for all three cases, as showing in graph 4, 7, and 8. The
reason for this could be that believing the awareness of smok-
ing patterns useful has negative impact on the users’ partici-



pation of the activities, but it could also be that the data we
used. The other is that there are still possibilities that users
can go from a better state where they have above certain av-
erage usefulness beliefs to a state where they have below av-
erage usefulness belief about that certain competency. For
example, in graph 4, there are transitions from state [100] to
state[000] where the users’ belief that the mindset that phys-
ical activity helps to quit smoking is useful decreased. These
consistencies could be that we tested our model with leave-
one-out cross-validation simulations, instead of testing on hu-
man subjects due to limited budget, and it may not be able to
accurately show the actual affect of our model. Therefore,
some future tests can be carried out to evaluate the model.

Conclusion. We wanted to see if a reinforcement learning
model can be used to choose activities for preparing to quit
smoking, to be more specific, we wanted to evaluate how ef-
fective such a model can be to optimize two goals, the likeli-
hood of the users return to the next session and also the effort
that the users spend on these session, so that they can make
the most use of these sessions. And based on our implemen-
tation and evaluation, such a RL model is indeed effective
when it comes to improving these two goals and moving the
users to a relatively better, where they tend to make a good
effort and are willing to stay for future session.
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