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Abstract

Heat transfer in multiphase flows plays an important role in many industrial applications.
For instance, particle-based solar receivers utilize the high absorptivity and heat capacity
of dispersed phase in a carrier fluid to improve efficiency and heat transfer. This dispersed
phase generally consists of a large number of small particles. It is, therefore, difficult to
completely resolve such flows considering their finite size. Usually, these particles are
so small, that they can be treated as point particles. This considerably reduces the
computational effort, while preserving the essential characteristics of the particle-laden
flows. In this thesis, the focus is on heat transfer modulation in a particle-laden turbulent
channel flow using direct numerical simulations.

In flows with temperature gradients (for example, channel flow between hot and cold
wall), particles absorb heat from hotter regions and release heat to colder regions, thereby
enhancing heat transfer through particle feedback flux. On the other hand, presence of
particles leads to decay in turbulence resulting in lower turbulent heat transfer. The
interplay of this two phenomena can either increase or decrease the overall heat transfer
based on Stokes number and thermal Stokes number (ratio of thermal response time to
characteristic time scale of the flow).

To investigate the heat transfer modulation in particle-laden channel flow, the existing
DNS code developed by Boersma [5] has been modified to include particle transport and
heat transfer. The point-particle approach with two way coupling is implemented using
trilinear interpolation scheme and 3rd order Runge-Kutta time marching scheme. The
implemented code is validated using the results from literature [20] for a flow with no
external heating.

With the developed code, cases with no external source term and external source term
with different optical thickness of the fluid have been analyzed. In order to focus only on
the fluid-particle interaction, the effect of gravity is neglected and the flow is considered
to be incompressible. It has been observed from these simulations that particles play an
important role in modulation of heat transfer in such flows. Mean temperature profiles,
heat flux mechanisms, temperature variance and budgets of temperature variance are
studied extensively in order to understand the underlying phenomenon. It is found that
the particle feedback heat transfer is the dominating mode in particle-laden flows.
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Chapter 1

Introduction

1.1 Motivation

Turbulent Flows

We observe turbulent flows in nature everyday, whether it be the water flowing down
a river, the strong winds we experience, or we cycle on our way to work. Most of the
fluid flow that we deal with in our everyday life are turbulent. When we wake up in the
morning to make a cup of coffee, we have to thank turbulence for faster mixing of milk
and coffee. When we move against the wind, we curse turbulence, for it is responsible
for the aerodynamic drag we face. In short, turbulence can be a friend or foe in equal
measure and we have to truly understand its true nature so that we can make it work to
our advantage.

Despite being nearly ubiquitous, it is not easy to define turbulence. It is loosely defined
based on some common characteristics, of which randomness or chaotic behaviour is the
most common. A turbulent flow is characterized by random and chaotic three-dimensional
motions of varying length and time scales. That means, no matter how carefully the
boundary conditions are reproduced, the flow is never reproduced in detail. The second
characteristic of turbulence is presence of ‘vorticity ’. In fact, a strong three-dimensional
vortex generation mechanism known as vortex stretching is believed to be responsible
for transfer of energy from large scales to small scales, and hence being responsible for
turbulence. The third important characteristic is that turbulence is strongly diffusive and
dissipative in nature. Being ’dissipative’ means that a turbulent flow quickly looses its
kinetic energy and hence decays quickly(unless energy is not added to the flow). Perhaps,
the best known intuitive characterization in this sense is presented by Richardson [37] in
1922:

Big whorls have little whorls,

which feed on their velocity;

And little whorls have lesser whorls,

And so on to viscosity.

1



2 Introduction

This means that the mechanical energy is injected into a fluid at macroscopic scales, which
is then cascaded down to microscopic scales until it is finally dissipated on molecular scales
due to viscosity.

By ’diffusive’ we mean that turbulent flows are very effective in mixing a fluid. In 1883,
Osborne Reynolds [36] performed classic pipe flow experiment. He injected a dye stream
into the centre of the pipe with flowing water and gradually increased the velocity of
the flow. At low velocity, the dyed layer remained distinct throughout the length of the
pipe. As the velocity was increased, the layer broke up and diffused across the cross
section of the pipe. This is shown in figure 1.1. Figure 1.1a depicts laminar flow. Figure
1.1b is the case of turbulent flow. We observe enhanced mixing, which achieves the same
result as that of molecular diffusion, but at an much faster time scale. Although, the
end results of mixing is same as that of molecular diffusion, the physical mechanisms are
completely different. Infact, turbulence arises when the molecular diffusion is actually
very small compared to macroscopic transport. The ratio of these two quantities is a
non dimensional parameter which Osborne Reynolds used for establishing the transition
criteria from laminar to turbulent flow. It is called Reynolds number, and it can also be
interpreted as the ratio of inertial forces to viscous forces. For a given flow configuration,
there exists a critical Reynolds number, above which the flow becomes turbulent.

(a) Continuous streak of dye in laminar flow

(b) Mixing of dye in turbulent flow

Figure 1.1: Figure from Reynolds’ 1883 [36] paper showing onset of turbulent flow

To summarize, there is no formal definition of turbulence, and often a formal definition
is replaced by intuitive characterizations. A few important characteristics being the ran-
domness or chaotic behaviour, large range of time and length scales, presence of strong
vorticity, dissipativeness and enhanced diffusivity. A more mathematical characterization
of turbulence would be in terms of high Reynolds Number, which means that inertial
forces dominate the viscous forces.
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Multiphase Flows

Multiphase flows, as evident from the name, are fluid flows consisting of more than one
phase or component. Two general categories of multiphase flows can be identified easily,
namely dispersed flows and separated flows. Separated flows are the ones in which two or
more continuous streams of different fluids, separated by an interface, move together. Jet
flows, slug flows in oil pipelines, etc. are some of the common examples of separated flows.
Dispersed flows consists of finite particles, droplets or bubbles dispersed throughout the
continuous phase of a liquid or a gas. Common examples of such flows include bubbles in
soda, dust particles dispersed in air, etc.

Dispersed two-phase flows are encountered in numerous industrial and natural processes,
for example, coal combustion, pneumatic conveying of particles, high heat capacity parti-
cles suspended in a liquid coolant, etc. Even the most elementary operations in processing
technology, such as cavitating pumps and turbines, deal with multiphase flows. Inciden-
tally, the ability to understand fluid flow behaviour is critical to the efficiency of such
processes. Apart from industrial processes, mutiphase flows also find their place among
critical biological and medical flows as well. Be it the oxygen transport through blood
stream or niche surgical techniques like laser cavitation surgery, knowledge of multiphase
flow behaviour is very important.

As evident, both turbulent and multiphase flows are widespread across nature and indus-
tries alike. Many a times, both these phenomena occur simultaneously and therefore, it is
important to understand how they both interact with each other. This thesis is focussed
on study of dispersed turbulent flows, as they find widespread industrial applications.
Since both of these flows are very complex and non-linear in nature, mostly experimental
or numerical techniques are employed to analyse them. A common numerical technique
used is called Direct Numerical Simulations(DNS), where the smallest length and time
scales are resolved. However, it should be noted that these techniques are computation-
ally expensive and thus limits the scope of study to moderate Reynolds number flows. A
more detailed discussion on the same is done in Chapter 3.

The interwining of phenomena in turbulent and multiphase flows results in interesting
effects such as preferential concentration of moderate Stokes number particles, accumu-
lation of particles in low speed streaks near the walls, turbophoresis, etc. Inspired by
such interesting phenomena, this thesis focusses on how the heat released from irradiated
particles plays a role in multiphase flows. Although, there has been an ongoing research
for past few decades in turbulent multiphase flows, there are many interesting aspects
that are not yet understood clearly. The main objective of this thesis is to explain heat
transfer in a particle-laden channel flow when the particles in a optically thick medium
receive heat from external source.



4 Introduction

1.2 Objectives

The aim of the thesis can be divided into following broad categories:

• Identifying important non-dimensional parameters in studying turbulent multiphase
flows with heat transfer.

• Carrying out literature survey to identify research gaps and to understand turbulent
multiphase flows in more detail.

• Developing a Fortran code for Lagrangian tracking of dispersed phase and couple it
with existing DNS code.

• Conducting Direct Numerical Simulations to investigate the effect of presence of
particles on heat transfer in turbulent channel flow.

• Identifying important mechanisms to characterize heat transfer in particle-laden
flows.

1.3 Outline

Chapter 2 presents a theoretical background. In this chapter, the governing equations
are described and important non-dimensional parameters are identified. A short discus-
sion on particle fluid behaviour and existing literature is also done in this chapter.

Chapter 3 discusses the modelling strategies used in this thesis. This chapter presents
brief theory related to Direct Numerical Simulations and adopted methodology for particle-
tracking. It also briefly highlights the coupling approach used for particle-fluid interaction.

Chapter 4 focusses on the numerics of the DNS code that is developed in this thesis. It
starts with a short description of existing DNS code and subsequently discusses particle-
tracking module. This involves discussion on interpolation techniques, implementation of
coupling term and parallel implementation of the particle-tracking module.

Chapter 5 presents important and relevant results, pertaining to this study. This chapter
also reasons possible mechanisms behind these results.

Chapter 6 summarises the finding of present work with recommendations of possible
research direction.



Chapter 2

Theoretical Background

In engineering practices, like solar recievers, sediment transport, etc., fluid flows are often
wall bounded and interact with particles. To discuss such flows, this chapter is divided
into two main parts namely,

• Turbulent Flows

• Particle-Laden Flows

In the first section, the known theory on turbulent flows will be addressed. Since, the focus
of this thesis is internal wall bounded channel flows, some characterstic effects occuring
in channel flows will be emphasized. The section deals with both flow and heat transfer
effects.

In the second section, the basic theory behind particle behaviour in a fluid is discussed.
The section deals with particle motion and its thermal behaviour in a fluid.

2.1 Turbulent Flows

2.1.1 Basics of Fluid Flow

The fluid flow is described by conservation of mass, equation (2.1) and conservation of
momentum, equation (2.2). The heat transfer in a fluid is governed by conservation
of energy, equation (2.3) The gravity is neglected in present research and the flow is
considered to be incompressible. The equations are

∂ui
∂xi

= 0, (2.1)

ρf
∂ui
∂t

+ ρfuj
∂ui
∂xj

= − ∂p

∂xi
+ µf

∂2ui
∂x2j

+ F2w, (2.2)

5



6 Theoretical Background

ρfCp,f
∂T

∂t
+ ρfCp,fuj

∂T

∂xj
= kf

∂2T

∂xj2
+Q2w, (2.3)

where, F2w and Q2w are the particle force and heat transfer due to particles on to the
fluid per unit volume.

From a numerical point of view and to define non-dimensional groups, it is useful to make
these equations non-dimensional. Non-dimensionalisation of equations gives rise to certain
non-dimensional flow parameters such as Reynolds number, Prandtl number etc., which
simplifies the characterization of the flows in general sense and makes the analysis more
structured and simpler. In order to make the variables non-dimensional, they are scaled
on constant values based on geometry or flow conditions. Non-dimensional variables are
defined as

u∗ =
u

uτ
, x∗ =

x

H
, t∗ = t

uτ
H

, θ∗ =
T − Tc

Th − Tc
(2.4)

where, uτ is the friction velocity, H is the half channel width, Tc is the temperature of
cold wall and Th is the temperature of the hot wall.

Using these variables, the non-dimensional equations can be rewritten from equation (2.1),
equation (2.2) and equation (2.3) as

∂u∗i
∂x∗i

= 0, (2.5)

∂u∗i
∂t∗

+ u∗j
∂u∗i
∂x∗j

= −∂p∗
∂x∗i

+
1

Reτ

∂2u∗i
∂x2j

∗
+ f∗

2w, (2.6)

∂θ∗

∂t∗
+ u∗j

∂θ∗

∂x∗j
=

1

ReτPr

∂2θ∗

∂x∗j
2
+ q∗2w, (2.7)

where, f∗

2w and q∗2w are the non-dimensional feedback terms for momentum and energy
transfer from the particle. These terms arise because of momentum transfer due to force
on the particle and because of convective heat transfer between the fluid and particles.
These terms are calculated as:

f∗

2w =

∫

Ω∗ F
p
2wδ(x − xp)dΩ

∗

Ω∗
=

∑np

n=1

(
F p
2w

∗

δ(x− xp)
)

Ω∗
(2.8)

and

q∗2w =
1

ReτPr

∫

Ω∗ Q
p
2wδ(x − xp)dΩ

∗

Ω∗
=

1

ReτPr

∑np

n=1

(
Qp

2w
∗
δ(x− xp)

)

Ω∗
(2.9)
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where,

F p
2w

∗

= −1

2
CD

(

πd∗p
2

4

)

( ~U∗

f − ~U∗

p )| ~U∗

f − ~U∗

p |, (2.10)

Qp
2w

∗
= − (Nu)πd∗p

(
θ∗f − θ∗p

)
, (2.11)

and Ω∗ is the non-dimensional volume of the fluid element.

These terms are defined in detail in section (3.3) after a discussion on particle motion and
thermal behaviour. For the current analysis of only the turbulent flows with no particles
in this section these terms are zero, but will play a significant role when the analysis of
particle-laden flows is considered later in this work.

The non dimensional parameters are then defined as:

• Reynolds number Re = uτh
ν ratio of intertial and viscous forces.

• Prandtl number Pr =
µCp,f

κ ratio of viscous diffusion rate and thermal diffusion
rate.

From the non-dimensionalization of momentum equation, the flow can be characterized
into two regimes:

• Laminar flow: Viscous terms dominate the inertial terms.

• Turbulent flow: Inertial terms dominate the viscous terms.

The pressure drop over the channel length is responsible for driving the flow. In a laminar
flow, the disturbances are usually dampened out by the viscous forces. When the Reynolds
number is high enough and a disturbance occurs, the viscous forces are unable to dampen
out these disturbances and the flow becomes chaotic. This is called a turbulent flow. A
turbulent flow is characterized by random velocity and pressure fluctuations and hence
becomes unpredictable. Even though the exact flow is unpredictable, statistical flow
variables can be obtained in time and space. These statistical values can be obtained
using a procedure called Reynolds decomposition.

Reynolds Decomposition

The basic idea behind Reynolds decomposition is that the flow variable is separated
in an average value (ensembled and spatial) and a deviation from that average value.
Mathematically, this is decribed as:

u = U + u′, v = V + v′.w′ = W +w′, θ = θ + θ′, p = P + p′, (2.12)

where, Ū , V̄ , W̄ , θ̄, P̄ are the Reynolds’ averaged values. The important thing to note is
that when the values are decomposed in this manner, the average of fluctuating part has
to be 0, which means,

u′ = 0, v′ = 0, w′ = 0, θ′ = 0, p′ = 0. (2.13)
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To summarise, the following equation represents the mathematical relations between fluc-
tuating and mean values

U.W = U.W,U.w′ = 0, u′.W = 0, u′w′ 6= 0. (2.14)

By applying this Reynolds decomposition and averaging to the governing equations equa-
tion (2.5 -2.7) and dropping the * sign for brevity, we obtain the following non-dimensional
equations for mean flow:

∂ui
∂xi

= 0, (2.15)

∂ui
∂t

+ uj
∂ui
∂xj

= − ∂p

∂xi
+

1

Reτ

∂2ui
∂x2j

−
∂u′iu

′

j

∂xj
, (2.16)

∂θ

∂t
+ uj

∂θ

∂xj
=

1

ReτPr

∂2θ

∂x2j
− ∂u′iθ

′

∂xi
. (2.17)

In equation (2.16), the term
∂u′

iu
′

j

∂xj
is what is called an unclosed term. This term can

be interpreted as the transport of j component of fluctuating momentum per unit mass
in i direction. It is similar to the momentum transfer of j component of mean flow per
unit mass in i direction and has the same effect as the viscous stress between two layers.
Therefore, it is also referred to as Reynolds stress.

Figure 2.1 shows measurements of stream-wise (w′) and wall-normal velocity (u′) compo-
nents in a turbulent flow near a solid wall. It can be seen that u′ and w′ are correlated,
yielding a negative Reynolds stress u′w′; This suggests that there is a momentum transfer
in which faster moving fluid is transported towards the wall and slower moving fluid away
from the wall, i.e. a net transfer of momentum towards the wall that induces a (opposing)
force on the plate. Similarily, the term w′θ′ can be interpreted as temperature transport.

2.1.2 Wall-bounded turbulent flows

The geometry of the channel used in this research is shown in figure 2.2. Coordinates
x,y,z represent stream wise, span wise and wall normal directions respectively. The cor-
responding velocity components are u,v and w respectively. In previous section, variables
uτ and H were used for non-dimensionalization of the governing equation. In this sec-
tion a closer look will be taken into the definition of these variables in the context of
wall-bounded flows. Turbulent wall bounded flows are conventionally reported in terms
of ’wall units’, where the variables are non-dimensionalized using kinematic viscosity ν,
the density ρ and the friction velocy uτ of the fluid. The friction velocity, uτ , depends on
wall shear stress and is defined as:

uτ =

√
τw
ρ

(2.18)
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Figure 2.1: (left) Time series of measured stream-wise (u) and wall-normal (w) velocity
components in a turbulent boundary layer over a flat plate at a distance of
z+ = 20 viscous wall units. (right). The correlations of fluctuations, the ellipse
represents the correlations between the two velocity components, i.e. u′w′ called
the Reynolds Stress (Data: A.D. Schwarz-van Manen). Figure taken from [28]

.

Figure 2.2: Geometry for Channel flow, wall-bounded in x-direction and periodic in y and z
direction

where, τw is the wall shear stress.

Thus, it is to be noted that the friction velocity is infact a constructed variable used to
define the momentum transfer at the wall by the wall shear stress.

Wall units are generally denoted by a ’+’ sign and therefore are also referred to as plus
units. Important parameters non-dimensionalized into wall-units are length, time and
velocity

z+ =
zuτ
ν

, t+ =
tu2τ
ν

, u+ =
u

uτ
. (2.19)

By using this definition of z+, a viscous lengthscale, δv can be defined using ν and uτ as

δv =
ν

uτ
. (2.20)

It is clear that reynolds number based on viscous length scale equals to unity and would
be meaningless. Hence, instead of viscous length scale, friction Reynolds number, Reτ is
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defined based on half channel width as

Reτ =
uτH

ν
. (2.21)

Figure 2.3: Profiles of the viscous shear stress, and the Reynolds shear stress in turbulent
channel flow: DNS data of Kim et al.(1987) [18]. Figure legends : ( ) Re =
5600; ( ) Re = 13750

Figure 2.3 shows the balance between viscous and inertial stress in a turbulent wall
bounded flow. It can be seen that near the wall, the viscous stress dominates while in the
centre of the channel the reynolds stress dominates. This is expected as near the centre
of channel, the flow behaves in a more turbulent manner.

Wall units can be used to make general rules for the structure of wall flows. Prandtl [34]
in 1925, proposed the law of the wall, where he postulated that the flow near the wall is
independent of channel height and the flow speed

τw = µ
du

dz
≈ ρν

u

z
⇒ τw

ρ
=

νu

z
. (2.22)

If wall stress is written in the form of the friction velocity, equation (2.22) gives

ρu2τ
ρ

=
νuτu

+

νz+

uτ

⇒ u+ = z+. (2.23)

The relation in equation (2.23) is consistent with the Prandtl’s law of the wall. The
region where this relation is valid is called the viscous sublayer which is approximately
upto z+ = 5. Above the viscous sublayer, lies the buffer layer where viscous and inertial
effects roughly balance each other. This layer extends to around z+ = 30 ([30]). Next is
the overlap region, where logarithmic law of the wall holds as described in Pope [30]:

u+ =
1

κ
lnz+ +B (2.24)

where κ and B are constants experimentally found to be approximately 0.41 and 5.2.
The overlap extends to around 0.2H. Above the overlap region is the outer layer, where
influence of channel height and centreline velocity becomes important. To summarise,
four layers are distinguished based on wall units, friction velocity, kinematic viscosity and
channel height as follows:
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• Viscous sublayer : z+ < 5

• Buffer layer : 5 < z+ < 30

• Overlap layer : 30 < z+ < 0.2H

• Outer layer : z+ > 0.2H

2.2 Particle-Laden Flows

In multiphase flows, many applications such as solar receivers, spray drying, sediment
transport, etc. involve the turbulent flow as a carrier phase for particles or droplets
entrained in the flow. Important parameters that influence the behaviour of such a mulp-
tiphase flow system are ratio of density of particles to the density of flow, kinematic
viscocity of the fluid and size of the diameter. The thermal behaviour is influenced by the

above parameters along with heat capacity ratio of the particles and the fluid
(
Cp,p

Cp,f

)

and

thermal conductivity of the flow (kf ). In this section, the theory behind particle motion
and thermal behaviour in a fluid is discussed.

2.2.1 Particle Motion

In this work, the particles are considered to be very small such that particle Reynolds
number is small. For the linear motion of particles at very low Reynolds number, the
particle motion is governed by the Basset-Boussinesq-Oseen(BBO) Equation ([41]). For
a spherical particle, the BBO equation can be expressed as

π

6
d3pρp

dUp

dt
=

1

2
CDρf

(

πd2p
4

)

(Uf − Up)|Uf − Up|
︸ ︷︷ ︸

I

−π

6
d3p∇p

︸ ︷︷ ︸

II

+
π

12
d3pρf

d

dt
(Uf − Up)

︸ ︷︷ ︸

III

+
3

2
d2p
√
πρfµ

∫ t

t0

d
dτp

(Uf − Up)
√
t− τp

dτp

︸ ︷︷ ︸

IV

+
∑

i

fi

︸ ︷︷ ︸

V

(2.25)

where d/dt on the left hand side is the substantial derivative following the particle flow.
The five terms on the right-hand side of the equation are:

• I : Force due to drag

• II : Force due to pressure gradient

• III : Force due to added mass effect

• IV : Force due to Basset history effect

• V : Extra body forces like gravitational force, electrostatic force etc.
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Some authors also took into account the Faxen force for finite sized particles, but it has
been shown by Homann[15] that these forces are significant only for larger particles, but
negligible if particle diameter is equal or smaller than Kolmogrov length scale. The ratio
of Faxen force to Stokes drag is given by,

FFaxen

FStokes
≈
(
dp
l

)2

(2.26)

where l is the characterstic length scale for the fluid.

Thermophoresis is the physical phenomenon in which a temperature gradient in a gas
causes suspended particles to migrate in the direction of decreasing temperature. A few
authors include thermophoretic forces in there analysis, but such a force is significant only
significant for flows in which the mean free path of the gas is slightly smaller than the
size of the particle. As such, thermophoretic force is not taken into account in current
analysis.

In the present work, body forces such as gravitational forces and electrostatic forces are
neglected. For small heavy particles, Michaelides[27] has shown that the only significant
force is the drag force, so equation (2.25) becomes

Ffluid =
π

6
d3pρp

~dUp

dt
=

1

2
CDρf

(

πd2p
4

)

( ~Uf − ~Up)| ~Uf − ~Up|, (2.27)

where the subscripts ’f’ and ’p’ indicates fluid and particle parameters respectively. CD

is the drag force coefficient. There are many empirical relations available to calculate
the drag force. The formulation of the drag coefficient CD used here is the non-linear
approximation given by Schiller and Naumann [40]

CD =
24

Rep

(
1 + 0.15Re0.687p

)
, (2.28)

where,

Rep =
dp|Uf − Up|

ν
. (2.29)

Equation (2.27) can be rewritten in the form

d ~Up

dt
=

18µf

ρpd2p

CDRep
24

(

~Uf − ~Up

)

, (2.30)

d ~Up

dt
=

CDRep
24

(

~Uf − ~Up

)

τp
, (2.31)

where τp is called the particle relaxation time and is given by

τp =
ρpd

2
p

18µf
. (2.32)
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The particle relaxation time could be physically interpreted as the time which the particle
takes to respond to motions of surrounding fluid. From equation (2.31), it can be seen that
higher value of τp, means particle takes longer to adjust to changes in the surrounding fluid.
A more accurate realization of this concept can be obtained, if the particle relaxation time
is non-dimensionalized with the fluid characteristic time. The fluid characteristic time for
a wall bounded flow is given by,

τf =
µf

τw
=

ν

u2τ
. (2.33)

The ratio of the particle relaxation time and fluid characterstic time is called Stokes
number(St) and is given by,

St =
τp
τf

. (2.34)

The Stokes number is an important parameter that it gives an idea as to what time scales
of the flow, the particles can react significantly. A large Stokes number indicates that
the changes in the fluid scales act in such a short span that particles can not completely
adjust to the flow. That means, particles are not much affected by the faster changes
in the flow. On the other hand, a low Stokes number indicates that the particles adjust
quickly to the flow and hence can be considered as tracer particles.

2.2.2 Particle Thermal Behaviour

The thermal behaviour of particles is governed by the law of conservation of energy, and
the governing balance equations are quite similar to the equations of motion of particle.
The thermal balance equation is obtained by equating the increase in internal energy
of particle to the net inflow of energy into the particle. In this work, particle receives
external heat in the form of irradiation apart from inter-phase heat transfer from the
fluid. For a particle in contact with the fluid, the inter-phase heat transfer rate between
the particle and the flow is due to convective heat transfer and is given by

Q̇conv = (Nu)πdpkf (Tf − Tp). (2.35)

where, Nu is the Nusselt number, kf is the thermal conductivity of the fluid. The Nusselt
number is calculated using the empirical relation given by the well know Ranz-Marshall
correlation [35]

Nu = 2 + 0.6(Rep)
1/2(Pr)1/3. (2.36)

The particle are also heated with an external radiation source. If Qr is the radiation
energy absorbed by the particle per unit volume, the total heat gained due to external
source is given by

Q̇rad =
Qrπd

3
p

6
. (2.37)
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Therefore, the total heat gained by the particle is given as

Q̇tot = Q̇rad + Q̇conv = (Nu)πdpkf (Tf − Tp) +
Qrπd

3
p

6
. (2.38)

If the particle diameter is small such that the Biot number (as defined in equation (2.39))
< 0.1, the temperature inside the particle can be considered to be uniform. Biot number
is the ratio of convective heat transfer to conductive heat transfer.

Bi =
hfdp
kp

(2.39)

In present research, particle diameter is of the O(10−6). Therefore, the rate of increase
in internal energy of particle is given as

dE

dt
= ṁpCp,p

dTp

dt
. (2.40)

where, mp =
πd3p
6
ρp. Thus, from equation (2.38) and equation (2.40), the thermal balance

equation for particle is obtained as

dE

dt
= Q̇tot = Q̇rad + Q̇conv, (2.41)

πd3p
6

ρpCp,p
dTp

dt
= (Nu)πdpkf (Tf − Tp) +

Qrπd
3
p

6
. (2.42)

In order to define a parameter similar to the Stokes number, the balance equation is
considered for a simple case with no radiation, such that particle energy source is due to
convective heat transfer. The balance equation (2.42) then becomes,

πd3p
6

ρpCp,p
dTp

dt
= (Nu)πdpkf (Tf − Tp). (2.43)

Rearranging the terms, the above equation can be rewritten in the form,

dTp

dt
= (Nu)

(Tf − Tp)

2τT
(2.44)

where,

τT =
Cp,pρpd

2
p

12kf
. (2.45)

τT is called the thermal response time. The thermal response time is analogous to the
particle relaxation time defined in equation (2.32). It represents the time a particle needs
to adapt to the temperature of the surrounding fluid. The thermal Stokes number can be
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defined as the ratio of the thermal response time to the characteristic time scale of the
fluid and is mathematically written as,

StT =
τT
τf

(2.46)

Equation (2.42) can be therefore written as:

πd3p
6

ρpCp,p
dTp

dt
=

πd3p
6

ρpCp,p(Nu)
(Tf − Tp)

2τT
+

Qrπd
3
p

6
(2.47)

The above equation in non-dimensional form is written as

πd∗p
3

6

dθ∗p
dt∗

ρpCp,p∆Tuτh
3

h
=

πd∗p
3

6
(Nu)

(θf − θp)

2τ∗T

ρpCp,p∆Tuτh
3

h
+

(
Q∗

rIsun
h

)
πd∗p

3

6
h3.

(2.48)

where Qr is non-dimensionalized with Isun
h . Isun is the sun’s radiation intensity.

In order to identify non-dimensional parameters, equation (2.48) is rearranged as,

dθ∗p
dt∗

= (Nu)
(θf − θp)

2τ∗T
+Q∗

r

Isun
ρpCp,puτ∆T

(2.49)

or,

dθ∗p
dt∗

= (Nu)
(θf − θp)

2τ∗T
+Q∗

r

Isunh

kf∆T

1

ReτPrp
ρp
ρf

(2.50)

or,

dθ∗p
dt∗

= (Nu)
(θf − θp)

2τ∗T
+

Q∗

r

ReτPrpPl
ρp
ρf

. (2.51)

where, Prp =
Cp,pµf

kf
and Pl =

kf∆T
Isunh

is the Planck’s number based on sun’s radiation

intensity, channel height and temperature difference between the two plates. It is the
ratio of conductive heat transfer to radiative heat transfer due to external source.

2.3 Statistical behaviour of particles

In the previous section, equations of motion and energy for single particle were addressed.
In this section, the overall behaviour of large number of particles will be discussed. The
phenomena discussed with respect to particle motion are turbophoresis and preferential
concentration.
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2.3.1 Turbophoresis

In order to understand this phenomenon, it is useful to consider the two-fluid model.
The basic assumption of the two-fluid model is to regard the group of dispersed particles
as a continuous medium with continuous properties. The Reynolds averaged two fluid
approach gives the particle momentum equation as [46]:

∂(α2ρ2U2i)

∂t
+

∂(α2ρ2U2iU2j)

∂xj
= −

∂(α2ρ2u
′

2iu
′

2j)

∂xj
+ Fi, (2.52)

where α denotes the volume fraction and subscript 2 denotes the particle phase. This
equation also assumes that the particles has same characteristics and properties through-
out the domain. Fi is the force acting on the particles due to fluid.

Consider a situation in a particular direction, where there is no gradient of average fluid
velocity (e.g. wall normal direction), the above equation (2.52) becomes,

∂(α2ρ2u′2iu
′

2j)

∂xj
= Fi (2.53)

Equation (2.53) can be interpreted in the manner that the average drag force acting on the
particles is balanced by the derivative of particle Reynolds stress and acts in the direction
of declining Reynolds stress. This phenomenon where the particles have a tendency to
move out of regions of lower fluctuations is termed as turbophoresis.

2.3.2 Preferential concentration

Preferential concentration as defined by Eaton et al. [10] is a mechanism which is driven
by centrifuging of particles away from vortex cores and the accumulation of particles in
convergence zones. This is represented in a simple manner in figure 2.4. Figure 2.4a
shows that a particle moving around a two-dimensional vortex cannot follow the curved
streamlines and moves away from its center. This effect is largely dependent on Stokes
number of the particle. For a high Stokes number, particles will be ejected out of curving
streamlines of the vortex due to higher inertia and will tend to be on the edges of the
vortices and hence accumulate in converging flow regions. But the particles with very
high inertia (or Stokes number) will have the tendency to move through vortices without
much change in their velocity. Hence, in such cases the particles will not tend to ”prefer-
entially concentrate” on the edges of the vortices. Figure 2.4b shows a converging flow,
characterized by high strain rate and low vorticity. As described previously, we observe
a particle crossing the curved streamlines. In this case, a high concentration is expected
in the central region.

2.4 Previous study : passive heat transfer in particle-laden

turbulent channel flow

The main objective of this thesis thesis is to study heat transfer in a turbulent particle-
laden channel flow. Several DNS studies have been conducted to study turbulent heat
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(a) In the neighbourhood of vor-
tex

(b) In a converging flow

Figure 2.4: Particle interaction in simple two-dimensional flows

transfer in wall bounded flows. Although a significant amount of research has been done
for particle-laden turbulent channel flow, heat transfer in such flows is still a very im-
portant aspect that has not been completely understood. A very systematic analyses of
Reynolds number and Prandtl number as well as of mass loading and inertia has been
performed by Kasagi [17] and Lyons et al. [22]. The modulation of heat transfer due
to fluid-particle interactions can be important at even low mass loadings [16]. Zonta
et al. [51] observed an increase in heat transfer flux at the walls for smaller particles
and decrease in the same for larger particles. Poursani et al. [33] recently studied the
effects of fluid heating by particles on turbulent evolution. They also showed that the
pressure dilation term introduces turbulent kinetic energy at a range of scales consistent
with the scales observed in particle clusters. However, they did this study for optically
thin medium, such that the particles are heated uniformly through an external source.
To the authors knowledge, there has been no study of heat transfer for externally heated
particles in a optically thick fluid. That means the particles are not heated uniformly, but
the external heat falling on the particles in the form of radiation is a function of optical
thickness of the fluid. This thesis will focus on important aspects of heat transfer in such
cases where the particle receive heat from an external source in optically thin as well as
optically thick medium.
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Chapter 3

Modelling Strategies

3.1 Direct Numerical Simulation

Direct numerical simulations resolves the flow field entirely and hence do not need any
closure models as in Reynolds Averaged Navier-Stokes (RANS) solvers. In order to resolve
all the flow scales, the cell size should be as small as the smallest scales of the flow. The
smallest sales of the flows are comparable to the Kolmogrov scales ([30]). The Kolmogrov
length scales are defined as:

ηK ≈
(
ν3

ǫ

)1/4

(3.1)

where, ν is the kinematic viscosity and ǫ is the viscous dissipation.

Thus, the maximum element size is ∆L = ηK and the number of required mesh points is
N = (L/ηK)3. Putting the value of ηK from equation (3.1), we get

N ≈ Re9/4 (3.2)

If Pr > 1 the required number of grid cells must be increased by a factor of
√
Pr in order

to resolve the smaller scales of thermal turbulence [4].

The time step size should also be smaller than the Kolmogrov time scales. Therefore,
dt ≈ tη, where tη = (ν/ǫ)1/2.

The domain size must be large enough to capture and reproduce the large eddy behaviour.
In case of particle laden flows, this requirement means that the domain size is at least
equal to 70H [47]. However, Zonta et al. [51], Kuerten et al. [20] etc. have carried out
DNS studies with much smaller domains. Such cases, although the flow is not completely
uncorrelated, do provide a useful insight in terms of mean and fluctuations of velocity
and temperature fields. The use of smaller domain size also leads to lesser computational
effort without loss of important physics.

19
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3.2 Modelling approaches in particle-laden flows

Particle-laden turbulent flows are universal. With the advances in computational ef-
ficiency of modern computers, it is possible to study these flows numerically in great
detail. Based on the application, there are various numerical approaches that can be
used. In this section, a few of these approaches are discussed.

3.2.1 Particle-resolved DNS

This is the most detailed method, in which the flow around each particle is completely
resolved and the particle behaviour arises due to external forces and hydrodynamic forces
from the surrounding fluid. Since the flow around each particle needs to be resolved,
this approach requires computational grid which is smaller than the particle size. There
exists many approaches for particle resolved direct numerical simulations. One of the
methods involve body-fitted spherical grid around the particles, sometimes embedded in
in a cartesian grid for the whole computational domain [23]. This method has been used
for calculation of force in decaying homogeneous turbulence ([1],[7]) and recently for flow
around an array of 64 fixed particle in isotropic turbulent flow by Vreman [49]. Immersed
boundary method originally developed by Uhlmann [45] has been modified and used for
simulating dense suspensions of neutrally buoyant spheres in a turbulent channel flow
by Picano et al.[29]. Lattice Boltmann method has also been applied for simulating the
particle-laden turbulent flows [8].

3.2.2 Lagrangian point-particle methods

Saffman[39] showed that the perturbation in the fluid due to presence of particle decays as
the sum of two contributions, one as 1

r (long-range) and 1

r3
(short-range). If the particles

are small compared to the length scale of the fluid and separated by a distance larger
than particle diameter, only long range interactions are important [19]. Short-range
interactions such as particle wakes can be justifiably neglected in cases when particle
diameter are smaller than Kolmogrov length scales of the flow field. This effect is termed
as point-particle assumption in the literature.

The particle-resolved DNS methods are restricted to small number of particles, which
are not small compared to Kolmogrov scales. However, for application where millions
of small particles need to be simulated, point-particle approach is very useful. This is
the oldest type of Lagrangian simulation of turbulent flows [23]. Important quantities in
this approach are Stokes number and thermal Stokes number. This approach has been
used extensively in the past, with the earliest attempt incorporating only one-way cou-
pling ([11],[26],[43]). Later works extended this approach to two-way coupled simulations
([31],[25]) and four-way coupled simulations that also takes into account particle-particle
collisions ([50],[48]).
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3.2.3 Eulerian methods

In this two fluid approach the particles are not considered individually, but by concentra-
tion and velocity fields ([9],[13]). This formulation requires extra set of momentum and
energy equations for the particulate phase. The momentum and energy exchange is taken
into account as source and sink. Such an approach is called an Euler-Euler approach. This
approach can also handle polydispersity, if the governing Eulerian equations are derived
consistently using the probabilty density function approach ([3]).

Figure 3.1 taken from paper from Balachandar [2] shows the plot of Stokes number St = τP
τk

versus nondimensional particle size. In the present work, the particle size
(
d
η

)

≈ 0.5 and

Stokes number St = 34.6. From figure 3.1, it can be justifiably said that point-particle
approach is an appropriate choice.

Figure 3.1: The plot of timescale ratio(τp/τκ) versus nondimensional particle size, for vary-
ing density ratio. The dashed gold line is for ρ = 0, the dashed-dotted purple
line for ρ = 2.5, the dotted blue line for ρ = 25, and the solid red line for
ρ = 1000. Figure taken from Balachandar [2]

3.3 Coupling approaches

An important consideration while modelling the particle-laden turbulent flows is the
choice of coupling between the particles and the surrounding fluid.

The most common coupling approach for dilute flows is one-way coupling. Within the
assumption of one-way coupling the particles experience force due to surrounding fluid,
but the force or energy transfer due to particles onto the fluid is neglected. This is justified
only if the particle concentration is very low i.e., below 10−5 [11]. DNS of particle laden
flow using one-way coupling has been reported for various kinds of flows, e.g. pipe flows
[32], homogeneous isotropic turbulence [42], etc. An extensive DNS study to benchmark
particle statistics for one-way coupled channel flow has been carried out by Marchioli et
al. [24].

While one-way coupling approach is applicable in dilute flows, for larger particle volume
fractions the effect of particles on the fluid velocity and temperature can not be neglected
and this reaction force or energy term needs to be taken into account. The non dimensional
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governing equation for the fluid in this case takes the form of equation (2.6) and equation
(2.7). Calculation of this force term is done by applying action-reaction principle to a
generalized volume element, Ω containing a particle.

f2w =

∑np

n=1 (F
p
2w)

Ω
(3.3)

where,

F p
2w = −Ffluid (3.4)

and Ffluid =
1

2
CDρf

(

πd2p
4

)

( ~Uf − ~Up)| ~Uf − ~Up| is defined in equation (2.27).

The non-dimensional feedback term,f∗

2w mentioned in equation (2.6) can be calculated as,

f∗

2w =
f2w × h

ρfu2τ
=

∑np

n=1

(
F p
2w

∗ × ρfh
2u2τ
)
h

Ω∗h3ρfu2τ
(3.5)

f∗

2w =

∑np

n=1

(
F p
2w

∗
)

Ω∗
(3.6)

where, F p
2w

∗
= −1

2
CD

(

πd∗p
2

4

)

( ~U∗

f − ~U∗

p )| ~U∗

f − ~U∗

p |. Similarily, coupling term for energy

equation can be calculated as:

q2w =

∑np

n=1 (Q
p
2w)

Ω
(3.7)

where,

Qp
2w = −Q̇conv (3.8)

and Q̇conv = (Nu)πdpkf (Tf − Tp) is defined in equation (2.35).

The non-dimensional feedback term,q∗2w mentioned in equation (2.7) can be calculated as,

q∗2w =
q2w × h

ρfCp,fuτ∆T
=

∑np

n=1

(
Qp

2w
∗ × kfh∆T

)
h

Ω∗h3ρfCp,fuτ∆T
(3.9)

q∗2w =

∑np

n=1

(
Qp

2w
∗
)

Ω∗

kf
ρfCp,fuτh

=
1

ReτPr

∑np

n=1

(
Qp

2w
∗
)

Ω∗
(3.10)

where, Qp
2w

∗
= −Nuπd∗p

(

θ∗f − θ∗p

)

.

In the above equations (3.3) and (3.7), np is the number of particles in the volume element,
Ω. Since the governing equations are solved over the grid cell, the natural choice of Ω
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is the volume of the grid cell. In order to calculate this force on the particle, there are
two difficulties that must be dealt with. The first is that the calculation of drag force or
convective energy transfer, the value of undisturbed fluid velocity and fluid temperature
at the particle location should be known. If the effect of particles is taken into account,
these undisturbed veloity and temperature values are not directly known. Boivin et al.
[6] addressed this issues and concluded that the difference between the disturbed and
undisturbed velocity is small if the particle diameter is small compared to grid size. Since
in the point particle approach, it is assumed that the particle diameter is smaller than the
Kolmogrov scale and in DNS grid size is of the order of Kolmogrov scale, this condition
is somewhat satisfied.

The second difficulty is that the force exerted by the particles on to the fluid is discontin-
uous, which may cause numerical instabilities especially if the number of particles is small
and the magnitude of particle force is large. Therefore, unless the particle concentration
is too large, the force is distributed over a number of neighbouring grid points. However,
if the number of particles is large enough, one could simply allocate the force to the grid
cell in which the particle is located. The second approach is also used by Squires and
Eaton [42].

For higher particle volume fraction, not only the effect of particle is important but the
inter-particle interactions also become more and more important. Such a coupling which
takes into account the force due to collisions is called the four-way coupling. Such sim-
ulations require additional algorithm to search for collisions and predict the outcome of
such collisions. One of the such DNS study has been done by Sundaram and Collins [44].

Elghobashi [12] suggested the limits of validity of these coupling approaches for homo-
geneous isotropic turbulence. In the present simulation, the fluid is taken as air having
density, ρf 1.3 kg/m3 and specific heat 1007 J/kg K. The particles have a non-dimensional

diameter (
dp
H ) of 5.998 × 10−3, density, ρp 1000 kg/m3 and specific heat capacity 4186

J/kg K. The total number of particles in the channel is 2 × 106. The non-dimensional
These conditions represent the one taken by Kuerten et al. [20], which also serves as our
validation case. This gives the particle volume fraction as 1.4 × 10−3, Stokes number,
Stf = τp/τf , equal to 34.6 and thermal Stokes number, StT = τT /τf , of 151. This values
fall under the limits of two-way coupling method as suggested by Elghobashi [12] (see
figure 3.2).
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Figure 3.2: Map of regimes of interaction between particles and turbulence. Figure taken
from Elghobashi [12]



Chapter 4

Numerical Details and Algorithms

This chapter is dedicated to explaining in short the numerical schemes and techniques
that are used to study the particle laden turbulent flows. Before going into the details of
particle tracking module that was essentially developed in this thesis, a brief discussion
on the available DNS code developed by Boersma[5] is provided.

4.1 DNS Code for Fluid Flow

The study uses a cartesian code that discretises the spatial derivatives in wall-normal
direction using a sixth order staggered compact finite difference scheme ([5]) and deriva-
tives in homogeneous direction directions using a Fourier expansion with periodic bound-
ary conditions. The equations are advanced in time using a third order Adams-Bashforth
scheme, which provides good stability for both advection and diffusion terms [14]. A pres-
sure correction scheme is used to correct the predicted velocity from Adams-Bashforth
scheme, in order to ensure that the continuity equation is satisfied. This requires nu-
merically solving of the Poisson equation. For the details of the algorithm, the reader is
referred to Boersma[5].

4.2 Particle Tracking

The three main governing equation for particle motion and thermal behaviour as described
in section (3.2) are:

π

6
d3pρp

~dUp

dt
=

1

2
CDρf

(

πd2p
4

)

( ~Uf − ~Up)| ~Uf − ~Up|, (4.1)

~dxp
dt

= ~Up, (4.2)
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πd3p
6

ρpCp,p
dTp

dt
= (Nu)πdpkf (Tf − Tp) +Qr

πd3p
6

. (4.3)

.

These equations can be rewritten in the form,

~dUp

dt
=

3

4

CD

dp

ρf
ρp

( ~Uf − ~Up)| ~Uf − ~Up|, (4.4)

~dxp
dt

= ~Up, (4.5)

dTp

dt
=

(Nu)πdpkf (Tf − Tp)
πd3p
6
ρpCp,p

+
Qr

ρpCp,p
. (4.6)

In order to solve these equations numerically, 3rd order explicit Runge Kutta scheme is
employed in order to determine the updated velocity, location and temperature of the
particle at the new time step. 3rd order Runge-Kutta method is a numerical method to
approximate the solution of the initial value problem,

y′(x) = f(x, y); y(x0) = y0 (4.7)

by evaluating the integrand f(x,y) three times per step. For step n+ 1,

yn+1 = yn +
1

6
(k1 + 4k2 + k3) (4.8)

where,

k1 = h(f(xn, yn),

k2 = hf(xn + h/2, yn + k1/2),

k3 = hf(xn + h, yn − k1 + 2k2)

(4.9)

and xn = x0 + nh.

4.3 Interpolation Schemes

In order to calculate the right hand side terms in equation (4.1) and equation (4.3), it
is important to calculate the value of fluid velocity and fluid temperature at the loca-
tion of the particle. However, the fluid velocities and temperature are known only at
the centre (or faces in case of wall normal component) of the grid cells. Therefore, it
becomes essential to interpolate these variables from cell centres (or cell faces) to the
particle location. A number of algorithms are available to perform such an interpolation.
Marchioli et al. [24] carried out a benchmarking of particle statistics in case of one-way
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coupling and reports results from 5 research groups who used different interpolation tech-
niques. The interpolation techniques used were 6th order Lagrangian interploation, 4th

order Lagrangian interpolation, 3rd order Hermite polynomial interpolation and Trilinear
interpolation. The benchmarking test reports that the particle statistics do not differ sig-
nificantly with the use of interpolation tecchniques. As such, the interpolation technique
used in this work is the trilinear interpolation, which is second order accurate. The details
of trilinear interploation are therefore discussed next.

Figure 4.1: Depiction of trilinear interpolation

Figure 4.1 shows a situation in which fluid particle is located at the point P and the 8
surrounding grid cell centres are represented by the variable G111, G112, and so on. This
kind of interpolation is similiar to bilinear interpolation in the sense that it is a fast and
easy to implement algorithm. Suppose a quantity (say temperature, θ) is to be calculated
at the location P of the particle, the interpolated value of the temperature θ is given by,

θP =∆X ′

1∆Y ′

1∆Z ′

1θG111 +∆X ′

1∆Y ′

1∆Z ′

2θG112 +∆X ′

1∆Y ′

2∆Z ′

1θG121

+∆X ′

1∆Y ′

2∆Z ′

2θG122 +∆X ′

2∆Y ′

1∆Z ′

1θG211 +∆X ′

2∆Y ′

1∆Z ′

2θG212

+∆X ′

2∆Y ′

2∆Z ′

1θG221 +∆X ′

2∆Y ′

2∆Z ′

2θG222

(4.10)

where, the variables ∆X ′

1,∆Y ′

1 , etc. are weigthed values of distance of particle location
from the grid centre, defined as

∆X ′

1 =
∆X1

∆X1 +∆X2

∆X ′

2 =
∆X2

∆X1 +∆X2

∆Y ′

1 =
∆Y1

∆Y1 +∆Y2

∆Y ′

2 =
∆Y2

∆Y1 +∆Y2

∆Z ′

1 =
∆Z1

∆Z1 +∆Z2

∆Z ′

2 =
∆Z2

∆Z1 +∆Z2

(4.11)

It should be noted that while intepolating the wall normal component of the velocity, the
values are first interpolated to cell centre from the cell faces and then trilinear interpolation
is applied to retrieve the wall normal fluid velocity at the particle location.
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4.4 Parallel implementation of particle module

4.4.1 Storage of particle information

Since we do not know the number of particles in a given core at a given time, the storage
of particle data is fundamentally different from storage of mesh. The number of particles
in a particular core may increase or decrease, so the particle information needs to be
dynamically stored. An efficient way to do this is storing the particle data in the form
of singly linked lists. It is a type of data structure in which each node in the list stores
the content of the node and a pointer to the the next node in the list. The content of
the node in this case is the information of the particle such as particle location, particle
velocity, etc. In a linked list, particles are scattered through memory and there is no
need to worry about continuous memory block. The number of list elements i.e., particles
can be easily removed by breaking or joining the links. The use of linked list to store
particle information is efficient as it is very easy to remove or add particle information in
a particular core of the memory as soon as particle moves out or in the core. Figure 4.2
depicts the structure of linked list.

Figure 4.2: Depiction of singly linked list for storing particle information

Figure 4.3: Depiction of insertion algorithm for particle linked list

Figure 4.4 shows the algorithm for removing a particle from the list. To delete a node
from linked list, following steps are required:



4.4 Parallel implementation of particle module 29

• Find the particle node to be deleted (figure 4.4a).

• Store the particle information to be sent to the other core in an array (figure 4.4b).

• Link the next of previous node to the following node (figure 4.4c).

• Free memory for the node to be deleted using DEALLOCATE command (figure
4.4c).

Figure 4.4: Depiction of deletion algorithm for particle linked list

Figure 4.3 shows the algorithm for adding the particle to the list. To insert a node to the
end of linked list, following steps are required:

• Find the particle data to be inserted from the received array (figure 4.3a).

• Allocate memory for the new node using ALLOCATE command (figure 4.3b).

• Traverse to the end of the list to find the tail node (figure 4.3c).

• Link the current next link of tail node to point to new node (figure 4.3c).

• Update the tail link to the next link of new node (figure 4.3d).

4.4.2 Exchange of particle information between cores

The existing DNS code is parallelized in the spanwise and streamwise direction. A
schematic representation of parallization with respect to channel flow is shown in fig-
ure 4.5. Each subdomain in solved independently in a particular core on the cluster, with
information exchange between cores occuring through MPI (message passing interface).
Particles moving in a turbulent flow constantly change their positions and move across
cores. When a particle moves from one core to another the dynamic data occupied on
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the old core has to be transfered to the new core. Since, the time step size is very small,
the particle will move only to the neighbouring core as shown in figure 4.6. The particles
moving from one core to another are stored in an array as described in section 4.4.1. This
means that first different arrays are created for movement of particles to different cores.
For example, if particles are to be sent from core 6 and core 8 to core 0 as shown in figure
4.6, first two arrays are created for movement from core 6-core 0 and core 8-core 0. These
arrays are then sent from core 6 & core 8 to core 0 as shown in figure 4.6) to the neigh-
bouring cores using MPI SEND. These arrays are received by core 0 using MPI RECV

command. The linked lists of core 6 and core 0 are updated to remove the particle in-
formation from existing lists and the memory from the original cores is then freed using
DEALLOCATE command. The particle information is added to the particle linked list of
new core (core 0) using insertion algorithm as described in section 4.4.1. It is very critical
to minimize the communication overhead in the MPI code, since the communication of
data is between cores is a time consuming step. Therefore, this implementation, where all
the data from corresponding cores is sent and received as an array of structure is efficient
as it reduces the number of time consuming MPI SEND and MPI RECEIVE operations.
Also, care has been taken to allocate the size of sending arrays dynamically to further
reduce the time required in send and receive operations.

Figure 4.5: Parallelization of channel flow

Figure 4.6: Depiction of movement of particles between cores



Chapter 5

Results and Discussions

5.1 Numerical Experiments

In this thesis, direct numerical simulations of fully developed particle-laden turbulent
channel flow are performed. The main objective is to understand the modification in
heat transfer when the particles receive heat from an external source. In order to study
the effect of external source on heat transfer, we take four cases as described in table
5.1. These cases are chosen as to study the effect of optical thickness and thermal Stokes
number on heat transfer modification.

Optical thickness can be understood as the ratio of geometric length scale to the radiative
length scale. It is defined as

τ =

∫ H

0

κdz = κH (5.1)

where κ is the absorption coefficient (m−1). 1/κ also denotes the radiative length scale
over which the radiation is absorbed. A medium is called optically thick if τ > 1 and
optically thin if τ < 1. A higher optical thickness means that the radiation energy is
absorbed quickly in the channel over a short geometric length. The incoming incident
radiation I varies along channel depth according to Beer-Lambert’s law

I = I0e
−τz. (5.2)

The absorbed energy density is given as

Qr = τEm − τG (5.3)

Assuming, no emmision of energy through the fluid due to radiation, equation (5.3)
becomes

Qr = −τG (5.4)
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where, G is the incident radiation given by

G =

∫

Ω

I

4π
dΩ. (5.5)

Due to change in optical thickness, the variation of external radiation inside the channel
differs significantly as shown in figures 5.1a and 5.1b. Case OT5 and case OT01 serve to
study the variation in heat transfer due to optical thickness. Case OT01 correspond to
optically thin medium, while cases OT5 and St50 correspond to optically thick medium.
Case OT5 is compared with Case St50 to highlight the effect of thermal Stokes num-
ber. All these cases are compared with the base case of flow without the particles (Case
NP). Case NH is also studied to focus on changes due to radiative heat received by the
particles. All simulations are performed at fixed shear Reynolds number (Reτ = 150),
constant density ratio (ρp/ρf = 769.23) and fixed number of particles (Np = 2 × 106)
corresponding to volumetric fraction (φp ≈ 1.4 × 10−3). Each simulation is carried out
with the concentration factor, CI = 60 for normal solar intensity, Isun = 900.1215W/m2 .
Therefore total intensity falling on the top wall of channel, I0 = CI × Isun. The temper-
ature difference between the hot wall and cold wall (Th − Tc) is set at 30K . Gravity is
neglected to isolate the effect of fluid-particle interaction. The half-channel width, H is
kept constant at 1m. The Planck’s number as defined in section (2.2.2) is the same for
all cases and is calculated as:

Pl =
kf∆T

IsunH
=

0.023 × 30

900.1215 × 1
= 7.665 × 10−4 (5.6)

The domain size used in the simulations correspond to 2H × 2πH × 4πH in wall-normal,
span-wise and stream-wise direction. The corresponding mesh size is 140× 140× 168 and
consists of 3,245,760 cells.
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(a) Optical thickness = 0.1
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z/H
(b) Optical thickness = 5

Figure 5.1: External heat source for different optical thickness
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Case
ρp
ρf

Reτ Pr Np Stk StT Optical thickness

NP - 150 0.71 - - -

NH 769.23 150 0.71 2× 106 34.6 151 -

OT01 769.23 150 0.71 2× 106 34.6 151 0.1

OT5 769.23 150 0.71 2× 106 34.6 151 5

St50 769.23 150 0.71 2× 106 34.6 50 5

Table 5.1: Simulation parameters for all cases

5.2 Validation of particle-laden DNS

While using a CFD code, it is important to validate the code to ensure reliability of
results. This can be done by comparing the simulated case with a known result in similar
setting. In present work, the case NH is compared with the results from Kuerten et al.[20].
Both present case NH and Kuerten et al. [20] use same simulation parameters, same
interpolation scheme and empirical expressions for drag coefficient and Nusselt number.
The difference between modelling strategies is that while the present work uses sixth order
finite difference scheme, Kuerten et al. [20] use Chebyshev polynomials in wall-normal
direction. Figures 5.2, 5.3 and 5.4 compare the present result with the results of Kuerten
et al. [20] for mean stream-wise velocity, rms velocity and mean temperature for the fluid.
As can be seen, all the three statistical quantities show reasonable agreement with the
reported data in literature. The slight variation in the results may be attributed to the
fact that Kuerten et al. [20] uses an extra smoothing of the source term (arising from
two-way coupling) by distributing the contribution over eight neighbouring grid cells in
order to make the particle tracking numerically more stable.

U

z/H

Figure 5.2: Mean streamwise fluid velocity as a function of wall-normal coordinate; Figure
legends : ( ) case NH, (✚ ✚ ✚) Kuerten et al. [20]



34 Results and Discussions
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Figure 5.3: RMS of wall-normal component of fluid velocity as a function of wall-normal
coordinate; Figure legends : ( ) case NH, (✚ ✚ ✚) Kuerten et al. [20]
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z/H

Figure 5.4: Mean fluid temperature as a function of wall-normal coordinate; Figure legends
: ( ) case NH, (✚ ✚ ✚) Kuerten et al. [20]
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z
/H

y/H

Figure 5.5: Mean streamwise velocity for case NH and reference case; Figure legends :
( ) case NH, ( ) reference case

5.3 Fluid behaviour

In this section, a short discussion on the fluid behaviour in the presence of particles is
provided. Since the Stokes number is kept constant for all the simulations, it is enough
to focus on one case with the particles and compare it with the reference case. For the
discussion, we consider the case NH.

The mean fluid velocity of the channel is increased compared to the reference case as
can be seen in figure 5.5. The particle-laden flow tends increase bulk flow rate which
is reflected in more turbulent profile of mean streamwise velocity in figure 5.5. Since
the driving pressure gradient is the same, this enhanced mean velocity is equivalent with
drag reduction [21]. This effect is also noted experimentally by Rossetti and Pfeffer [38]
in 1972. Because of the effective increase in the bulk flow rate, the turbulent fluctuations
are also altered. The streamwise velocity fluctuations are augmented and shifted slightly
to the centre of the channel, while the spanwise and wall-normal velocity fluctuations
reduces, along with substantial reduction in reynolds stress as can be seen in figure 5.6.

Figure 5.7 shows the mean values of drag force acting from the fluid on to the particles.
The wall-normal drag component is slightly positive near the lower wall and slightly
negative near the top wall but becomes vanishingly small in the core region. The mean
Stokes force is therefore directed away from the wall and opposes the drift of particles
towards the wall. This is known to be responsible for the tendency of inertial particles to
accumulate in the near-wall regions as shown in figure 5.8 and figure 5.9. It can also be
seen from figure 5.8 that the particles concentrate in the low speed streaks. It can be seen
that the streamwise component of the drag is negative for the buffer layer and is positive
for Z+ > 30. This means that in the buffer layer mean particle velocity exceeds the mean
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Figure 5.6: Statistics of fluid flow (a): RMS of streamwise velocity component; (b): RMS
of wall-normal velocity component; (c):RMS of spanwise velocity component;
(d): Reynolds Stress; Figure legends : ( ) case NH, ( ) reference case

M
ea
n
D
ra

g
F
or
ce

Z+

Figure 5.7: Directional components of drag force acting from the fluid on the particles in case
NH; Figure legends : ( ) spanwise, ( ) wall-normal, ( ) streamwise
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Figure 5.8: Instantaneous contours of mean streamwise velocity with particles in wall-normal
plane near the wall for case NH
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Figure 5.9: Particle concentration in the channel as a function of wall-normal distance in
case NH
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fluid velocities and hence particles exert work on to the fluid. In the core region, the
drag is positive that means the fluid exerts work on to the particles. Thus the particles
receive energy from the core region and return most of it in the near wall regions, with
some dissipation as reported by Zhao et al. [21]. Thus, kinetic energy is drained from the
fluid-particle system by means of particle dissipation. This particle dissipation is however
insufficient to dampen the streamwise velocity fluctuations, which slightly increase in the
near wall region due to work done by particles on the local fluid. However, this dissipation
is responsible for drastic reduction in spanwise and wall-normal components of velocity
fluctuations and Reynolds stress indicating overall decay of turbulence in fluid-particle
suspensions as shown in figure 5.6. For a more detailed analysis, the reader is reffered to
the work of Zhao et al. [21]

5.4 Thermal behaviour

The focus of this thesis is on the thermal behaviour of fluid in the presence of particles.
First the contour plots of instantaneous temperature and velocity field near the walls is
presented. Then the changes in mean temperature and heat transfer modes are presented.
Later on the temperature variance and budgets of temperature variance are presented to
further analyze the possible mechanisms that alter the thermal field in a particle-laden
channel flow.

5.4.1 Instantaneous contours of mean temperature and mean stream-

wise velocity

In chapter (2), behaviour of momentum and energy transfer was discussed. As can be
seen from equation (2.6) and equation (2.7), both these quantities are transported due
to advection and diffusion. Both equations are quite similar in nature. The difference in
nature of source term in two phenomena will result in difference in momentum and thermal
behaviour. Since the energy source term in dependent on local streamwise velocity, a
correlation between local streamwise velocity and local temperature is expected. This
can be also be seen in figure 5.10 and figure 5.11. It is also noted from figure 5.10
and figure 5.11 that higher streamwise velocities correspond to higher temperatures near
the hot wall while the low speed streaks are associated with lower temperatures near the
cold wall. This is because there is strong negative correlation between streamwise velocity
fluctuations and temperature fluctuations in heated region and strong positive correlation
in the cold region (figure 5.12).

5.4.2 Mean Properties

Figure 5.13 shows the mean temperature (θ) profiles for different cases as a function
of wall-normal coordinate. It can be seen that the temperature distribution is greatly
affected by the particle Stokes number and thermal Stokes number. A comparison of
temperature profile for case NP and case NH shows that there is an increased heat transfer
due to the presence of particles. It can also be noted that as the optical thickness of the
fluid is increased, particles absorb more heat which penetrate deeper in the channel (as the
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Figure 5.10: Instantaneous contours of mean properties near hot wall a) Streamwise Velocity
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Figure 5.12: Correlation of streamwise velocity and temperature fluctuations as a function
of wall-normal distance for case NH

length scales of radiative heat transfer reduce). As a result, there is an overall increase of
mean temperature in the flow. Also from the comparison of mean temperature profile for
case OT5 and St50, it can be seen that as the particle thermal Stokes number is reduced,
heat transfer is also reduced and there is a higher temperature in the core of the channel.
The reduced heat transfer is more prominent near the hotter wall.

5.4.3 Heat Flux

Heat fluxes are derived from the averaged energy equation. For clarity, it is rewritten
here:

∂

∂z

(
1

ReτPr

∂θ

∂z
− u′θ′

)

+ q2w = 0. (5.7)

Integrating equation (5.7) in wall-normal direction (z ) yields:

1

ReτPr

∂θ

∂z
− u′θ′ +

∫ z

0

q2wdz = C1, (5.8)

where, C1 is an integration constant. The three terms on the LHS of equation (5.8)
represent the three heat transfer modes defined as:

q̄mol =
1

ReτPr

∂θ

∂z
, q̄turb = −u′θ′, q̄part =

∫ z

0

q2wdz (5.9)

where, q̄mol is the molecular heat flux, q̄turb is the turbulent heat flux and q̄part is the
particle feedback heat flux.
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Figure 5.13: Comparison of Mean Temperature Profiles; Figure legends : ( ) reference
case, ( ) case NH, ( ) case OT01, ( ) case OT5, ( ) case St50

Figure 5.14 shows the heat transfer mechanisms in present simulations. Figure 5.14(a)
shows the overall heat transfer in the channel. It can be seen that the overall heat transfer
remains constant in the core of the channel. However, it is not constant near the wall.
This may be because the particle streaks are much longer and not uncorrelated for the
chosen domain length, but still it gives an insight into the heat transfer mechanisms for
the different cases. Figures 5.14(b) to 5.14(d) show the contribution of three different
mechanisms as described in equation (5.9). From figure 5.14(a), a considerable increase
in overall heat flux is noticed for cases NH,OT01 and OT05, while there is reduction in
overall heat flux for case St50. Also, it can be seen that the heat flux is reduced with
increased optical thickness. It is noted from figure 5.14(c) and 5.14(d) that turbulent heat
transfer and molecular heat transfer is drastically reduced in the presence of particles,
especially in the core of the channel. This is because the particles decay the turbulence
in the channel and hence the turbulent heat transfer is reduced. The molecular heat
transfer is reduced in the centre of the channel because the gradient of mean temperature
is reduced in the presence of particles as an be seen in from figure 5.13. From figure 5.14,
it is clear that the particle feedback heat flux is the dominating mode of heat transfer.
The particle feedback heat flux decreases with increasing optical thickness of the fluid and
hence the overall heat transfer is also reduced. With reduction in thermal Stokes number,
the heat carrying capacity of particles is reduced due to smaller thermal response time and
hence the mixing of heat in the channel is inhibited drastically reducing the contribution
of particle heat flux. As a result, the total heat flux in this case is even lower than
the reference case with no particles. This is because the increase of heat transfer that is
associated with particle feedback heat flux is dominated by the reduction of turbulent and
molecular heat transfer. Also it can be seen that in case of external sources (case OT01,
case OT5 and St50), there is a reversal in the direction of particle heat flux in the vicinity
of cold wall from where the external heat is incident on the particles. In this region, heat
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Figure 5.14: Heat transfer mechanisms. (a): total heat flux; (b): mean particle heat flux;
(c): mean wall normal turbulent heat flux; (d): mean viscous heat flux; Figure
legends : ( ) reference case, ( ) case NH, ( ) case OT01, ( )
case OT5, ( ) case St50

flux is positive, that means particle receive heat from external source, thereby increasing
the overall temperature of the fluid-particle system. This is responsible for higher mean
temperature profiles for external heat cases as seen in figure 5.13. For smaller thermal
Stokes number, particles retain less heat within themselves and release more heat into
the fluid, which is reflected in higher temperatures for case St50 than in case OT5.

5.4.4 Temperature variance and budgets of temperature variance

Temperature variance

In this section, modulation of temperature fluctuations in the presence of particles will
be discussed. The temperature variance for the present simulations are shown in figure
5.15. It can be seen that with the presence of particles, the temperature variance near the
wall increases with the presence of particles, while it reduces in the core of the channel
(compare reference case with case NH). It can also be seen that as the optical thickness
of the fluid increases, the temperature variance is reduced, especially near the hot wall
(compare case OT01 and case OT5). Also, the absorption of energy by particles in an
optically thick medium breaks down the symmetry of the temperature variance as evident
from case OT5 and case St50. The temperature variance can be analyzed in more detail
from the equation of temperature fluctuations:

∂θ′

∂t
+

∂ūjθ
′

∂xj
+

∂u′j θ̄

∂xj
+

∂u′jθ
′

∂xj
−

∂u′jθ
′

∂xj
=

1

ReτPr

∂2θ′

∂x2j
+ q′2w. (5.10)
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The budget equation for temperature variance can be derived by multiplying equation
(5.10) with θ′ and applying reynolds averaging. The resulting equation becomes:

0 = −2w′θ′
∂θ̄

∂z
+

∂

∂z

(

1

ReτPr

∂θ′2

∂z
− w′θ′2

)

− 2

ReτPr

(
∂θ′

∂xj

)2

+ θ′q′2w. (5.11)

Individual description of the terms is written below:

• Turbulent Production, Pθ = −2w′θ′ ∂θ̄∂z

• Turbulent Transport, Tθ = ∂
∂z

(

w′θ′2
)

• Molecular diffusion, φm = 1
ReτPr

∂2θ′2

∂z2

• Molecular dissipation, ǫm = − 2

ReτPr

(
∂θ′

∂xj

)2

• Particle term Qpart = θ′q′2w

q′2w is always positively correlated with temperature fluctuations θ′ as can be seen in
figure 5.16. Therefore the particle term, θ′q′2w acts as the source term for the temperature
fluctuations. From the figure 5.16 it is evident that as the optical thickness is increased,
the source term q′2w reduces. As a result, temperature variance is also reduced. The
asymmetry in this term leads to asymmetry in the temperature variance.

However, the reduction in temperature fluctuations in the presence of particles is not
attributed to this term, since this term is negligible in the core of the channel. The main
reason of the decrease and flattening out of the temperature variance in the centre of the
channel is the reduction in the magnitude of wall normal fluctuations w′, which reduce
the production and turbulent transport term in the temperature variance budget.

√

θ
′
2

z/H

Figure 5.15: Comparison of turbulent intensity of temperature fluctuations; Figure legends :
( ) reference case, ( ) case NH, ( ) case OT01, ( ) case OT5,
( ) case St50
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Figure 5.16: Particle term Qpart for different cases; Figure legends : ( ) case NH,
( ) case OT01, ( ) case OT5, ( ) case St50

Budgets of temperature variance

The budget equation for temperature variance is discussed next to highlight the effect
of different phenomena on temperature fluctuations. The complete budget equation is
written in equation (5.11). Figure 5.17 reports the budgets of temperature variance
for the reference case with no particles. Due to the symmetry of temperature profile,
the profiles for different budget terms are also symmetric. Close to the wall, in the
viscous sublayer, molecular diffusion dominates, with molecular diffusion being balanced
by molecular dissipation. The production term peaks near the walls. This is because of
the high temperature gradient of the mean temperature, which ensures high production
rate of temperature variance. In the core of the channel, production term is balanced by
the molecular dissipation term. The turbulent transport term neither creates or destroys
the temperature fluctuations, it simply redistributes the fluctuations towards the wall and
towards the centre of the channel.

Figure 5.18 presents the budgets for the case NH, for particles without any external
heating. The profiles of the budgets are still symmetrical, since there is no dissimilar
heating of the particles, and the mean temperature profile remain symmetric. Due to
presence of particles near the wall, the turbulence is decayed and hence the production
term is also reduced in magnitude. However in the viscous sublayer, molecular effects
increase and a high molecular diffusion is seen in this case. It should be noted that
there is another source term for temperature fluctuations, Qpart, which acts in a similar
way as the production term. To balance the increased molecular diffusion and particle
term, molecular dissipation is enhanced near the walls. In the core of the channel, the
turbulence is already decayed and the particle concentration is also reduced. As a result,
we see lower dissipation term balancing the lower production and particle term.

Figure 5.19 shows the budgets for the case OT01. The profiles of the temperature variance
budget start to get asymmetrical, with slightly higher molecular dissipation and particle
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Figure 5.17: Budgets of temperature variance for Reference case; Figure legends : ( )
molecular diffusion, ( ) turbulent transport, ( ) dissipation, ( )
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Figure 5.18: Budgets of temperature variance for case NH; Figure legends : ( ) molec-
ular diffusion, ( ) turbulent transport, ( ) dissipation, ( ) produc-
tion, ( ) particle term
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Figure 5.19: Budgets of temperature variance for case OT01; Figure legends : ( )
molecular diffusion, ( ) turbulent transport, ( ) dissipation, ( )
production, ( ) particle term

term near the cold wall. This increase in particle term is only slightly higher than for the
particle term in case NH, as such there is a slight increase in temperature fluctuations
near the walls.

Figure 5.20 presents the budgets for the case OT5. In this case, highly asymmetrical pro-
files can be seen in the temperature budget due to asymmetry in temperature fluctuations
and mean temperature. In this case, the production term reduces near the hot wall due to
decrease in wall normal fluctuations, w′. The production term, however, remains nearly
the same near the cold wall. This is because the increase in mean temperature gradient is
offset by decrease in wall-normal velocity fluctuations, w′. The particle term also follows
the same trend and decreases near the hot wall and increases near the cold wall. This
is because, heat is added near the cold wall resulting in higher temperature variations.
Near the hot wall, the temperature fluctuations reduce since the heat is transferred to hot
wall from a higher temperature than in case NH or case OT01. As a result, to balance
the production and particle term, molecular dissipation also follow the same trend. It
reduces near the hot wall and increases near the cold wall. A similar behaviour is seen
for molecular dissipation as well.

Figure 5.21 reports the budgets for case St50. The reduction in Qpart is because of the
smaller thermal Stokes number, which reduces the heat carrying capacity of the particles
and hence reduces the feedback flux from particle to fluid resulting in lower values of
q′2w. The production term is only slightly higher for the case St50 than case OT5. This
is because of slightly higher gradient of mean temperature as shown in figure 5.13. The
dissipation term also reduce only near the wall to balance the production and particle
term. In the core of the channel, the total increase in production term and particle term
is almost same for both the cases St50 and OT5, thus there is no difference in dissipation
term in the core of the channel. As such there is only nominal difference in the fluctuations
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Figure 5.20: Budgets of temperature variance for case OT5; Figure legends : ( ) molec-
ular diffusion, ( ) turbulent transport, ( ) dissipation, ( ) produc-
tion, ( ) particle term

in case St50 and case OT5.
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Figure 5.21: Budgets of temperature variance for case St50; Figure legends : ( ) molec-
ular diffusion, ( ) turbulent transport, ( ) dissipation, ( ) produc-
tion, ( ) particle term
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Chapter 6

Conclusions and Recommendations

6.1 Conclusions

In the present work, a comprehensive study of heat transfer in particle-laden turbulent
channel flow has been performed. The modification of temperature field in the presence
of particles which receive heat from an external radiation source in an optically thick
medium is extensively investigated. This is done with the aid of mean temperature
profiles, temperature variance and budgets of temperature variance.

In order to carry out the study the heat transfer in particle-laden turbulent channel flow,
the existing DNS code developed by Boersma [5] has been modified to include particle
transport. The point-particle approach with two way coupling is implemented using
trilinear interpolation scheme and 3rd order Runge-Kutta time marching scheme. The
developed code is validated using the results from Kuerten et al.[20]. Using this code,
four cases different cases have been investigated. The four cases encompass, no external
heating of particles and three different optical thickness for the fluid.

The particles, in general, tend to increase the heat transfer in the turbulent channel flow.
However for some cases, the presence of particles can result in decrease in overall heat
transfer. This happens when the particle thermal Stokes number is so low (case St50)
that the increased heat transfer due to particles is dominated by the reduction in heat
transfer due to decay in turbulence. The dominating mechanism for the heat transfer
in particle-laden flows is the particle feedback heat flux. The particles absorb heat from
hotter regions and release this heat when they move to colder regions, thereby enhancing
the overall heat transfer.

Furthermore, a study of temperature variance and budgets of temperature variance, fur-
ther highlights the role of this particle feedback heat flux in the modification of temper-
ature field. In the presence of particles, the production term reduces, while the particle
feedback term increases the thermal turbulence drastically. This effect is enhanced at
higher optical thickness of the fluid and ultimately breaks down the symmetry of the
temperature field.
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It can therefore be concluded that particles, optical thickness of the fluid and external
heating of particles play an important role in modifying the temperature field in a turbu-
lent channel flow.

6.2 Recommendations

This work provides a general framework to study particle-laden turbulent channel flow.
The developed particle module is implemented in such a manner that it can be easily used
for other flow geometries as well. The limitation of the trilinear interpolation scheme is
that it is applicable only to a cartesian grid. This can be made general by using Lagrangian
or cubic spline interpolation schemes. If a more accurate description is required, it is
recommended to use a much bigger domain length such that the particle streaks become
completely uncorrelated. Furthermore this analysis could be done using a radiation solver
to be more accurate. Finally, this analysis could also be extended to compressible fluids,
thereby moving closer to real world.
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