
 
 

Delft University of Technology

A comprehensive approach to closed-loop wind farm flow control using FLORIDyn

Becker, M.

DOI
10.4233/uuid:09d71ed3-e5ef-4715-9ca1-ddb73b575221
Publication date
2025
Document Version
Final published version
Citation (APA)
Becker, M. (2025). A comprehensive approach to closed-loop wind farm flow control using FLORIDyn.
[Dissertation (TU Delft), Delft University of Technology]. https://doi.org/10.4233/uuid:09d71ed3-e5ef-4715-
9ca1-ddb73b575221

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:09d71ed3-e5ef-4715-9ca1-ddb73b575221
https://doi.org/10.4233/uuid:09d71ed3-e5ef-4715-9ca1-ddb73b575221
https://doi.org/10.4233/uuid:09d71ed3-e5ef-4715-9ca1-ddb73b575221


170 mm

240 mm

Front: Title + Name

Text must remain at least 10 mm all around within the format 170x240 mm

2 mm
bleed
cover

5
mm

A comprehensive approach 
to closed-loop wind farm 

flow control using FLORIDyn
Marcus Becker





A comprehensive approach to closed-loop wind farm !ow

control using FLORIDyn

Dissertation

for the purpose of obtaining the degree of doctor
at Delft University of Technology

by the authority of the Rector Magnificus prof.dr.ir. T.H.J.J. van der Hagen,
chair of the Board for Doctorates

to be defended publicly on
Wednesday 2 July 2025 at 17:30

by

Marcus BECKER

Master of Science in Mechatronics,
Technische Universität Darmstadt, Germany

born in Freiburg im Breisgau, Germany



This dissertation has been approved by the promotors.

Composition of the doctoral committee:

Rector Magnificus, chairperson
Prof. dr. ir. J.W. van Wingerden,

Delft University of Technology, promotor
Dr. D.J.N. Allaerts†, Delft University of Technology, copromotor

Independent members:
Prof. dr. S.J. Watson, Delft University of Technology
Prof. dr. ir. J. Meyers, Katholieke Universiteit Leuven, Belgium
Prof. dr. M.F. Howland, Massachusetts Institute of Technology, USA
Prof. dr. ir. L.J. de Vries, Delft University of Technology
Dr. P.A. Fleming, National Renewable Energies Laboratory, USA
Dr. ir. S.P. Mulders, Delft University of Technology, reserve member

Other members:
Dr. ir. B.M. Doekemeijer, Shell, the Netherlands

Dr. ir. B.M. Doekemeijer has, as coauthor of Chapter 2, contributed significantly
to the preparation of this dissertation.

Keywords: closed-loop wind farm flow control, wake steering, yaw-based
wake redirection, energy maximization, model-based optimiza-
tion, nonlinear state-estimation

Printed by: Gildeprint

Funding: This work is part of the research programme ‘‘Robust closed-loop
wake steering for large densely spaced wind farms’’ with project
number 17512, which is (partly) financed by the Dutch Research
Council (NWO).

ISBN/EAN: 978-94-6518-093-9

Copyright © 2025 by M. Becker

An electronic copy of this dissertation is available at
https://repository.tudelft.nl/.
†Deceased

https://repository.tudelft.nl/


All models are wrong, but some are useful.

George E.P. Box
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Our planet is warming up with potentially disastrous consequences. The main
cause of this climate change is the increase of greenhouse gases in the atmo-
sphere, which are mainly emitted by burning fossil fuels to generate energy.
Therefore, fossil fuels need to be substituted to reduce emissions from the energy
sector. Renewable energies offer an alternative with reduced emissions. Among
these, wind and solar energy are growing the fastest. This thesis investigates how
the wind energy supply can be increased by improving its operational efficiency.
There are several reasons why a wind turbine may not generate its maximum

capacity, one of them being its placement. Turbines are often placed in farms,
which allows the collective use of infrastructure and minimizes land usage. The
downside is that the turbines influence one another: As a turbine extracts energy
from the wind, an area with lowered wind speed develops downstream. This area
is called wake, and other turbines affected by it will generate less energy.
The ways to address this problem can be split into pre- and post-construction

measures. Pre-construction the wind farm layout can be optimized, and post-
construction control strategies are needed to operate the wind farm optimally.
These strategies fall under the term wind farm flow control and aim to manipulate
the flow between the turbines to optimize the farm performance. A turbine’s wake
can be altered by changing the turbine’s resistance to the flow or by misaligning
the turbine with the wind direction. The former leads to a faster wake recovery,
and the latter results in a redirection of the wake, also called wake-steering.
The current state-of-the-art of wind farm flow control is to utilize wake-steering

in an open-loop control configuration. To this end, steady-state engineering
models of the wake are used to optimize the farm set points offline. This is
done for a selection of atmospheric conditions and the set points are stored in
a lookup table (LuT). During operation, the flow conditions are used to look up
the precomputed turbine set points. A problem with this approach arises as
open-loop control assumes a perfect match between the model and the actual
conditions in the field. There are reasons why this might not be the case: (i) There
is an inevitable modeling error, which creates a mismatch between the model
and the reality; (ii) conditions can arise that are offline not accounted for, e.g.,
time-varying atmospheric conditions or layout changes due to turbine downtime.
These problems can be addressed by closing the loop. In closed-loop control,

measurements are used to continuously correct the model and to adapt it to the
current state of the true wind farm. Optimal set points are then found based
on the current model state. The control strategy can, therefore, react to new
conditions. A challenge is that the optimization needs to happen online and
requires a way to incorporate sensor data into the model. Previous work has
designed closed-loop approaches using the same computationally cheap steady-
state models that were previously used for open-loop control. This was achieved
by adapting the parameters of the model based on the mismatch between the
observed and predicted measurements, like power generated. A core assumption
these models make is that the flow is in a never changing steady state. However,
flow conditions do change, and the large spacing between turbines leads to
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xii Summary

minutes of delay between the control action the upstream turbine takes and the
effect that the downstream turbine experiences. The question arises: What could
be achieved using dynamic wake models instead of steady-state ones? These can
incorporate wake dynamics, which could lead to better decision-making.
This thesis designs a closed-loop model-predictive wind farm flow control strat-

egy based on a dynamic wake model to maximize the energy generated by a wind
farm under time-varying conditions. The thesis is comprised of three building
blocks: (i) The development of a dynamic wake model, (ii) the derivation of a
sensor fusion strategy to identify the state of the flow field, (iii) the composition
of a control strategy that uses the model to optimize the control set points. The
building blocks are then connected to form the closed-loop control strategy.
The model building is based on the further development of an existing model,

which utilizes a steady-state wake model and reintroduces flow dynamics. In
the first step, the underlying wake model is substituted by a three-dimensional
one, and the formulation is adapted to heterogeneous flow conditions. In the
second step, the model is reformulated as a framework that links to an arbitrary
wake model. This is done to profit from advancements in the steady-state model
development and to significantly decrease the computational cost of the model.
In the third step, the dynamic model is compared to a steady-state one in a set of
high-fidelity wind farm simulations under time-varying conditions based on field
measurements. The results show that the dynamic model does provide a better
match with a simulated wind farm.
In the second part of the thesis, a state estimation methodology is introduced.

To this end, an ensemble approach is adopted, where the multiple versions of
the model are simulated in parallel. The correlation between the ensembles is
then used to correct them based on the predicted and measured wind direction
and power measurements of the turbines. A byproduct of the ensemble approach
is that each estimated state also has an uncertainty based on how much the
ensembles agree on its value.
The third part of this thesis investigates the control and optimization problem.

This part focuses on the cost function formulation and the behavior it leads to.
In a steady-state frame, the delays do not have to be taken into account, but
in a dynamic formulation, they become a challenge. We, therefore, propose a
cost-function formulation that synchronizes the control actions with their effect at
the downstream turbines. This leads to a series of smaller optimization problems
instead of one larger one.
The three building blocks of this thesis are then tested in a case study: The

closed-loop controller is employed to maximize the energy of a ten-turbine wind
farm under time-varying conditions. Both the farm layout and wind direction time
series are based on field conditions. The controller generates an overall energy
gain of up to 4 % over the baseline using noise-free wind direction measurements.
This is on par with the steady-state approach. However, the closed-loop approach
is found to be more robust to disturbed wind direction measurements - Where the
performance of the steady-state approach decreases to 1.7 % due to the sensor
noise; the closed-loop approach still achieves a 2.5 % gain.
The conclusion of the work presented in this thesis is thereby: Closed-loop wind

farm flow control based on a dynamic engineering surrogate model leads to a
more accurate and robust state estimation of the wind farm flow field but, given
no preview, does not necessarily lead to a higher energy generation than what
can be achieved with steady-state models.
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Onze planeet warmt op met mogelijk desastreuze gevolgen. De belangrijkste
oorzaak van deze klimaatverandering is de toename van broeikasgassen in de
atmosfeer, die voornamelijk worden uitgestoten door de verbranding van fossiele
brandstoffen om energie op te wekken. Daarom moet het gebruik van fossiele
brandstoffen worden geminimaliseerd om de uitstoot van de energiesector te
verminderen. Hernieuwbare energiebronnen bieden een alternatief met minder
uitstoot. Windenergie en zonne-energie groeien het snelst. In dit proefschrift
wordt onderzocht hoe de operationele efficiëntie van windenergie kan worden
verbeterd.
Er zijn verschillende redenen waarom een windturbine niet zijn maximale ca-

paciteit genereert. Turbines worden vaak in windparken op zee geplaatst, wat
collectief gebruik van infrastructuur mogelijk maakt en landgebruik minimaliseert.
Het nadeel hierbij is, dat de turbines elkaar beïnvloeden: Als een turbine energie
uit de wind haalt, ontstaat er stroomafwaarts een gebied met een lagere windsnel-
heid. Dit gebied wordt zog genoemd en andere turbines die hierdoor beïnvloed
worden, zullen minder energie opwekken.
De manieren om dit probleem aan te pakken kunnen worden opgesplitst in

maatregelen vóór en na de bouw. Voor de bouw kan de lay-out van het windpark
worden geoptimaliseerd en na de bouw zijn er regelstrategieën nodig om het
windpark optimaal te laten functioneren. Deze strategieën vallen onder de term
stromingsregeling voor windparken en hebben als doel de stroming tussen de
turbines te manipuleren om de prestaties van het park te optimaliseren. Het
zog van een turbine kan worden veranderd door de weerstand van de turbine
tegen de stroming te veranderen of door de turbine verkeerd uit te lijnen met de
windrichting. Het eerste leidt tot een sneller herstel van het zog en het laatste
resulteert in een heroriëntatie van het zog, ook wel zogsturen genoemd.
De huidige stand van zaken op het gebied van stroomregeling van windparken

voor energiemaximalisatie is het gebruik van zogsturing in een open regelconfigu-
ratie. Hiervoor worden technische modellen voor de stabiele toestand van het
zog gebruikt om de instelpunten van het park offline te optimaliseren. Dit wordt
gedaan voor een selectie van atmosferische omstandigheden en de instelpunten
worden opgeslagen in een opzoektabel (LuT). Tijdens bedrijf worden de stromings-
condities gebruikt om de vooraf berekende turbinesetpoints op te zoeken. Er
ontstaat een probleem met deze aanpak omdat open-lusregeling uitgaat van een
perfecte overeenkomst tussen het model en de werkelijke omstandigheden in
het veld. Er zijn redenen waarom dit niet het geval zou kunnen zijn: (i) Er is een
onvermijdelijke modelleringsfout, waardoor een mismatch ontstaat tussen het
model en de werkelijkheid; (ii) er kunnen omstandigheden optreden waarmee
offline geen rekening is gehouden, bijv. atmosferische omstandigheden die in
de tijd variëren of veranderingen in de lay-out als gevolg van stilstand van de
turbine.
Deze problemen kunnen worden aangepakt door de lus te sluiten. Bij een

gesloten regelkring worden metingen gebruikt om het model voortdurend te
corrigeren en aan te passen aan de huidige toestand van het werkelijke windpark.
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xiv Samenvatting

Vervolgens worden optimale instelpunten gevonden op basis van de huidige
toestand van het model. De regelstrategie kan dus reageren op nieuwe omstan-
digheden. Een uitdaging is dat de optimalisatie online moet gebeuren en een
manier vereist om sensorgegevens in het model op te nemen. Eerder werk heeft
gesloten-lusbenaderingen ontworpen met dezelfde computationeel goedkope
steady-state modellen die eerder werden gebruikt voor open-lusregeling. Dit
werd bereikt door de parameters van het model aan te passen op basis van de
mismatch tussen de waargenomen en voorspelde metingen, zoals het opgewekte
vermogen. Een belangrijke aanname van deze modellen is dat de stroming zich in
een nooit veranderende steady state bevindt. De stromingsomstandigheden ver-
anderen echter wel en de grote afstand tussen de turbines leidt tot minutenlange
vertraging tussen de regelactie van de stroomopwaartse turbine en het effect dat
de stroomafwaartse turbine ondervindt. De vraag rijst: Wat kan er bereikt worden
door dynamische zogmodellen te gebruiken in plaats van stationaire modellen?
Deze kunnen zogdynamica bevatten, wat tot betere besluitvorming zou kunnen
leiden.
Dit proefschrift ontwerpt een gesloten-lus modelvoorspellende stromingsbestu-

ringsstrategie voor een windpark gebaseerd op een dynamisch zogmodel om de
energie opgewekt door een windpark onder tijdsvariërende omstandigheden te
maximaliseren. Het proefschrift bestaat uit drie bouwstenen: (i) de ontwikkeling
van een dynamisch zogmodel, (ii) de afleiding van een sensorfusie strategie om
de toestand van het stromingsveld te bepalen, (iii) de samenstelling van een
regelstrategie die het model gebruikt om de regelpunten te optimaliseren. De
bouwstenen worden vervolgens verbonden tot de gesloten regelstrategie.
De modelbouw is gebaseerd op de verdere ontwikkeling van een bestaand

model, dat gebruik maakt van een steady-state zogmodel en de stromingsdyna-
mica opnieuw introduceert. In de eerste stap wordt het onderliggende zogmodel
vervangen door een driedimensionaal model en wordt de formulering aangepast
aan heterogene stromingsomstandigheden. In de tweede stap wordt het model
geherformuleerd als een raamwerk dat gekoppeld is aan een willekeurig zogmo-
del. Dit wordt gedaan om te profiteren van de vooruitgang in de ontwikkeling
van het steady-state model en om de rekenkosten van het model aanzienlijk te
verlagen. In de derde stap wordt het dynamische model vergeleken met een
steady-state model in een reeks high-fidelity windparksimulaties onder tijdsvarië-
rende omstandigheden op basis van veldmetingen. De resultaten laten zien dat
het dynamische model beter overeenkomt met een gesimuleerd windpark.
In het tweede deel van het proefschrift wordt een methode voor het schatten

van de toestand geïntroduceerd. Hiervoor wordt een ensemblebenadering ge-
bruikt, waarbij meerdere versies van het model parallel worden gesimuleerd. De
correlatie tussen de ensembles wordt vervolgens gebruikt om ze te corrigeren op
basis van de voorspelde en gemeten windrichting en vermogensmetingen van
de turbines. Een bijproduct van de ensemblebenadering is dat elke geschatte
toestand ook een onzekerheid heeft, gebaseerd op hoeveel de ensembles het
eens zijn over de waarde ervan.
Het derde deel van dit proefschrift onderzoekt het regel- en optimalisatiepro-

bleem. Dit deel richt zich op de formulering van de kostenfunctie en het gedrag
waar deze toe leidt. In een steady-state frame hoeft er geen rekening gehouden
te worden met de vertragingen, maar in een dynamische formulering worden ze
een uitdaging. Daarom stellen we een kostenfunctieformulering voor die de regel-
acties synchroniseert met hun effect op de stroomafwaartse turbines. Dit leidt tot
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een reeks kleinere optimalisatieproblemen in plaats van één groter probleem.
De drie bouwstenen van dit proefschrift worden vervolgens getest in een ca-

sestudy: De gesloten regelaar wordt gebruikt om de energie van een windpark
met tien turbines te maximaliseren onder tijdsvariërende omstandigheden. Zowel
de lay-out van het park als de tijdreeksen van de windrichting zijn gebaseerd
op veldomstandigheden. De regelaar genereert een totale energiewinst tot 4 %
ten opzichte van de basislijn met behulp van ruisvrije windrichtingsmetingen.
Dit is vergelijkbaar met de steady-state benadering. De gesloten regelmethode
blijkt echter robuuster te zijn bij verstoorde windrichtingsmetingen - waar de
prestatie van de stationaire methode afneemt tot 1.7 % door sensorruis, behaalt
de gesloten regelmethode nog steeds een winst van 2.5 %.
De conclusie van het in dit proefschrift gepresenteerde werk is daarmee: Closed-

loop windpark flow control gebaseerd op een dynamisch engineering surrogaat-
model leidt tot een nauwkeurigere en robuustere schatting van de toestand van
het stromingsveld van het windpark, maar leidt niet noodzakelijkerwijs tot een
hogere energieopwekking dan wat kan worden bereikt met steady-state modellen.
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Nine years after the Paris Agreement was signed, the agreed upon 1.5 °C
upper limit for global warming has been violated for the first time. To

prevent a further escalation of the climate, we need to lower our greenhouse gas
emissions, which are the main drivers of climate change. Part of this transition
is the substitution of fossil fuels for alternatives, wind energy being one of them.
Wind turbines convert kinetic energy from the flow into electricity. By doing so,
they slow down the wind behind them. This affects other turbines, lowering their
energy generation. This thesis investigates this issue on a farm scale in the
presence of wind direction changes. This thesis presents a control scheme for
collaborative wind farm flow control to maximize the energy generated by a
farm. The control scheme, in return, has the potential to make fossil fuels more
obsolete.
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In 2015 the Paris Agreement was formulated during the 21st Conference of the
Parties to the United Nations Framework Convention on Climate Change (COP).
A legally binding United Nations (UN) treaty set the goal to keep the global
mean long-term temperature below 2 °C compared to the pre-industrial average,
preferably below 1.5 °C [1]. To achieve this, signing parties must communicate
their plans to reduce their greenhouse gas (GHG) emissions to reach the goals
of the Paris Agreement. This goal is set as climate change is driven by human
emissions of GHG [2].
In 2024 the Paris Agreement is 9 years old, and the 29th COP is concluded.

For this occasion, the World Meteorological Organisation has assembled a report
on the state of the climate in 2024. The global mean surface air temperature
in January – September 2024 was 1.54 ± 0.13 °C above the pre-industrial
average [3]. This is above the 1.5 °C agreed upon 9 years prior. While we
cannot conclude from a single year that we have failed to meet this goal, it
illustrates the immediateness of climate change.
So, where do GHG emissions come from? From all emissions, 64 % stem from

CO2 emissions due to the use of fossil fuels as energy source [4]. Therefore,
two fundamental ways exist to lower GHG emissions from energy generation:
(i) reduce the amount of energy used, and (ii) substitute GHG-emitting ways of
energy generation with alternatives.
Renewable energies offer one such alternative. They are defined by the United

Nations as ‘‘[ ...] energy derived from natural sources that are replenished at a
higher rate than they are consumed. Sunlight and wind, for example, are such
sources that are constantly being replenished.‘‘1 Throughout their lifetime, they
lead to significantly lower GHG emissions than their fossil counterparts: Wind
power GHG emissions, for instance, vary between 7.8 and 23 g CO2-eq./kWh
for wind turbines2. Coal, on the other hand, varies between 751 and 1095 g
CO2-eq./kWh [5]. Due to their historic use since the industrialization, modern
fossil-fuel-based energy sources have a technological development advantage
that modern renewable energies need to catch up to. The improvements made
to the technologies are mirrored in their Levelized Cost of Energy (LCOE), which
puts into perspective how expensive the different energy sources are. Figure
1.1 shows the LCOE development from 2010 to 2023 of on- and offshore wind
alongside photovoltaic compared to fossil fuels. A conclusion we can draw
from the data is that all three ways of generating electricity have significantly
improved in terms of economic viability. However, renewable energies still have
a low penetration value from the total final energy consumption perspective.
Figure 1.2 shows how the total final energy consumption can be split into four
sectors: (i) Industry, (ii) buildings, (iii) transport, and (iv) agriculture. The data
shows that renewable energies provide a significant share of the energy used in
each sector but do not exceed 16.8 % in any of them. The reason behind this is
twofold: the sector does not use electricity as the sole form of energy (e.g.,
heat), and renewable energies do not have the scale yet to provide sufficient
energy to substitute fossil energy sources fully.

1UN.org: What is renewable energy?, accessed 18. November 2024.
2A carbon dioxide equivalent, abbreviated as CO2-eq. is a metric measure used to compare the
emissions from various greenhouse gases. This is done by converting other gases into their
equivalent amount of CO2 with the same global warming potential. Adapted from Eurostat,
statistics explained, accessed 19. November 2024

https://www.un.org/en/climatechange/what-is-renewable-energy
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Carbon_dioxide_equivalent
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Carbon_dioxide_equivalent


4

6 1. Introduction

2010

0.1

0

0.2

0.3

0.4

2022

2
0

2
3

 U
S

D
 p

e
r
 k

W
h Solar

Wind onshore

Wind offshore

Hydropower

Fossil

range

20202018201620142012

Figure 1.1.: Levelized cost of electricity generated by wind, solar, and hydropower
compared to the range of fossil fuels [6].
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Figure 1.2.: Total final energy consumption by end-use sector [7].

The unfolding picture shows that renewable energies are maturing to a point
where their energy is more advantageous than fossil fuel energy from a financial
and environmental standpoint. Still, they only form a small percentage of the
used energy. This begs the question of how the renewable energy supply can
be increased to substitute fossil sources further. One option is to increase the
installed capacity, e.g., erect new wind turbines or build new solar farms. The
other option is to improve the capacity factor, which describes the ratio of actual
energy produced by a source compared to its maximum. Wind energy, for
instance, had a capacity factor of 41 % to 36 % in 2023 for on- and offshore
installations, respectively. This is relatively high compared to the capacity factor
of solar with 16.2 %, but lower than the 53 % achieved by hydropower [6].
Since the main global contributors of renewable electric energy in 2023 were
hydropower (47 %), on- and offshore wind power (26 %), and solar power
(18 %) [7], it makes sense to investigate if their capacity factor can be increased.
As also seen in Figure 1.1, wind energy is already a promising candidate to
supply a significant share of renewable energies, with offshore wind being more
expensive. We therefore investigate how the supply of wind energy can be
further increased.

!.0. 1.#& $#$+*2
Wind energy works by converting the kinetic energy of the flow into rotational
kinetic energy of the rotor into electrical energy. To this end, horizontal axis
wind turbines have blades with an aerodynamic profile; see Figure 1.3. As
moving air passes along the blade profile, it creates a pressure and suction
side, which accelerates the rotor and causes it to spin. This effect results in
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the first conversion from kinetic flow energy to rotational kinetic energy. The

Figure 1.3.: Simplified illustration of the flow passing along a wind turbine blade. The
turbine also features a wind vane as well as an anemometer to measure
wind direction and speed, respectively.

second conversion happens in the generator by electromagnetic induction: The
working principle here is that a moving magnetic field will induce a current in a
static wire [8]. In practice, the wind turbine rotor is connected to a shaft, which
rotates multiple magnetic poles within the generator’s stator. The stator houses
wires, which capture the induced currents and make them available to the grid.
This conversion creates a force that counteracts the movement of the rotor,
slowing it down. Put together, the blades cause the wind turbine rotor to speed
up while the generator slows it down, which is in balance at a certain rotor
speed. This balance is impacted by the resistance the generator creates and
the blade pitch, which regulates how the air passes across the blade. Another
component that affects this balance is the orientation of the turbine relative
to the flow: a fully aligned turbine will have a more consistent flow across its
blades. It will, therefore, operate in a more optimal state.
Since we set out to maximize the wind turbine’s energy, it is useful to

understand what influences this value. The energy generated by a wind turbine
is the power it delivers accumulated over time. The aerodynamic power p of a
wind turbine in below-rated conditions can be calculated as follows [9, 10]:

p =
1

2
MNr2O3cp , (1.1)

where M denotes the air density, Nr2 the rotor area, O the wind speed of flow and
cp the power coefficient. The latter combines the aerodynamic effectiveness of
the turbine based on the blade pitch and its orientation. To maximize the energy
of a wind turbine, we need to maximize its power. Therefore, the question
arises: which components of Equation (1.1) can be influenced to maximize the
turbine power? The air density can not be altered; the wind speed, however,
depends on the turbine’s location and height. The rotor area can be set during
construction. Furthermore, the characteristics of cp are subject to aerodynamic
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design and operation and can also be influenced. Based on these relations, wind
turbines have grown in size. The quadratic relation between turbine radius and
power generation creates a strong return-on-investment effect for each meter
for which the turbine blades can be extended. However, increased material
demands, structural boundaries, and transportation limitations limit this way of
maximizing the turbine power.

The way to further increase the generated power is to distribute its generation
across multiple turbines and place them in wind farms. This also comes with
advantages related to the shared infrastructure, such as cables or transformers,
as well as serial production effects and joint maintenance. However, placing
wind turbines together comes with its downsides.

!.3. )+"4 "#$ 5" 4%#2 5/+6.#$,
As discussed in Section 1.2, wind turbines work by extracting kinetic energy
from the flow. As a result, the flow slows down behind the turbine. This area
of lower wind speed is called a wake. Wind turbine wakes can span multiple
factors of the diameter of the turbine that caused them. They do recover as they
start mixing with the surrounding faster air. Wind turbine wakes of upstream
turbines can affect downstream turbines in a wind farm. Going back to Equation
(1.1), this leads to a decrease EO in the wind speed experienced by the turbine.
Since the power generated depends on O3, a slight reduction of O causes much
more significant losses. Figure 1.4 shows Equation 1.1 again, extended by the

Tower height
Turbine location

Wind farm layout
Wind farm flow control

Rotor size
Blade design
Blade control
Generator control

Figure 1.4.: Different approaches to maximize the power generated by a wind turbine,
indicated by the part of the equation they affect.

reduction in wind speed due to wakes. We can now annotate the different parts
of the equation that we can influence and the related strategies to maximize the
power generated by a turbine. The losses induced by wakes can be reduced in
two ways: The wind farm layout can be optimized to minimize wake losses. This
can be achieved by larger spacing and moving the turbines out of each other’s
wake based on predominant wind directions. An accompanying approach is to
use the turbine’s degrees of freedom to change its wake shape. This is known
as wind farm flow control (WFFC).
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Wind farm flow control is an umbrella term for control strategies that alter the
flow between the turbines and collectively achieve a farm-wide goal [11]. The
underlying premise is that an upstream turbine can change its wake to benefit a
downstream turbine. Additionally, turbines share sensor information to gain a
better collective insight into their surroundings to determine their best course of
action.
In this thesis, we motivate the goal of energy maximization, but wind farm

flow control can also be applied to other cost functions. One would be to
track a reference power signal with the wind farm [12]. This eases the power
fluctuations on the grid and makes the farm output more predictable. A second
goal is lifetime preservation - this may entail reducing the turbulent impact on
other turbines or de-rating damaged turbines and compensating for their loss
with other ones [13]. While these topics are occasionally discussed in this thesis,
they are not the main topic and will not further be motivated.

!.7.!. 5’$ %-5/%5$& 1%9$
To better understand the possibilities of performing WFFC, a look at the actuators
of a turbine is needed. A wind turbine can alter three degrees of freedom: (i) its
orientation, (ii) its blade pitch, and (iii) its generator torque. The latter two
change how much and where the rotor extracts energy from the flow. The
turbine orientation changes how the flow passes along the rotor plane.

a) Baseline wake

b) Pulse wake

c) Helix wake

ME Faculty

Figure 1.5.: Dynamic induction control approaches to control the wake shape in laminar
flow compared to the baseline (a). Collective periodic pitching of the blades
results in the Pulse (b), pitching the blades with a phase-offset between
them results in the Helix (c). The mechanical engineering faculty building of
the TU Delft is given as a reference. The turbine and thus wake size is based
on the DTU 10 MW turbine [14].
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The effects that can be achieved by varying these degrees of freedom can
be summarized into two types: (i) wake redirection and (ii) wake shrinking.
The latter is mainly achieved by actuating the blade pitch and changing the
generator torque. Applied as a static strategy, the blades pitch out of the wind
to reduce the energy they extract. This shortens the wake and minimizes the
impact on a second turbine. This control approach is called axial-induction-based
control or static induction control [11]. Static induction control has shown to be
useful in field tests in a tightly spaced turbine configuration with → 4 turbine
diameters distance with full alignment between the turbines [15, 16]. Successive
field tests further support the findings but also show that it is difficult to prove
consistent gains using static induction control methods [17]. However, as static
induction control lowers the force of the turbine against the flow, also the
blockage layer changes and decreases [18]. This might lead to a case where
data from previous field experiments might underestimate the efficiency of the
control method. There is also an opposing approach, where the turbine force
onto the flow is deliberately increased [19]. This causes the wind turbine to
behave more like a bluff body and induces oscillating motions in the wake,
which can increase its recovery [20]. This has made way for a more dynamic
approach to induction control: By altering the thrust of the turbines dynamically,
the wake mixing with its environment may be enhanced, which leads to a faster
recovery and a higher amount of power generated [21]. These results were
based on an optimization framework that has full knowledge of the state of the
flow, which makes it unfeasible for real application. The resulting actuation
signal was therefore reformulated as a sinusoidal variation of the turbine thrust,
which can be applied as an open-loop WFFC strategy [22]. The change in thrust
can be achieved by collectively pitching the blades. The resulting pulsating
wake is illustrated in Figure 1.5 (b) alongside the baseline wake (a) and the
faculty building of Mechanical Engineering at the TU Delft3. If the periodic blade
pitching is applied with a phase offset between the blades, a helical wake shape
emerges [23]. One advantage of this method is that the power generated by the
actuated turbine does not fluctuate as much as with the collective change of
thrust. The Helix wake is depicted in Figure 1.5 (c). The discussed methods
all aim to lower the impact of the wake by either extracting less energy from
the flow or by enhancing the wake mixing with the environmental flow. A
fundamental assumption often made with these strategies is that there is full
alignment between the turbines and that they are relatively densely spaced. If
this is not the case, the efficiency of the proposed methods can decrease, and a
redirection of the wake becomes a more profitable approach [24].
Redirecting the wake is called wake steering and is achieved by misaligning

the rotor with the predominant wind direction [25]: As the air passes the angled
rotor plane, a pair of counterrotating vortices forms behind the turbine, leading
to a wake deflection, see Figure 1.6 b) and c) [26]. The amount of wake
deflection increases with the misalignment angle and the distance to the turbine.
The amount of possible wake deflection is large enough to justify wake control
for a wide selection of turbine down- and crosswind spacings [24]. This makes it
an attractive choice for WFFC applications, and multiple companies offer control
solutions based on wake steering [27]. At this point, wake steering is the most
advanced approach of WFFC; however, it is still a relatively young approach,

33DBAG, accessed 26. November 2024.

https://3dbag.nl/en/viewer
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and during its current design phase, steady-state conditions are assumed. This
might yield that control approaches are not fully optimized yet and can be
improved. We will, therefore, further investigate steady wake steering as the
primary approach to WFFC in this thesis and will explore how it is applied under
time-varying atmospheric conditions.

a) Baseline

b) Misaligned

c) Curled wake 

Figure 1.6.: In baseline operation, the wake develops in a straight line (a). If the turbine
is misaligned, the wake is deflected to the side (b). This is due to a pair of
counter-rotating vortices that curl the wake up and push it to the side (c,
adapted from [26]). Figure (a) and (b) show hub-height slices of the wake,
(c) a cross-section of (b).
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To determine the appropriate actuation signal, the wind farm controller needs to
know the current state of the environment. In its simplest form, this relates
to the wind direction and speed at the turbine; in its most complex form, this
relates to knowledge about the full turbulent flow field and its future.
The first step is to investigate turbine individual measurements. The power

generated, for instance, can be used, along with the rotor speed, to estimate
the effective wind speed [28, 29]. Dedicated sensors available with turbines are
the wind vane, which indicates the wind direction at the turbine location, and
the anemometer to measure the wind speed, see Figure 1.3. The information of
the wind speed and direction at the turbine can now be paired with information
about the wind farm layout to perform WFFC. However, given the location of the
sensors, their measurements are likely affected by the turbine operation and
surrounding flow, which leads to signal noise and biases, which are amplified for
downstream turbines by the wakes of upstream turbines. One way to combat
the noise is to average the value, which simultaneously reduces the amount of
data. This measure has led to the adaptation of 10-minute averaged data, which
can hide flow dynamics important to wind farm flow control [30]. An alternative
is the use of turbine measurements collectively. This can be done by taking
the absolute or weighted average [31]. In practice, this does not compensate
for possible biases or uncertainties. This has led to the development of more
sophisticated approaches, which specifically aim to combat these issues [32,
33]. Another common approach is to use auxiliary measurements from sensors
located away from the immediate proximity of the rotor. One tool to achieve
this are measurement-masts, as used by, e.g., [16]. These are a collection of
flow measurement instruments distributed across different heights and near the
turbines but unaffected by their blades and flow. They can provide reference
measurements for the turbine but require their own structure to be of a similar
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height to the turbines. This is especially disadvantageous and costly in an
offshore environment. More advanced sensors exist to measure the flow
conditions away from the turbine without a mast. Most prominently, LiDARs
(light detection and ranging) have become more specialized and available in
wind farms. They can measure the wind speed and direction at defined points
in space based on particles flying in the air. Due to their capabilities, they
have become a standard asset during measurement campaigns, e.g., [16, 34,
35]. They come with their challenges, such as the amount of cumulated data,
the temporal and spatial resolution, the signal-to-noise ratio, and their cost.
There has also been work that explores how LiDARs can be used for WFFC
purposes [36, 37]. The currently most proven application of LiDAR-assisted
control aims to reduce turbine loads [38]. Dual-Doppler radars operate similarly
but using a microwave signal instead of a laser. Their temporal and spatial
resolution is lower than what can be achieved by a LiDAR; however, they do
range further. They have mainly been used as a reference and to analyze wind
turbine and farm wakes, e.g., [39, 40], but the required post-processing and
uncertainty makes them difficult to use for online decision making [41].
This brief review of available flow sensors shows that the information

about the current state of the flow field is limited. Widely available sensors,
such as the turbines themselves with their instrumentation, return a coarse
and polluted measurement signal of the flow. More advanced sensors like
LiDARs and dual-Doppler radars are expensive and difficult to utilize for online
decision-making. Additionally they remain the exception and cannot be expected
to be available with every wind farm. Based on these findings, a sensor fusion
strategy is needed to provide the basis for control decisions. Further, the
controller needs to solely rely on the data that is available at runtime.
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A wind farm flow control strategy needs to combine both ends: It needs to
process and utilize sensor data to find the appropriate reference settings for the
available actuators to achieve a farm-wide goal, which, in this thesis, is energy
maximization. Linking measurements to control actions can be done in two
ways: as a model-free approach or in a model-based manner.
Model-free approaches collect input and output data to identify their relation

and utilize it to achieve their goal, e.g. [42–44]. The advantages of this approach
are that little to no prior system knowledge is required and that the algorithm
can adapt to the exact dynamics at hand. The disadvantage is that the approach
takes an increasingly long time to identify the input-output relation, depending
on its complexity. Model-based approaches circumvent the learning step by
employing a surrogate model of the actual system, in this case, the wind farm
and its flow dynamics. This allows the transfer of knowledge about the system
dynamics into the control strategy; however, it requires a sufficiently accurate
model.
Wind farms possess characteristics that make both model-free and model-

based control approaches challenging to apply. First and foremost, the
turbine-to-wake-to-turbine interaction is of a highly nonlinear aerodynamic
nature. It changes based on the current state of the atmosphere, the surface
topography, and inflow conditions. Wind turbines are spaced far apart, which
causes delays between a control action and its effect on a downstream turbine.
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This can lead to cases where wind direction changes might jeopardize control
actions optimized for the initial wind direction. Additionally, the size and financial
scale of a wind turbine, and by extension farm, make it difficult to perform
experiments on. If experiments are performed, there is no reference wind
farm in precisely the same conditions to compare the achieved performance.
The scale of the turbines also makes the simulation of wind farms difficult, as
simulators need to connect the aerodynamic effects at a blade-profile scale with
the flow development across multiple kilometers.
These issues, combined with the limited measurement capabilities discussed

in Section 1.4.2, have sparked the development of various wind turbine and
wind farm models from high-fidelity numerical codes (e.g., [45, 46]) that allow
the closest description of an actual turbine behavior to low-fidelity codes
(e.g., [47–49]) that approximate the happenings within a wind farm at a low
computational cost. A model-based control strategy can benefit from these
developments. In this context, we decide to further investigate possibilities for
model-based WFFC, to benefit from the previous model developments, and to
adapt them for control purposes.
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This form of WFFC needs to make two choices: (i) the surrogate model to
represent the wind farm, and (ii) the way control set points are derived and
applied at runtime. Both choices are discussed in the following paragraphs.

1%9$ 4"&$(
The choice of the model is essential, as it dictates what kind of control is
possible. A more sophisticated model like a Large-Eddy Simulation (LES)
coupled with an optimizer can lead to the discovery of new ways of wake
actuation [22]. This approach also marks the most demanding approach in terms
of computational effort and required knowledge about the flow field. The LES
can be down-sampled for more efficient control set point derivation [50], but
this approach also requires full knowledge of the flow domain state.
Medium-fidelity wake models, like 2-dimensional Reynolds-averaged

Navier–Stokes solvers [51, 52], attempt to capture the flow and wake
Dynamics at a reduced computational cost by limiting its dimensionality to a slice
at hub height. This can lead to nonphysical effects while applying wake steering,
as the wake deflection characteristics are inherently three-dimensional [53].
Free-vortex methods allow for a three-dimensional wake simulation at a low
computational cost [54–56]. They solely model the path and interaction of
vortex particles shed by the rotor. This method can simulate the wake
deflection induced by turbine misalignment, as well as dynamic induction control
approaches. However, as the wake breaks down, the approximation tends to
become numerically unstable, which makes the method increasingly difficult
to use for > 2 turbine simulations and for long-distance wake interaction [57].
Another group of medium fidelity models is described by the Dynamic Wake
Meandering (DWM) Model [58]. The approach models the wake as successively
shed turbulence boxes that propagate downstream. The transport speed and
direction are determined by the present turbulence, which recreates effects such
as wake-meandering. Further developments of the method have proven to be
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useful for load assessments in a farm context and as medium-fidelity verification
of low-fidelity control approaches [59, 60].
Steady-state engineering wake models offer the computationally cheapest

approximation of wind turbine wakes, e.g., [47–49]. These derive and fit
analytical equations to describe the wake shape, deflection, and reduction of
wind speed. Inputs for the models are typically the background wind speed,
predominant wind direction, as well as the ambient turbulence intensity. Initially
derived for single turbine wakes, wake superposition methods allow the use
of the wake models in farms. Their simplicity and speed have made them
a common tool to use for tasks line wind farm layout optimization and yield
assessments [61–63]. However, the simplifications come at the cost of flexibility
and accuracy: The wake models inherently introduce a model error compared
to the instantaneous flow based on the steady-state assumption. For control
purposes, they can only simulate what they have been designed to represent,
e.g., a wake model with no deflection term cannot simulate wake steering.
By extension, these models cannot contribute to the discovery of novel WFFC
physics, only to the optimization and further development of known ones.
The combination of steady-state wake models with the principles of the DWM

model led to the development of dynamic engineering wake models [64]. These
induce passive Lagrangian tracers in the flow, which propagate state changes
at the rotor plane into the flow field, where they can affect other turbines.
Steady-state engineering wake models are then used to calculate the wake
impact. This description of a delay dynamic, coupled to engineering wake
models, was initially proposed in [64] and has mostly laid dormant since. Given
that it describes the mean dynamic wake behavior, it only relies on mean
dynamic quantities, such as the predominant wind direction and speed. This
substantially lowers the requirements for the sensor needs and makes a derived
control strategy more accessible. In this thesis, we, therefore, continue the
development of this wake modeling approach for WFFC purposes.
Over the course of this thesis, this type of wake model has had a renaissance.

Next to the contributions made in this thesis, several similar models have been
published. This namely includes the work of [65], which derives a version that
can capture wake meandering by splitting wake and flow field dynamics, [66]
which also resorts to modeling flow and wake dynamics apart, [67] who makes
the assumption of a tracer inherent flow field state, and [68] which embeds the
wake in an LES precursor for the purpose of hardware-in-the-loop experiments.
A similar yet fundamentally different approach is presented by [69, 70]: this
model presents the wind farm as a network of edges and nodes. The dynamics
are achieved by delaying communication between the turbines based on their
distance and the atmospheric conditions. The connection between these models
and the contributions made in this thesis is discussed in Section 1.5.

-"#5+"(($+
Model-based WFFC can be applied in an open- or closed-loop configuration, as
can be seen in Figure 1.7. The closed- or open-loop distinction relates to how
the model is used: in closed-loop, the state of the model is estimated based on
measurements. The model and the decision process, therefore, react to the
state at hand. In open-loop, the measurements are used to look up control
precomputed set points. As a result, there is no remaining flexibility to react to
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Figure 1.7.: Combined block diagram of the (a) open- and (b) closed-loop model-based
wind farm flow control approaches. The figure is adapted from [11].

states not part of the precomputed database. An advantage of open-loop WFFC
is that the control set points can be optimized offline.
Open-loop control has been the predominant form for wind farm flow control,

e.g. [35, 71, 72]. The offline optimization is formulated as a steady-state
problem to maximize the power generated by the wind farm. Generally, this
problem is not convex, which needs to be taken into account during optimization.
One tested approach is based on generic algorithms [73], and other approaches
use gradient-based information, e.g., [72, 74]. Recently, dedicated algorithms
have been developed that derive control set points for wind farms iteratively
by testing a broad, coarse range of control set points, which are successively
refined [75]. This makes use of the fact that the wake models are relatively
cheap to evaluate, while small differences in the final misalignment angle have
a small impact on the cost function.
There is little work on the yaw angle optimization using dynamic engineering

wake models. One publication uses the dynamic model to perform a grid search
to find steady state yaw angles during a synthetic turbine shut-down event in a
three-turbine wind farm [76]. A first attempt at closed-loop control has been
made using a steady-state wake model [77]. This work continuously identified
the wind speed, direction, and wake shape and successively optimized the
turbine orientation to maximize the steady-state power generated. Similarly, [78]
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also closes the loop on the parameters of the steady-state wake model, which
describes its shape. This approach is also presented by [79], in addition to a
wind speed estimation.

τu τah τph

τu τah τph

converged?no yes

apply optimal
set points up to τu

collect
measurements &
state estimation

t = t + τu

Evaluate γ & calculate J

J

Choose control actions

p

γ

t

t

Figure 1.8.: Schematic of economic model predictive control applied to wake steering:
first, a set of yaw angle time series is chosen, which vary within the action
horizon Lah. These are then evaluated using the model across the prediction
horizon Lph. A cost function J combines the results into a single number,
which is optimized. Once no more improvements are made, the optimal time
series is applied, and the time advances by the update time step LO. During
this time, measurements are taken from the true system, and the state of
the model is corrected. Then the optimization is repeated.

A receding horizon approach is used to apply model-based closed-loop control
using a dynamic surrogate model. In the case of this thesis, this refers to
economic model predictive control (eMPC). In a classic MPC framework, the
model would be used to track a reference value. However, in this thesis, we are
maximizing the energy and are therefore optimizing towards a supremum. This
difference is indicated by the addition of the term economic. This approach is
also used by similar work, e.g., [19, 57, 80]. Figure 1.8 depicts the approach
adapted to this thesis: based on the current state, a wake model is employed
to maximize the energy generated over a prediction horizon using the turbine
orientations. The turbine orientation can be varied throughout the action horizon
Lah; the energy is accumulated up until the end of the prediction horizon Lph.
Once the optimization is done, the control set points are applied to the real
system and data is used to estimate the new state of the wake model. After an
update time step, the cycle repeats and a new optimization is done.
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The state-of-the-art timeline leading up to this thesis shows that there is a gap
in wind farm flow control: While model-based steady-state WFFC methods have
been tested and refined, dynamic approaches have been limited or non-existent.
An initial dynamic engineering wake model has been proposed and preliminary
tested, but no further development has been done up to this point. Furthermore,
there is little work done on closed-loop wind farm flow control, which may
have advantages over its open-loop counterpart. To this end, we formulate an
overarching objective:

Thesis objective The development of a closed-loop economic model-
predictive control framework using wake steering and a dynamic wake
surrogate model to maximize the energy generated by a wind farm under
realistic time-varying conditions.
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Figure 1.9.: The wake model development contributions and a selection of their immediate
scientific context are mostly limited to other dynamic engineering wake
models.
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To achieve this objective, three building blocks are needed: (i) a dynamic
surrogate model, (ii) a state estimation strategy, and (iii) a controller. Thereby
the first contribution of this thesis is formulated as:

Contribution I The design and development of a dynamic wake model for
wind farm flow control purposes under time-varying conditions.

This entails building upon previous work and further refining the model for
control purposes. Figure 1.9 shows the wake model development chapters in
their relation to similar wake models. The first contribution is a 3D extension of
the previously introduced FLORIDyn model [64]. This model is further adapted
for heterogeneous flow conditions and employs a Gaussian wake model. The
model is then rewritten as a centerline model, meaning that the wake shape
and dynamics are dictated by the wake centerline. This significantly reduces
the computational cost. In this iteration, the FLORIDyn model also becomes
a framework that can add dynamics to an arbitrary steady-state wake model.
In parallel, a number of similar models are published independently [65–67].
Through a collaboration, the last model contribution of this thesis is an
open-source object-oriented framework for dynamic parametric wake models
like FLORIDyn. It is built in such a way that it can become a central interface to
these models.

The second contribution relates to the state estimation of the derived dynamic
model:

Contribution II The development of a sensor fusion strategy to identify the
state of the flow field based on available turbine data.

This contribution draws from the previous success of the Ensemble Kalman
Filter (EnKF) applied to estimate the flow field in a 2D RANS simulator [81],
and to do online parameter estimation for a steady-state wake model in a
closed-loop configuration [78]. Successive work by [82, 83] also applies this
methodology to estimate the wake location.

The last block of the closed-loop controller is the derivation of the turbine
inputs. The third contribution is therefore formulated as follows:

Contribution III The derivation of a control strategy that provides control
set points in a wind farm to maximize its energy generated.

This contribution needs to adapt a problem that is typically viewed in a
steady-state frame into a dynamic one with time-varying atmospheric conditions.
To this end, a receding horizon optimization is used, similar to the work of [19,
21, 57, 80]. The contribution further needs to demonstrate how to formulate and
solve the optimization problem. Lastly, the three blocks need to be combined
and tested for their performance:
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Figure 1.10.: State-estimation contribution and its immediate scientific context.

Contribution IV A case study that combines the building blocks and tests
the derived closed-loop economic model-predictive wind farm flow control
strategy.

The scientific context for the control contributions III and IV is given in Figure
1.11. Note that this is a selection of the relevant literature, which is further
extended in the chapters themselves. This work aims to address wind farm flow
control in a closed-loop manner under-time varying inflow conditions. This was
previously done using steady-state wake models [77, 78, 84], but not yet with
dynamic models. During the thesis [57, 80] proposed an adjoint optimization
framework for wind farm flow control under time-varying conditions. This work
builds on the previous success of adjoint optimization in LES, performed by [19,
21]. The FLORIDyn wake model is not designed for adjoint optimization, which is
why a dedicated strategy is developed in contributions III and IV.
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The derivation of a dynamic wake model is addressed in Chapter 2, 3, and 4:
Chapter 2 revises a previously designed dynamic wake model for heterogeneous
and changing environmental conditions. The computational load of the model
is then greatly reduced in Chapter 3 by a reformulation. This rework of the
model also increases the flexibility of the wake model. This is demonstrated in
Chapter 4, where the derived model is used to investigate the performance of a
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Figure 1.11.: The immediate scientific context of the model-based control contributions in
this thesis. Note that this selection either focuses on dynamic models or
steady-state models applied in closed-loop.

steady-state controller over a long time horizon. Chapter 5 then addresses the
inclusion of measurement data and adapts an ensemble-based state estimation
methodology for the previously derived surrogate model. The model-based
control approach is then developed and tested in Chapter 6 - 7. Here, Chapter 6
provides an approach that reformulates the energy maximization cost function
to neglect the inherent delays between the turbines. Chapter 7 integrates the
newly formulated cost function alongside its alternatives in a closed-loop case
study. The findings of this thesis are concluded in Chapter 8, which also gives a
set of recommendations for future work.

The following chapters 2 to 7 have each been published/submitted as
a stand-alone journal or conference paper. Therefore, each chapter
will motivate its own work and draw its own conclusions. The related
publications are marked with each chapter.
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Figure 1.12.: Connection of the thesis chapters to the closed-loop control framework.
Chapter 2-4 address the model development, and Chapter 5 proposes a
state estimator. Chapter 6 investigates the control problem. Lastly, a case
study of the combined closed-loop is presented in Chapter 7.
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In this chapter, a new version of the FLOw Redirection and Induction Dynamics
(FLORIDyn) model is presented. The new model uses the three-dimensional

parametric Gaussian FLORIS model and can provide dynamic wind farm simu-
lations at a low computational cost under heterogeneous and changing wind
conditions.
Both FLORIS and FLORIDyn are parametric models which can be used to simulate

wind farms, evaluate controller performance and can serve as a control-oriented
model. One central element in which they differ is in their representation of flow
dynamics: FLORIS neglects these and provides a computationally very cheap
approximation of the mean wind farm flow. FLORIDyn defines a framework which
utilizes this low computational cost of FLORIS to simulate basic wake dynamics.
This is achieved by creating so-called observation points (OPs) at each time step
at the rotor plane which inherit the turbine state.
In this work, we develop the initial FLORIDyn framework further considering

multiple aspects. The underlying FLORIS wake model is replaced by a Gaussian
wake model. The distribution and characteristics of the OPs are adapted to
account for the new parametric model but also to take complex flow conditions
into account. To achieve this, a mathematical approach is developed to combine
the parametric model and the changing, heterogeneous world conditions and
link them with each OP. We also present a computationally lightweight wind
field model to allow for a simulation environment in which heterogeneous flow
conditions are possible.
FLORIDyn is compared to Simulator for Offshore Wind Farm Applications (SOWFA)

simulations in three and nine-turbine cases under static and changing environ-
mental conditions. The results show a good agreement with the timing of the
impact of upstream state changes on downstream turbines. They also show a
good agreement in terms of how wakes are displaced by wind direction changes
and when the resulting velocity deficit is experienced by downstream turbines.
A good fit of the mean generated power is ensured by the underlying FLORIS
model. In the three-turbine case, FLORIDyn simulates 4 s simulation time in
24.49 ms computational time. The resulting new FLORIDyn model proves to be a
computationally attractive and capable tool for modelbased dynamic wind farm
control.
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In recent years, the topic of wind farm control has gained traction as renewable
energies become more and more relevant for the current and future energy
mix. Maximizing the power generated by a wind farm is not a trivial task as the
turbine-to-turbine interaction is characterized by the complex flow, large delay
times and an ever-changing environment. In order to describe the wind field,
parametric steady-state approximations have been developed. These describe the
mean behavior of the flow with parametrized analytical expressions rather than
differential equations. A first approach was presented by [2], which motivated
years later the development of more refined steady-state models, such as the
Zone FLORIS model [3]. With these low-computational-cost and easy-to-implement
wake descriptions, it is possible to develop a model-based control algorithm. These
control strategies have managed to improve the power generated in high-fidelity
simulations e.g., [3] and in field experiments [4]. The success of parametric
steady-state models opens up the question of whether it is possible to overcome
one of their great shortcomings: the lack of dynamics. A lowcomputational-
cost dynamic wake description can be used to more accurately describe the
wake behavior on smaller timescales, during turbine state changes and during
environmental changes. This could lead to more sophisticated control approaches
and wind farm analysis methods.
There have been efforts to implement parametric models in a dynamic manner,

some of which are described here. For a more in-depth discussion of the current
state of the art, the interested reader is referred to the review by [5] and more
recently, [6]. In the current literature, we have identified two major trails of
publications, which will be briefly discussed below.
The first research trail begins with the Aeolus SimWindFarm Toolbox [7], which

is publicly available. The toolbox uses the Jensen model [2], coupled with a
dynamic description of the centerline and a wind field grid. The centerline would
imitate the wake meandering effect based on passive tracers, traveling with the
synthetically generated turbulent wind speed. A number of limitations have been
imposed for this toolbox: the mean wind speed and direction are constant, the
flow field is calculated in 2D, and the turbines operate with fixed yaw angles.
The toolbox has enabled the work of [8], who used the Frandsen multiple wake
model [9] and added a description of turbine dynamics to estimate fatigue loads.
The model is then used to perform induction control based on lookup tables of the
thrust and power coefficients with the goal to redistribute loads. This work later
inspired the dynamic wind farm simulator, introduced in [10]. The model adds
wake steering to the fatigue load estimation and induction control capabilities. To
model the effect of yawing the turbine, the deflection formulation of [11] is used.
Based on data from the in-house code Bladed, the author formulates the effect
of yaw misalignment on the power coefficient by a polynomial expression based
on the blade pitch. The wind field is represented by low- and a high-frequency
wind speed variations. The low-frequency variations are correlated across the
wind farm and cause wake meandering and advection. The highfrequency part is
uncorrelated between the turbines and is superimposed with the wake deficits.
Lastly, the wake model is switched to the Ainslie model [12].
A second trail of publications can be found starting with [13], where the authors

use the previously mentioned Jensen model and extend it to incorporate the
impact of time-varying extraction of kinetic energy of turbines due to induction
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control. Assuming a constant wind direction and wind speed, the authors derive a
linear approximation of the wake advection velocity based on the laws of momen-
tum conservation and mass conservation. The result is a one-dimensional partial
differential equation to describe the dynamic wake behavior. The model neglects
possible changes of the wake expansion due to a changing thrust coefficient
and also does not incorporate yaw angle changes. In [14], the authors extend
their model to also take the effects of yawing into account. Most recently, this
approach inspired the development of the Floating Offshore Wind Farm Simulator,
published in [15]. The authors extend the momentum conservation equations
to incorporate time-varying free-stream wind velocity effects. Additionally, they
couple the model to a dynamic description of floating platforms, restricted by
mooring lines. The authors closely follow [16] to derive a parametric Gaussian
velocity shape for their model.
Alongside the two discussed trails of publications, the dynamic wake mean-

dering (DWM) Model was developed. The DWM model, first presented by [17]
and later calibrated and refined by [18], proposes an approach much closer to
established CFD methods. The model follows a pseudo-Lagrangian approach and
creates turbulence boxes around the wake deficit which is created by the turbine.
These boxes are then subject to a synthetic turbulent wind field, which allows the
modeling of the wake meandering effect. The DWM model puts a focus on load
estimation next to the power generated and simulates the turbine by coupling
a CFD actuator disc model with an aeroelastic model. Compared to the other
mentioned models, the DWM model presents a synergy of CFD methods with
engineering approaches.
Another early attempt to derive a dynamic model from a parametric steady-

state model was published by [19] who utilized the just published FLORIS model
(FLOw Redirection and Induction in Steady-state, [3]) and created the FLORIDyn
model (FLOw Redirection and Induction Dynamics). FLORIDyn creates so-called
observation points (OPs) at the rotor plane which travel downstream at hub height
with the effective wind speed. Their path follows the zone boundaries described
by the FLORIS model. The wake deficit and shape depend on the yaw angle
and the induction factor. Changes in these variables travel with the OPs and
cause a delayed effect at downstream turbines. The authors derive a state-space
representation of the model behavior and validate it in a six-turbine simulation
against the high-fidelity large eddy simulation environment SOWFA [20]. The
state-space representation is then used to implement a Kalman filter for flow field
estimation [21]. The model does have shortcomings: due to the two-dimensional
flow, shear and veer effects can not be captured, the simulations only work in one
wind direction and they do not capture turbulent effects. Furthermore, due to the
way the OPs travel, parts of the wake can overlap and can create a faulty wake
representation.
In this paper, we aim to overcome these issues and bring the FLORIDyn approach

into a form where it can incorporate heterogeneous and changing flow conditions,
wind shear, and added turbulence levels. To achieve these changes, we rework the
framework to use a Gaussian FLORIS model [16]. This requires a new formulation
of the OP behavior. Due to these changes, the wakes can also incorporate
locally different and changing flow conditions, such as wind speed, direction
and ambient turbulence intensity. To drive the model, a concept of a wind field
model is presented as well. The framework is then compared to the simulation
environment SOWFA in three- and nine-turbine cases. Furthermore, in order to
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allow for collaboration and extension, the code is published in its entirety [22].
The resulting Gaussian FLORIDyn model is a capable, open-source alternative to
the few other existing in-house parametric dynamic models, developed for wind
farm control purposes.
The remainder of this paper is organized as follows: Section 2.2 discusses

the relevant characteristics of the former FLORIDyn framework and how it is
adapted. The simulation results are presented in Section 2.3, which also discusses
the computational performance. Section 2.4 concludes the paper and gives
recommendations for future work.

0.0. % #$1 ;%+%4$5+.- &2#%4.- 1.#& )%+4 4"&$(
In this Section, the new Gaussian FLORIDyn model is introduced. To prevent
confusion, we will refer to the models of Gebraad et al. as the Zone FLORIS
model [3] and the Zone FLORIDyn model [19]. The Gaussian model by [16] will be
referred to as Gaussian FLORIS model.
As the new Gaussian FLORIDyn model is building upon previous work, Sections

2.2.1 and 2.2.2 briefly introduce the terminology and properties of the underlying
Gaussian FLORIS model and the Zone FLORIDyn framework. The novel Gaussian
FLORIDyn model makes changes to the Zone FLORIDyn framework. These are
discussed in Section 2.2.3. Section 2.2.4 describes how heterogeneous envi-
ronmental conditions are taken into account. To get the power coefficient (CP)
and the thrust coefficient (CT) values closer to the validation platform SOWFA, a
lookup table was generated (Section 2.2.5). Lastly, a basic wind field model is
given in Section 2.2.6. It is built to provide the heterogeneous field conditions to
evaluate the FLORIDyn model.
In the wake coordinate system, K1, P1 describes the downwind direction, y1

the horizontal crosswind direction and z1 the vertical crosswind direction (Fig.
2.1). In this coordinate frame, the rotor center is always located at [0,0,0]↑. This
coordinate system is not to be confused with the longitudinal (P0), latitudinal (y0)
and vertical (z0) world coordinate system K0.

0.0.!. 5’$ *%/,,.%# )("+., 4"&$(
The core of the used Gaussian FLORIS model is based on the work of [16]. This
work describes a parametric, three-dimensional wake with a Gaussian-shaped
wind speed recovery. As it has been applied and described in previous publications
(e.g., [23]), only the basic terminology is introduced here as well as the wake
shape. In the present work of this paper, the model has been extended with the
calculation of added turbulence as proposed by [24]. The power calculation has
been extended by the cos(Q)pp adaptation to the yaw angle [25] and an efficiency
term R for tuning [3]. Figure 2.1 depicts an illustration of the wake with its three
areas: the potential core, the near-wake area and the far-wake area. For all areas
a reduction factor r = EO/Ofree can be calculated, where Ofree is the free wind
speed and EO is the wind speed deficit. The potential core is a region from jets in
a coflow [26]. Here, it is used to approximate the immediate region behind the
rotor plane. Within the potential core, r is constant. In the near and far field area
r reduces to 0, following a Gaussian shape with the extremum at the centerline
or border of the potential core. The recovery rate is based on Sy and Sz in the
respective crosswind directions. The potential core width is described by Ty,pc
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and Tz,pc, which continuously decrease for the length of the potential core Pc.
Lastly, the deflection U returns the position of the centerline.
The mentioned variables are dependent on turbine states, such as the thrust

coefficient CT and the yaw angle Q, the ambient turbulence intensity V0, and
a set of 10 parameters. The parameters adjust wake properties such as the
recovery rate, the expansion rate, the sensitivity to added turbulence levels and
the influence of the yaw angle. The values of the parameters are listed in Table
2.1 in Section 2.3.

Potential core

Near wake

Far wake

Center line

Figure 2.1.: Sketched shape of the wake with the different sections, the deflection and areas
of equal relative reduction by the Gaussian shape.
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An initial FLORIDyn model was published in [19]. The model is based on the
previously published Zone FLORIS model, which approximates the wake shape
with three zones: near field, far field and mixing zone [3]. Every zone has
a formulation of the velocity recovery in downstream direction. To introduce
dynamics, observation points (OPs) are created at the rotor plane at each time
step.

x1

y1

x1

y1

x1

y1

Δt∙u

x1

y1

21

43

Figure 2.2.: Creation and propagation of the OPs: In (1) a set of OPs is created, inherits the
turbine state and travels downstream, following the FLORIS wake shape, shown
in (2). In (3) the turbine state changed and the new OPs inherit a different state
(now colored white) and follow the new, dark indicated, wake shape (4).
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The OPs serve the purpose to describe the local FLORIS wake characteristics
at their location. To do that, they inherit the turbine states at the time of their
creation which are necessary to calculate the FLORIS wake. With time, each OP
travels downstream, representing a mass of air traveling in the wind. Their travel
path is determined by the borders of the FLORIS wake zones. The speed they
travel with is equal to the effective wind speed they represent. Figure 2.2 shows
the basic concept. Initial OPs are colored black to stress that they inherited the
same state. The OPs created after the yaw step are colored white, showing that
their inherited state differs.
With this framework, the steady-state wake represents the known FLORIS

wake, but other than in FLORIS, changes propagate through the wake instead of
instantly affecting turbines downstream. If, for instance, the yaw angle of the
turbine changes, the new generation of OPs will inherit the new angle while old
OPs still travel according to the previous angle.
In the case of overlapping wakes, an OP travels into the wake of another turbine.

The OP locates the closest up- and downstream OPs from the foreign wake and
interpolates their reduction factor at its location. In this model, the resulting
reduction of the free wind speed is calculated as follows:

Oeff,OP(Ofree,OP, rown, rf,OP) = Ofree,OP(1 ↓ rown)
nT∏

W=1
(1 ↓ rW)
︸ ︷︷ ︸

rf,OP

, (2.1)

where Ofree,OP is the free wind speed at the OP’s location. This wake interaction
model could also be exchanged for another formulation. The wind speed reduction
rown is based on the OP’s own wake and rW is the interpolated reduction of one of
the nT upwind turbines.
To calculate the effective wind speed at the rotor plane, the model calculates

an effective velocity reduction factor rT for every turbine at every time step. The
algorithm combines the reduction of each upstream turbine by a root sum square.
Within one wake, the reduction factors of the zones are summed, weighted by the
overlapping area with the rotor plane.

0.0.3. -’%#*$, 5" 5’$ )("+.&2# %;;+"%-’
Due to the changed underlying FLORIS model, the FLORIDyn approach needs to
be adapted. Specifically, the move to a three-dimensional flow field requires a
fitting distribution of the OPs, which is discussed in Section 2.2.3. This opens
up the possibility to reformulate the calculation of the effective wind speed at
the rotor plane, which is presented in Section 2.2.3. The travel speed of the OPs
is addressed in Section 2.2.3. In this Section 2.2.3 we use the wake coordinate
system K1, indicated by the lower index 1 (eg. y1,OP). The relation between world
and wake coordinate system will be explained in Section 2.2.4.

&.,5+.6/5."# ") 5’$ "6,$+=%5."# ;".#5,
By changing the underlying FLORIS model, the travel path of the OPs and their
distribution has to be rethought. The Gaussian FLORIS model does not have
defined borders, and it is three-dimensional. To cover the crosswind wake area
regularly for any number of OPs, an algorithm based on the sunflower distribution
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was used [27]. The algorithm returns a relative crosswind coordinate (Xy,Xz) ↔
[↓0.5,0.5] for a given number of OPs. We used 50 OPs per time step. To cover
the majority of the Gaussian wake influence, the wake width was chosen to be
±3Sy and ±3Sz from the centerline and the potential core. The following equation
is used to calculate the position of an OP in the wake coordinate system:

y1,OP(Xy,OP,Sy,Ty,pc, U) = Xy,OP(6Sy + Ty,pc) + U , (2.2)
z1,OP(Xz,OP,Sz,Tz,pc) = Xz,OP(6Sz + Tz,pc) . (2.3)

Note that this model only assumes a horizontal deflection. To add a vertical
deflection, due to rotor tilt for instance, Equation (2.3) needs to be adapted
accordingly. For simplicity’s sake Sy is used, which represents Sy,nw for 0 < P1 →
Pc and Sy,fw for P1 > Pc. Respectively, Sz is defined the same way. The variable
U describes the deflection of the centerline. If OPs travel below z1 = 0 they are
ignored. Since Xy and Xz aare not changed during the simulation, they can be
calculated a priori. They are then used in every time step for the new generation
of OPs. OPs with the same relative coordinate follow each other and form what is
called a chain. The number of chains is equal to the number of OPs created at
each time step.

1.#& ,;$$& %5 5’$ +"5"+ ;(%#$
Since OPs are created at the rotor plane and they interact with foreign wakes,
they can be used to estimate the effective wind speed for the power generation.
To do that, they have to be distributed across the rotor plane rather than the
wake area:

y1,OP(Xy,OP,Q) |P1=0= Xy,OPD cosQ , (2.4)
z1,OP(Xy,OP) |P1=0= Xz,OPD . (2.5)

The next step is to determine the area represented by every OP. This is done
offline by generating a Voronoi pattern ( [28], [29]) with the OPs’ relative location
as seeds and a circular boundary with radius 0.5. The area of the resulting
polygons is normalized by the rotor area and used as weight. All weights are
stored in the vector ωT.
During the simulation, the OPs calculate the reduction of foreign wakes rf,OP on

themselves as shown in Equation (2.1). Stored in a vector ωrf = [rf,1, · · · , rf,nOP]↑
the effective wind speed at the rotor plane is calculated as follows:

Oeff = ωT↑(ωrf ↗ ωO) , (2.6)

where ↗ stands for the element-wise multiplication and ωO represents a vector of the
free wind speeds at the locations of the OPs. An OP considers itself influenced by
a foreign wake if the closest foreign OP is less than 1

4D away. This is an arbitrary
chosen threshold to reduce the number of OPs for the interaction interpolation.
As the outer wake OPs represent the most recovered sections of the wake, this
still results in a smooth influence transition.

5+%=$( ,;$$&
In the former version of the FLORIDyn model, the OPs travel with the effective
wind speed they represent. Regions in the center of the wake with lower effective
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wind speeds therefore propagate the changes slower than the outer areas. While
this seems an intuitive choice, it leads to problems. Initial simulation results
showed that, in comparison to the SOWFA simulation, the effects of a state
change arrive noticeably slower in FLORIDyn at downstream turbines. Also, due
to the difference in OP travel speed, the outer regions adapt their shape earlier in
a downstream location, which leads to overlapping areas with the slow regions,
which have not adapted yet. This makes the wake representation not injective
anymore: multiple OPs occupy and describe the same space at the same time
with varying properties.
In this article, the OPs are assumed to propagate with the speed of the free-

stream wind rather than the effective wind speed in accordance with Taylor’s
frozen turbulence hypothesis [30]. The decision is supported by experimental
results from [31] and has also been used by other similar codes, e.g. [7]. This
also solves the issue of the overlapping wake areas since neighboring OPs travel
at the same speed and follow the same state changes. Another implication of this
adaptation is that OPs no longer need to calculate the influence of foreign wakes at
every time step. This would be used to determine their effective wind speed and
thus how far they travel downstream in one time step. The only OPs which need to
calculate the foreign influence are the ones at the rotor plane in order to determine
the effective wind speed according to Equation (2.6). These model assumptions
also significantly decrease the computational load during the simulation. The
downside of the change is that the effects of state changes now arrive too fast
and abrupt at downstream turbines, which will be seen and discussed with the
simulation results in Section 2.3. In future work, the wake propagation speed
could be a tuning parameter which is set depending on atmospheric conditions
such as the turbulence intensity for instance [32].

0.0.7. .#-(/&.#* &.+$-5."#%( &$;$#&$#-2 %#& "6,$+=%5."# ;".#5
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In this section, we address how the OPs, and therefore the wakes, react to a wind
direction change. We assume that a wind direction change only affects the wake
orientation and that the wake structure and downstream evolution (as defined
by the underlying FLORIS model) can be seen independent from the free-stream
behavior. It is therefore possible to split the two aspects into two coordinate
systems: the world coordinate system K0 and the wake coordinate system K1.
The free flow conditions are described in K0, whereas the wake properties are
described in K1. An OP links these two coordinate systems.
The underlying FLORIS model is described in K1, where the origin P1 = y1 = z1 =

0 is located in the center of the rotor plane. The downwind distance is denoted
as P1, y1 describes the horizontal crosswind distance and z1 the vertical one. K0
does not have a special orientation apart from z0 = 0 being the ground level and
the z0 axis pointing upwards. In this work, P0 describes the west-east axis, y0 the
south-north axis. To transform a location vector ωr1, described in K1 of a turbine
with the rotor-center location ωt0, into ωr0 the rotational matrix R01 is used:

ωr0 =



P0
y0
z0


 = ωt0 + R01(Y)ωr1 =



P0,T
y0,T
z0,T


+



cosY ↓ sinY 0
sinY cosY 0
0 0 1





P1
y1
z1


 . (2.7)

This equation assumes a uniform wind direction Y at every location. This will
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not be the case for the formulation used for the OP propagation later on in Eq.
(2.9). Each OP has two location vectors, ωr0,OP and ωr1,OP, one for each coordinate
system. The OP’s position update and its reduction factor is calculated in K1. K0
is used to calculate the wake interaction and to determine the wind speed, the
wind direction and the ambient turbulence intensity. At the OP’s creation, ωr1,OP is
determined by the Equations (2.4) and (2.5) for the crosswind coordinates; the
downwind coordinate is set to 0. Its world location, ωr0,OP, is then determined by
Equation (2.7) with the wind direction Y0,T at the turbines location. To iterate
the location of an OP from time step k to time step k + 1 the downwind step is
calculated first in K1:

P1,OP(k + 1) = P1,OP(k) + OOP Et , (2.8)

where Et is the time step duration and OOP is the magnitude of the wind vector
ωO0,OP at the OPs location ωr0,OP. The direction will be applied in Eq. (2.9). For
the scope of this work, ωO0,OP can only have non-zero components in P0 and
y0 direction. With P1,OP(k + 1) the new crosswind locations y1,OP(k + 1) and
z1,OP(k + 1) can be calculated with the Equations (2.2) and (2.3), respectively.
This completes the transition ωr1,OP(k) ↘ ωr1,OP(k + 1). Note that only P1,OP(k) is
needed to determine the OP’s location in K1. At the cost of calculating y1,OP(k)
and z1,OP(k) again at each time step, they do not have to be stored as states. To
update ωr0,OP(k) the step which the OP took in K1 has to be translated into K0:

ωr0,OP(k + 1) = ωr0,OP(k) + R01(Y0,OP)[ ωr1,OP(k + 1) ↓ ωr1,OP(k)] , (2.9)

where Y0,OP is the wind direction at ωr0,OP(k). Note that Y0,OP refers to one OP’s
individual wind direction; other OPs may have different values. This means that
each OP propagates on its own and non-uniform wind directions can be simulated.
Figure 2.3 shows the OP step in the wake and world coordinate system. In Figure
2.3-1 and 2.3-2 the wind direction is constant, indicated by the arrow left to the
y0 axis. The OP calculates its step in the wake coordinate system (dotted arrow)
and updates its location vectors. These are here simplified to ωr0 and ωr1. In 2.3-3
the wind direction changes and the former FLORIS wake description is invalid
and greyed out. With the new wind direction R01(Y0,OP) is calculated differently.
The OP can calculate its step in the wake coordinate system as before, but its
translation K1 ↘ K0 changed. Note that neither ωr0 nor ωr1 are influenced by the
changed wind direction. Their magnitude and orientation remain the same in their
respective coordinate systems, however, their orientation towards each other
changes.

0.0.:. -%(-/(%5."# ") C5 %#& C;
The thrust coefficient CT is often approximated following the actuator disc theory:
CT(Z) = 4Z(1 ↓ Z), where Z is the axial induction factor. To circumvent this
approximation, simulations or experiments can be used to create lookup tables.
Since most equations of the Gaussian FLORIS model are dependent directly on CT
rather than Z, we used lookup tables generated in SOWFA to align FLORIDyn’s
thrust coefficient with what the turbines in the validation environment experience.
For completeness, we also use lookup tables for the power coefficient CP. The
tables are generated for the DTU10MW reference turbine [33]. It has to be added
that these tables are generated from a grid of high-fidelity simulations, where
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Figure 2.3.: This figure visualizes the working of Equation (2.9), which is applied for each
OP individually. In the transition from (1↘ 2), the position update of an OP in a
time step with a constant wind direction is depicted. The transition from (3↘ 4)
shows the position update when the wind direction changes. In this case, the
wake coordinate system is rotated around the OP’s location to match the new
downstream direction. This causes the apparent origin of the wake in the world
coordinate system to change, which is visualized by the grey turbine.

the coefficients were read after the simulation converged to a steady state. The
tables can, therefore, only approximate the effect of a changing turbine state
and changing wind field conditions onto CT and CP. Control approaches for axial-
induction-based controllers, such as the one presented by [34], successfully use
similar lookup tables, which is why we assume these to be sufficient. Nevertheless,
an extension for dynamic circumstances would be a valuable addition for future
work but is also connected to a significant computational effort.
In the tables, the coefficients are described dependent on the blade pitch angle

[ and the tip speed ratio ](a,Oeff), where a is the angular velocity of the rotor.
However, neither FLORIS nor FLORIDyn can provide ] and [. What they can
provide is Oeff. Combined with the assumption that each turbine follows a greedy
control strategy and maximizes CP(],[) for the given wind, we can formulate
the coefficients dependent only on Oeff: first, maximize CP within the physical
limitations of the wind turbine for all wind speeds, then use the ]P,max and [P,max
to calculate the respective CT. The resulting curves can be seen in Figure 2.4.

4 5 6 7 8 9 10 11 12 13 14 15
Wind speed in m/s

0.2
0.4
0.6
0.8
1

V
al
ue

(-)

CP
CT

Figure 2.4.: Greedy control settings of the un-yawed 10MW DTU reference turbine based
on the effective rotor wind speed.
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Unfortunately, the resulting CT(Oeff) values can get very high, especially for
low wind speeds. This conflicts with some FLORIS equations, which comprise the
term
*
1 ↓ CT and become complex for CT values above 1. To avoid these issues,

CT(Oeff) is limited to its value at the Betz limit: CT|Z=1/3 = 0.8̄ [35]. Another
complication is the calculation of the added turbulence levels as it is the only
equation which requires the axial induction factor. In this case, the calculation
of CT(Z) was inverted to determine Z(CT), based on the actuator disc theory, as
follows:

Z =
1

2
(1 ↓
*
1 ↓ CT) . (2.10)

Yaw effects on CT and Z are neglected here. In future work this expression could
be substituted, for instance by the polynomial approximation of [36]. It extends
Z(CT) to CT values above 1. However, as CT is limited in this work, this extension
is not necessary. The power coefficient is the remaining aspect which was used
unaltered from the lookup tables. For the tested wind speeds below 11ms−1 the
power coefficient is constant at CP = 0.4929. The effect of Q is approximated by
multiplying CP with cos(Q)pp . For simplicity’s sake we assume pp to be a constant
value. This could be extended by the work presented by [37] which takes the
presence of other wakes into account. Similarly, [38] presents an adaptation for
locally varying wind profiles.

0.0.>. 1.#& fi$(& 4"&$(
In order to drive the FLORIDyn model, the wind field needs to be able to simulate
heterogeneous, changing environmental conditions. The implemented solution
is inspired by the work of [23]. The basic assumption is that measurements of
the wind field variables are available at certain locations. This could be due to
satellite data, lidar measurements, met masts or other sensors. The value of a
measurement for the location of an OP is then interpolated between the measure-
ments available. To reduce the computational effort of an interpolation at every
time step, a nearest-neighbor interpolation (NNI) is desirable. To get a sufficient
resolution of the measurements to justify an NNI, the sparse measurements ωm
have to be mapped to dense measurement grid points ωmg:

ωmg =M ωm, (2.11)

where the matrix M describes the mapping and can be calculated offline. The
Wth row in M describes the percental composition of ωmg,W from ωm. As a result, the
sum of every row in M is equal to 1. This way, a more complex interpolation
can be reduced to a matrix multiplication and a NNI at runtime. In this work, a
linear interpolation is used to map the measurements to the grid points, which are
spaced in a 20 ≃ 20m grid. OPs outside of the grid defined by ωmg use the closest
grid point. This method is also independent from the quantity measured. In this
work, the wind speed, the wind direction and the ambient turbulence intensity
were interpolated with the presented method.
However, the presented method is only meant for values changing in the P0 and

y0 direction. The wind speed is the only field measurement which is also changed
in the z0 direction; wind direction and ambient turbulence intensity are assumed
to be constant in the vertical direction. Following [23] the power law is applied:

O(z0) =
+ z0
z0,m

,bs

O(z0,m) , (2.12)
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where z0,m is the height of the measurement and bs is the shear coefficient. The
shear coefficient approximates the combined effect of atmospheric stability and
surface roughness. A small value describes unstable flow conditions. Examples
for characteristic bs values due to surface roughness are 0.11 over water, 0.16
over grass, 0.20 over shrubs, 0.28 over forests and 0.40 over cities [39]. In this
work z0,m is equal to the hub height zh of the turbine.

0.3. ,.4/(%5."# +$,/(5,
In this section, the Gaussian FLORIDyn model is compared to SOWFA with the
focus on turbine interaction. Two wind farm layouts are considered for compar-
ison: three consecutive turbines and a nine-turbine cluster arranged in a 3 ≃ 3
configuration. The DTU 10MW reference turbine is used for all simulations. Table
2.1 summarizes the FLORIS and FLORIDyn parameters used in the simulations.
The FLORIS parameters kZ and kb are from [40] , kƒ ,Z to kƒ ,d are set based on
FLORISSE_M [41], and b∃, [∃ follow the findings of [16]. The efficiency R was
tuned based on turbine T0 in the three turbine baseline case; pp was tuned based
on the three turbine yaw case (Section 2.3.1 and 2.3.1 respectively). For FLORI-
Dyn, nc relates to the number of OP chains per turbine and nOP to the number of
OPs per chain. The value of nOP was set to cover the entire relevant downstream
domain of a turbine; nc was set to maintain a sufficient density of OPs at the
location of other turbines. In FLORIDyn, one time step is 4.0 s long.

Table 2.1.: Parameters used in the simulation with the values they influence
FLORIS
Wake expansion Added turbulence

kZ kb kƒ ,Z kƒ ,b kƒ ,c kƒ ,d
0.38371 0.003678 0.73 0.8325 0.0325 ↓0.32
FLORIS FLORIDyn Wind
Potential core Power Chains, OPs Shear

b∃ [∃ R pp nc nOP bs
2.32 0.154 0.8572 2.2 50 200 0.08

Table 2.1 also includes the wind shear coefficient, bs, which was approximated
based on the free flow in SOWFA. The inflow boundary conditions for SOWFA are
provided by a precursor simulation which simulates a horizontally homogenous,
conventionally neutral atmospheric boundary layer including Coriolis effects. The
SOWFA settings differ for the three turbine case and the nine turbine case and
will be explained in the respective sections.

0.3.!. 5’+$$ 5/+6.#$ -%,$
The three turbines are placed 5D = 892 m apart from each other in down-
wind direction. Turbine T0 is located at (608 m,500 m), and T1 and T2 are
at (1500 m,500 m) and (2392 m,500 m) respectively. The mean wind speed
at hub height is approximately 8.2 ms↓1 with an ambient turbulence intensity
of roughly 6 %. The mean wind direction is constant along the x axis. The full
SOWFA flow field domain spans 3 ≃ 1 ≃ 1 km and was simulated with a time
step of Et = 0.04s. The base cells of the flow field are 10 ≃ 10 ≃ 10 m. The
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Figure 2.5.: Scaled layout of the three-turbine case with the wind direction indicated by an
arrow on the left. The 0↗, 10↗ and 20↗ yaw orientations from T0 are indicated as
turbine symbols with the according orientation. The colored background areas
indicate the zones of cell refinement.

refinement areas are centered in the domain and have no offset from the ground.
The first refinement is 2.4 ≃ 0.8 ≃ 0.5 km with 5 ≃ 5 ≃ 5m cells, the second one
is 2.2 ≃ 0.6 ≃ 0.35 km with 2.5 ≃ 2.5 ≃ 2.5m cells. Figure 2.5 shows the to-scale
layout including the areas of cell refinement. In SOWFA, the turbines are modeled
with the built-in Actuator Line Method (ALM) implementation [42].
To give a better idea of the low-frequency, less-turbulent dynamics, the power

generated in SOWFA is also presented filtered by a zero-phase second-order
low-pass filter. This non-causal filter is added to aid the visual interpretation of
the simulation results. The filter has a damping ratio of d = 0.7 and a natural
frequency of a = 0.03 s↓1. This allows for a more equal comparison as FLORIDyn
is sampled at a lower frequency and turbulence is only included as a flow field
metric.
A regular second-order low-pass filter with the same d and a is used for the

FLORIDyn data. This causal filter visualizes how low-pass filtering would affect
the predicted power generated. This could have advantages due to the changes
made to the OP travel speed in Section 2.2.3, which can lead to a very abrupt
wake interaction, as will be discussed in Section 2.3.1. However, the filter also
naturally adds a phase shift to the data, an effect which might not be desired.
Note that the two filters have different purposes: The non-causal SOWFA filter

aims to help to interpret the simulation results, while the causal FLORIDyn filter
explores if and when the use of a low-pass filter would be advantageous or if it
would decrease the quality of the results.

-"4;%+.,"# ") 5’$ 1.#& )%+4 ,5%+5-/; %#& ,5$%&2-,5%5$
In Figure 2.6 the power generated by the turbines in FLORIDyn is compared to the
SOWFA simulation. The dynamics in this simulation are the turbulent wind field
and the settling of the wake. In the unfiltered data, the interaction in FLORIDyn
sets in earlier and more abrupt than in SOWFA. This is due to the OPs traveling at
the free wind speed, as explained in Section 2.2.3. The slight curvature of the drop
at t ⇐ 100 s can be explained by the wind shear: OPs at a lower altitude travel at
a slower free wind speed than OPs at a higher altitude and therefore arrive later
at the downstream turbine and therefore affect the turbine later. There are two
major aspects to address in order to close the gap between the SOWFA and the
FLORIDyn start-up: on the one hand, the way state changes propagate through
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Figure 2.6.: Wind farm start-up and steady-state comparison of the power generated in
SOWFA and in FLORIDyn. The unfiltered data is plotted in the left figure, and
the filtered data is on the right. The SOWFA data is filtered with a zero-phase
(noncausal) low-pass filter and FLORIDyn with a causal low-pass filter.

the wake; on the other hand, how a downstream turbine reacts to the new wind
field. To give an idea of how a change of the latter aspect would influence the
plot, Figure 2.6 also shows low-pass-filtered FLORIDyn data in comparison to zero-
phase-filtered SOWFA data. The FLORIDyn data align much more with the SOWFA
data but still show discrepancies in terms of dynamic response and steady-state
quality of the solution. It should be emphasized that the inFLORIDyn-applied filter
does not affect the wake, it only adds an artificial dynamic response to the power
calculation. This is important when heterogeneous and changing wind directions
are taken into account.
The power generated after the wind farm start-up remains steady in FLORIDyn.

This is because there are no turbulent wind speed changes in FLORIDyn. In this
state, FLORIDyn is equal to the underlying FLORIS model; therefore, errors in this
state need to be solved by adapting the FLORIS model. This could be done by
parameter tuning, which has only been done partially in this work (R and pp; see
introduction Section 2.3).
To incorporate the turbulent wind speed changes, at least to a certain degree,

an estimation of the wind speed at the turbine location would be necessary. This
could be done by including wind speed sensor data or estimating the wind based
on the power generated [21] or based on a torque balance equation [43].
A notable aspect of this simulation is the influence of the added turbulence.

Because T0 adds turbulence to the wind field, the wake of turbine T1 recovers
faster. Turbine T2 thus experiences higher wind speeds and generates more
power than it would without the additional turbulence. This effect can also be
observed in the SOWFA data. The old Zone FLORIDyn model is not able to capture
this effect due to the underlying Zone FLORIS model. It shows how the FLORIDyn
framework is inherently dependent on the capabilities of the employed FLORIS
model.

-"4;%+.,"# &/+.#* % 2%1 %#*($ -’%#*$
In this simulation, the yaw angle Q of turbine T0 is changing from 0↗ to 20↗
in steps of 10↗, starting at t = 200 s and 800 s. The change rate of Q is set
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Figure 2.7.: Comparison of the power generated in SOWFA and in FLORIDyn with changing
yaw angles. The transparent bars indicate the time window in which turbine T0
increases its yaw angle by 10↗. The left plot shows the unfiltered data, and the
right one shows the filtered data. The SOWFA data is filtered with a zero-phase
(noncausal) low-pass filter, FLORIDyn with a causal low-pass filter.

to 0.3↗ s↓1. Figure 2.7 shows the unfiltered SOWFA data in comparison to the
unfiltered FLORIDyn data on the left, as well as the filtered data on the right.
Filtering was performed as described in the introduction of Section 2.3.1.

In FLORIDyn, turbine T1 shows a slight reaction to the yaw changes of turbine
T0 at roughly t ⇐ 320 s and more significantly at t ⇐ 920 s. The influence of
the state change then travels further and impacts T2 at t ⇐ 430 s and, as well
more significantly, at t ⇐ 1030 s. In SOWFA, the reaction is obscured by turbulent
influences. However, an increase in average power can be seen for T1 and T2
throughout the entire simulation. Figure 2.8 shows the baseline simulation in
comparison to the SOWFA simulation, in absolute values and the difference. The
data of both simulations can be compared since they use the same wind field. It
allows for a more accurate determination of the reaction time to the upstream
change. Turbine T1 starts to react to the first yaw angle change at t ⇐ 320± 8 s,
T2 at t ⇐ 434±8 s. Given the distance to T0, this translates to a travel speed of the
first influence between [6.98,7.97] ms↓1 to T1 and [7.38,7.90] ms↓1 to T2. This
indicates that first effects of the yaw angle change do travel at almost free-stream
velocity and the times align with the FLORIDyn prediction. However, FLORIDyn
does lack the dynamic nature of the interaction, which means the response of
the wake to the state change of the upstream turbine and the response of the
downstream turbine to changes in the wake. Given that all OPs travel at their
free-stream velocity, turbine state changes are directly picked up by the OPs and
transported, and the FLORIDyn turbine reacts immediately when the OP arrives.
The low-pass-filtered results provide an idea of how a dynamic response could
change the results. The unfiltered difference between the SOWFA simulations is
given in the Appendix 2.A.1. Figure 2.7 also shows that FLORIDyn underestimates
the gain in generated energy in the steady-state region. The error likely lies with
the underlying FLORIS model as it is a steady-state error. Better parameter tuning
would likely decrease or even eliminate the error.
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Figure 2.8.: Comparison between the zero phase filtered (zp.f.) SOWFA data in the baseline
case (bl.) and in the yaw case. On the left are absolute values, and on the right
is the difference between the yaw case and the baseline case. The transparent
bars indicate the time window in which turbine T0 increases its yaw angle, first
from 0↗ to 10↗, then to 20↗.
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Figure 2.9.: Complete nine turbine FLORIDyn flow field in comparison to SOWFA at t = 600 s.
The wind direction change is indicated in the lower left corner of the SOWFA
plot.

0.3.0. #.#$ 5/+6.#$ -%,$
In order to test the model in a changing environment, a simulation with nine
turbines was performed. The turbines are arranged in a three-by-three grid with
900 m distance to the closest turbines and 600 m to the edge. The setup is
presented in Figure 2.9 as well as the numbering of the turbines. The wind field
performs a 60↗ uniform wind direction change from 15↗ to 75↗, as indicated in
Figure 2.9. The change starts at t = 600 s with 0.2↗ s↓1 and ends at t = 900 s.
The change in wind direction is achieved by using SOWFA’s built-in utility to
specify the wind speed and wind direction at a certain height and time. For the
remainder of the simulation, the wind field conditions remain steady. To keep the
computational load of the SOWFA simulation low, the DTU 10MW turbines were
simulated with the Actuator Disc Method (ADM). This also allows a coarser grid and
time resolution: The domain is discretized in 10≃ 10≃ 10m cells, and the SOWFA
time step length is set to 0.5 s. The flow field spans 3≃3≃1 km. The average wind
speed during the simulation is 8.2ms↓1 and the ambient turbulence intensity is
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Figure 2.10.: Nine turbine flow field at hub height during the wind direction change at
t = 700 s (top), t = 800 s (center) and t = 900 s (bottom). The FLORIDyn
flow field is on the left and includes grey arrows as an indicator of the current
wind direction. On the right is the corresponding snapshot from the SOWFA
simulation.

approximately 6 %. During the simulation, the turbines maintain a yaw angle of
0↗ and turn with the wind. For simplicity we assume ideal wind direction tracking
capabilities and apply a prescribed motion. For more information see the dataset
which contains the SOWFA files for the case and the precursor simulation [44].
Figure 2.10 shows the flow field during the wind direction change, starting at

the time instances t = 700 s, t = 800 s and 900s. The SOWFA slices are taken
at hub height. To show the center of the FLORIDyn flow field, only OPs between
0.5 zh < zOP < 1.5 zh are plotted. As the wake expands, more chains leave these
bounds, which leads to a sparser description of the wake in the plot. Due to the
changes to FLORIDyn described in Section 2.2.3, the OPs do not influence each
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Figure 2.11.: Power generated in the nine-turbine case. The grey area marks the time
window in which the wind direction linearly changes by 60↗. The plots are
arranged to fit the layout of the wind farm in Figure 2.9. The data shows the
zero-phase filtered (zp. f.) and the unfiltered (unf.) SOWFA data, as well as
the filtered (f.) and unfiltered FLORIDyn data.

other in the field and OPs with a higher velocity can appear among OPs with a
lower velocity. The net effect of multiple OPs is only calculated at the rotor plane.
The grey arrows in the FLORIDyn plots indicate the current wind direction. The
plots of both simulations visualize how the wakes slowly transition to the new
wind direction, forming a bow shape in the process. FLORIDyn seems to describe
the general path of the SOWFA wakes quite well. It also capture some effects like
shorter, wider wakes of T4 and T5 at t = 900 s.
To more accurately judge the timing of FLORIDyn, Figure 2.11 shows the gener-

ated power of all nine turbines. The plots are arranged in the same way as the
turbines in the flow field plots. All plots show the filtered and unfiltered data of
FLORIDyn and SOWFA. The filtering is identical to the filtering in Section 2.3.1.
The grey area marks the time window of the wind direction change. Looking at
the magnitude of the generated power, FLORIDyn predicts the average of the free
stream turbines T0, T3, T6, T7 and T8 quite well, but the remaining turbines show
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a noticeable offset in generated power. This could be due to speed-up effects
and is briefly discussed in Appendix 2.A.2. The interesting aspect is the timing
of the wake interaction from upstream turbines with downstream turbines. The
generated power by T4 shows the passing of the wake of T6 during the wind direc-
tion change. Noticeable is the accuracy with which the unfiltered FLORIDyn data
align the unfiltered SOWFA data. Table 2.2 lists the points in time at which the
power generated is minimal in SOWFA and in FLORIDyn, as well as the difference.
This shows that FLORIDyn predicts the maximal wake influence 5.5 s later than in
SOWFA. The filtering of the FLORIDyn data significantly worsens the quality of the

Table 2.2.: Points in time at which the power generated in the nine-turbine case is minimal
due to wake interaction.

Turbine 1 Turbine 2 Turbine 4 Turbine 5
Min. 1 Min. 2 Min. 1 Min. 2 Min. 1 Min. 1

SOWFA (s) 833.5 996.5 822 972 826.5 809
FLORIDyn (s) 832 992 836 992 832 836

Error (s) ↓1.5 ↓4.5 +14 +20 +5.5 +27

result, in contrast to the simulations of the three-turbine case. The filtering was
applied on the data from the rotor plane. Thus, only modifying the way a turbine
perceives the incoming, foreign wake in FLORIDyn will not improve the simulation
for changing environments. As a result, future research has to improve the way a
turbine dynamically influences its own wake. Turbine T1 shows similar behavior to
T4: the generated power shows the wake influence of T3 first, but it also shows, af-
ter the wind direction stopped changing, the influence of the outskirts of the wake
of T6. While the timing of this interaction shows good agreement, the magnitude
of the interaction is considerably lower in FLORIDyn than in SOWFA. This could
be due to a too fast recovering FLORIS wake, an inadequate wake superposition
method or due to local turbulence levels, which FLORIDyn can not capture. T5
shows the overlapping influence of the wakes of T6 and T7. The two overlapping
Gaussian influences do form a longer period of reduced generated power. This
can be seen in both simulations. Table 2.2 shows the largest timing error between
SOWFA and FLORIDyn for this wake influence. This could stem from an inaccurate
wake interaction model and the way added turbulence is treated. T2 shows the
most overlapping influences by the wakes of T3, T4, T6 and T7 in this order. While
the first two overlapping interactions show good agreement, FLORIDyn shows
poorer agreement with SOWFA for the influence of T6 and T7. Again, the SOWFA
simulation suggests a larger decrease in generated power. A reason could be that
the way wakes combine is not described accurately enough. The timing of the
wake of T7 seems to be a bit too late as well. However, the SOWFA simulation
recovers to its steady-state at about the same time as FLORIDyn. Additionally, all
turbines, with the exception of T6, experience a small influence of the upstream
turbines in the steady-state configuration. This effect is not noticeable in the
SOWFA simulations. Concluding, FLORIDyn describes the timing of passing wake
influences quite well. However, there are discrepancies in terms of magnitude
and possibly in the way wakes combine their effects on downstream turbines.
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Table 2.3 contains the average computational time per time step, which is equiv-
alent to 4 s simulation time. This can be compared to SOWFA, which can take
around 5.8·102 s to 5.4·103 s per core, per time step, depending on the setup [45].
The FLORIDyn measurements were performed for two and three consecutive tur-
bines and a 2≃ 2 and 3≃ 3 turbines wind farm. The times exclude plotting and the
simulation setup time. A setup can take up to 3 s, depending on how much data
needs to be imported. The measurements were taken on a MacBook Pro (2019),
2.3 GHz 8-Core Intel i9 CPU, 32GB of 2667 MHz DDR 4 RAM, an SSD and MacOS
Catalina (10.15.7). The simulation environment is Matlab 2020a without the use of
toolboxes, such as the parallel computing toolbox, and without precompiled code,
besides what is built into the simulation environment. These results naturally
vary with the layout, atmospheric behavior, simulation settings, etc., and are only
meant to give an estimation of the performance.
A first takeaway is that FLORIDyn simulates all cases faster than real-time:

Within 4 s, the simulation can perform between 164 and 6.5 simulation steps,
depending on the number of turbines simulated. This results in 656 sSim in-
simulation time for two turbines and goes down to 26 sSim for nine turbines
in 4 s of real-time. This opens up the needed computational headroom for a
model-based real-time control strategy and the necessary optimization. On the
other hand, the times also do not offer a large time window for optimization. For
instance, in the three-turbine yaw case, it takes roughly 300 sSim in simulated
time until the yaw changes have propagated from the first turbine to the last
turbine. To optimize the control actions with this model for the near future, parallel
computing would be needed. With an increasing number of turbines, this time
window decreases.
Generally, the computational time increases quadratically with n2T ↓ nT, as nT

turbines need to determine if they are in the wake of another turbine and calculate
the influence. This growth in computational effort is assumed to decrease with
larger wind farms: As the spacial dimension grows, not every turbine needs to
consider all other turbines for interaction. Nevertheless, the simulation times will
exceed what is practical for a wind farm with ⇒ 3 turbines.
There are multiple opportunities to improve performance that have not been

utilized so far. The main aspect that increases computational effort is the interac-
tion among the turbines. The first step can be to calculate the turbine interactions
in parallel. A second step is to find a way to efficiently determine if a turbine
is influenced by a wake. Furthermore, the number of OPs per turbine can be
decreased and tuned: not all chains need to be equally long, and OPs that wander
out of the domain can be disregarded. Then, there is the fundamental question of
whether the proposed structure of FLORIDyn can be improved, for instance, by
using less but more efficient OPs. Eventually, the programming platform can be
switched to a choice that allows more specific optimization, e.g., C, C++, or Julia.

Table 2.3.: Computational performance
Number of turbines 2 3 4 9
Total number of OPs 2 · 104 3 · 104 4 · 104 9 · 104
tcomp. time per step (s) 2.44 · 10↓2 5.87 · 10↓2 1.09 · 10↓1 6.13 · 10↓1
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In this paper, a new FLORIDyn model is presented and compared to SOWFA
simulations. This model utilizes a Gaussian FLORIS model and concepts from the
previously published FLORIDyn framework by [19] to create a three-dimensional,
dynamic and computationally lightweight wind farm model. The new FLORIDyn
model is further capable of simulating its wakes under heterogeneous and time-
varying flow conditions. To achieve this, we presented a mathematical approach
to decouple wake and flow characteristics into two coordinate system which are
connected by observation points. To simulate changing environmental conditions,
a method to map sparse flow field measurements to a finer grid was presented
which avoids the interpolation cost at runtime. The new FLORIDyn model shows
good performance compared to SOWFA in terms of timing and is able to predict
accurately when a downstream turbine is experiencing influences from upstream
turbines.
Despite the considerable advancements over the old FLORIDyn implementation,

there are still several aspect of the model which can be improved. The central
aspect is how turbines influence wakes and how wakes are perceived by turbines.
In this work we have decoupled the OP propagation speed from the effective
wind speed, which effectively leads to a simpler, lightweight model while the
wake behavior is still dynamically described. However, this way state changes
reach downstream turbines too soon and in a sudden manner. Ideally this can be
overcome by finding better, computationally lightweight methods to model the
influence of changing turbine states on the wake needs and also how a turbine
reacts to dynamic changes in the flow. Another aspect that can be improved is
related to the interface between FLORIDyn and FLORIS. FLORIS has been sub-
ject to many developments and improvements, and FLORIDyn can utilize these
improvements if it improves the interface: with a generic interface, newer devel-
opments can be included and existing code can be used in a sustainable manner.
The simulations also show that parameter tuning has to be more accessible and
possibly needs to be performed online in some cases. The next aspect which
could be improved is the coupling of FLORIDyn with the turbulent environment
of the real wind farm (or its surrogate). Combined with the changes to the OP
propagation speed from this work, this can lead to a more uneven OP distribution
with dense areas where high wind speeds decrease and sparse areas where low
wind speeds increase. An extension to the model could feature a method to
combine and generate OPs, depending on the density of OPs. Although, this could
also lead to undesired information loss, depending on the implementation. To
achieve better results, the wind field model has to be replaced or enhanced by
estimators. The latter would provide a more accurate estimate of wind speed,
direction and ambient turbulence intensity for the FLORIDyn simulation. In the
long term, a dynamic description of the environment could become part of the
FLORIDyn model. This could also include effects like induction zones and speed-
up between the turbines. The last aspect to consider for improvement is the
performance. In its current implementation, FLORIDyn delivers its results at a low
computational cost. This has to be maintained, if not improved, to allow its use
for dynamic real-time closed-loop control algorithms in the future. The simulation
also needs to be structurally improved to keep its low computational cost for wind
farms with large numbers of turbines.
Concluding, the new FLORIDyn model is a promising concept with unique
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strengths. With FLORIS in its core, it utilizes an existing, successfully employed
model and provides a new dimension in a challenging environment at a low
computational cost. The model can already be adapted to work in a closed-loop
control design and shows more potential if the mentioned aspects are improved.
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Figure 2.12.: Difference between the yaw case in SOWFA and the baseline case with unfil-
tered and zero-phase-filtered data. Filtering was performed before calculating
the difference. The dotted lines mark the start of the yaw angle changes of T0.

Figure 2.12 shows the difference between the power generated in SOWFA in the
yaw case (Section 2.3.1) and the steady-state base line case (Section 2.3.1). Both
simulations are performed in the same turbulent environment, something which
would be impossible to achieve in realistic conditions. This way, the difference
allows for a clearer interpretation of the influence of the yaw step, at least the
timing. In comparison to Figure 2.8, Figure 2.12 shows the unfiltered data as well
as the filtered one for all three turbines. T1 shows between t = 312 s and 329 s a
first reaction due to the changed wake of T0. T2 shows a first reaction between
t = 426 s and 442 s. The filtered data shows a slightly earlier influence due to the
nature of a zero phase filter.

0.%.0. %=$+%*$& =$("-.52 .# 5’$ #.#$ 5/+6.#$ -%,$
Figure 2.A.2 shows the averaged wind speed in the nine turbine case from t =
500 s to 600 s at hub height in SOWFA. 34 slices were used to average. The wind
speed is binned into 11 wind speed sections which are plotted as contours. During
the time of averaging the wind direction is constant. The average wind speed of
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Figure 2.13.: Averaged wind speed from t = 500 s to 600 s, divided into 11 speed sections.

the incoming air is at approximately 8ms↓1. However, between the turbine rows,
the wind speed increases to a higher level, up to 9.44ms↓1 in some places. This
could be explained by speed-up effects: The turbines act as resistances in the flow
field, and the wind speed in the place of least resistance, between the turbines,
increases. The effect has been observed and described in [46] as well for instance.
Due to the speed up, the turbines further downstream experience higher wind
speeds than the ones in free stream and generate more energy. Figure 2.11
quantifies the effect, where T2, T4, and T5 generate significantly more energy
than T6, for instance. After the wind direction change, the effect leads again T2
and T4 to generate more power. T1 is now in the situation T5 was in initially and
also generates more energy. T5, however, drops to a lower level. Without an
added model for effects like these, FLORIDyn (and FLORIS) will not be able to
accurately describe the wind field.
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This chapter is based on the following publication:
[47] M. Becker, D. Allaerts, and J.W. van Wingerden, FLORIDyn - A dynamic and flexible frame-
work for real-time wind farm control, Journal of Physics: Conference Series (2022), 10.1088/1742-
6596/2265/3/032103.



This paper presents a new framework of the FLOw Redirection and Induction
Dynamics (FLORIDyn) model. It is able to dynamically simulate the wake

behaviour in wind farms under heterogeneous and changing environmental con-
ditions at a low computational cost. The novelty of this work is the improved
segregation of wake dynamics and wake influence: the framework creates Ob-
servation Points (OPs) at each turbine, which propagate wind field states and
turbine states downstream and follow the wind direction of the free stream veloc-
ity. These observation points cover the dynamic aspects of the simulation. The
OPs, along with the stored states, are now used to derive so-called Temporary
Wind Farms (TWF), which approximate the effective intra-farm wind conditions
at a given location. Within these TWF, the flow conditions are homogeneous and
steady state. This way, arbitrary wake models can be used to calculate the farm
influence on the location. The FLORIDyn framework also provides interfaces to
flow field estimators, which is tested with an effective wind speed estimator. A
nine turbine case is used to highlight the quality and performance of the simula-
tion result. Compared to its predecessor, the new FLORIDyn framework decreases
the computational cost by one to two orders of magnitude, which makes it a
promising candidate for real-time model predictive dynamic wind farm control.
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As wind turbines extract kinetic energy from the wind and transform it into electric
energy, they leave an area of decreased wind speed in the flow field. This area
is called the wake and can influence downstream turbines in a wind farm by
decreasing the amount of energy these can extract from the wind. The wake is
shaped by uncontrollable environmental influences and controllable turbine states.
An optimization of the latter can increase the power generated by the entire wind
farm: for instance an increase of the misalignment of the wind turbine with the
wind direction can redirect the wake and reduce the influence on downstream
turbines [48]. This control strategy is known as wake steering which is considered
to be a viable solution for wind farm control [49]. One way to implement wake
steering is to use a surrogate wind farm model to find the optimal control settings.
The parametric FLORIS (FLOw Redirection and Induction in Steady state) model
has made this approach feasible by being computationally cheap, easy to tune and
implement, whist being accurate enough to lead to performance improvements in
higher fidelity simulations and wind tunnel experiments [3, 50]. A downside of
FLORIS is that it neglects the dynamic behaviour of the wake and the surrounding
flow and only a few implementations are capable of simulating heterogeneous
environments and thus optimally suitable for dynamic wind farm control [51].
There have been a few proposals to address the lack of dynamics, one of which

is the FLOw Redirection and Induction Dynamics (FLORIDyn) model, presented
in 2014 by Gebraad et al. [19]. The approach is to use so called Observation
Points (OPs) which travel downstream, starting at the rotor plane and inherit the
turbine state and the wind field state. With this information and the boundaries
of the FLORIS wake, the OPs calculate their path and propagate downstream.
This way turbine state changes propagate with the OPs downstream and have a
delayed effect at other turbines. While the model pioneered in its methodology
and shows promising results, it also has some flaws: Firstly, the wind direction
is fixed and the model does not allow for heterogeneous conditions. Secondly,
the used Zone FLORIS model has since been overhauled and more capable and
accurate parametric models have been developed. Thirdly, due to the OP travel
behaviour, parts of the wake could overlap causing inconsistent edge cases.
In 2022, Becker et al. addressed a number of shortcomings of the Zone FLORI-

Dyn model and extended it with new features [1]. These are, among others,
the implementation of the 3D Gaussian FLORIS model, the inclusion of hetero-
geneous and changing flow conditions and a new method for Observation Point
(OP) distribution in the wake. While the Gaussian FLORIDyn model is able to
keep the computational cost low, the simulation times grow exponentially and
become unfeasible for model based control approaches for a wind farm with a
large number of turbines. The OPs also discretize the Gaussian shape and limit
the function by their distribution. The design is quite interconnected with the
Gaussian model and does not provide a simple interface to switch the parametric
model as desired.
This paper aims to structurally rework aspects of the Gaussian FLORIDyn model

to solve or reduce the issues it has, while maintaining its strengths. The presented
work evolves a concept from the Gaussian FLORIDyn model: To simulate a
wake in heterogeneous conditions, the implementation decoupled wake and
flow properties in a wake and a world coordinate system. We develop this
approach further to introduce Temporary Wind Farms (TWFs) which approximate
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the behaviour of static turbine wakes under heterogeneous conditions. However,
this formal addition has significant implications, as it changes the way FLORIDyn
interacts with the underlying FLORIS model and the resource requirements of
FLORIDyn. FLORIS is now treated much more as a generic model with an interface.
This allows an exchange of the used wake model. This new structural framework
can create a dynamic wake from any (steady state) wake representation, also
from those which include secondary wake steering effects. This will also allow to
include the most recent developments of the FLORIS models and such alike. The
approach also lowers the computational cost in our simulations and allows a scale
in which dynamic real time wind farm control with a large number of turbines
becomes more viable.
The remainder of the paper is structured as follows: Section 3.2 presents the

new FLORIDyn framework.
A nine turbine case is presented in Section 3.3, along with the computational

cost of the framework. Section 3.4 concludes the work presented in this paper.

3.0. &$=$(";4$#5 ") % *$#$+.- )("+.&2# )+%4$1"+9
First, the propagation of OPs and states is described (Sec. 3.2.1), the novel
framework is then described in Section 3.2.2. How to couple the framework with
measurement data is discussed in Section 3.2.3. Section 3.2.4 concludes the
methodology by highlighting specific aspects of the used implementation which
diverge from previous models.

3.0.!. ;+";%*%5."# ") "6,$+=%5."# ;".#5, %#& ,5%5$,
This section describes the mathematics1 of the OPs, which represent the wake
of a turbine. In the new FLORIDyn framework, OPs only follow the centerline.
This is in contrast to previous versions, where OPs were distributed across the
entire wake area. For each turbine, a new OP is created every time step, while
the oldest one is disregarded. Each OP has three sets of states: the location of
the OP, denoted as xOP, the turbine state xT and the wind field state xWF. The
propagation follows the concept introduced in [1] where the downwind step is
calculated in the wake coordinate system K1 and then translated to the world
coordinate system K0:

xOP,0(k + 1) = xOP,0(k) + R01(xWF,Y) [xOP,1(k + 1) ↓ xOP,1(k)]︸ ︷︷ ︸
step in K1

, (3.1)

where xOP = [xOP,0,xOP,1]↑ denotes the location state of the OP with xOP,0 =
[P0, y0, z0]↑ in the world coordinate system and xOP,1 = [P1, y1, z1]↑ in the wake
coordinate system. Note, that P1 denotes the downwind direction and y1, z1 the
crosswind coordinates, y1 from right to left, z1 from down to up as shown in
1The notation of Section 3.2.1 and 3.2.2 is as follows: small italic letters denote scalars (e.g. P),
bold small letters denote column vectors (e.g. x) and bold capital letters denote matrices (e.g. R).
Coordinate systems are denoted by K. Square brackets organize equations or define matrices and
vectors, round brackets are function inputs or properties. Lower indices of vectors first specify the
parent object or type, then the coordinate system and lastly the extracted value. Depending on the
context, some part of the index might be missing, but the order remains. If the extracted value is
specified, the vector might reduce to a scalar and is written accordingly, e.g. xOP,0 ↘ POP,0,y. Lower
indices of matrices denote which coordinate system they transform into which, e.g. R01 transforms
K1 into K0, such that x0 = R01x1.
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Figure 3.1. The wind field state is written as xWF and PWF,Y only refers to the
wind direction Y. The rotational matrix R01 rotates the OP propagation step in
K1 around the z-axis in mathematical positive direction and therefore transforms
vectors from K1 to K0:

R01(Y) =



cosY ↓ sinY 0
sinY cosY 0
0 0 1


 (3.2)

The positional update in the wake coordinates is calculated as follows:

POP,1,x(k + 1) = POP,1,x(k) + Et PWF,u (3.3)
xOP,1,y,z(k + 1) = U(POP,1,x(k + 1),xT,xWF) (3.4)

where Et is the simulation time step, xWF,u is the free wind speed and U denotes
the deflection function. When an OP is created, xOP,1 = 0 and xOP,0 = t0 where t0
is the world location of the wind turbine rotor center.

0

0

0

Figure 3.1.: Visualization of the coordinate system K0 and the two K1 systems of two
turbines. The figure also shows the OPs flowing downstream as well as the
turbine location vectors tTW ,0 and the wind direction Y.

The description of xT and xWF is purposefully kept generic as these states may
vary with the used parametric model. The turbine state xT can be summarized as
all states that are turbine specific and are needed to calculate the wake shape.
Examples are the yaw angle Q or the axial induction Z. The wind field state xWF
contains all states necessary to propagate the wake and to calculate it. In the
presented formulation the free wind speed and the wind direction are mandatory,
but xWF can also include the ambient turbulence intensity for instance. States in
xWF are also considered to be measurable by sensors at other locations than the
turbine and could be corrected by state estimation methods.

3.0.0. $?5+%;"(%5."# )+"4 ";, %#& 5’$ -+$%5."# ") 5$4;"+%+2 1.#&
)%+4,

The reduction of the number of OPs leads to a sparse wake description. Where
other FLORIDyn formulations have the possibility to justify a nearest neighbour in-
terpolation due to a high density of OPs, the current description cannot. Therefore
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a method to extrapolate the wake influence is presented. The general problem is
posed as follows:
What is the influence of the turbines T at the world location l0?

For each turbine TW ↔ T we choose the two OPs (OP1 and OP2) in front and behind
the closest point on the centerline of TW to l0. Then we linearly interpolate between
OP1 and OP2 to obtain OP∃ in such a way that the distance to l0 is minimal:

T =

-
xOP2,0 ↓ xOP1,0

.↑ -l0 ↓ xOP1,0
.

-
xOP2,0 ↓ xOP1,0

.↑ -xOP2,0 ↓ xOP1,0
. (3.5)

which returns the weight T ↔ [0,1]. The K0 location of OP∃ is then given by

xOP∃,0 = xOP1,0 + T
-
xOP2,0 ↓ xOP1,0

.
= (1 ↓ T)xOP1,0 + TxOP2,0 . (3.6)

This is visualized in Figure 3.2. The weight is then also used to interpolate the
other states xOP∃,1, xT∃ and xWF∃ , equivalent to Eq. (3.6). In the edge cases
where the first or last OP of TW is the closest OP, no interpolation is performed and
OP∃ = OPEdge. This means, that if only one OP is used, the framework extrapolates
from that OP and directly returns the underlying parametric wake model. After
applying Eq. (3.6), every turbine in T is represented by an OP∃ close to l0.
The next step is to locate l0 in K1 of turbine TW, based on the states represented

by OP∃. This is done by rotating the vector l0 ↓ xOP∃,0 (pointing from OP∃ to l0)
from the world frame K0 to the wake frame K1 of TW with the inverted rotational
matrix: R↓101 = R↑01 = R10. This vector is then added to the K1 position of OP∃:

lTW,1 = xOP∃,1 + R10(PWF∃,Y)
-
l0 ↓ xOP∃,0
.
. (3.7)

As a result, lTW,1 can be calculated for all turbines TW ↔ T . The vector lTW,1 stems
from the origin of K∃

1 , the turbine coordinate system of TW based on the states
of OP∃. This means that if the wind field states of OP1 and OP2 (which OP∃ is
derived from) have changed since their initialization, the origins of K∃

1 and K1 are
not at equal locations in K0. Figure 3.2 illustrates this.
With this information we can create a Temporary Wind Farm (TWF). The TWF

approximates the environment around l0 and can be seen as the effective wind
farm at the requested location: This includes all turbines in T as perceived by
the OPs∃ close to l0. By using the data from the OPs∃, locations of the turbines
in the TWF can differ from their real world locations, as shown in Figure 3.2. A
new coordinate system K2 is created which is characteristically similar to K1: The
wind direction is fixed along the P2 axis, y2 is the crosswind direction and the
z2 axis is pointing upwards. First, we place l0 in K2: its location can be chosen
arbitrarily, but for convenience we will choose l2 = [0,0, c0,z]↑ which ensures that
z2 = 0 is ground level if elevation is not part of the simulation. The wind turbines
can be located by reversing the vectors lTW,1:

tTW,2 = l2 ↓ R21(0) lTW,1 . (3.8)

Since K1 and K2 share the same wind direction, R21(0) is a 3 ≃ 3 identity matrix.
The turbine states are given by the respective OP∃. The wind field states however
are not entirely defined, only the wind direction is fixed. In practice however, we
can assume that the wind field states of the different OP∃ will be very similar as
they are also in local proximity to each other. In our implementation we averaged
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Figure 3.2.: The top figure shows the interpolation of OP∃ and how it is used to calculate the
position of l0 in K∃

1 of TW. The wind direction is steady and K1 of the turbine is
equal to K∃

1 of OP∃. During a wind direction change, the center line propagates
to its new steady state, which leads to a change of PWF∃ ,Y and therefore to a
temporary mismatch between the locations of the origins of K∃

1 and K1 in K0
(lower figure).

between the two closest OP∃, weighted by the distance to l0. The TWF is now
complete and approximates the wake and wind field conditions around l0 as a
wind farm in homogeneous conditions. The TWF in K2 can be evaluated in an
arbitrary wake model to return the influence of T at l2 which approximates the
influence of T at l0.

Note that due to the way the TWF are derived, existing steady state wake
models can be used to their full extent: The presented framework does not
require a certain wake shape or wake merging method. With multiple turbines in
one TWF, secondary wake steering effects could be captured as well. This ensures
that novel developments in these wake models can also be tested in a dynamic,
heterogeneous environment.

Another aspect is that the computational load can be scaled by limiting the
size of T . If downstream turbines do not have an influence on upstream turbines
in the used wake model, they can be disregarded from T . The same goes for
turbines with a significant upwind or crosswind distance to l0. This allows a split
of an entire wind farm into many smaller wind farms which can be evaluated in
parallel.
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The presented framework simplifies the state architecture of the simulation and
purposefully treats turbines as sensors and actuators providing information to
the OPs. The OPs in return provide an estimate of the intra wind farm flow.
Estimators of flow field metrics can convert measurement data into metrics which
the FLORIDyn framework can use and store as states in the OPs.
In this work, we present one implementation with the Immersion and Invariance

(I&I) estimator as described in [52]. It returns the effective wind speed at the
rotor plane Ôeff,R based on the generator torque and the rotor torque. A required
component is the power coefficient table CP which is depend on factors such as
the blade pitch and tip-speed-ratio. The used look-up tables were obtained in
FAST. The estimator is derived for wind turbines without yaw misalignment, which
limits its use until it is adapted.
Since FLORIDyn uses the free wind speed to propagate the OPs, Ôeff,R has to be

converted to Ôfree,R. For free stream turbines we neglect induction and blockage
effects and assume that Ôeff,R = Ôfree,R. The FLORIDyn framework delivers an
estimate of the reduction of the wind speed for downstream turbines, which can
be used to calculate Ôfree,R by dividing Ôeff,R by the reduction.

3.0.7. .4;($4$#5%5."#
This section briefly summarizes the details of the implementation used in this
work. The implementation follows in its core [1] but diverges in some aspects
highlighted here.
Rotor plane discretization The rotor plane is discretized to calculate the in-

fluence of turbine wakes and sum it, weighted by the areas of the subdivided
plane. We propose the use of the Isocell algorithm which splits a circle into n
equally sized and regularly distributed parts [53]. The downside of this algorithm
is that it can only provide sets for certain values of n. This limitation is found
to be acceptable as the steps between possible values of n are relatively small
(n = 3,12,27,48,75,108,147, ...). In this work 48 rotor points (RP) were used,
distributed in the y1, z1 plane and translated, according to the yaw orientation
and turbine position, into K0. Only the rotor center is used as location to set up
the TWF. The resulting distribution can be seen in Figure 3.1.
Thrust and power coefficient In [1] look-up tables were used to get values

for the thrust and power coefficient. As these look-up tables turned out to be
incomplete and needed to be limited to be useful, we decided to fall back to the
actuator disc method and calculate the coefficients based on the axial induction
factor.
Parameter set The presented FLORIDyn framework was also used in a param-

eter uncertainty quantification study [54]. The study was conducted with the
FLORIS parameter set found by [51] as starting point (see Table 3.1) and is also
used in this study. Additionally, the efficiency term R was set to be neutral, the
yaw correction coefficient pp was set following [1].
Added turbulence Influence of the added turbulence is implemented as pre-

sented in [24]. This formulation only defines a downwind development of the
added turbulence and no crosswind part. A recommendation is to include all
turbines within 2D crosswind distance and 15D upwind distance [23]. Under
changing environmental conditions, this leads to sudden changes in the added
turbulence levels as turbines enter or leave the proposed area.
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Table 3.1.: Parameters used with the aspects they mainly influence
Wake expansion Added turbulence
kZ kb kƒ ,Z kƒ ,b kƒ ,c kƒ ,d
5.37 · 10↓1 ↓8.48 · 10↓4 7.84 4.57 4.3 · 10↓1 ↓2.46 · 10↓1

Near wake length Power
b∃ [∃ R pp
1.088 2.22 · 10↓1 1 2.2

Instead of looking upstream for influencing turbines, one can also look down-
stream to identify the turbines influenced by the wake. In the previous FLORIDyn
implementation the distributed OPs were used to determine the area of influ-
ence [1]. In the here presented Framework, OPs do not cover the wake area
anymore and rather extrapolate their influence from the centerline. Following this
approach the added turbulence value is weighted by the Gaussian distribution of
the wake. To achieve a similar width as in [1], the width factor is multiplied by
three.

3.3. -%,$ ,5/&2
The presented case is a nine turbine simulation case in Section 3.3.1. The wind
field is turbulent and changes the flow direction during the simulation. Section
3.3.2 discusses the computational cost aspect of the framework in comparison to
the previous implementation.

3.3.!. #.#$ 5/+6.#$ -%,$
The wind farm layout is a regularly spaced 3≃ 3 layout in a 3≃ 3 km domain. The
turbines are placed 900 m apart from each other and 600 m from the domain
edge. The validation simulation is done in SOWFA, where the DTU10MW reference
turbines are simulated with the Actuator Disc Method and the domain is discretized
in 10 ≃ 10 ≃ 10m cells without refinement areas and the time step is set to 0.5 s.
The flow is turbulent with an ambient turbulence intensity of ⇐ 6% and a mean
wind speed of 8.2 ms↓1. During the simulation the wind direction uniformly
changes from 255↗ to 195↗, with a constant change rate from simulation time
t = 600 s to 900 s. The turbines remain perpendicular to the wind direction during
the change. This case was also used in [1].
Figure 3.3 shows the power generated by the four downstream turbines during

the simulation. The figure compares four different versions of the same simulation:
The FLORIDyn framework with and without the I&I estimator, the validation data
(here SOWFA) and what FLORIS would return. The grey area in the plots highlights
the time during which the wind direction changes.
Looking at the difference between steady state and dynamic models, we can

see that FLORIS is not able to accurately predict the timing of the wake influence
of upstream turbines on downstream turbines due to the wind direction change.
The power generated also shows single peaks where the validation data shows
multiple occurrences of interaction. The FLORIDyn framework returns identical
results during steady state. Furthermore, FLORIDyn is able to predict the timing
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Figure 3.3.: Generated power by the FLORIDyn framework without and with the I&I estimator,
in comparison to the validation data and FLORIS. The grey area indicates the
time in which the wind direction turns. Only the four down stream turbines are
plotted here, their location is marked on the left side as well as the change of
wind direction.

500

1500

2500

500 1500 2500 500 1500 2500 500 1500 2500 500 1500 2500 500 1500 2500
West-East in m

So
ut
h-
N
or
th
in
m

1 2 3 4 5 3
4
5
6
7
8

W
in
d
sp
ee
d
in
m
s-
1

Figure 3.4.: Flow field comparison during a wind direction change between SOWFA (1)
and the new FLORIDyn framework, with I&I estimator (2) and without (3), the
Gaussian FLORIDyn model (4), as well as FLORIS (5). The snapshots are taken
at simulation time t = 700 s.

of the wake interaction. The model does lack information about the wind speed
changes, which can lead to significant differences in power generated, compared
to the validation data. These differences become minimal when the I&I estimator
is added. Due to the dynamic nature of the I&I, the wind speed estimate is
experienced with a minor phase shift and does not contain higher frequency
components from the validation data. These results could potentially be even
more improved by adequate tuning of the I&I parameters. The downside of
the use of the I&I estimator is that it removes the FLORIDyn influence from the
calculation of the power generated as it directly provides the effective wind speed.
But it is in return possible to use the turbine as a sensor and to provide a wind
field state estimate to the OPs.
The flow fields at hub height in Figure 3.4 compare the validation data with

the FLORIDyn framework with and without I&I estimator, the Gaussian FLORIDyn
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model and the FLORIS model. FLORIS shows the current wind direction, as the
model immediately reacts to the new wind direction and the far wake does not
slowly adapt, as is the case with the validation data and all FLORIDyn variants. The
Gaussian FLORIDyn shows a mosaic-like flow field due to the nearest neighbour
interpolation employed to get the influence of the OPs. The novel FLORIDyn
framework allows an accurate use of the FLORIS wake, adapted to the wind
direction change. Adding the I&I estimator results in a very similar wake shape
but a much more detailed flow field which can incorporate locally different wind
speeds based on realistic turbine data.

3.3.0. ;$+)"+4%#-$
Figure 3.5 shows the computational performance of the presented FLORIDyn
framework in seven test cases, four of which have also been tested with the I&I
estimator, and three which have been simulated in the previously published Gaus-
sian FLORIDyn model [1]. The measurements tell how long it takes to simulate one
time step. They are only roughly representative, as the performance will vary with
the wind farm layout, the environmental conditions, the implementation and the
hard- and software2. The times capture only the simulation and no visualization,
nor initialization. Each measurement is the mean of 250 or more simulation time
steps. The 91 turbine case is the same case as discussed in Section 3.3.1. The
1,2,3 and 92T cases feature a turbulent wind field but steady wind direction. The
23 and 54T cases are derived from real wind farm layouts. The cases run with a
constant wind speed and direction.
One observation is that the new framework, in comparison to the previous

Gaussian FLORIDyn, decreases the computational cost by one to two orders of
magnitude, depending on the case. The new implementation also scales better,
to a point where a 54 turbine case can be simulated at a similar speed as a three
turbine case in the previous implementation. This improvement allows more
optimization steps in the same time, which, in return allows the application of
more demanding control strategies. The TWF concept is also by design suited for
parallel computation, something which was not performed in this study.
Another observation is that the added computational cost of the I&I estimator

varies between the cases. This is due to the fact that the estimator runs with the
frequency of the measurement data from the turbines. The 2 and 91 T case have
2 Hz data, the 1 T case 5 Hz and the 3 T case 25 Hz. The FLORIDyn framework
runs at 0.25 Hz in all cases. Unfortunately we do not have the data to run the I&I
estimator in the 92,23,54 turbine cases.

3.7. -"#-(/,."#
This paper presents a formal definition of the FLORIDyn framework. It decouples
the wake propagation under heterogeneous, changing conditions from the wake
shape description. This allows the use of wake models which are designed for
steady state conditions. The new interface to a generic wake model is achieved
by creating temporary wind farms which approximate intra wind farm flow at any
given location. They translate the heterogeneous environmental conditions into
a steady state homogeneous space in which the wake model is evaluated. This
2Simulations performed in Matlab 2021a, single threaded on a laptop (Intel Core i7 vPro 10th Gen, 16GB
RAM).
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Figure 3.5.: Computational performance of the new FLORIDyn framework with and without
the I&I estimator in comparison to the Gaussian FLORIDyn model. Note the
logarithmic time scale and the number of turbines for the different cases. The
FLORIDyn framework values are mean value of 10 consecutive simulations.

allows the dynamic use of most recent steady state wake model implementations
with minimal effort and makes the concept usable for future generations of
engineering wake models.
This paper also demonstrates how measurements from a turbine can be included

into the FLORIDyn framework: The I&I effective wind speed estimator is used to
convert the turbine into a sensor for the simulation, which significantly decreases
the differences in the power generated and improves the intra wind farm flow
estimate.
Compared to the previous Gaussian FLORIDyn model for heterogeneous condi-

tions, the FLORIDyn framework is able to decreased computational effort by one
to two orders of magnitude. This is a necessary step in order to provide real time
control inputs in a realistic wind farm scenario with a large number of turbines.
The temporary wind farms also provide a basis for parallel computing, something
which was not part of this research.
For future work we propose to implement the framework into a model based

closed loop control strategy. Within the FLORIDyn framework a suitable engineer-
ing model can be used to evaluate desired quantities of interest under changing
environmental conditions. This could be for instance a wake steering strategy
to maximize power while taking loads into account. Additionally other flow field
estimators can also be implemented to improve the connection of FLORIDyn with
data from wind farms.
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open-source model to investigate wake dynamics in response to wind farm flow control strategies,
Wind Energy Science (2025), 10.5194/wes-10-1055-2025.



Wind farm flow control (WFFC) is the discipline of manipulating the flow
between wind turbines to achieve a farm-wide goal, like power tracking, load

mitigation, or power maximization. Specifically, steady-state control approaches
have shown promising results in both theory and practice for power maximization.
But how are they expected to perform in a dynamically changing environment?
This paper presents an open-source wake modeling framework called OFF. It
allows the approximation of the performance of WFFC strategies in response to
environmental changes at a low computational cost. It is rooted in previously
published dynamic parametric engineering models and offers a flexible and
adaptable platform to explore these models further. The presented study tests
the modeling framework by investigating the performance of different wake
steering controllers in a 10-turbine wind farm case study based on a subset of
the Dutch wind farm Hollandse Kust Noord (HKN). The case study uses a 24-hour
wind direction time series based on field data and verifies subsets of the time
series in LES. The results highlight how dependent yaw travel is on the controller
settings and suggest where users can strike a balance between power gains
and actuator usage. They also show the structural differences and similarities
between steady-state and dynamic engineering models. The comparison to LES
shows what time scales the surrogate models cover and how accurately. While
steady-state models capture turbine power signal dynamics up to ⇐ 1/570 Hz, the
dynamic wake description can predict dynamics up to ⇐ 1/360 Hz with a better
correlation and normalized root-mean-square-error. Further results show that the
dynamic wake description is mainly advantageous over steady-state wake models
for shorter periods (< 20 min). The paper also opens up the discussion about the
effectiveness of wind farm flow control in a time-marching manner as opposed to
a steady-state viewpoint.
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7.!. .#5+"&/-5."#
Wind energy is an essential part of the modern renewable energy mix and,
therefore, part of the increasing share of energy that is covered by renewables.
With this increasing share comes a higher responsibility. Where previously only
individual turbines would contribute to the electrical grid, numerous wind farms
provided 19% of the electricity demand in the EU in 2023 [56]. With this increased
relevancy, the question arises of whether wind farms are used to their full extent.
Their efficiency could be limited, among other reasons, by unintended turbine
downtime, maintenance or non-ideal operation. Wake losses are included in
the latter, as front-row turbines extract kinetic energy from the wind, and they
inevitably slow down the flow behind them. The turbines downstream thereby
experience a lower wind speed and generate less power in response. To combat
this effect, wind farm flow control (WFFC) methods focus on lessening the losses
induced by wakes. This is achieved by modifying the behavior of the turbines
from a greedy control approach to a collaborative one.
Multiple control approaches exist to address this issue. They can be sorted by

the degrees of freedom they use: (i) the blade pitch (e.g. ., [57], [58]) (ii) the
generator torque (e.g. [59] ) and (iii) the (mis-)alignment of the turbine with the
flow (e.g. [60], or [61]). Broadly speaking, (i) and (ii) change how much energy
is extracted from the flow field. Applied dynamically, the blade pitch can also
increase wake mixing behind the turbine, which leads to a faster wake recovery.
In contrast, using (iii), the alignment of the rotor allows the controller to deflect
the wake in the lateral direction. This control strategy can be used to direct the
wake away from downstream turbines and is referred to as wake steering. The
remainder of the paper focuses on this effect and methods to determine the
effectiveness of control strategies using wake steering.
To research, test and optimize control strategies for wind farms, surrogates of

the real plant are needed. This mitigates risks, lowers costs, increases flexibility
and makes the problem more accessible. Alongside wind tunnel experiments
(e.g. , [16, 62]), simulations are the predominant way to approximate wind farm
behavior. Within the world of simulations, three groups can be distinguished:
high-, medium-, and low-fidelity simulations. High-fidelity models, such as large-
eddy simulation (LES), provide the most accurate approximation of the flow field
(e.g. [20, 63]). This does come at an increased computational cost, which has
confined their application to the verification or exploration of new phenomena
not yet captured by lower-fidelity models. At the other end of the spectrum,
low-fidelity simulations reduce the wake behavior to a set of simple analytical
equations that are efficient to solve. This, however, means that they can only
describe what they have been designed for: typically a single time-averaged
snapshot of the flow field (e.g. [2, 16]). Low-fidelity models are therefore routinely
used to, for instance, optimize the orientation of all turbines in a wind farm for
the entire wind rose, to make estimates of the annual energy produced (AEP) or
to optimize the wind farm layout.
Growing concerns about fatigue effects on wind turbine integrity, along with the

rising need for ancillary service provision, have driven recent research toward a
new generation of dynamic medium-fidelity models. These models are designed
to address more immediate and transient phenomena, effectively bridging the gap
between high- and low-fidelity approaches. By capturing the critical dynamics of
high-fidelity simulations at a fraction of the computational cost, they move beyond
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steady-state assumptions, unlocking new possibilities for wind farm operations.
Key applications include, for example, intra-hour power production predictions for
grid regulation (e.g. [64]), as well as multi-objective wake steering strategies that
optimize the power output while simultaneously mitigating the turbine’s loads
(e.g. [65]).
Medium-fidelity wake models are primarily categorized by the equations they

use to model flow physics, balancing computational cost with accuracy. While 2D
linearized Reynolds-averaged Navier-Stokes (RANS) methods have demonstrated
some initial success at estimating simple wake states, they have been shown to
improperly account for wake deflection [66]. In contrast, free-vortex methods
(e.g. , [67], [68], or [69]) explicitly resolve vortex dynamics, providing deeper
insights into large-scale wake behavior. This capacity, to account for phenomena
such as wake deflection and wake curling, makes free-vortex methods ideal
candidates to investigate wake steering. However, the computational burden
associated with these methods makes them unsuitable for large parameter spaces,
such as those encountered in offshore wind farms involving dozens of turbines.
Additionally, they tend to become numerically unstable for large distances and
are, therefore, limited in terms of the wake length they can describe accurately.
The dynamic wake meandering model, initially proposed by [17], also opts for

a Lagrangian parametrization of the wake, describing it as a cascade of velocity
deficits without explicitly solving vortex dynamics. Since its introduction, the
DWM approach has been further calibrated and validated by numerous studies
comparing it against both numerical and field data [18, 70, 71]. Building on
these early successes, it has been integrated into simulation software such as
FAST-Farm [72] and HAWC2FARM [73]. More recently, the DWM model has been
reinterpreted into a series of lighter, control-oriented wake modeling frameworks
that include FLORIDyn [1, 19, 47, 74], OnWARDS [75], UFloris [76], and SWiPLab-
WFM [77]. A common feature of these models is that they all adopt a Lagrangian
description of the flow while relying on engineering wake models to capture the
wake’s influence. However, though similar, these models take different paths
notably regarding how they handle the ambient flow field and wake deflection.
They also differ in terms of the steady-state surrogate wake model, which is
generally fixed for the presented designs. And, while steady-state models have
been summarized in unified toolboxes (FLORIS [78], PyWake [79], or FOXES [80]),
dynamic engineering models have not.
The purpose of OFF (abbreviation based on OnWARDS, FLORIDyn and FLORIS),

the dynamic wake modeling framework presented in this paper, is to provide a
unified, open-source toolbox that allows for easy comparison between different
implementations. Specifically, the framework aims to:

• design and implement an interface with established steady-state models,
such as FLORIS [78] or PyWake [79];

• provide a framework for prototyping Lagrangian dynamic wake models
through standardized input-output structures, facilitating the replicability of
results;

• offer accessibility through open-source code written in Python.

Such a tool shall eventually allow for benchmarking and comparisons of dynamic
and steady-state wake model designs and for further exploration and development
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of dynamic WFFC strategies at a low computational cost (as already utilized by,
e.g. [81, 82]). Further scientific contributions of this paper are:

• an investigation into the timescales captured by steady-state wake models
versus those captured by dynamic wake models, providing insights to help
users make informed choices based on their specific needs;

• a verification of the presented code using LES in a neutral ABL with a 10-
turbine wind farm;

• a dataset based on a total of 54 h of LES simulation with varying controller
settings and changing wind directions to use for further wake model analysis
and synthesis.

The following paper is split into five sections. While Section 4.1 introduces
the context of the work, Section 4.2 describes the presented model and its
architecture, as well as details of the implementation used to generate the results
from this paper. Section 4.3 then presents a case study where a selection of yaw
steering controllers are investigated in the presented model, followed by Section
4.4, where a selected range of controllers are implemented in the LES. The section
goes on to compare the LES results to the results predicted by the dynamic model
as well as by the steady-state model. Lastly, Section 4.5 concludes the paper and
suggests pointers for future work.

7.0. 4"&$( &$,-+.;5."#
The framework called OFF is designed to run generic particle-based dynamic wind
farm flow simulations using three sets of states: (i) turbine states xT, (ii) ambient
states xamb and (iii) observation point (OP) states xOP. Turbine states consist of
all states necessary to describe the turbine’s impact on the wake, e.g. the turbine
yaw angle and its axial induction. The ambient states characterize the flow field,
with information about wind speed, direction, and ambient turbulence intensity.
The observation point states finally map the world (i.e. inertial) coordinate
system to the wake one, thereby allowing the reconstruction of a snapshot of
the flow field across the wind farm. The states are then updated through three
consecutive steps - prediction (Equation(4.1)), correction (Equation (4.2)), and
control (Equation (4.3)):

[xT(k), xamb(k), xOP(k)] = ƒprediction (xT(k ↓ 1), xamb(k ↓ 1), xOP(k ↓ 1), c) ,
(4.1)

[xT(k), xamb(k), xOP(k)] = ƒcorrection (xT(k), xamb(k), xOP(k), m(k), c) , (4.2)
xT(k) = ƒcontrol (xT(k), xamb(k), xOP(k), m(k), c) , (4.3)

where c denotes a set of parameters, k the time step, and m a set of measure-
ments. The prediction step advances the model by itself: it propagates and
updates the information gathered at the previous time steps. The correction
step then uses the current measurements to alter the predicted states, partially
reconciling them with the real-flow field. The last step finally determines the
control actions the turbine takes based on the current state and measurements.
Summarizing, the OFF framework offers a prototyping environment for the

development and assessment of new dynamic flow modeling strategies. The
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FLORIS
• Wake model
• Wake superposition
• Power calculation
• etc.

OFF FLORIDyn
• Interface
• Data I/O
• Controller
• Correction

• State dynamics
ambient, wake, and turbine states

• Dynamic to steady-state 
approximation

Figure 4.1.: Nested software architecture used for the results presented in this paper: the
OFF framework provides the interface to the wake solvers, as well as the
controller. In this paper, the FLORIDyn framework is used to model the state
dynamics, like the wake advection. The framework approximates the flow field
at the location of each turbine and uses FLORIS to calculate measurements like
effective wind speeds and power generated.

update steps are kept generic, thereby allowing the user to specify its own update
strategy, for instance, by switching the dynamic solver or wake model used.
Figure 4.1 depicts the version of the code used here that follows the FLORIDyn
framework and uses FLORIS v4 as a surrogate model. The implemented update
steps are further detailed in the following sections: Section 4.2.1 further specifies
the FLORIS and FLORIDyn models used, and Section 4.2.2 explains how external
data are fed into the simulation. Lastly, Section 4.2.3 introduces the control law
used in this paper.

7.0.!. ;+$&.-5."#: 1%9$ %#& 5/+6.#$ 4"&$(.#*
The prediction step is segmented into three parts: (i) propagate the states, (ii) run
the steady-state surrogate model to get turbine measurement predictions and
OP advection speeds for the next time step, and (iii) retrieve information relevant
to the controller. The states related to a single turbine T at the P, y, z location
cT,x, cT,y, cT,z are propagated as follows:

xT(k) = A1 xT(k ↓ 1) , (4.4)
xamb(k) = A1 xamb(k ↓ 1) , (4.5)

xOP,x(k) = A2 [xOP,x(k ↓ 1) + Et xamb,u(k ↓ 1)] + [ cT,x,0, . . . ,0]T ,
xOP,y(k) = A2 [xOP,y(k ↓ 1) + Et xamb,v(k ↓ 1)] + [ cT,y,0, . . . ,0]T ,
xOP,z(k) = A2 xOP,z(k ↓ 1) + [ cT,z,0, . . . ,0]T , (4.6)

A1 =




1 0 0
1 0

. . .
. . .

0 1 0


 , A2 =




0 0 0
1 0

. . .
. . .

0 1 0


 , (4.7)

where the matrices A1 and A2 handle the state propagation. With A1, all states
besides the first one are propagated one entry further, and the last one is disre-
garded. The state closest to the turbine is effectively doubled. With A2 the first
state is not doubled but overwritten by a new input. States propagated with A1
do not have a new input yet; e.g. , there is no new wind speed value available at
this time in the simulation cycle. Therefore, the current wind speed is kept as a
prediction. The OP position states, however, do have a new input, which is the
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rotor center location, why they are propagated with A2. Equation (4.6) updates
them with the turbine location cT,x, cT,y, cT,z, referring to the rotor center, as a new
state. In a floating-turbine scenario, this could be used to induce a changing
turbine and wake location due to repositioning. Note that similar, more detailed
state-space descriptions can be found in [19, 76, 83]. A difference between these
formulations and the one employed in OFF is that OFF’s formulation does not
include vertical or horizontal OP deflection based on the yaw and tilt angle of the
turbine. Rather, the impact of yaw and tilt turbine misalignment on the wake
shape is solely simulated in the wake model. The code internally decomposes
the wind speed and direction into its O and d components to avoid unexpected
behavior when switching between 360 and 0 deg. These are then used along with
the time step Et to advance the location of the OPs through a Lagrangian update;
see Equation (4.6). The T component is ignored for simplicity. Accounting for the
vertical deflection of the wake center might become necessary in some contexts,
e.g. , for simulations including terrain. However, it was not deemed necessary
for the application presented here, i.e., an offshore wind farm with no tilting.
Note that this implementation also assumes that the OP advection speed is equal
to the freestream wind speed. Alternatives are the introduction of a constant
fraction of the wind speed, see for instance [84] or the use of the effective wind
speed predicted by the wake model, see for instance [85]. One may also decide
to decouple ambient particle advection from the OP advection, thereby allowing
the capture of additional wake dynamics such as wake meandering [75]. These
approaches, however, increase the computational cost of the model, as it requires
the evaluation of the wake equations for every OP at every time step. Equation
(4.5) does not include inputs as new ambient state information is introduced
via the correction step; see Section 4.2.2. Similarly, new turbine states may be
introduced in the correction or in the control step; see Section 4.2.3.
After the states are propagated, the wake model is evaluated to retrieve pre-

dicted measurements. This process uses the so-called TWF, which provides a
localized approximation of the ambient and wake conditions at a specific turbine
location. More specifically, the temporary wind farm (TWF) maps the current
dynamic state of the simulation to the corresponding steady-state configuration
at any desired position, making it interpretable by the underlying wake model,
i.e. FLORIS. For more details, we refer to [47]. A block diagram example is given
in Figure 4.2. The graph shows the equivalent of a three-turbine wind farm where
turbines T1 and T2 wake turbine T3. Turbines T1 and T2 both receive input from
the wind field; add their own states; and pass them on to the first OP, which adds
its own states. The set of the three state vectors is then propagated downstream.
Downstream, T3 is subject to the wakes of T1 and T2. To calculate the wind speed
reduction, one ghost OP is interpolated for each impacting wake. The ghost OP is
based on the two closest OPs in the wake and minimizes the distance between
the chain of OPs and the turbine T3. Its state is a distance-based interpolation of
the two parent OPs. The state information of the ghost OPs subsequently approxi-
mates the ambient conditions and wind farm surrounding turbine T3. The TWF is
then passed on to the steady-state surrogate model for evaluation. This returns
predicted measurements like the effective wind speed and power generated. At
each time step, a new individual TWF is generated for each of the nT turbines.
This leads to nT TWF simulations, where each of them contains nT turbines. The
resulting computational cost is discussed in Section 4.4.6. This work interfaces
with the FLORIS toolbox and uses the Gauss Curl Hybrid model [86] with default
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k
T1 OP

<latexit sha1_base64="cFkUJf5kFi4qXtzHOWVHDgmUOfA=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJKIqHgq+MCLUtE+oBZJ0jUueZJsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3bs2OepMIz3nDYzOze/kC8UF5eWV1ZLa+uNNOolDqs7kR8lLdtKmc9DVhdc+KwVJ8wKbJ81be9Expt9lqQ8Cm/FIGadwHJD/sAdSwC68XbN+1LZqBhq6ZOOmTllylYtKn3QHXUpIod6FBCjkAR8nyxK8bXJJINiYB0aAkvgcRVnNKIicntgMTAsoB7+Lk7tDA1xlpqpynZwi4+dIFOnbexzpWiDLW9l8FPYT+wnhbn/3jBUyrLCAawNxYJSvAQu6BGMaZlBxhzXMj1TdiXogY5UNxz1xQqRfTo/OqeIJMA8FdHpTDFdaNjq3McLhLB1VCBfeaygq467sJayTKmEmaIFvQRWvj7qwZjNv0OddBp7FfOgYl7vl6vH2cDztElbtIOpHlKVLqiGOhxU90Kv9KZdaUIbaqNvqpbLcjbo19KevwAWq49q</latexit>

k + 1
<latexit sha1_base64="cFkUJf5kFi4qXtzHOWVHDgmUOfA=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJKIqHgq+MCLUtE+oBZJ0jUueZJsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3bs2OepMIz3nDYzOze/kC8UF5eWV1ZLa+uNNOolDqs7kR8lLdtKmc9DVhdc+KwVJ8wKbJ81be9Expt9lqQ8Cm/FIGadwHJD/sAdSwC68XbN+1LZqBhq6ZOOmTllylYtKn3QHXUpIod6FBCjkAR8nyxK8bXJJINiYB0aAkvgcRVnNKIicntgMTAsoB7+Lk7tDA1xlpqpynZwi4+dIFOnbexzpWiDLW9l8FPYT+wnhbn/3jBUyrLCAawNxYJSvAQu6BGMaZlBxhzXMj1TdiXogY5UNxz1xQqRfTo/OqeIJMA8FdHpTDFdaNjq3McLhLB1VCBfeaygq467sJayTKmEmaIFvQRWvj7qwZjNv0OddBp7FfOgYl7vl6vH2cDztElbtIOpHlKVLqiGOhxU90Kv9KZdaUIbaqNvqpbLcjbo19KevwAWq49q</latexit>

k + 1
OP

<latexit sha1_base64="RqLuA16hIcINrvsbqH3yEmGp6y0=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJIUUfFU8IEXpaJ9QC2SpNu65EmyLdTSqzev+tv0t3jw2zUVtEg3bGb2m2++ndmxI48nwjDeM9rc/MLiUjaXX15ZXVsvbGzWk7AfO6zmhF4YN20rYR4PWE1w4bFmFDPLtz3WsN1TGW8MWJzwMLgTw4i1fasX8C53LAHo1t0vPxSKRslQS592zNQpUrqqYeGD7qlDITnUJ58YBSTge2RRgq9FJhkUAWvTCFgMj6s4ozHlkdsHi4FhAXXx7+HUStEAZ6mZqGwHt3jYMTJ12sW+UIo22PJWBj+B/cR+Uljv3xtGSllWOIS1oZhTilfABT2CMSvTT5mTWmZnyq4EdelYdcNRX6QQ2afzo3OGSAzMVRGdzhWzBw1bnQd4gQC2hgrkK08UdNVxB9ZSlimVIFW0oBfDytdHPRiz+Xeo0069XDIPS+bNQbFykg48S9u0Q3uY6hFV6JKqqMNBdS/0Sm/atSa0kTb+pmqZNGeLfi3t+QsZEY9r</latexit>

k + 2
<latexit sha1_base64="RqLuA16hIcINrvsbqH3yEmGp6y0=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJIUUfFU8IEXpaJ9QC2SpNu65EmyLdTSqzev+tv0t3jw2zUVtEg3bGb2m2++ndmxI48nwjDeM9rc/MLiUjaXX15ZXVsvbGzWk7AfO6zmhF4YN20rYR4PWE1w4bFmFDPLtz3WsN1TGW8MWJzwMLgTw4i1fasX8C53LAHo1t0vPxSKRslQS592zNQpUrqqYeGD7qlDITnUJ58YBSTge2RRgq9FJhkUAWvTCFgMj6s4ozHlkdsHi4FhAXXx7+HUStEAZ6mZqGwHt3jYMTJ12sW+UIo22PJWBj+B/cR+Uljv3xtGSllWOIS1oZhTilfABT2CMSvTT5mTWmZnyq4EdelYdcNRX6QQ2afzo3OGSAzMVRGdzhWzBw1bnQd4gQC2hgrkK08UdNVxB9ZSlimVIFW0oBfDytdHPRiz+Xeo0069XDIPS+bNQbFykg48S9u0Q3uY6hFV6JKqqMNBdS/0Sm/atSa0kTb+pmqZNGeLfi3t+QsZEY9r</latexit>

k + 2

Wake Model

…

Wind 
field

T3

OP
<latexit sha1_base64="se0SRBEhJ5cPLDjr/fypDp4DkQs=">AAAC0HichVFLS8NAEJ7GV1tfVY9egkUQhJCoqHgq+MCLUMU+oBZJ0jWGPNmkxVpEvHrzqr9Mf4sHv11TQYt0w2Zmv/nm25kdK/bdJNX195wyMTk1PZMvFGfn5hcWS0vL9STqcpvV7MiPeNMyE+a7IaulbuqzZsyZGVg+a1jeoYg3eownbhRepv2YtQPTCd0b1zZTQA1P3VQNbfu6VNY1XS511DEyp0zZqkalD7qiDkVkU5cCYhRSCt8nkxJ8LTJIpxhYmwbAODxXxhk9UBG5XbAYGCZQD38Hp1aGhjgLzURm27jFx+bIVGkd+0QqWmCLWxn8BPYT+15izr83DKSyqLAPa0GxIBXPgKd0C8a4zCBjDmsZnym6SumG9mU3LuqLJSL6tH90jhDhwDwZUelYMh1oWPLcwwuEsDVUIF55qKDKjjuwprRMqoSZogk9DiteH/VgzMbfoY469S3N2NWM851y5SAbeJ5WaY02MNU9qtApVVGH6PCFXulNuVDulEfl6Zuq5LKcFfq1lOcvM+CQMw==</latexit>

k + 1.3
<latexit sha1_base64="se0SRBEhJ5cPLDjr/fypDp4DkQs=">AAAC0HichVFLS8NAEJ7GV1tfVY9egkUQhJCoqHgq+MCLUMU+oBZJ0jWGPNmkxVpEvHrzqr9Mf4sHv11TQYt0w2Zmv/nm25kdK/bdJNX195wyMTk1PZMvFGfn5hcWS0vL9STqcpvV7MiPeNMyE+a7IaulbuqzZsyZGVg+a1jeoYg3eownbhRepv2YtQPTCd0b1zZTQA1P3VQNbfu6VNY1XS511DEyp0zZqkalD7qiDkVkU5cCYhRSCt8nkxJ8LTJIpxhYmwbAODxXxhk9UBG5XbAYGCZQD38Hp1aGhjgLzURm27jFx+bIVGkd+0QqWmCLWxn8BPYT+15izr83DKSyqLAPa0GxIBXPgKd0C8a4zCBjDmsZnym6SumG9mU3LuqLJSL6tH90jhDhwDwZUelYMh1oWPLcwwuEsDVUIF55qKDKjjuwprRMqoSZogk9DiteH/VgzMbfoY469S3N2NWM851y5SAbeJ5WaY02MNU9qtApVVGH6PCFXulNuVDulEfl6Zuq5LKcFfq1lOcvM+CQMw==</latexit>

k + 1.3

Interp.

<latexit sha1_base64="iCl38DXanrKfZNxeSDiZh9E5i6Y=">AAAC23ichVFLS8NAEJ7GV1tfUY9egkXwVBIR9VjwgRehQl/QlpKk27g0L5K0WEtP3sSrN6/6n/S3ePDbNRW0SDdsvtlvZr6d2bFCl8eJrr9nlIXFpeWVbC6/ura+salubdfiYBDZrGoHbhA1LDNmLvdZNeGJyxphxEzPclnd6p8Jf33IopgHfiUZhaztmY7Pe9w2E1AdVW1ZgduNRx5gfDfpVDpqQS/qcmmzhpEaBUpXOVA/qEVdCsimAXnEyKcEtksmxfiaZJBOIbg2jcFFsLj0M5pQHrkDRDFEmGD7+Ds4NVPWx1loxjLbxi0udoRMjfaxL6WihWhxK4MdAz+x7yXn/HvDWCqLCkdAC4o5qXgNPqFbRMzL9NLIaS3zM0VXCfXoVHbDUV8oGdGn/aNzDk8Eri89Gl3ISAcaljwP8QI+sIoKxCtPFTTZcRdoSmRSxU8VTehFQPH6qAdjNv4OddaoHRaN46Jxc1Qo6enAs7RLe3SAqZ5Qia6ojDps1PRCr/SmtJUH5VF5+g5VMmnODv1ayvMX/9mWAg==</latexit>xT

OP
<latexit sha1_base64="DiCLwe79TY/vO1F366KsbDEg2vw=">AAACynichVFLS8NAEJ7GV1tfVY9egkXwVBIRFU8FH3hQaME+oBbZpNsa8mSzLdTizZtX/XH6Wzz47ZoKWsQNm5n9Zuabl5MEXiot6y1nzM0vLC7lC8XlldW19dLGZjONh8LlDTcOYtF2WMoDL+IN6cmAtxPBWegEvOX4p8reGnGRenF0I8cJ74ZsEHl9z2USUN2/K5WtiqWPOavYmVKm7NTi0jvdUo9icmlIIXGKSEIPiFGKr0M2WZQA69IEmIDmaTunRyoidggvDg8G1Md/gFcnQyO8FWeqo11kCXAFIk3axb3QjA68VVYOPYX8wH3Q2ODPDBPNrCocQzpgLGjGa+CS7uHxX2SYeU5r+T9SdSWpT8e6Gw/1JRpRfbrfPGewCGC+tph0rj0H4HD0e4QJRJANVKCmPGUwdcc9SKYl1yxRxsjAJyDV9FEP1mz/Xuqs0tyv2IcVu35Qrp5kC8/TNu3QHrZ6RFW6pBrqcJHnmV7o1bgyhDE2Jl+uRi6L2aIfx3j6BO1Wjvo=</latexit>

k
<latexit sha1_base64="DiCLwe79TY/vO1F366KsbDEg2vw=">AAACynichVFLS8NAEJ7GV1tfVY9egkXwVBIRFU8FH3hQaME+oBbZpNsa8mSzLdTizZtX/XH6Wzz47ZoKWsQNm5n9Zuabl5MEXiot6y1nzM0vLC7lC8XlldW19dLGZjONh8LlDTcOYtF2WMoDL+IN6cmAtxPBWegEvOX4p8reGnGRenF0I8cJ74ZsEHl9z2USUN2/K5WtiqWPOavYmVKm7NTi0jvdUo9icmlIIXGKSEIPiFGKr0M2WZQA69IEmIDmaTunRyoidggvDg8G1Md/gFcnQyO8FWeqo11kCXAFIk3axb3QjA68VVYOPYX8wH3Q2ODPDBPNrCocQzpgLGjGa+CS7uHxX2SYeU5r+T9SdSWpT8e6Gw/1JRpRfbrfPGewCGC+tph0rj0H4HD0e4QJRJANVKCmPGUwdcc9SKYl1yxRxsjAJyDV9FEP1mz/Xuqs0tyv2IcVu35Qrp5kC8/TNu3QHrZ6RFW6pBrqcJHnmV7o1bgyhDE2Jl+uRi6L2aIfx3j6BO1Wjvo=</latexit>

k
T2

<latexit sha1_base64="qfDodNNAHtBGR5Qm8YbVlz7XlgY=">AAAC53ichVHLSsNAFD3G97vqUhfFIriQkoioS8EHbsQKVgUrJUnHOjQvkqlYQzf+gDtx686t/o1+iwtPxiioiBMm98655565d64TeTJRpvnSY/T29Q8MDg2PjI6NT0wWpqaPkrAdu6Lqhl4Ynzh2IjwZiKqSyhMnUSxs3/HEsdPazOLHlyJOZBgcqk4kzny7Gchz6dqKUL0wV3NCr5F0fJr0qltPa0pcqXS/0l0yu/VCySybehV/O1bulJCvSlh4RQ0NhHDRhg+BAIq+BxsJv1NYMBERO0NKLKYndVygixHmtskSZNhEW/w3eTrN0YDnTDPR2S5v8bhjZhaxwL2jFR2ys1sF/YT2jftaY80/b0i1clZhh9ah4rBW3COucEHGf5l+zvys5f/MrCuFc6zrbiTrizSS9el+6WwxEhNr6UgR25rZpIajz5d8gYC2ygqyV/5UKOqOG7S2tkKrBLmiTb2YNnt91sMxWz+H+ts5Wi5bq2XrYKW0YeYDH8Is5rHIqa5hA7uosA4XN3jEE54Nadwad8b9B9XoyXNm8G0ZD++HoJsy</latexit>xOP,0
<latexit sha1_base64="qfDodNNAHtBGR5Qm8YbVlz7XlgY=">AAAC53ichVHLSsNAFD3G97vqUhfFIriQkoioS8EHbsQKVgUrJUnHOjQvkqlYQzf+gDtx686t/o1+iwtPxiioiBMm98655565d64TeTJRpvnSY/T29Q8MDg2PjI6NT0wWpqaPkrAdu6Lqhl4Ynzh2IjwZiKqSyhMnUSxs3/HEsdPazOLHlyJOZBgcqk4kzny7Gchz6dqKUL0wV3NCr5F0fJr0qltPa0pcqXS/0l0yu/VCySybehV/O1bulJCvSlh4RQ0NhHDRhg+BAIq+BxsJv1NYMBERO0NKLKYndVygixHmtskSZNhEW/w3eTrN0YDnTDPR2S5v8bhjZhaxwL2jFR2ys1sF/YT2jftaY80/b0i1clZhh9ah4rBW3COucEHGf5l+zvys5f/MrCuFc6zrbiTrizSS9el+6WwxEhNr6UgR25rZpIajz5d8gYC2ygqyV/5UKOqOG7S2tkKrBLmiTb2YNnt91sMxWz+H+ts5Wi5bq2XrYKW0YeYDH8Is5rHIqa5hA7uosA4XN3jEE54Nadwad8b9B9XoyXNm8G0ZD++HoJsy</latexit>xOP,0

OP
<latexit sha1_base64="cFkUJf5kFi4qXtzHOWVHDgmUOfA=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJKIqHgq+MCLUtE+oBZJ0jUueZJsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3bs2OepMIz3nDYzOze/kC8UF5eWV1ZLa+uNNOolDqs7kR8lLdtKmc9DVhdc+KwVJ8wKbJ81be9Expt9lqQ8Cm/FIGadwHJD/sAdSwC68XbN+1LZqBhq6ZOOmTllylYtKn3QHXUpIod6FBCjkAR8nyxK8bXJJINiYB0aAkvgcRVnNKIicntgMTAsoB7+Lk7tDA1xlpqpynZwi4+dIFOnbexzpWiDLW9l8FPYT+wnhbn/3jBUyrLCAawNxYJSvAQu6BGMaZlBxhzXMj1TdiXogY5UNxz1xQqRfTo/OqeIJMA8FdHpTDFdaNjq3McLhLB1VCBfeaygq467sJayTKmEmaIFvQRWvj7qwZjNv0OddBp7FfOgYl7vl6vH2cDztElbtIOpHlKVLqiGOhxU90Kv9KZdaUIbaqNvqpbLcjbo19KevwAWq49q</latexit>

k + 1
<latexit sha1_base64="cFkUJf5kFi4qXtzHOWVHDgmUOfA=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJKIqHgq+MCLUtE+oBZJ0jUueZJsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3bs2OepMIz3nDYzOze/kC8UF5eWV1ZLa+uNNOolDqs7kR8lLdtKmc9DVhdc+KwVJ8wKbJ81be9Expt9lqQ8Cm/FIGadwHJD/sAdSwC68XbN+1LZqBhq6ZOOmTllylYtKn3QHXUpIod6FBCjkAR8nyxK8bXJJINiYB0aAkvgcRVnNKIicntgMTAsoB7+Lk7tDA1xlpqpynZwi4+dIFOnbexzpWiDLW9l8FPYT+wnhbn/3jBUyrLCAawNxYJSvAQu6BGMaZlBxhzXMj1TdiXogY5UNxz1xQqRfTo/OqeIJMA8FdHpTDFdaNjq3McLhLB1VCBfeaygq467sJayTKmEmaIFvQRWvj7qwZjNv0OddBp7FfOgYl7vl6vH2cDztElbtIOpHlKVLqiGOhxU90Kv9KZdaUIbaqNvqpbLcjbo19KevwAWq49q</latexit>

k + 1
OP

<latexit sha1_base64="RqLuA16hIcINrvsbqH3yEmGp6y0=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJIUUfFU8IEXpaJ9QC2SpNu65EmyLdTSqzev+tv0t3jw2zUVtEg3bGb2m2++ndmxI48nwjDeM9rc/MLiUjaXX15ZXVsvbGzWk7AfO6zmhF4YN20rYR4PWE1w4bFmFDPLtz3WsN1TGW8MWJzwMLgTw4i1fasX8C53LAHo1t0vPxSKRslQS592zNQpUrqqYeGD7qlDITnUJ58YBSTge2RRgq9FJhkUAWvTCFgMj6s4ozHlkdsHi4FhAXXx7+HUStEAZ6mZqGwHt3jYMTJ12sW+UIo22PJWBj+B/cR+Uljv3xtGSllWOIS1oZhTilfABT2CMSvTT5mTWmZnyq4EdelYdcNRX6QQ2afzo3OGSAzMVRGdzhWzBw1bnQd4gQC2hgrkK08UdNVxB9ZSlimVIFW0oBfDytdHPRiz+Xeo0069XDIPS+bNQbFykg48S9u0Q3uY6hFV6JKqqMNBdS/0Sm/atSa0kTb+pmqZNGeLfi3t+QsZEY9r</latexit>

k + 2
<latexit sha1_base64="RqLuA16hIcINrvsbqH3yEmGp6y0=">AAACzHichVFLS8NAEJ7GV1tfVY9egkUQhJIUUfFU8IEXpaJ9QC2SpNu65EmyLdTSqzev+tv0t3jw2zUVtEg3bGb2m2++ndmxI48nwjDeM9rc/MLiUjaXX15ZXVsvbGzWk7AfO6zmhF4YN20rYR4PWE1w4bFmFDPLtz3WsN1TGW8MWJzwMLgTw4i1fasX8C53LAHo1t0vPxSKRslQS592zNQpUrqqYeGD7qlDITnUJ58YBSTge2RRgq9FJhkUAWvTCFgMj6s4ozHlkdsHi4FhAXXx7+HUStEAZ6mZqGwHt3jYMTJ12sW+UIo22PJWBj+B/cR+Uljv3xtGSllWOIS1oZhTilfABT2CMSvTT5mTWmZnyq4EdelYdcNRX6QQ2afzo3OGSAzMVRGdzhWzBw1bnQd4gQC2hgrkK08UdNVxB9ZSlimVIFW0oBfDytdHPRiz+Xeo0069XDIPS+bNQbFykg48S9u0Q3uY6hFV6JKqqMNBdS/0Sm/atSa0kTb+pmqZNGeLfi3t+QsZEY9r</latexit>

k + 2
…

Wind 
field

OP
<latexit sha1_base64="mWJe4cA8Z8/bTI5tk80Brx3WQL8=">AAACznichVFLS8NAEJ7GV1tfVY9egkUQhJCI+DoVfOBFqGDaQi2SpNsY8iTZFmopXr151Z+mv8WD366poEXcsJnZb775dmbHTgIv47r+VlBmZufmF4ql8uLS8spqZW29kcX91GGmEwdx2rKtjAVexEzu8YC1kpRZoR2wpu2finhzwNLMi6MbPkxYJ7TcyOt5jsUBmf6uoR3fVaq6psulTjtG7lQpX/W48k631KWYHOpTSIwi4vADsijD1yaDdEqAdWgELIXnyTijMZWR2weLgWEB9fF3cWrnaISz0MxktoNbAuwUmSptY19IRRtscSuDn8F+YD9IzP3zhpFUFhUOYW0olqTiFXBO92D8lxnmzEkt/2eKrjj16Eh246G+RCKiT+db5wyRFJgvIyqdS6YLDVueB3iBCNZEBeKVJwqq7LgLa0nLpEqUK1rQS2HF66MejNn4PdRpp7GnGQeacb1frZ3kAy/SJm3RDqZ6SDW6pDrqcKD5TC/0qtSVgTJWHr+oSiHP2aAfS3n6BFsWj+U=</latexit>

k + 1.9
<latexit sha1_base64="mWJe4cA8Z8/bTI5tk80Brx3WQL8=">AAACznichVFLS8NAEJ7GV1tfVY9egkUQhJCI+DoVfOBFqGDaQi2SpNsY8iTZFmopXr151Z+mv8WD366poEXcsJnZb775dmbHTgIv47r+VlBmZufmF4ql8uLS8spqZW29kcX91GGmEwdx2rKtjAVexEzu8YC1kpRZoR2wpu2finhzwNLMi6MbPkxYJ7TcyOt5jsUBmf6uoR3fVaq6psulTjtG7lQpX/W48k631KWYHOpTSIwi4vADsijD1yaDdEqAdWgELIXnyTijMZWR2weLgWEB9fF3cWrnaISz0MxktoNbAuwUmSptY19IRRtscSuDn8F+YD9IzP3zhpFUFhUOYW0olqTiFXBO92D8lxnmzEkt/2eKrjj16Eh246G+RCKiT+db5wyRFJgvIyqdS6YLDVueB3iBCNZEBeKVJwqq7LgLa0nLpEqUK1rQS2HF66MejNn4PdRpp7GnGQeacb1frZ3kAy/SJm3RDqZ6SDW6pDrqcKD5TC/0qtSVgTJWHr+oSiHP2aAfS3n6BFsWj+U=</latexit>

k + 1.9

Interp.

<latexit sha1_base64="iCl38DXanrKfZNxeSDiZh9E5i6Y=">AAAC23ichVFLS8NAEJ7GV1tfUY9egkXwVBIR9VjwgRehQl/QlpKk27g0L5K0WEtP3sSrN6/6n/S3ePDbNRW0SDdsvtlvZr6d2bFCl8eJrr9nlIXFpeWVbC6/ura+salubdfiYBDZrGoHbhA1LDNmLvdZNeGJyxphxEzPclnd6p8Jf33IopgHfiUZhaztmY7Pe9w2E1AdVW1ZgduNRx5gfDfpVDpqQS/qcmmzhpEaBUpXOVA/qEVdCsimAXnEyKcEtksmxfiaZJBOIbg2jcFFsLj0M5pQHrkDRDFEmGD7+Ds4NVPWx1loxjLbxi0udoRMjfaxL6WihWhxK4MdAz+x7yXn/HvDWCqLCkdAC4o5qXgNPqFbRMzL9NLIaS3zM0VXCfXoVHbDUV8oGdGn/aNzDk8Eri89Gl3ISAcaljwP8QI+sIoKxCtPFTTZcRdoSmRSxU8VTehFQPH6qAdjNv4OddaoHRaN46Jxc1Qo6enAs7RLe3SAqZ5Qia6ojDps1PRCr/SmtJUH5VF5+g5VMmnODv1ayvMX/9mWAg==</latexit>xT
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Figure 4.2.: Schematic of the state transportation of turbine states, ambient states, and
observation point states in a three turbine example. T1 and T2 wake T3. The
OPs closest to T3 in the wakes of T1 and T2 are used to create a temporary
wind farm (TWF) to simulate the resulting conditions for T3 in the wake model.
The colored cubes indicate the states that are passed between the different
elements of the software.

settings and parameters. No parameter tuning was performed to represent the
performance achievable with the default settings. The turbine model within
FLORIS is based on the cp(O) and ct(O) tables (O being the wind speed ahead) of
the DTU 10 MW [33], corrected with the blade element momentum theory based
cosine-loss law for yaw misalignment. [87, 88]. Specifically, the classical value of
1.88 is retained for the cosine power-loss law exponent. We nonetheless acknowl-
edge that this constant power-loss model does not account for the variability of
operating conditions and will therefore likely affect the optimal steering angles
computed, as noted by [89].
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7.0.0. -"++$-5."#: (.#9.#* 4$%,/+$4$#5, %#& ,5%5$,
In this work, only ambient states are corrected. Schemes to correct the wake
location exist [90, 91] but are outside of the scope of this paper. Three ambient
states are considered in the presented version of the model: wind direction,
wind speed, and ambient turbulence intensity. Out of these three, only the
wind direction varies in the presented simulations. By design, OFF assumes that
measurements are taken at the locations of the turbines. The correction step has
to alter the simulation states xamb to incorporate the new information provided.
The basic assumption is made that the wind direction changes uniformly for the
entire wind farm. As a result, all wind direction states are overwritten with the new
measurement, which is assumed to be noise-free. Practically, this is due to the
fact that the measurements used for the wind direction in the experiments stem
from a single location; more details are given in Section 4.3.1. In an alternative
setup with more measurement locations available, a sensor fusion strategy is
necessary. Possible approaches to use turbine measurements to correct ambient
states in the field exist, like a weighted map, as done by [23], a Kalman filter, as
done by by [21]; or an Ensemble Kalman filter, as applied by [83].

7.0.3. -"#5+"(: ,5%5$-6%,$& &$-.,."# 4%9.#*
The employed controller is based on [92] and implements a yaw steering dead-
band controller that relies on a look-up table (LuT) aggregated using FLORIS.
Specifically, this LuT associates each wind direction with a set of optimal steering
angles. In a dynamic environment, the controller now has to apply the optimized
angles based on the current (estimated) ambient conditions. To this end, the
controller has an estimate of the wind direction Ŷ, which is updated based on
its own value in comparison with the measured wind direction. The estimated
wind direction is then used to evaluate the LuT and provide new set points. More
precisely, the yaw steering control law is formulated as follows:

Yƒ (k) = ƒfilt (Ym(k), Ym(k ↓ 1), ... , Ym(0)) (4.8)

Ŷ(k) =


Yƒ (k) if |Yƒ (k) ↓ Ŷ(k)| > Ylim or kW


L

c=k↓1 Yƒ (c) ↓ Ŷ(k)
 > Ylim

Ŷ(k ↓ 1) otherwise
(4.9)

Q(k) = ƒLuT(Ŷ(k)) , (4.10)

where L marks the time step of the last update of Ŷ(k) to a new value. The
measured wind direction at the time step k and its filtered version are denoted
by Ym(k) and Yƒ (k), respectively. The control law has four elements that need to
be supplied: the low-pass filter, ƒfilt; the dead-band width, Ylim; the integration
coefficient kW; and the LuT, ƒLuT. These elements determine the behavior of the
wind farm, and their adequate tuning is a prerequisite to efficient wake steer-
ing. The selection of the parameters Ylim and kW is the subject of the case study
presented in Section 4.3. The ƒfilt function is omitted for simplicity; instead we
assume an ideal noise-free measurement of the wind direction. The LuT is first
populated using the serial-refine yaw optimizer integrated into FLORIS [93]. While
the presented control law focuses on wind direction changes, for completeness,
the provided LuT also includes inputs for other freestream atmospheric conditions,
such as hub-height turbulence intensity (TI) and free wind speed. These parame-
ters are kept constant in the case study discussed in Section 3. During the LuT
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creation, TI is kept constant at 6%, the wind direction is discretized into 1 deg
bins, and the wind speed from 6 ms↓1 to 10 ms↓1 in 1 ms↓1 steps. The baseline
controller follows the same update law, with the difference that it enforces turbine
alignment with Ŷ(k). The controllers are continuously updated with every 5 s time
step of the simulation; the limits of the intentional misalignment with the main
wind direction are set to ±30 deg.

7.3. -%,$ ,5/&2
The ‘‘Case study’’ section is split into two parts: Section 4.3.1 discusses the
selection and processing of the field data and the resulting simulation conditions.
Section 4.3.2 then showcases the use of the OFF model to predict the performance
of controllers and how a pre-selection can be made from a large number of
controllers.

7.3.!. ,.4/(%5."# ,$5/;
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Figure 4.3.: (a) The full 23 h and 45 min wind direction time series investigated in this work.
The series is based on field data recorded by a vertical LiDAR at the HKN site
during the 28th of March 2023 [94], depicted in grey. The low-pass filtered data
is given in black. Three marked subsets of the time series have been simulated
in LES for verification purposes. Each LES TF has a length of 3 h, along with
a 20 min initialization period. Critical wind directions are marked in (a) and
depicted relative to the farm layout in (b).

The case study is based on the southwestern corner of the Hollandse Kust Noord
(HKN) wind farm, which consists of 10 turbines, here modeled as DTU 10 MW
reference turbines with a diameter of D = 178.3 m [33]. The layout has been
scaled to preserve the same relative distances between the turbines compared
to the original ones. It features three critical wind directions for which three or
more turbines stand in line, namely for Y ⇐ 175, 201, and 265 deg. To effectively
challenge the controllers, a wind direction time series that is both realistic and
includes variations across all three directions (along with smooth transitions
between them) is desirable. Accordingly, to drive the simulation, we use 23 h
and 45 min of data recorded by a vertical ZephIR 300M wind lidar at the HKN
site on March 28, 2023, as shown in Figure 4.3 [94]. This date is before the
wind farm went online, which happened in December 20231. The lidar provides
horizontal and vertical wind speeds, along with wind directions, at various heights.
1www.crosswindhkn.nl, accessed 28th of October
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Figure 4.4.: Lidar location within the HKN wind farm site with respect to the neighboring

wind farms Prinses Amalia Windpark (PAW) and Egmond aan Zee (EaZ), as well
as its distance to the closest considered turbine. The measurements used in
this study range from 172 deg to 304 deg, part of which, 190 to 211 deg, may
be influenced by PAW. Note that the data used were recorded before HKN went
online.

For this study, measurements at 108 m and 133 m were used to interpolate
the wind direction at a hub height of 119 m. In order to recover the underlying
wind direction changes, the ensuing signal was then zero-phase low-pass-filtered
using a fourth-order Butterworth filter with a cut-off frequency of 1/600 Hz,
equivalent to [95]. The filtered output, as well as the wind direction input for the
precursor, was eventually fed to the yaw steering controllers. For the controller,
this results in an unrealistic noise-free signal, which would otherwise be a function
of a filter or distributed estimation algorithm, e.g., [96–98]. Since this work
aims to demonstrate the surrogate model capabilities and not necessarily the
effectiveness of an integrated wake steering controller, the added complexity of a
wind direction estimator has been left out. Figure 4.4 depicts the lidar location in
the context of the HKN wind farm site and its closest neighboring wind farms2.
The figure shows that the used wind direction range overlaps with the direction
in which the Prinses Amalia Windpark is located, which may have an impact on
the measurements. Therefore, for the purposes of this paper, changes in wind
speed are neglected, and a constant mean wind speed of 8 ms↓1 is imposed
for all simulations. This wind speed corresponds to the turbine’s below-rated
operation region, where the impact of wake losses is most significant, thereby
offering the greatest potential for power maximization using wake steering. The
OFF simulations ran with a shear coefficient of 0.12, a turbulence intensity of 6 %
and no veer. Each turbine uses 200 OPs to describe the wake. With a time step
of 5 s and a freestream wind speed of 8 ms↓1, this results in 8 km of simulated
wake, or 44.9 D, which reaches beyond the boundaries of the simulated farm
(approximately 5 ≃ 5 km region).
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Figure 4.5.: Comparison of the trigger condition that leads to an updated wind direction
based on Equation (4.9). Red means that the controller is updated more often
based on an exceeded dead band, and blue means that the integrated error
crosses the threshold more often. Marked squares indicate controller settings
selected for verification in Section 4.4

7.3.0. ;+$&.-5$& -"#5+"(($+ ;$+)"+4%#-$
The controller Equation (4.9) updates the wind direction estimate based on either
of two conditions: (i) the difference between the current wind direction and the
measured direction is larger than Ylim or (ii) the integrated error exceeds the
threshold. To ensure a sensible range of parameters, we investigate the balance
between these two conditions: Fig. 4.5 compares which of the two triggers
dominates and causes a LuT reevaluation. The results show that the chosen range
of Ylim ↔ [2,10] and kW ↔ [0.01,0.09] leads to both cases: either a predominant
role of the threshold or one of the integration constant.
The selected ranges of Ylim and kW with a 1 deg and 0.01 discretization, respec-

tively, lead to 81 possible combinations of dead-band settings for two types of
controllers, LuT and Baseline (BL). All 162 controllers are evaluated using OFF with
the results reported in Figure 4.6. The figure displays the controller performance
in three dimensions: (i) energy generated, (ii) number of yaw actuator activations,
and (iii) accumulated yaw travel. Figure 4.6 (a) compares the activations with the
energy generated, (b) the energy with the yaw travel, and (c) the yaw travel with
the activations. All three figures are colored based on their Ylim setting. Looking
at the baseline controllers in Figure 4.6 (a), it becomes apparent that a smaller
Ylim results in many more activations but not in an increase in energy. This is
a result of a power curve that has little sensitivity to small yaw angle misalign-
ment, possibly highlighting the need for more adequate power-loss exponent
parametrization [89]. On the other hand, the LuT-controlled cases still benefit

2Adapted from map.4coffshore.com/offshorewind/, accessed 28th of October
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Figure 4.6.: (a-c) Unfolded three-dimensional performance comparison of the dead-band
controllers across the full simulated time frame in OFF. Next to the energy
generated by the 10-turbine wind farm, there is the accumulated yaw travel
in degrees and the number of times the yaw actuators are activated. The
baseline controllers are colored in different shades of red, based on Ylim. The
LuT controllers are colored in blue, respectively.

from the increased number of activations, but with diminishing returns. Notably,
there is little difference in the number of activations between baseline and LuT
controllers. This is due to the fact that Equation (4.9) updates the wind direction
estimates for baseline and LuT controllers alike. In contrast, the LuT controllers
accumulate a much larger amount of yaw travel than the baseline cases, as
depicted in Figure 4.6 (b). This is to be expected as the baseline controllers only
drive the turbines to full alignment, while the LuT may vary between large positive
and negative misalignment angles. Figure 4.6 (c) shows the relation between
activations and yaw travel. The plot completes the picture drawn by (a) and
(b): while the number of actuator activations may be similar between baseline
and LuT controllers, the yaw travel is not. From these results, one could start to
deduce which controllers fall within a reasonable range for set turbine limitations.
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For instance, if there is an average yaw activation budget of 10 times per hour
per turbine, the number of relevant controllers can be reduced. In this case,
23.75 h · 10 turbines · 10 activations per hour per turbine leads to a maximum
of = 2375 activations, which limits the dead-band width at Ylim ⇑ 5 deg. The
results show that if yaw travel and turbine misalignment are not of concern, a LuT
controller may result in a significant improvement in energy generated.

φlim 2 deg
ki 0.09
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Figure 4.7.: LuT controller performance normalized by the respective baseline controller
with identical Ylim and kW settings. Three marked settings along the min-max
approximated Pareto front are chosen for verification. The coloring is based on
Ylim.

In this work, we select the controllers for verification based on the performance
difference due to the switch from Baseline to LuT control. Figure 4.7 shows how
the addition of wake steering, while maintaining the same Ylim and kW, increases
the amount of yaw steering in comparison to the increase in farm energy. The
minimize-yaw-travel and maximize-energy approximated Pareto front indicates
several candidates that offer a trade-off between the increase in energy and the
resulting increase in yaw travel. Three combinations of Ylim and kW along the front
are selected for LES verification: one that yields a steep increase in energy for a
relatively low increase in yaw travel (Ylim = 10deg and kW = 0.05), one that tries
to achieve the maximum energy possible (Ylim = 2deg and kW = 0.09), and one
intermediate configuration (Ylim = 5deg and kW = 0.02).
Next to the results presented in Figure 4.6 and 4.7, which summarize the

overall performance, a wind direction resolved investigation of the results can
also be useful. Figure 4.8 (a) shows the energy generated by the baseline and
LuT controllers with Ylim = 5 deg, and kW = 0.02 versus the wind direction. More
specifically, a sliding time window of 600 s is used to calculate the energy, as well
as the mean wind direction and wind direction change. The result is a smooth
transition between multiple 10-minute average bins. The energy data are plotted
over the mean wind direction and, therefore, go back and forth along the x axis
(compare Figure 4.3). In direct comparison, it is evident that the LuT manages to
outperform the baseline controller as expected for large parts of the wind direction,
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Figure 4.8.: (a) Energy generated by the wind farm, calculated based on the power inte-
grated over a sliding time window of 600 s. The energy is plotted over the mean
wind direction Ȳ during the 600 s for both LuT and BL control. The resulting
wind farm efficiency is given in (b) and (c). Next to the wind farm efficiency,
(b) also depicts the predicted LuT steady-state wind farm efficiency. In (c), the
efficiency is given as color, while the y axis denotes the mean wind direction
change ¯̇Y over 600 s. The controller settings are Ylim = 5 deg, and kW = 0.02.

though, not for all of them. Figure 4.8 (b) depicts the wind farm efficiency as
the ratio of the energy generated by the LuT divided by the baseline energy.
The data show that the LuT-driven controller shows advantageous behavior for
wind directions between 160 deg and 220 deg but struggles to consistently
outperform the baseline in the wind direction transitions between 220 deg and
300 deg. Figure 4.8 (b) also depicts the wind farm efficiency as predicted by
FLORIS during the LuT creation, so under ideal steady-state conditions. The
difference between the achieved wind farm efficiency and the predicted one
shows that the changing turbine states and wind direction state can lead to
suboptimal performance and that the wind farm efficiency predicted by the LuT is,
in most cases, an upper limit, only achievable under steady-state conditions [99].
The occasional localized overshoots beyond this performance envelope can be
attributed to the dynamic nature of the simulations. For instance, in the absence
of wake steering, a downstream turbine aligned with the wind direction would
always operate within the wake of the upstream turbine. However, in a dynamic
setup, transient wind direction changes may temporarily shift the wake, allowing
the downstream turbine to operate under improved conditions and produce more
power than in the steady-state scenario. Nevertheless, these overshoots are
temporary, eventually converging back to the steady-state value or lower. This
observation highlights the need for dynamic wake models to optimize wind farm
control strategies during transient periods. Lastly, Figure 4.8 (c) shows the wind
farm efficiency over the mean wind direction, as well as the mean wind direction
change. This serves as an approximated state-space representation of the wind
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direction and how it influences the wind farm performance. Since the y-axis
depicts the wind direction change, the state of the wind direction moves left in the
lower half of the plot and right in the upper half. In conclusion, the performance
of a wake steering controller is not trivial to assess in a time-marching simulation
due to changes in the flow field and in the turbine state. As a result, the wind
farm can exhibit very different performance for the same wind direction and wind
speed.

7.7. ’9# -%,$, 5’%5 /#&$+1$#5 ($,
This section verifies the selected controllers from Section 4.3.2 across the three
subsets of the 24-hour period simulated in OFF and FLORIS. The OFF results are
compared to both the LES and FLORIS, allowing the effect of the added dynamics
to be investigated. Section 4.4.1 further introduces the LES setup and the three
time frames. Section 4.4.2 - 4.4.4 investigate the power generated on a turbine,
farm and statistical level respectively. This is followed by Section 4.4.5, where
the energy generated is compared between the simulations.

7.7.!. (%+*$-$&&2 ,.4/(%5."#
The 10-turbine wind farm is simulated as actuator discs in a 5≃5≃1 km simulation
domain in SOWFA [20]. The domain is discretized in 300 ≃ 300 ≃ 100 cells and
simulated with a time step of 0.5 s. A grid resolution of 16.6 ≃ 16.6 ≃ 10 m was
chosen to balance computational cost and accuracy. Given the turbine rotor
diameter of 178.3 m, this results in a normalized cell width of EP = Ey = 0.094 D,
but since the turbines are often diagonally oriented in the domain during the
simulation, there is a worst-case ratio of

⇓
2EP = 0.132 D. The neutral turbulent

precursor is developed over 3 ·104 s. A surface roughness of 0.0002 m enforces a
horizontal turbulence intensity of ⇐ 6.2 % at hub height. The initial wind direction
is kept constant at 225 deg during the precursor to allow changes of ±45 deg in
the successor phase, using the same southern and western inflow planes. Three
3 h successor phases underwent LES, as marked in Figure 4.3. A 1200 s spin-up
phase with fixed wind direction is first run in order to fully propagate the wake,
after which 10800 s of the low-pass-filtered field data is used to uniformly change
the wind direction. All three time series are offset to start with 225 deg, while the
wind farm layout is rotated in the LES thereby ensuring the same precursor can
be used across all three simulations. The veer of the precursor is < 2 deg across
the rotor plane, and the shear exponent is ⇐ 0.075. Figure 4.9 shows the wind
farm in the rotated domain and a qualitative visualization of the wind directions
during the simulation. The latter is achieved by a pizza-shaped histogram with
bins of 2.5 deg in width, translated onto the position of each turbine. Darker bins
indicate more frequent wind directions, lighter ones less frequent ones, thereby
visualizing the wind turbine interactions. Next to the domain orientations, Figures
4.9 (a-c) also depict information relevant to all three TFs; (a) the turbine indexes,
(b) the simulated domain size, and (c) the normalized distance between turbine
T0 and the other turbines.
To link the dynamics back to the layout, time is also given in convective

timescales. This denotes the time taken by a particle to travel a characteristic
length within the domain. We choose this length to be five turbine diameters,
as this is closely related to the spacing of the turbines; see Figure 4.9(c). The
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Figure 4.9.: Collection of the three simulated LES TFs of the 10-turbine subset of the HKN
wind farm. Panels (a-c) feature pizza-shaped histograms of the wind direction
centered in the turbine locations: darker colors indicate more frequent wind
directions and, therefore, turbine interactions that happen more frequently
during the TF. Additionally, (a) depicts the turbine indexes; (b) the simulated
domain size; and (c) the relative distance between turbine T0 and the other
turbines, normalized by turbine diameters. The domains are rotated such that
the initial wind direction is aligned with the precursor, and the remaining wind
direction time series can be simulated with the same inflow planes.

freestream velocity is used to normalize the characteristic length:

tc =
5 · 178.3 m

8 ms↓1
= 111.4 s . (4.11)

7.7.0. ;"1$+ *$#$+%5$&
The power generated by SOWFA is calculated based on an actuator disc model.
Simulated on a coarse grid, these tend to overestimate the power generated by
the turbines, which is a known issue [100, 101]. The resulting mean ratio between
the power generated in SOWFA and OFF is 1.34. Based on this mismatch, the
power measurements by SOWFA in the following plots are either normalized or
marked with a ‘‘c’’, which denotes that the power was divided by the correction
factor. Next to the LES data, the zero-phase-filtered power output data from the
LES are also used to analyze model and controller performance. This filtering
removes the influence of turbulence on turbine power, isolating the underlying
trends more consistently with the wake dynamics that OFF aims to describe. To
this end, a fourth-order Butterworth filter is used with a cutoff frequency of 1/370
Hz. The cutoff frequency is motivated by the results presented later in Figure 4.13
(b). Note that the individual turbine signals are filtered. Derivatives, like farm
power or energy, then use either the filtered turbine power or the original signal
and are marked with ‘‘lpf’’ if they use the filtered data.
The match between OFF and SOWFA is investigated in three ways: (i) on a

selected turbine level for a selected controller, (ii) on a farm level for a selected
controller, and (iii) on a statistical level. Figure 4.10 and 4.11 investigate the data
collected for turbine T3. The data were recorded using the dead-band LuT and
baseline controllers with Ylim = 5 deg, and kW = 0.02, one of the settings selected
for validation based on the results in Figure 4.7. Turbine T3 is selected as it acts
as an upstream turbine in TF 1, see Figure 4.9, and as a downstream turbine in TFs
2 and 3. This is mirrored in Figure 4.10, where the turbine produces its maximum
power during the initial hours of the time series. The LuT-controlled case diverges
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Figure 4.10.: Power generated (a) and efficiency with respect to the baseline (b) of turbine
T3 throughout the full simulated wind direction time series. "LES c" refers to
the corrected SOWFA data, and "lpf" refers to the zero-phase low-pass-filtered
data. The controller settings are Ylim = 5 deg, and kW = 0.02. The detailed data
from the time frames are provided in Figure 4.11.

as the turbine engages in yaw steering and sacrifices power to redirect its wake.
During later periods of the simulation, T3 becomes a downstream turbine and
its power generated significantly decreases. Here, we can see an inverse effect,
where T3 benefits from the yaw steering of other turbines and generates more
power in the controlled case than in the baseline case.
Zooming in on the TFs that underwent LES, Figure 4.11 gives a more detailed

look into the match of the LES data and the OFF data. Qualitatively we observe
an overall fitting trend between the LES signal and the power predicted by OFF.
An immediate difference between the two is the influence of turbulence on the
LES signal. This causes noticeable variations that OFF cannot predict. The low-
pass-filtered signal removes this discrepancy partially and shows a signal that is
overall better aligned with the OFF signal. One aspect that gets lost due to this
filtering is the response of the turbine power to yaw angle changes: Figure 4.11(b)
shows the efficiency of the turbine during a period where turbine T3 engages
in yaw steering to lessen the wake interaction with a downstream turbine. In
OFF, the rotor misalignment causes sharp decreases and increases in efficiency,
while the change is either smoothed out by filtering or hidden in the noise for
the LES data. Reoccurring discrepancies between OFF and the low-pass-filtered
LES data appear in the form of a phase shift, mainly visible with the baseline
power signal: OFF displays slightly delayed reductions and recoveries compared
to SOWFA. This might be the product of a wake that advected too slowly, which is
notable as similar models specifically slowed their advection speed down for a
better match with reference data. Another difference between OFF and the LES
data is visible in the turbine efficiency displayed in Figure 4.11(d) and (f): OFF
tends to either match or overestimate the effect of yaw steering on the turbine
efficiency, compared to the filtered LES signal. This may be attributed to the fact
that OFF describes a middle ground between an overconfident steady-state model
and a more realistic LES.
Figure 4.12 moves from the turbine power described previously to the farm

level. As the scale increases, the differences between the signals decrease. On
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Figure 4.11.: Power generated (a,c,e) and efficiency with respect to the baseline (b,d,f) of
turbine T3 during the three simulated TFs. "LES c" refers to the corrected
SOWFA data, and "lpf" refers to the zero-phase low-pass-filtered data. The
data are a subset of Figure 4.10.

a farm level OFF shows a qualitatively better match than on a turbine scale,
where differences become much more clear. The farm power efficiency is also
more balanced compared to the turbine level; both over- and underestimations
are present if there is a mismatch, which suggests a lower bias. The improved
performance on a farm scale may stem from different sources: (i) The fact that
turbines are distributed throughout the farm makes it more likely that if one is not
waked, another one may be. As a result under- and overestimation may cancel
out. (ii) Looking at an individual turbine, small increases in wind speed lead to a
large amplification of the power generated. As a result, mismatches create a large
error. However, in the presented farm context the power contribution of waked
turbines is small compared to the free-stream turbines. The data presented in
Figure 4.12(a) and (b) also highlight TF 1 as a difficult period for wake steering to
achieve consistent gains.



=

92 4. A dynamic open-source model

(a)

(b)

(c)

(d)

(e)

Time frame 3

Time frame 2

Time frame 1

Time frame 3

Time frame 2

Time frame 1

(f)

Conv. time scales 20 40 60 80
Power

Controlled
LES c LES c lpf OFF

Baseline

Efficiency
Controlled / Baseline

LES LES lpf OFF

η 
[-]

η 
[-]

η 
[-]

p 
[M

W
]

p 
[M

W
]

p 
[M

W
]

Time in h 1 2

1

1.2

30

40

1

1.2

1

1.2

30

40

30

40

Figure 4.12.: Farm power generated (a,c,d) and efficiency with respect to the baseline
(b,d,f) during the three TFs. "LES c" refers to the corrected SOWFA data, and
"lpf" refers to the zero-phase low-pass-filtered data. The dead-band controller
settings are Ylim = 5 deg and kW = 0.02.

7.7.3. ;"1$+ ,.*#%( -"++$(%5."#
The results presented in Figure 4.10 - 4.12 show the similarities but also the
discrepancies between OFF and the LES with respect to power generated. In the
OFF environment, fluctuations in the power signal are due to (i) wind direction
changes, (ii) control set point changes, and (iii) delayed wake dynamics. By
contrast, the LES environment also reflects fluctuations due to turbulence and
wake meandering. These latter two factors contribute to higher-frequency effects,
raising the question: which frequency ranges does OFF effectively capture? And
which frequencies could also be represented in a steady-state model?
To answer this question, we investigate the correlation between the power

signals. Assuming that the discrepancies between OFF and the LES are of a
high-frequency nature, one would expect that the correlation between the two
models increases as high-frequency fluctuations are filtered out. In turn, with too
aggressive filtering, the correlation should eventually decrease as the LES signals
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lose components described by OFF. Based on these assumptions, the individual
turbine data of TFs 1-3 for the baseline and LuT dead-band (Ylim = 5 deg, kW = 0.02)
controllers are correlated between OFF and the LES. A total of 180 h of data, or 18
h per turbine, are subsequently processed. Figure 4.13 (a) illustrates the influence
of the cutoff frequency of the fourth-order Butterworth filter applied to the LES on
the correlation score recorded by OFF while Figure 4.13 (b) depicts the resulting
average correlation error. The average correlation error is defined as the mean
distance of the turbines to 1 for all three TFs:

ecorr =
1

nDT



WTF



WT

[1 ↓ corr(pOFF, pLES)] , (4.12)

where p is the power of turbine WT in TF WTF, and nDT = 5 + 6 + 6 = 17 is the
total number of downstream turbines considered summed across all three TFs.
Combining the baseline and controlled cases, the minimum for ecorr is achieved
for ƒcutoff = 1/370 Hz = 1/3.33 tc = 0.0027 Hz . In contrast to OFF, the collective
minimum for FLORIS is reached at 1/520 Hz = 1/4.68 t↓1c = 0.0019 Hz, so at a
lower frequency. This gap is explained by the added wake dynamics in OFF, as
OFF uses the same FLORIS model in its core. This cutoff also aligns with the
literature on wake meandering, which is not captured by OFF: [102] finds the
wake meandering frequency to be around O∅

20D , which equals 0.0022 Hz for the
presented study. [17], on the other hand, suggest a higher frequency, which, for
this study, equals 0.022 Hz. We can conclude that OFF does describe the wake
dynamics up to the wake meandering frequency. Additionally, we note that OFF
leads to a lower error than FLORIS; while OFF finds its minimum at ecorr = 0.11,
FLORIS returns ecorr = 0.19. It should be noted that the filtering timescale used
to preprocess the wind direction signal (1/600 Hz) may limit OFF’s performance,
as it filters out relevant dynamic scales. Related work by [103] suggests, for
instance, that mean wind direction changes may occur with a frequency of up to
1/270 Hz. Rerunning the LES with a higher cutoff frequency would likely increase
OFF’s effective cutoff frequency estimation; however, this was not feasible within
the scope of the present work.
Figure 4.14 provides more insight into the source of the correlation error. Figure

4.14 (a) and (b) show the correlation error in OFF, split into LuT cases (a) and
BL cases (b). This is accompanied by the results for FLORIS, depicted in (c) and
(d), also split into LuT cases and BL cases, respectively. Upstream turbines, like
T0, T1, T3, T5, and T7 for TF 1, are neglected in Figure 4.13 and 4.14 as they
are operating at close-to-maximum power in OFF and FLORIS, while their LES
counterparts are affected by turbulence, see for instance Figure 4.11 (a). As a
result, the turbines modeled in OFF and FLORIS experience no excitation, while
the LES ones do. This leads to effectively no correlation between the signals.
Looking at which turbines lead to the larger ecorr for FLORIS, the turbines in TF

1 contribute a large share, as well as turbine T9 in TF 2. Based on Figure 4.9, we
can see that TF 1 features long-distance turbine-to-turbine interactions. This fact,
paired with the varying wind direction, leads to a situation where the steady-state
approximation of FLORIS fails and where wake dynamics play a significant role in
the power generated. This also complements the observation from Figure 4.12
(b), where it was visible that TF 1 is a challenging case for the steady-state-based
LuT controller. A notable similarity between OFF and FLORIS is that the LuT cases
lead to a higher error than the baseline cases. One reason for this discrepancy
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Figure 4.13.: (a) Correlation of the downstream turbine power in OFF and the LES. The LES
data are zero-phase low-pass-filtered with varying cutoff frequencies. Each line
corresponds to the correlation of one turbine, blue lines are the data from the
controlled TFs, and red lines are from the baseline ones. The dot represents
the maximum correlation from a given turbine. The average error is depicted
in (b) and is minimal for ƒcutoff = 1/370 = 0.0027 Hz. Additionally, there is the
line for the correlation of the FLORIS data with the LES. Its minimum is located
at 1/520 Hz. The dead-band controller settings are Ylim = 5 deg and kW = 0.02.

could be that the turbine model does not accurately capture the impact of larger
misalignment angles. This would motivate turbine model corrections as suggested
by [104] and [89]. Additionally, this error may be partially rooted in the wake
dynamics triggered by LuT control. Indeed, LuT-based wake steering tends to
amplify changes in wind direction: a variation of just a few degrees in the wind
direction may, under certain circumstances, induce a yaw-offset angle change
that is 10 times greater than the original wind direction change [99]. This results
in more frequent and larger variations in wake states.

7.7.7. ;"1$+ $++"+ ,5%5.,5.-,
Section 4.4.2 first investigates the turbine power, then the farm power, as well as
the role of timescales. This discussion is limited to one set of controller settings
Ylim = 5 deg and kW = 0.02. For brevity, we denote the controller settings as
(Ylim, kW) in the following paragraph. Two more sets of settings underwent LES,
namely (2,0.09) and (10,0.05). Table 4.1 summarizes characteristic error quanti-
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Figure 4.14.: Cumulative correlation error between the turbine power from the LES and
OFF (a,b) and FLORIS (c,d). The data are split into the LuT cases (a,c) and
the baseline cases (b,d). The shaded areas indicate the contribution of each
downstream turbine across the three TFs on top of each other. With (d) it is
indicated which layer relates to the corresponding TF. The dead-band controller
settings are Ylim = 5 deg and kW = 0.02.

ties for all controllers. The table combines the three TFs for each controller setting
to calculate the difference between the OFF prediction and FLORIS prediction. The
table lists the normalized RMSE for the turbine and farm power, as well as the
correlation of both signals. The normalization was done with the corrected LES
data. The values show that the addition of dynamics renders OFF more robust
towards the addition of yaw steering, compared to FLORIS: while the turbine and
farm NRMSE slightly decrease for OFF, there is a notable increase for FLORIS
related to the switch from BL to LuT operation. Similarly, the correlation of the
farm and turbine power decreases for both OFF and FLORIS, but the steady-state
approximation results in a larger decrease; e.g., for (2,0.09), the farm power cor-
relation by OFF decreases by ⇐ ↓0.03 compared to ⇐ ↓0.11 for FLORIS. However,
both OFF and FLORIS achieve similar correlation and error results for baseline
operation. An explanation can be that the LuT creates wind farm states that
are more sensitive to environmental changes. As a result, the modeled wake
dynamics become more relevant. Also notable is the NRMSE decrease for both
models with the switch from turbine level to farm level, from values between 0.17
and 0.27 to values between 0.04 and 0.06. Consequently, model inaccuracies
on a turbine level do not necessarily lead to equally large errors on a farm level.
This also indicates that going forward, improved model descriptions might lead to
less uncertainty on a turbine basis but might show diminishing returns on a farm
scale.
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Model Ylim kW Mode T. NRMSE [-] T. Corr. [-] F. NRMSE [-]
OFF 2 0.09 LuT 0.19 0.81 0.047

FLORIS 2 0.09 LuT 0.27 0.74 0.064
OFF 2 0.09 BL 0.20 0.88 0.048

FLORIS 2 0.09 BL 0.19 0.87 0.045
OFF 5 0.02 LuT 0.18 0.83 0.043

FLORIS 5 0.02 LuT 0.24 0.76 0.056
OFF 5 0.02 BL 0.20 0.88 0.047

FLORIS 5 0.02 BL 0.20 0.87 0.045
OFF 10 0.05 LuT 0.18 0.85 0.042

FLORIS 10 0.05 LuT 0.24 0.80 0.053
OFF 10 0.05 BL 0.20 0.88 0.048

FLORIS 10 0.05 BL 0.21 0.86 0.047
Model Ylim kW Mode F. Corr. [-] ƒcutoff [Hz] ecorr [-]
OFF 2 0.09 LuT 0.88 1/360 0.14

FLORIS 2 0.09 LuT 0.81 1/540 0.26
OFF 2 0.09 BL 0.90 1/430 0.10

FLORIS 2 0.09 BL 0.92 1/520 0.13
OFF 5 0.02 LuT 0.90 1/360 0.12

FLORIS 5 0.02 LuT 0.84 1/520 0.24
OFF 5 0.02 BL 0.91 1/390 0.10

FLORIS 5 0.02 BL 0.92 1/520 0.15
OFF 10 0.05 LuT 0.91 1/370 0.11

FLORIS 10 0.05 LuT 0.85 1/510 0.21
OFF 10 0.05 BL 0.91 1/370 0.09

FLORIS 10 0.05 BL 0.91 1/500 0.16

Table 4.1.: Power error statistics for each controller tested in OFF, FLORIS and LES. From left:
T.NRMSE, the normalized root-mean-square error calculated with the corrected
turbine power LES data; T.Corr., the correlation with the unfiltered turbine power
LES signal; F.NRMSE, the normalized root-mean-square error calculated with
the corrected farm power LES data; F.Corr., the correlation with the unfiltered
farm power LES signal; ƒcutoff, the cutoff frequency for LES filtering; and ecorr, the
average correlation error.

7.7.:. $#$+*2 *$#$+%5$&
Section 4.4.2 investigates the power generated by the wind farm at different
time and turbine scales. This section complements the results with a discussion
about the energy generated. More specifically, the efficiency of the wind farm is
compared between the LES and the surrogate models. The efficiency is calculated
as the ratio of the farm energy generated using LuT control, normalized by BL
control, integrated over a time window ET:

R(t,ET) =

 t+ET
t Et


nT pLuT(L) dL t+ET
t Et


nT pBL(L) dL
, (4.13)

where p refers to the power generated by a turbine, Et is the time step, and t is
the time. Figure 4.15 compares RLES(t,ET), the wind farm efficiency simulated
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Figure 4.15.: Wind farm efficiency as predicted by the surrogate models OFF (a-d) and
FLORIS (e-h) and as simulated in the LES. The efficiency is calculated based
on the ratio of energy generated over a time window ET, which is equal for
each column of the figure, e.g. (a) and (e). The dotted white line indicates a
perfect fit, which is complemented by the linear regression of the data, given
as red line and equation. The color map is normalized by the largest bin count
based on the given time window. The darkest color is reserved for the smallest
non-zero bin count; empty bins are not filled. Note that the distribution of ET
is not equidistant.

in the LES, with ROFF(t,ET) and RFLORIS(t,ET), the values OFF and FLORIS predict
respectively. This is done for four values of ET between 100 s and 1800 s with
data from all three TFs, and based on the Ylim = 5 deg, kW = 0.02 controllers. A
first observation is that the range of values for the farm efficiency decreases with
increasing length of ET. This shows the increasing convergence towards a more
consistent controller performance over a longer time as well as a diminishing
influence of effects at a small timescale. In comparison, between OFF and
FLORIS, OFF generally predicts a narrower fit for small values of ET, closer to
the ideal correlation line. With increasing ET, this difference diminishes, and the
distributions of FLORIS and OFF become more equal. For large ET, FLORIS shows
a structural underestimation compared to the LES data, where OFF still predicts
values along the ideal correlation line. This observation is also quantifiable
with the linear regression parameters: as ET lengthens, the linear coefficient
approaches 1, and the bias decreases. This trend is visible for both models;
however, OFF consistently presents parameters closer to the ideal values.
Figure 4.16 investigates the error in the approximation of the farm efficiency to

further quantify and compare the differences. For each TF and each simulation
environment R(t,ET) is calculated for ET ↔ [100,1900] s and t ↔ [t0, t1 ↓ T],
where t0 is the start time of each TF and t1 is the final time. Figure 4.16 compares
how the root-mean-square error between the R(t, T) from the LES and the R(t,ET)
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Figure 4.16.: Root-mean-square error in the wind farm efficiency in LES compared to OFF
or FLORIS. The wind farm efficiency is defined as the ratio of the energy
generated with LuT control divided by the baseline energy integrated over a
given time window.

of OFF and FLORIS changes for different T. The difference between the LES and
FLORIS improves significantly for longer averaging periods, highlighting its design
meant for long-term wind farm behavior. On the other hand, OFF benefits from
the addition of wake dynamics and shows much lower RMSE values compared
to FLORIS. However, this advantage becomes smaller as ET grows larger. As a
result, a user has to decide if the added computational cost of OFF in comparison
to FLORIS justifies the improvement in prediction. We conclude that, based on
this case study, it is advantageous to use OFF for quantities of interest shorter
than ⇐ 20 min. However, for longer timescales the benefit of the added dynamics
diminishes.

7.7.>. -"4;/5%5."#%( -",5
One of the main motivations for dynamic parametric wake models like OFF, or
by extension for FLORIDyn or OnWaRDS, is the low computational cost compared
to high-fidelity numerical methods such as LES, for instance. On the other hand,
it is evident that the computational cost has to be higher than the cost of the
underlying steady-state wake model. Simplified, the computational cost of both
OFF and time-marching FLORIS can be expressed as a function of the number of
time steps nk, the number of turbines nT, and the number of observation points
nOP:

OOFF = nk · . . .
OState prop.(nT, nOP) + OTWF(nT, nOP) + nT · [OF. run(nT) + OF. reinit.(nT)]︸ ︷︷ ︸

Oprediction

+ . . .

. . . Ocorr.(nT, nOP) + Ocon.(nT)

+ OF. init. + OOFF init , (4.14)

OFLORIS = nk ·OF. run(nT) + OF. init + Ocon.(nT) , (4.15)

where OState prop. refers to the cost of the state propagation, OTWF to the creation
of the TWFs, OF. run to the cost of one FLORIS evaluation, OF. reinit. and OF. init. to
the FLORIS reinitialization and initialization, Ocorr. to the state correction, and
lastly Ocon. to the derivation of the control set points. This is accompanied by
other costs, such as visualization, data storage and memory limitations, which
are excluded here.
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Performance analysis during the code development has shown that the re-
occurring computational costs of OF. reinit. can be substantial depending on the
implementation. FLORIS was developed with other simulation goals in mind. This
leads to costs associated with the reinitialization that are mandatory for some
FLORIS applications but could be neglected for purposes of the OFF simulations.
Consequently, existing codes similar to OFF have mainly chosen to implement
their own wake model. This, in return, limits the capabilities and flexibility of
the wake model, which was one of the main motivations for the development
of OFF. Another consideration to reduce computational costs is to only run rel-
evant turbines in the steady-state simulation and thereby decrease the cost of
OF. run(nT). This could be done by excluding turbines that do not contribute to the
wake losses experienced by the turbine the TWF is dedicated to. The validity of
this approach also depends on the steady-state model capabilities. For instance,
if there is a blockage model based on nT, this simplification would introduce a
systematic model error. Lastly, parallelization is a natural approach to improving
computational complexity. The nT TWF evaluations done in one time step can be
done independently of one another, which would lead to a performance improve-
ment for up to nT cores. In this work, we investigate a large number of control
settings and, therefore, use OFF as a single-core code and split the task at hand
over multiple simulations. To give an estimate, in our 10-turbine simulations, OFF
ran with a real-time factor of 2.2 · 10↓1 in single-core performance, resulting in
5 h 20 min CPU time for 23 h 45 min simulated time. The SOWFA simulations,
recalculated from 80 cores to 1 core, ran with a real-time factor of 2 ·103, resulting
in 6030 h CPU time for 3 h simulated time. Lastly, FLORIS ran with a real-time
factor of 5.2 · 10↓5, resulting in 4.43 s wall time for 23 h 45 min simulated time.
Previous work showed that the real-time factor of a model like OFF can be reduced
to the order of 10↓3 for a similar-sized wind farm with a dedicated implementation
of the Gaussian wake model [47, 75].

7.:. -"#-(/,."#
This paper introduces OFF, a dynamic open-source wake model designed for
wind farm flow control and wake model development, and as a unified interface
for various similar models. In this context, a generic description of a passive
Lagrangian particle wake model is provided, along with details on the specific
version used to achieve the results discussed here. In an example case, the model
is used to make an informed parameter choice for a wake steering controller
before verifying the selected settings in LES. The controller applies a wake steering
look-up table dynamically for a 10-turbine wind farm. The wind farm layout is
based on the Hollandse-Kust-Noord wind farm, and the approximately 24 hour
long period of wind direction time series used to test the controllers is based on
field data from the same location.
The results from the study show that the wind farm controller can lead to

suboptimal performance in the presence of wind direction changes compared to
what was predicted during the generation of the LuT based on a steady-state as-
sumption. The study also shows that the wake steering controller’s performance
can vary widely for the same wind direction based on the prior state of wind
direction, wakes and controllers used. Six selected sets of controller settings are
then verified in LES in three 3 hour long subsets of the wind direction change time
series. The results show overall good agreement between the LES and OFF in
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both predicted power generated and wake steering controller efficiency. The LES,
for instance, confirms that one of the selected time frames creates a challenging
environment for the wake steering controller to return consistent gains over the
baseline operation. The results further investigate the timescales described by
both FLORIS and OFF. A conclusion drawn from the comparison is that a dynamic
wake description leads to a better correlation with the LES power signal, as well
as a lower root-mean-square error compared to a steady-state prediction.

In conclusion, OFF provides a unified interface to a dynamic wake description that
is advantageous over steady-state wake models for shorter time periods (< 20
min). The model is open-source and designed to interface with steady-state wake
model toolboxes. This has been demonstrated with the FLORIS toolbox. As a
result, users of OFF can also benefit from the ongoing development done for the
underlying wake models.

Future work should further investigate the use and effect of various steady-
state wake models in a dynamic context. This starts with further validation of the
approach and the generation of more realistic test and reference cases. One short-
coming of the presented case study is its limitation to wind direction variations.
Future work should investigate the model and control performance with realistic
wind speed variations, similar to the works of, for example, [51, 95]. It may
also involve investigating the selection of wake parameters. Since OFF describes
wakes at higher frequencies, the resulting wake shape may appear more slender
than a steady-state wake, which must account for small-scale wind direction
changes and wake meandering. The OFF code is further built in a modular way to
be expanded by other dynamic elements and to further explore their effectiveness
for the description of dynamic flows. This includes, for instance, wake advection
descriptions (e.g. [75, 85, 105]), shear and veer parameterizations (e.g. [106]),
or floating turbine dynamics (e.g. [15]). Another direction of interest can be the
employment of single-wake dynamic surrogate models in a wind farm, e.g. [107,
108].
In the long term OFF should lead towards a new dynamic wake model that

replaces modularity with reduced computational cost and a dedicated, informed
selection of the components previously explored.
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This chapter is based on the following publication:
[83] M. Becker, D. Allaerts, and J.W. van Wingerden, Ensemble-Based Flow Field Estimation Using the
Dynamic Wind Farm Model FLORIDyn, Energies (2022), 10.3390/en15228589.



Wind farm control methods allow a more flexible use of wind power plants over
the baseline operation. They can be used to increase the power generated,

to track a reference power signal or to reduce structural loads on a farm wide
level. Model based control strategies have the advantage that prior knowledge
can be included, for instance by simulating the current flow field state into the
near future to take adequate control actions. This state needs to describe the
real system as accurately as possible. This paper discusses what state estimation
methods are suitable for wind farm flow field estimation and how they can be
applied to the dynamic engineering model FLORIDyn. In particular, we derive
an Ensemble Kalman Filter framework which can identify heterogeneous and
changing wind speeds and wind directions across a wind farm. It does so based
on the power generated by the turbines and wind direction measurements at the
turbine locations. Next to the states, this framework quantifies uncertainty for the
resulting state estimates. We also highlight challenges that arise when ensemble
methods are applied to particle-based flow field simulations. The development
of a flow field estimation framework for dynamic low-fidelity wind farm models is
an essential step toward real-time dynamic model based closed-loop wind farm
control.
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Wind turbines are frequently positioned in a wind farm in such a way as to minimize
electrical cabling costs and to utilize given space as efficiently as possible. In
this context, wake effects can have a significant impact on the power generated
by the wind farm: as one turbine extracts energy from the flow, a downstream
turbine experiences lower wind speeds and generates less energy [4]. The impact
of wakes can be reduced by wind farm layout optimization and by changing the
way wind turbines are controlled. Wind farm control (WFC) methods utilize the
degrees of freedom a wind turbine provides in order to improve the wind farm’s
performance [5]. This can be done for instance to increase power generated or to
reduce loads on the turbines to extend their lifetime.
Model based WFC methods utilize a surrogate model to find the optimal control

inputs for the wind farm. This has shown to be successful in steady state, for
instance with the method of wake steering [4], where turbines are purposefully
misaligned with the main wind direction to deflect their wake. For steady state
conditions, set points can be calculated offline and are then applied using a
look-up table during operation. More recent publications iterate on the approach
and aim to also include dynamic effects, some of which are discussed here:
Dynamic wake effects can be approximated at a low computational cost by

reducing the underlying physics. One example is the free-vortex method, which
reduces the simulation scope to vortices shed by the rotor and their interaction
with one another. Recent work has shown that the free-vortex method, paired
with an adjoint-optimisation, can be used for model predictive control [109]. In
the presented work, the algorithm is applied to a two-turbine wind farm during a
wind direction change, where the flow field conditions are prescribed on a global
scale. While successful at a small scale, the method is currently limited to low
numbers of turbines. This is due to a steep increase in computational cost and
numerical instabilities. The free-vortex method further has inherent difficulties
to accurately describe the wake behavior once the wake does break down. The
distance at which the free vortex method begins to become inaccurate is subject
to ongoing research and can vary across different implementations. Another way
of approximating dynamic effects in wind farms is to decrease the time scale
at which steady state models are used. In [110] the authors use a steady state
model but adapt it to take changing atmospheric conditions on a longer time
scale into account (minutes to hours). This way they achieved dynamic closed
loop control with a steady state model across a full diurnal cycle. The model does
not feature a dedicated flow field model, but rather averages the environmental
conditions over time. On a shorter time scale of seconds to minutes, there are
only a few models which aim to simulate the flow behavior in a wind farm at a low
computational cost in order to provide control inputs in real-time.
One such model is the FLOw Redirection and Induction Dynamics (FLORIDyn)

model, originally published in [19] and more recently revised in [1] and [47].
The model can take heterogeneous and transient flow conditions into account
and can simulate the propagation of turbine state changes through the wake.
This is achieved by creating particles, so called Observation Points (OPs), at the
rotor plane. These inherit the turbine state and the wind field state at the time
of their creation. Each OP then proceeds to propagate downstream according
to the wind speed and direction it has inherited. The turbine state, together
with the wind field state and the OP location, provide enough information to
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approximate the influence of the turbine wake in the proximity of the OP. The
FLORIDyn model uses a parametric wake model, designed for steady state, to
calculate the wind speed deficit. The model therefore adds flow and advection
dynamics to a computationally cheap steady state wake model. Multiple similar
models have been published recently, which are briefly described below.
The FOWFSim-Dyn model presented by [15] provides a basis for a dynamic

description of floating wind farms. It couples a parametric wake model with
turbines on floaters, constrained by mooring lines. Based on the inflow, the
turbines change their location and the wakes adapt. The inflow is assumed to
be uniform throughout the domain and is modeled as an imposed function of
time. The model UFLORIS is presented in [76]. It makes similar design choices as
FLORIDyn, in its switch from [1] to [47]: instead of using multiple OP chains to
cover the entire wake, the model employs only one chain of OPs along the center
line. UFLORIS employs a 2D wake and models the wind speed as part of the
Observation Point’s state. The model presented in [75] takes a different approach
and models the wind field as its own set of ambient OPs which propagate at
a different speed than the wake OPs. The model also incorporates crosswind
components at the rotor plane and is able to show meandering effects in the wake.
Similarly, [74] also employs a set of wake-OPs and ambient-OPs to differentiate
between the background flow behavior and the wake dynamics.
The emergence of various dynamic parametric wake models shows that the

field is maturing and different design choices are being explored. A common
goal for these models is to be applied in a wind farm context for real-time control
purposes. To achieve this, an estimation framework is needed to identify the
current wind field state. The identified state can then be used to simulate into
the near future and to decide on the best control actions. Without estimation,
the model does not have knowledge of the real life circumstances and does not
lead to useful predictions. In previous work [21], a Kalman Filter is proposed to
estimate the wind speed in FLORIDyn with promising results. However, the work
is lacking a wind direction estimation and this approach does not estimate the
uncertainty of the system states but rather assumes prior knowledge of it.
An alternative estimation method is the Ensemble Kalman Filter (EnKF) [111].

The EnKF follows an ensemble based data assimilation approach and aims to
estimate the state by simulating many different versions of the model. Each
realization of the model has its own state and forms one ensemble. The states
differ across all ensembles and diverge over time, if not corrected. During
the correction step, the differences between the ensemble states are used to
approximate the state-error-covariance matrix, which allows the calculation of
the Kalman gain matrix. The capability to approximate the state-error-covariance
matrix is property of the EnKF which simplifies what is a major tuning effort in
other Kalman filter implementations. Therefore, the state estimation of nonlinear
systems with the EnKF is relatively easy compared to other methods, which might
require more system information, such as derivatives. The reduced mathematical
effort comes at the cost of more computational effort in the simulations. As a
result of increasing computational capacities and the parallelizable nature of the
EnKF, this trade-off has become more tolerable. The method can be used to
estimate the state of complex nonlinear systems, as well as the uncertainty of an
identified state, a property which is useful for solving control problems in a robust
manner. Successful applications of the EnKF include flow problems [112–117],
which make it particularly interesting for wind farm flow field estimation.



5.1. Introduction

>

107

In a similar problem setting to FLORIDyn, an EnKF is used in [114] with the wind
farm model WFSim to estimate the state of the flow. The EnKF returns promising
results including the uncertainties of the states in addition to a computational
setup which can easily be adopted to keep the computational cost low. However,
an elementary difference between the work of [114] and FLORIDyn is that WFSim
has states at fixed locations, whereas FLORIDyn propagates its states and is
essentially a particle simulation. This requires an adaptation on how the EnKF
can be applied compared to its textbook examples. The work of [112] pioneered
the application of the EnKF in an adaptive mesh simulation, something which
has been further developed in [113, 115]. A recent publication [117] adapts the
problem statement by incorporating Lagrangian particles in a mesh simulation.
This work presents characteristics close to FLORIDyn and shows that the EnKF
can be applied for particle simulations. The mere fact that an EnKF framework
can be applied to a dynamic-low-fidelity model has been shown by [116]: based
on the power generated an EnKF corrects the wind speed deficit and the wake
expansion.
Similar estimation techniques to the EnKF are the Unscented Kalman Filter

(UKF) [118], and variational data assimilation, such as the Four-Dimensional
Variational method (4D-Var) [119]. The UKF propagates selected versions of
the state vector, called sigma vectors (or sigma points). The sigma vectors are
created based on the state covariance. They are then propagated in time using
the system equation and the weighted mean of the resulting states is the estimate.
The error covariance between the sigma vectors and the outputs is then used to
calculate the Kalman Gain matrix and to correct the estimate. This allows the UKF
to do state estimation for nonlinear systems [120]. The difference to the EnKF
is, that the sigma vectors are then reseeded, based on the new state covariance.
The EnKF on the other hand propagates the same ensembles further in time. A
downside of the UKF is the number of sigma vectors, which is typically twice the
number of states. For FLORIDyn, this would result in hundreds to thousands of
sigma vectors. Variational data assimilation methods optimize an initial state to
fit the past outputs produced by the model over an assimilation window. The
identified state can then be used to predict future model behavior. In particular,
4D-Var is used with success for meteorological and flow simulations [121], similar
to the EnKF. This frequently leads to the question when to choose one over the
other [122]. What makes 4D-Var unsuited for FLORIDyn is that the OPs with
the identified state leave the system boundaries and are disregarded. As a
result, the algorithm would put effort into estimating states which do not have an
influence anymore at the current time step, nor in the future. We conclude that
the EnKF remains the most practical and promising approach for the simulation
circumstances of this work.
To summarize, dynamic-parametric analytical wake models, such as FLORIDyn,

grow in popularity. They can approximate dynamic flow behavior within a wind
farm at a low computational cost, which makes them suitable for real-time closed-
loop wind farm control. In order to make meaningful control decisions, the model
state needs to be equal to the real wind farm state. To align the two states, an
estimation framework is needed. The review of existing methodologies suggests
that the Ensemble Kalman Filter is the most suitable estimation framework but
requires some adaptation.
The main contribution of this paper is an Ensemble Kalman Filter framework

to jointly estimate the background wind speed and wind direction in a wind
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farm, using the dynamic parametric wind farm model FLORIDyn. The presented
framework is innovative as wind speed and wind direction estimation are generally
treated as separate problems. The work further contributes to the recent efforts
to explore how the Ensemble Kalman Filter as a method can be used to estimate
the states of Lagrangian particle simulations. The estimation is based on already
available turbine data such as the power generated and wind vane measurements.
The results and insights of this work are also relevant for other dynamic parametric
wind farm models mentioned earlier [15, 74–76], as well as for other Lagrangian
particle simulations.
The remainder of the paper is structured as follows. Section 5.2 discusses FLORI-

Dyn’s properties and presents the resulting Ensemble Kalman Filter framework.
Results obtained with the new framework are presented in Section 5.3. Section
5.4 draws conclusions and gives an outlook for future work.

:.0. 4%5$+.%(, %#& 4$5’"&,
In order to implement the proposed Ensemble Kalman Filter approach, FLORIDyn
needs to be described as a state space system. We will approach this problem
by first discussing the properties of the FLORIDyn algorithm and the resulting
differences to other simulation types in Section 5.2.1. Following these insights,
we present different ways to formulate the Ensemble Kalman Filter framework in
Section 5.2.2. We will also discuss extensions of its formulation1.
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FLORIDyn is a particle simulation approach to model the dynamic behavior of wind
turbine wakes given environmental conditions. In practice, so called Observation
Points (OPs) are created at every time step and propagate downstream with the
free wind speed and along the main wind direction. The term free wind speed
refers to the assumed background wind speed, unaffected by the wakes. The
OPs inherit the state of the turbine at their time of creation. This allows them
to calculate the wake of the turbine at and around their location. The detailed
process is described in [47]. The wind field states used for propagation (wind
speed, direction and ambient turbulence intensity) are also part of the states of
an OP. The full state of an OP is given by its location xL,OP, the turbine states
attached to it xT,OP and the wind field states xWF,OP. Combining all OP states, the
system is then propagated as follows:



xL(k + 1)
xT(k + 1)
xWF(k + 1)


 =



AL,L 0 AL,WF(xWF(k))
0 AT,T 0
0 0 AWF, WF





xL(k)
xT(k)
xWF(k)


+ . . .



L(xL(k),xT(k),xWF(k))

0
0


+



BL 0 0
0 BT 0
0 0 BWF






lT(k)
xT,0(k)
xWF,0(k)


 , (5.1)

1The mathematical notation of the paper is as follows: italic, non-bold letters denote scalars (e.g. P, CP),
bold, lowercase letters denote column vectors (e.g. xOP,MWF), column vectors with hat denote state
estimates (e.g. x̂WF), with bars averages (e.g. x̄WF). Bold, uppercase letters denote matrices (e.g.
A,C), matrices with tilde represent matrices modified by weighting or localization (e.g. A, !C). Square
brackets organize equations or define matrices and vectors, round brackets are function inputs,
properties or units.
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where xL refers to all OP location states, xT and xWF to all stored turbine states
and the stored wind field states respectively. The matrices AL,L, AT,T and AWF,WF
have a similar lower-diagonal block structure which ensures that one state is
propagated to the next row for each turbine and its OPs. The propagation of
the OPs following the main wind direction and wind speed is described by the
matrix AL,WF(xWF(k)). The nonlinear term U(xL(k),xT(k),xWF(k)) describes the
centerline deflection, as the model presented in [47] describes only OPs moving
along the centerline. This term is zero in the presented work, as yaw-misalignment
is not part of the later presented case studies. A detailed description can be found
in [16]. As inputs there are the turbine rotor locations lT(k), the current turbine
state xT,0(k) and the current wind field state at the turbine locations xWF,0(k).
The turbine rotor locations are used to determine where the OPs are created, the
remaining inputs serve as information stored in those newly created OPs. The full
system is described in more detail in Appendix 5.A.1.
In order to estimate the wind field states, they have to be observable. This

depends on the way the output of the simulation is defined. We assume that
we can only measure at the locations of the turbines and treat the turbines as
sensors in our framework. For the wind direction, we assume to have a wind vane
available at the turbine location. To estimate the background wind speed, we can
utilize the power generated. This way the algorithm requires the least input from
the turbine and utilizes already available data. On the FLORIDyn side, the power
generated is estimated by calculating the effective wind speed at the turbine
location and the power coefficient CP:

Pturbine
!= P̂FLORIDyn =

1

2
Arot MCP Ô3eff (5.2)

Ôeff = Ôfree
nT∏

W=1
[1 ↓ rW] , (5.3)

where Ôfree is the estimate of the free / background wind speed, stored in the OPs,
and all other variables with hat symbol are derived estimates. The rotor area is
Arot, M denotes the air density and rW the wind speed reduction by the W-th wind
turbine wake. The power coefficient CP = 4Z(1 ↓ Z)2 is calculated based on the
actuator disc theory, in this work solely based on the axial induction factor as
yaw is not part of the study [123]. We assume greedy control for all turbines and
set Z to the Betz limit of 1/3. The wind speed reduction is based on the Gaussian
wake model [16] and implemented as described in [1]. Note, that the power
generated is dependent on Ô3eff, which makes an estimation of the wind speed,
and its uncertainties, even more relevant. Equation (5.3) uses the free wind
speed at the turbine locations, which is based on the OP state xWF. It is necessary
to understand how all states are connected to the few estimates at the turbine
locations to ensure observability. In the model presented in [47] the states of
the closest upstream and downstream OP would be used to interpolate the free
wind speed. This was motivated by a similar approach in the initial FLORIDyn
implementation [19]. If we define a vector Êfree as (intermediate) output of our
system at every turbine location, the output matrix could look as follows:
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Êfree = C(k) xWF,u (5.4)

C(k) =

1 0 · · · 0
0 · · · 0 T1 T2 0 · · · 0


, (5.5)

where C(k) is the time varying output matrix of the state space system andT1,T2
are the non-zero interpolation weights. Note that Equation (5.5) is formulated for
a two turbine case where the first turbine is uninfluenced and the second one is in
the wake of the first one. The free wind speed at the second turbine is estimated
from two OPs in the wake of the first turbine, based on the weights T1 and T2.
Note that we only use the velocity entries of xWF. This formulation creates a very
sparse C matrix. Figure 5.1 visualizes this by coloring the OPs which are used to
determine Êfree.

Figure 5.1.: Interaction between OPs and a turbine: the initial case only considered the two
closest OPs (upper figure), while the weighted case considers a broader range
of OPs (lower figure) to estimate the wind field states at the downstream turbine
location.

It is here where the inherent issue lies of applying the Ensemble Kalman Filter
Framework. The EnKF will be discussed in more detail in Section 5.2.2, but the
main idea is that the estimator works by employing multiple versions of the
model, all evolving slightly differently over time. As this is the case, the wind
speed states of different ensembles diverge and so do the locations of the OPs.
Since the formulation of C is so sparse, different OPs and therefore different
states contribute to the wind speed estimate in each ensemble. The estimator
framework is built around the premise to estimate and correct the same state
across all ensembles, which is no longer the case. Therefore, the formulation
of C has to be altered and its non-zero entries have to be wider spread, which
leads to more robustness across different ensembles. Furthermore, it has to be
ensured that the same states are identified across all ensembles. To solve this
task a method from a very similar model is utilized: Lejeune et al. [75] employ a
spatio-temporal averaging approach to weight the wind field states. We adopt
this approach in FLORIDyn by weighting every OP based on its downwind and
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crosswind distance to the location of interest and based on the time passed since
its creation. At the location of interest, the weighted average of all OPs’ states
returns the free wind speed estimate. We calculate the weights using a Gaussian
function [75]:

T(ddw, dcw, tOP) = exp


↓


 d2dw
2S2w,dw

+
d2cw

2S2w,cw




exp

↓
[t ↓ tOP]2

2S2w,t


, (5.6)

where ddw and dcw are the downwind and crosswind distance to the location of
interest, tOP is the time at which the OP was created and t is the current time.
Figure 5.1 indicates how a broader range of OPs is now considered. This weighting
also introduces three new tuning constants Sw,dw, Sw,cw and Sw,t, which control
the downwind, crosswind, and temporal width of the Gaussian weighting function,
respectively.
This way of calculating the weights is applied in two places. First, the calculation

of the C matrix is adapted. Its entries become larger for close and younger OPs,
and become smaller for older, further away OPs. The same method is now also
applied to the calculation of the propagation distance of the OPs, represented
by AL,WF(xWF(k)) in Equation (5.1). This change overcomes the issue of one OP
overtaking the other and preserves the low frequent changes in the wind field.
In addition to the weight-parameters used in [75] for the wind speed, a new set
of weight parameters are introduced for the wind direction state. This allows
for a more adaptive tuning. As discussed in Section 5.3, we assume the wind
direction to have a much larger area of ’’validity’’ than the wind speed, which
we assume to be more local. Additionally, we also assume that wind direction
measurements change more uniformly, which is why we decrease the weight with
time stronger than with the wind speed estimates. To implement this change,
the matrix AL,WF(xWF) in Equation (5.1) has to be extended by a weighting matrix
WWF, as well as weighting its input:

AL,WF(k,xL,xWF) = AL,WF(WWF(k,xL)xWF)WWF(k,xL) . (5.7)

The structure of WWF(k,xL) is given in Appendix 5.A.2. The changed version of
Equation (5.1) is given in Equation (5.8). A visual representation of the weights
can be seen as part of the results in Figure 5.11.
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The Ensemble Kalman Filter works by employing a model multiple times with
varying starting states [111]. Additionally, it is assumed, as with all Kalman Filter
formulations, that both the states and the measurements are corrupted with a
Gaussian white noise disturbance. This randomly generated noise, along with
the different starting states, ensures that the states of the different ensembles
diverge over time. The average of a state across all ensembles is its estimate and
the variance its uncertainty.
Equation (5.1) is adapted as follows:
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xL(k + 1)
xT(k + 1)
x̂WF(k + 1)
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0
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E

+




0
0

MWF




︸ ︷︷ ︸
M

,

(5.8)

where MWF is the added noise to the wind field state. The noise combines the
noise for wind speed MO ⇔ N (0,Qu) and wind direction MY ⇔ N (0,QY), which
are assumed to be Gaussian noise. All ensembles are propagated in time using
Equation (5.8) with individually generated noise.
Due to the fact that x̂WF is perturbed individually for all ensembles, and that

the values of x̂WF are coupled to xL, this state also changes differently for all
ensembles. Depending on how far the ensembles have diverged from one another,
the x̂WF states are at different locations in the different ensembles. The EnKF
framework however assumes the states to describe the same location. This is an
inherent characteristic for all simulations which include, or consist of, Lagrangian
markers, particles traveling based on their own state. In literature there are two
proposed ways to address this issue: The first option is to map the ensemble states
to a common grid. The state correction is then applied at common locations. The
corrected states are then mapped back onto the individual ensemble states. An
alternative is to enhance the state with the markers position. These are then also
estimated and corrected. The idea is that the location of the OPs is correlated with
the states causing the propagation. This method can significantly increase the
size of the problem, but also returns more information. In the case of FLORIDyn,
this framework would then also correct the location of the wake. To decrease the
complexity of the problem, we apply the former method. Rather than creating a
new grid, we first calculate the mean position of the OPs x̄L across all ensembles
and then apply the weighting (Equation (5.6)) to find the representative state of
the ensemble at x̄L. This can be seen as a coordinate transformation from the
states of the ensemble to the mean states of all ensembles. The corrected state
would then need to be projected back onto the ensemble states, however, an
inversion of the weighting matrix is numerically difficult. We therefore further
simplify this step by assuming that the inverse is equal to an identity matrix. This
assumption is supported by the fact that the weighting matrix has a diagonally
dominant structure for the OPs which are in the wind field area. It is to be expected
that this assumption can not hold for more diverging wind directions and for areas
where no state correction is possible.
From this point onwards we will refer to the resulting state of Equation 5.8 as

forecast state, marked by an ƒ as upper left index. If measurements are available,
the forecast state ƒx̂WF,eW of ensemble eW is corrected using the difference in
predicted outputs and measured outputs with Equation (5.9). The result is the
analysis state Zx̂WF,eW . The general formulation of the analysis step is as follows:
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Zx̂WF,eW =
ƒx̂WF,eW + K

deW ↓ g

xL, eW , xT,

ƒx̂WF,eW


(5.9)

Zx̂WF,eW =
ƒx̂WF,eW , (5.10)

where K is the Kalman gain matrix, g

xL, eW , xT, ƒx̂WF,eW

D
describes the nonlinear

output function which converts the ensemble field state to the predicted measure-
ments and deW is a set of polluted system measurements. We assume xT to be
equal across all ensembles. If no measurements are available, Equation (5.10) is
used to determine the analysis state instead of Equation (5.9).
We assume that the wind direction and wind speed are uncorrelated and can

be corrected independently. Therefore, the calculation of the Kalman gain matrix
is split into Ku to correct the wind speed and KY to correct the wind direction.
For the correction of the wind speed the power generated is used as a nonlinear
output, for the wind direction we assume a direct measurement at the turbine
location. Therefore, the output function also varies and Ku and KY have to be
calculated in a similar, yet different manner. This will be discussed in Section 5.2.2
and 5.2.2 respectively. Figure 5.2 shows a block diagram of the correction from
the point of view of a single ensemble. It visualizes how the estimated wind field
states are converted into estimates at the turbine location. The wind direction
is determined by a time varying output matrix, the wind speed by a nonlinear
function which converts the wind speed in power generated. Both estimates are
then compared to the polluted measurements. The difference is multiplied with
the respective Kalman gain matrix and the forecast states are corrected and fed
back into the ensemble. Figure 5.3 visualizes which calculations are executed
for all ensembles, and which calculations only once. The calculations are mainly
based on the EnKF literature and adapted for this case, for more information on
the EnKF see [111, 124].

$#9) -"++$-5."# ") 5’$ 1.#& ,;$$&
To calculate the Kalman gain matrix Ku we follow an approach also used in [117]
which allows the use of a nonlinear output function. First the averaged state error
matrix ƒEx̂WF,u is calculated:

Eƒx̂WF,u =
1
*
ne ↓ 1

ƒx̂WF,u,e1 ↓ ƒx̄WF,u, ƒx̂WF,u,e2 ↓ ƒx̄WF,u, . . . , ƒx̂WF,u,ene ↓ ƒx̄WF,u


,

(5.11)
where ƒx̂WF,u, eW describes the wind speed estimate of the W-th ensemble and ƒx̄WF,u
describes the average across all ne ensembles. The same is done for the output
of the ensembles:

EP̂ =
1
*
ne ↓ 1
-
P̂e1 ↓ P̄, P̂e2 ↓ P̄, . . . , P̂ne ↓ P̄

.
, (5.12)

where P̂eW denotes the estimation of power generated by the W-th ensemble, which
is directly dependent on ƒx̂WF,u as shown in Equation (5.2) and (5.3). We can now
calculate the state-output error correlation covariance matrix, Equation (5.13),
and the output error covariance matrix, Equation (5.14):
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g (x̂ei(k))
<latexit sha1_base64="pDEGv5PRs8uxrP1+w39m14oQgh4=">AAAC+XichVHLTttAFD24Lx59pLBkEzVCCpvIqSLaJSoPsUGiEgEkjKKxmTij+KXxBAGW/6I/wK7qtrtu4SfgW1j0eDBIFFWMNb53zj33zL1z/SxSuXHd6ynnxctXr99Mz8zOvX33/kPj4/xenk50IPtBGqX6wBe5jFQi+0aZSB5kWorYj+S+P16r4vsnUucqTXbNWSaPYhEmaqgCYQgNGp3Qi+TQtL1YmJE/LLyRMMVpWQ4Kz8hTU8hyoMr2eNnTKhyZ5UGj5XZcu5pPnW7ttFCvnbRxAw/HSBFgghgSCQz9CAI5v0N04SIjdoSCmKanbFyixCxzJ2RJMgTRMf8hT4c1mvBcaeY2O+AtEbdmZhNL3JtW0Se7ulXSz2lvuc8tFv73hsIqVxWe0fpUnLGK28QNRmQ8lxnXzPtans+sujIY4qvtRrG+zCJVn8GDzjojmtjYRprYsMyQGr49n/AFEto+K6he+V6haTs+phXWSquS1IqCepq2en3WwzF3/x3qU2fvc6e70ul977VWv9UDn8YiPqHNqX7BKrawwzoC/MAfXOLKKZwL56fz647qTNU5C3i0nN9/AeyMou4=</latexit>

g (x̂ei(k))

<latexit sha1_base64="vJ3kKf5DyjNO3HVjd4Czaue5s80=">AAADJXichVFNTxRBEC1GVMCvVY9eNm5Mlmg2s4aoR6JiuJhgwgKRIZvu2Z7ZzvZ8pKeHsE7m9/g3/APcCAlcuHmFH8CB1+2sCRJDT3qq+tWr11VdPFeyML5/Mufdmb977/7C4tKDh48eP2k9fbZVZKUOxSDMVKZ3OCuEkqkYGGmU2Mm1YAlXYptPPtn49r7QhczSTTPNxV7C4lRGMmQG0LD1PQqUiEw3SJgZ86gKxsxUB3U9rAIjDkwl6qGsu5PlNzNCaU+BlvHYLL8OeKZGxTSBqYKkvJ41bHX8nu9W+6bTb5wONWsja51SQCPKKKSSEhKUkoGviFGBb5f65FMObI8qYBqedHFBNS0htwRLgMGATvCPcdpt0BRnq1m47BC3KGyNzDa9wv7iFDnY9lYBv4C9xP7hsPi/N1RO2VY4heVQXHSKX4EbGoNxW2bSMGe13J5puzIU0QfXjUR9uUNsn+Ffnc+IaGATF2nTmmPG0ODuvI8XSGEHqMC+8kyh7ToewTJnhVNJG0UGPQ1rXx/1YMz9f4d609l62+u/6618W+msfmwGvkAv6CV1MdX3tErrtIE6QvpFv+mcLryf3qF35B3/oXpzTc5zura8syuQZ7ZZ</latexit>

f (x̂ei(k),u(k)) + µei

<latexit sha1_base64="vJ3kKf5DyjNO3HVjd4Czaue5s80=">AAADJXichVFNTxRBEC1GVMCvVY9eNm5Mlmg2s4aoR6JiuJhgwgKRIZvu2Z7ZzvZ8pKeHsE7m9/g3/APcCAlcuHmFH8CB1+2sCRJDT3qq+tWr11VdPFeyML5/Mufdmb977/7C4tKDh48eP2k9fbZVZKUOxSDMVKZ3OCuEkqkYGGmU2Mm1YAlXYptPPtn49r7QhczSTTPNxV7C4lRGMmQG0LD1PQqUiEw3SJgZ86gKxsxUB3U9rAIjDkwl6qGsu5PlNzNCaU+BlvHYLL8OeKZGxTSBqYKkvJ41bHX8nu9W+6bTb5wONWsja51SQCPKKKSSEhKUkoGviFGBb5f65FMObI8qYBqedHFBNS0htwRLgMGATvCPcdpt0BRnq1m47BC3KGyNzDa9wv7iFDnY9lYBv4C9xP7hsPi/N1RO2VY4heVQXHSKX4EbGoNxW2bSMGe13J5puzIU0QfXjUR9uUNsn+Ffnc+IaGATF2nTmmPG0ODuvI8XSGEHqMC+8kyh7ToewTJnhVNJG0UGPQ1rXx/1YMz9f4d609l62+u/6618W+msfmwGvkAv6CV1MdX3tErrtIE6QvpFv+mcLryf3qF35B3/oXpzTc5zura8syuQZ7ZZ</latexit>

f (x̂ei(k),u(k)) + µei

<latexit sha1_base64="ENCsTKGdBej+ZSzpGv8QQyBrB3A=">AAAC7XichVFdSxtBFD1uq/WrNq2PfQmGQoQSNiVoH4PW0peChcYIiYTZdZIM+8nsJFSXvPcP9K346ltf279Sf4sPPTuugobiLLP3zrnnnrl3rpeGKjOu+3fBefJ0cenZ8srq2vrzjReVl6+OsmSifdnxkzDRx57IZKhi2THKhPI41VJEXii7XrBfxLtTqTOVxF/NWSpPIjGK1VD5whAaVLb6kTBjb5jvzwZ5fyp0OlZ9I7+Z/K2cDdSsHmwPKjW34dpVnXeapVNDuQ6TyhX6OEUCHxNEkIhh6IcQyPj10ISLlNgJcmKanrJxiRlWmTshS5IhiAb8j3jqlWjMc6GZ2Wyft4TcmplVvOH+aBU9sotbJf2M9pr73GKj/96QW+WiwjNaj4orVvEzcYMxGY9lRiXztpbHM4uuDIZ4b7tRrC+1SNGnf6fzgRFNLLCRKg4sc0QNz56nfIGYtsMKile+Vajajk9phbXSqsSloqCepi1en/VwzM2HQ513jt41mjuN1pdWrb1XDnwZr7GFOqe6izY+4ZB1+PiOX/iNP07i/HB+Ohc3VGehzNnEveVc/gOS+p2J</latexit>

C',ei
(k)

<latexit sha1_base64="ENCsTKGdBej+ZSzpGv8QQyBrB3A=">AAAC7XichVFdSxtBFD1uq/WrNq2PfQmGQoQSNiVoH4PW0peChcYIiYTZdZIM+8nsJFSXvPcP9K346ltf279Sf4sPPTuugobiLLP3zrnnnrl3rpeGKjOu+3fBefJ0cenZ8srq2vrzjReVl6+OsmSifdnxkzDRx57IZKhi2THKhPI41VJEXii7XrBfxLtTqTOVxF/NWSpPIjGK1VD5whAaVLb6kTBjb5jvzwZ5fyp0OlZ9I7+Z/K2cDdSsHmwPKjW34dpVnXeapVNDuQ6TyhX6OEUCHxNEkIhh6IcQyPj10ISLlNgJcmKanrJxiRlWmTshS5IhiAb8j3jqlWjMc6GZ2Wyft4TcmplVvOH+aBU9sotbJf2M9pr73GKj/96QW+WiwjNaj4orVvEzcYMxGY9lRiXztpbHM4uuDIZ4b7tRrC+1SNGnf6fzgRFNLLCRKg4sc0QNz56nfIGYtsMKile+Vajajk9phbXSqsSloqCepi1en/VwzM2HQ513jt41mjuN1pdWrb1XDnwZr7GFOqe6izY+4ZB1+PiOX/iNP07i/HB+Ohc3VGehzNnEveVc/gOS+p2J</latexit>

C',ei
(k)

<latexit sha1_base64="KB/iTTE27TluKxeKiDETHo6xy7k=">AAAC63ichVFNb9NAEH0xtCSllADHXiyiSuESOagqHKNCEZdKqdS0lZIoWjubZBV/yd5EDZav/AFuFVduXOG/wG/poc+Li9RWVddaz+ybN29ndtzYV6l2nD8V69HjtfUn1drG081nW8/rL16epNEi8WTPi/woOXNFKn0Vyp5W2pdncSJF4Pry1J1/KOKnS5mkKgqP9SqWw0BMQzVRntCERnV7EAg9cyfZYCZ01s3zUTbQ8lxnMh+pvDl/M6o3nJZjln3XaZdOA+XqRvW/GGCMCB4WCCARQtP3IZDy66MNBzGxITJiCT1l4hI5Npi7IEuSIYjO+Z/y1C/RkOdCMzXZHm/xuRNm2tjh/mQUXbKLWyX9lPaS+4vBpvfekBnlosIVrUvFmlE8JK4xI+OhzKBkXtfycGbRlcYE7003ivXFBin69P7rfGQkITY3ERsHhjmlhmvOS75ASNtjBcUrXyvYpuMxrTBWGpWwVBTUS2iL12c9HHP79lDvOidvW+291u7RbqOzXw68im28RpNTfYcOPqPLOjx8xU/8wm8rsL5ZF9b3f1SrUua8wo1l/bgCGc+dAQ==</latexit>

P̂ei(k)
<latexit sha1_base64="KB/iTTE27TluKxeKiDETHo6xy7k=">AAAC63ichVFNb9NAEH0xtCSllADHXiyiSuESOagqHKNCEZdKqdS0lZIoWjubZBV/yd5EDZav/AFuFVduXOG/wG/poc+Li9RWVddaz+ybN29ndtzYV6l2nD8V69HjtfUn1drG081nW8/rL16epNEi8WTPi/woOXNFKn0Vyp5W2pdncSJF4Pry1J1/KOKnS5mkKgqP9SqWw0BMQzVRntCERnV7EAg9cyfZYCZ01s3zUTbQ8lxnMh+pvDl/M6o3nJZjln3XaZdOA+XqRvW/GGCMCB4WCCARQtP3IZDy66MNBzGxITJiCT1l4hI5Npi7IEuSIYjO+Z/y1C/RkOdCMzXZHm/xuRNm2tjh/mQUXbKLWyX9lPaS+4vBpvfekBnlosIVrUvFmlE8JK4xI+OhzKBkXtfycGbRlcYE7003ivXFBin69P7rfGQkITY3ERsHhjmlhmvOS75ASNtjBcUrXyvYpuMxrTBWGpWwVBTUS2iL12c9HHP79lDvOidvW+291u7RbqOzXw68im28RpNTfYcOPqPLOjx8xU/8wm8rsL5ZF9b3f1SrUua8wo1l/bgCGc+dAQ==</latexit>

P̂ei(k)

<latexit sha1_base64="uc9j71wjhoOmBlKoALjy7hA8sg4=">AAAC9XichVHLTttAFD24UB6FEtplNxFRJWAROQgBS9SXuqkEEgEkjKKxMySj+KXxJJBa/gd+gF3VbXfdtr8B38KC48EgtQgx1vjeOffcM/fO9dNQZcZ1ryacF5NTL6dnZudezS+8XqwtvTnIkqEOZDtIwkQf+SKToYpl2ygTyqNUSxH5oTz0Bx/L+OFI6kwl8b4Zp/IkEr1YnapAGEKd2prnJ2E3G0c0udcXJvdGQqd9VRSd3DPy3OSy6KhiZbDaqTXcpmtX/bHTqpwGqrWb1K7hoYsEAYaIIBHD0A8hkPE7RgsuUmInyIlpesrGJQrMMXdIliRDEB3w3+PpuEJjnkvNzGYHvCXk1sys4z33F6vok13eKulntDfc3y3We/KG3CqXFY5pfSrOWsVvxA36ZDyXGVXM+1qezyy7MjjFtu1Gsb7UImWfwYPOJ0Y0sYGN1PHZMnvU8O15xBeIadusoHzle4W67bhLK6yVViWuFAX1NG35+qyHY279P9THzsF6s7XZ3NjbaOx8qAY+g3dYxgqnuoUdfMUu6whwgd/4g7/OmXPp/HB+3lGdiSrnLf5Zzq9bprqhwA==</latexit>

'̂ei
(k)

<latexit sha1_base64="uc9j71wjhoOmBlKoALjy7hA8sg4=">AAAC9XichVHLTttAFD24UB6FEtplNxFRJWAROQgBS9SXuqkEEgEkjKKxMySj+KXxJJBa/gd+gF3VbXfdtr8B38KC48EgtQgx1vjeOffcM/fO9dNQZcZ1ryacF5NTL6dnZudezS+8XqwtvTnIkqEOZDtIwkQf+SKToYpl2ygTyqNUSxH5oTz0Bx/L+OFI6kwl8b4Zp/IkEr1YnapAGEKd2prnJ2E3G0c0udcXJvdGQqd9VRSd3DPy3OSy6KhiZbDaqTXcpmtX/bHTqpwGqrWb1K7hoYsEAYaIIBHD0A8hkPE7RgsuUmInyIlpesrGJQrMMXdIliRDEB3w3+PpuEJjnkvNzGYHvCXk1sys4z33F6vok13eKulntDfc3y3We/KG3CqXFY5pfSrOWsVvxA36ZDyXGVXM+1qezyy7MjjFtu1Gsb7UImWfwYPOJ0Y0sYGN1PHZMnvU8O15xBeIadusoHzle4W67bhLK6yVViWuFAX1NG35+qyHY279P9THzsF6s7XZ3NjbaOx8qAY+g3dYxgqnuoUdfMUu6whwgd/4g7/OmXPp/HB+3lGdiSrnLf5Zzq9bprqhwA==</latexit>

'̂ei
(k)

<latexit sha1_base64="OS+5xoA74vpPR3t4mljZM6zEQaU=">AAAC5HichVHLSgNBECzX9zvqSbwEg6CXsJGgHsUXXgQFo4IRmd1M4pB9MbsJxBD8AW/i1ZtX/R79Fg/WjqugIs4y2z3V1TXd007kqTix7Zc+q39gcGh4ZHRsfGJyajo3M3sShy3tyoobeqE+c0QsPRXISqIST55FWgrf8eSp09xO46dtqWMVBsdJJ5IXvmgEqq5ckRC6zM1XndCrxR2fptuttoWOrlSvt9xcucwV7KJtVv63U8qcArJ1GOZeUUUNIVy04EMiQELfg0DM7xwl2IiIXaBLTNNTJi7RwxhzW2RJMgTRJv8Nns4zNOA51YxNtstbPG7NzDyWuPeMokN2equkH9O+cV8brPHnDV2jnFbYoXWoOGoUD4gnuCLjv0w/Y37W8n9m2lWCOjZMN4r1RQZJ+3S/dHYY0cSaJpLHrmE2qOGYc5svENBWWEH6yp8KedNxjVYYK41KkCkK6mna9PVZD8dc+jnU387JarG0ViwflQubW9nAR7CARSxzquvYxD4OWYeLGzziCc9W3bq17qz7D6rVl+XM4duyHt4B5SmZ4A==</latexit>

'(k)
<latexit sha1_base64="OS+5xoA74vpPR3t4mljZM6zEQaU=">AAAC5HichVHLSgNBECzX9zvqSbwEg6CXsJGgHsUXXgQFo4IRmd1M4pB9MbsJxBD8AW/i1ZtX/R79Fg/WjqugIs4y2z3V1TXd007kqTix7Zc+q39gcGh4ZHRsfGJyajo3M3sShy3tyoobeqE+c0QsPRXISqIST55FWgrf8eSp09xO46dtqWMVBsdJJ5IXvmgEqq5ckRC6zM1XndCrxR2fptuttoWOrlSvt9xcucwV7KJtVv63U8qcArJ1GOZeUUUNIVy04EMiQELfg0DM7xwl2IiIXaBLTNNTJi7RwxhzW2RJMgTRJv8Nns4zNOA51YxNtstbPG7NzDyWuPeMokN2equkH9O+cV8brPHnDV2jnFbYoXWoOGoUD4gnuCLjv0w/Y37W8n9m2lWCOjZMN4r1RQZJ+3S/dHYY0cSaJpLHrmE2qOGYc5svENBWWEH6yp8KedNxjVYYK41KkCkK6mna9PVZD8dc+jnU387JarG0ViwflQubW9nAR7CARSxzquvYxD4OWYeLGzziCc9W3bq17qz7D6rVl+XM4duyHt4B5SmZ4A==</latexit>

'(k)
<latexit sha1_base64="ZKKcPvNj8oymHzlg9mfSCzkcSt8=">AAAC2nichVHJTgJBEC3GDXAB9eiFSEzwQgZD1CNxixcTTGRJgJCeoYEJs2WmIUHCxZvx6s2rfpR+iwdft4OJEkNPeqr61avXVV2Gb1uh0PX3mLa0vLK6Fk8k1zc2t1Lp7Z1q6A0Dk1dMz/aCusFCblsurwhL2LzuB5w5hs1rxuBcxmsjHoSW596Jsc9bDuu5VtcymQDUTqeaDhN9ozuZlKfT3OCwnc7qeV2tzLxTiJwsRavspT+oSR3yyKQhOcTJJQHfJkYhvgYVSCcfWIsmwAJ4lopzmlISuUOwOBgM6AD/Hk6NCHVxlpqhyjZxi40dIDNDB9hXStEAW97K4Yewn9j3Cuv9e8NEKcsKx7AGFBNK8Qa4oD4YizKdiDmrZXGm7EpQl05VNxbq8xUi+zR/dC4QCYANVCRDl4rZg4ahziO8gAtbQQXylWcKGdVxB5Ypy5WKGyky6AWw8vVRD8Zc+DvUead6lC8c54u3xWzpLBp4nPZon3KY6gmV6JrKqENO/oVe6U1rag/ao/b0TdViUc4u/Vra8xei25Uh</latexit>

P(k)
<latexit sha1_base64="ZKKcPvNj8oymHzlg9mfSCzkcSt8=">AAAC2nichVHJTgJBEC3GDXAB9eiFSEzwQgZD1CNxixcTTGRJgJCeoYEJs2WmIUHCxZvx6s2rfpR+iwdft4OJEkNPeqr61avXVV2Gb1uh0PX3mLa0vLK6Fk8k1zc2t1Lp7Z1q6A0Dk1dMz/aCusFCblsurwhL2LzuB5w5hs1rxuBcxmsjHoSW596Jsc9bDuu5VtcymQDUTqeaDhN9ozuZlKfT3OCwnc7qeV2tzLxTiJwsRavspT+oSR3yyKQhOcTJJQHfJkYhvgYVSCcfWIsmwAJ4lopzmlISuUOwOBgM6AD/Hk6NCHVxlpqhyjZxi40dIDNDB9hXStEAW97K4Yewn9j3Cuv9e8NEKcsKx7AGFBNK8Qa4oD4YizKdiDmrZXGm7EpQl05VNxbq8xUi+zR/dC4QCYANVCRDl4rZg4ahziO8gAtbQQXylWcKGdVxB5Ypy5WKGyky6AWw8vVRD8Zc+DvUead6lC8c54u3xWzpLBp4nPZon3KY6gmV6JrKqENO/oVe6U1rag/ao/b0TdViUc4u/Vra8xei25Uh</latexit>

P(k)

<latexit sha1_base64="7E8c847OAuQjMx37MX3fb/Y7aD4=">AAAC9HichVHLShxBFD22xmdiRrN0MzgICjL0yBBdinngRhjBUcGWobunnBRT/aCrZnDSzDfkB7IL2WaXrX6HfosLT5dtIIpYTfW9de65p+6tG6RKauO6NxPO5NSb6ZnZufmFt+8W31eWlo91MshC0Q4TlWSnga+FkrFoG2mUOE0z4UeBEidB/1MRPxmKTMskPjKjVJxHfi+WFzL0DaFOZcMLEtXVo4gm90SqpUricSf3jLg0eWvT2xTjjhyv9zc6lZpbd+2qPncapVNDuVpJ5RYeukgQYoAIAjEMfQUfmt8ZGnCREjtHTiyjJ21cYIx55g7IEmT4RPv893g6K9GY50JT2+yQtyjujJlVrHF/tYoB2cWtgr6mveP+brHeizfkVrmocEQbUHHOKh4QN/hGxmuZUcl8rOX1zKIrgwvs2G4k60stUvQZ/tP5zEhGrG8jVXyxzB41Anse8gVi2jYrKF75UaFqO+7S+tYKqxKXij71Mtri9VkPx9x4OtTnzvFWvfGx3jxs1nb3yoHPYgWrWOdUt7GLfbRYR4gf+IsrXDtD56fzy/n9QHUmypwP+G85f+4BvdegmQ==</latexit>

✏P, ei
(k)

<latexit sha1_base64="7E8c847OAuQjMx37MX3fb/Y7aD4=">AAAC9HichVHLShxBFD22xmdiRrN0MzgICjL0yBBdinngRhjBUcGWobunnBRT/aCrZnDSzDfkB7IL2WaXrX6HfosLT5dtIIpYTfW9de65p+6tG6RKauO6NxPO5NSb6ZnZufmFt+8W31eWlo91MshC0Q4TlWSnga+FkrFoG2mUOE0z4UeBEidB/1MRPxmKTMskPjKjVJxHfi+WFzL0DaFOZcMLEtXVo4gm90SqpUricSf3jLg0eWvT2xTjjhyv9zc6lZpbd+2qPncapVNDuVpJ5RYeukgQYoAIAjEMfQUfmt8ZGnCREjtHTiyjJ21cYIx55g7IEmT4RPv893g6K9GY50JT2+yQtyjujJlVrHF/tYoB2cWtgr6mveP+brHeizfkVrmocEQbUHHOKh4QN/hGxmuZUcl8rOX1zKIrgwvs2G4k60stUvQZ/tP5zEhGrG8jVXyxzB41Anse8gVi2jYrKF75UaFqO+7S+tYKqxKXij71Mtri9VkPx9x4OtTnzvFWvfGx3jxs1nb3yoHPYgWrWOdUt7GLfbRYR4gf+IsrXDtD56fzy/n9QHUmypwP+G85f+4BvdegmQ==</latexit>

✏P, ei
(k)

<latexit sha1_base64="htNBApY36ZmxFRnihhSM7ug9rqA=">AAAC+nichVHLThRBFD00PgBfAy7dTJyYYELGHkKUJQExbkwwcYCEJpPqnmKoTPUjVTUThmY+gx9gR9i6c6sfod/iwtNlY6LEUJ3qe+vcc0/dWzcutLIuDL/PBLN37t67Pze/8ODho8dPGotLuzYfmUR2k1znZj8WVmqVya5TTsv9wkiRxlruxcOtKr43lsaqPPvkJoU8TMUgU0cqEY5Qr/EqinPdt5OUpoxkYZXOs2mvjMbCFMcqcvLElSvRipz21HR5+LLXaIXt0K/mTadTOy3Uaydv/ECEPnIkGCGFRAZHX0PA8jtAByEKYocoiRl6ysclplhg7ogsSYYgOuR/wNNBjWY8V5rWZye8RXMbZjbxgvudV4zJrm6V9C3tT+5Tjw3+e0PplasKJ7QxFee94gfiDsdk3JaZ1szrWm7PrLpyOMK670axvsIjVZ/JH523jBhiQx9pYtszB9SI/XnMF8hou6ygeuVrhabvuE8rvJVeJasVBfUMbfX6rIdj7vw71JvO7mq787q99nGttbFZD3wOz/Acy5zqG2zgPXZYR4JzfMFXfAvOgovgMrj6TQ1m6pyn+GsFn38BRaOjaw==</latexit>

✏', ei
(k)
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Figure 5.2.: Block diagram of an ensemble with correction. The left box (↓↓) describes
the state propagation within the ensemble. If no measurements are available,
the system keeps progressing the state and all ensembles diverge due to
the influence of noise. The right box (↓·) describes the comparison of the
measurements with the estimates and the resulting correction. Elements
connected to the wind direction are colored in dark blue, elements related to
the wind speed are colored in orange. Products and functions have a one-line
frame, values have a double line frame.

e
C ƒx̂WF,u, P̂ = Eƒx̂WF,u E

↑
P̂

(5.13)
e
CP̂, P̂ = EP̂ E

↑
P̂
, (5.14)

In parallel, the power measurements P from the wind turbines have to be polluted:

PeW = P + NW,P NW,P ⇔ N (0,RP) (5.15)

where eW,P is an artificial error with a Gaussian distribution, an average of 0 and
the covariance matrix RP. The matrix RP is a parameter which needs to be set
based on prior knowledge and tuning. If no random perturbations are added to the
measurements, the variance of the analyzed ensembles becomes too low [125].
The wind speed is then corrected as follows:

Ku = e
C ƒx̂WF,u, P̂
-e
CP̂, P̂ + RP
.↓1 (5.16)

Zx̂WF,u,eW =
ƒx̂WF,u,eW + Ku


PeW ↓ P̂eW (

ƒx̂WF,u,eW )

. (5.17)
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We assume to have a measurement of the wind direction available at the turbine
locations. The state error ƒEPWF,Y is calculated equivalently to Equation (5.11).
Contrary to the wind speed estimation, it is then used to calculate the state error
covariance matrix:

e
CxWF,Y,xWF,Y =

ƒEPWF,Y
ƒE↑PWF,Y

. (5.18)

To get the relation between the states and the output, the output matrix CY,eW
is needed. It is given by the rows of the weighting matrix WWF(k,xL) which
combine ƒxWF,Y to a wind direction estimate at the OP at the rotor plane, see
Equation (5.7). Due to the fact that OPs are slightly differently located in each
ensemble, CY,eW is slightly different in each ensemble. We assume that CY,e1 ⇐
CY,e2 . . .CY,ene to a degree where the basic assumptions of the EnKF still hold.
However, we are diverging from the traditional calculation by generating individual
KY,eW for each ensemble, based on the different CY,eW matrices. The wind direction
measurements O are also polluted with an error NW,Y ⇔ N (0,RY), equal to the
power measurements in Equation (5.15). As with RP, RY is a parameter which
needs to be set. The resulting analysis step is described by:

KY,eW =
e
CxWF,Y,xWF,Y C

↑
Y,eW

E
CY,eW

e
CxWF,Y,xWF,Y C

↑
Y,eW
+ RY

F↓1
(5.19)

Zx̂WF,Y,eW =
ƒx̂WF,Y,eW + KY,eW


OeW ↓ CY

ƒx̂WF,Y,eW


. (5.20)

Note how the Equation pair (5.19) & (5.20) differs from (5.16) & (5.17): Equation
(5.19) uses the state-error-covariance matrix and a linear output matrix, where
Equation (5.16) uses the output-error-covariance matrix and the output-to-state-
error-covariance matrix. As a result, Equation (5.20) corrects based on a linear
relation of the output to the estimated state, while Equation (5.17) compares
outputs with a nonlinear relation to the estimated state.
Figure 5.3 shows the difference between the single Ku for the wind speed

reduction and the multiple matrices to correct the wind direction. Generally, this
approach is not desirable as it requires more calculations and therefore more
computational effort. We chose it as we had access to the exact output matrices
and were therefore able to reduce the number of approximations in the correction.
Furthermore, the later discussed test case is a nine turbine case, which means
that the to-be-inverted part of the Kalman gain calculation is a 9≃ 9 matrix, which
resembles a manageable computational cost. As the number of turbine grows, a
single Ku matrix becomes much more desirable.

("-%(.<%5."#
The EnKF works under the premise that enough ensembles are simulated to
approximate the correlation among the states and measurements. In order to
decrease the number of ensembles needed for the error covariance approximation,
prior knowledge of the system can be used to modify the covariance matrices.
In practice, this is done by calculating an additional covariance matrix based on
the distance of the states to each other. This covariance matrix is then multiplied
with the state-error covariance matrix and the output-to-state error covariance
matrix to generate localized versions without nonphysical cross-correlations:
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Figure 5.3.: Block Diagram of the correction across all ensembles. The yellow, top boxes
describe all ensembles, running in parallel. If no measurements are given, the
forecast state is used as analysis state and the ensembles diverge further. If
measurements are given, the wind speed (orange) and direction (dark blue)
states are corrected. The measurements and their perturbations are given at
the bottom of the figure with thin double lined frames. Without perturbation,
the variance of the ensembles would become too low [125].

e!CxWF,Y,xWF,Y = CxL,xL ↗ eCxWF,Y,xWF,Y

e!C ƒx̂WF,u, P̂ = CxL,xL,T ↗ eC ƒx̂WF,u, P̂
e!CP̂, P̂ = CxL,T,xL,T ↗ eCP̂, P̂ ,

(5.21)

where ↗ is the Hadamard product, CxL,xL is the localization covariance between
all states, CxL,xL,T the localization covariance between all states and the OPs
at the turbine locations and CxL,T,xL,T the localization covariance between the
OPs at the turbine locations among each other. As the initial OPs are placed at
the turbine location, CxL,T,xL,T and CxL,xL,T are subsets of CxL,xL . To calculate the
localization covariance we follow [126] and use a piece wise defined polynom with
a characteristic cut-off length c. Every element cW,j(d, c) of the covariance matrix
connecting OPW and OPj is then calculated as follows, based on their distance d to
one another:

cW,j(d, c) =





1 d = 0

↓ 1
4


d
c

5
+ 1

2


d
c

4
+ 5

8


d
c

3 ↓ 5
3


d
c

2
+ 1 0 < d → c

↓ 1
12


d
c

5 ↓ 1
2


d
c

4 ↓ 5
8


d
c

3 ↓ 5
3


d
c

2 ↓ 5 d
c + 4 ↓ 2

3


d
c

↓1
c < d → 2c

0 2c < d .
(5.22)
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The equation is based on the work of [127], which also offers alternative functions.
The state and output covariance matrices in Equation (5.16) and (5.19) are
subsequently replaced by their modified equivalents, defined in Equation (5.21).

:.3. +$,/(5, %#& &.,-/,,."#
This section presents the results of the introduced framework. The parameters
chosen for the simulation are discussed in Section 5.3.1. In Section 5.3.2, we
apply the framework to a test case where FLORIDyn is used as both the reference
system and the ensemble system. In a second step, Section 5.3.3 showcases a
setup where an LES simulation is used as reference.

:.3.!. $#,$46($ 9%(4%# ).(5$+ %#& ("-%(.<%5."# ;%+%4$5$+,
Table 5.1 lists the used parameters for the EnKF framework and the new weighting
method introduced in FLORIDyn. For the other FLORIDyn parameters, see [47].
The number of ensembles defines how well the covariance matrices are approx-
imated, but with every ensemble also a new FLORIDyn simulation has to run.
Preliminary tests suggested that 50 ensembles yields acceptable results: the
estimate becomes noisy for few ensembles (< 20) and the results do not change
significantly for higher numbers (tested up to 150). The correction frequency
Cf determines how often the framework gets called and has to be a multiple
of the FLORIDyn simulation frequency, which is set to 0.25 s↓1. The noise on
the measurements and states is assumed to be uncorrelated and is therefore
described by an identity matrix, multiplied by a factor. The factors were chosen
based on the variance of the measurements in the LES simulation. The noise
perturbation for the wind direction had to be increased to allow for a faster cor-
rection. The cut-off length for the localization function was set in accordance to
be roughly double of the spatial component of the weighted average function,
scaled by
*
10/3, which is motivated by the findings of [128]. The values for the

weighted average calculation of the wind speed are inspired by [75] but were
modified. The initial values were lower for Sw,t,O and higher for Sw,dw,O. This led
to unreasonable weighting areas during major wind direction changes. Therefore,
we adapted the values to hold value longer but over shorter downwind distance.
The weight for the crosswind distance Sw,cw,O was also set lower, which led to very
little interaction between downstream turbines and passing wakes. The value was
therefore increased. The wind direction weights are set by manual tuning and
intuition: as the wind direction changes, the entire flow field changes and we can
assume a more global effect than with wind speed. If the age of the OPs would
not be punished more heavily by the weighting, old wind direction measurements
would prohibit a change. We therefore chose to give the wind direction state a
wide influence area but a short lifespan. All values should be seen as educated
estimates and not necessarily as part of a final parameter set.

:.3.0. )("+.&2# %, =%(.&%5."# ;(%5)"+4
To understand the behavior of the developed algorithm, we first use FLORIDyn
itself as a validation platform. This allows us to model flow conditions, which
could be hard to generate in high-fidelity simulations. We also can carve out
the differences of the FLORIDyn model by itself and FLORIDyn within the EnKF
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Table 5.1.: Parameters used in the Ensemble Kalman Filter framework

Ensemble Kalman Filter Localization

ne (-) Cf (s↓1) cO (m) cY (m)
50 1/12

*
10/3 · 500

*
10/3 · 1000

Noise per 4 s

RP (MW) RY (deg) Qu (ms↓1) QY (deg)
0.1 · FnT 3 · FnT 0.4 · FnOP 3 · FnOP

Weighted Average

Sw,dw,O (m) Sw,cw,O (m) Sw,t,O (s) Sw,dw,Y (m) Sw,cw,Y (m) Sw,t,Y (s)
256 126 256 512 512 50
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Figure 5.4.: The left figure depicts the wind farm layout which is used in Section 5.3.2 and
5.3.3, along with the main wind directions in both cases. The right figure depicts
the transition between the flow variables for the different turbines during the
FLORIDyn reference simulation.

framework. This gives us an idea about the contribution of the EnKF framework. To
this end, we consider a 9-turbine case subject to heterogeneous wind speed and
wind direction changes. The 3 ≃ 3 wind farm layout is described in Figure 5.4. All
nine DTU 10MW turbines [33] are placed with equidistant spacing of 900m, which
is roughly equivalent to 5 turbine diameters. The FLORIDyn model is propagated
as described in Equation (5.8), excluding the noise term. During the 1200 s
simulation duration, both the wind direction and speed change heterogeneously
throughout the field. The wind direction is initialized with 255 deg and then
changes at rates between 0.2 deg s↓1 and 0.05 deg s↓1 to 280 deg. Figure 5.4
shows the start and end directions, as well as the transitions for the different
turbines. The wind speed is changed in a similar manner from 8ms↓1 to 10ms↓1
at rates between 0.02ms↓2 and 0.01ms↓2. Yaw-misalignment is not part of the
presented case.
Figure 5.5 depicts the power generated by the center row turbines, T3, T4 and

T5. The leftmost turbine, T3, experiences only free stream conditions and the
only change in power generated stems from the increase of wind speed. As the
EnKF needs to adapt to the changing wind speed, the predicted power generated
trails the reference with a delay of ⇐ 10 s. The other two turbines, T4 and T5,
are subject to upstream wakes and show a reduction in power generated due to
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Figure 5.5.: FLORIDyn as reference: the black line shows the FLORIDyn simulation, the
orange line the estimate with 1,2 and 3 standard deviations.

passing wakes during the wind direction change. Both also show that the EnKF
predicts the reduction in power generated, but contrary to the prior case, and
counter intuitively, the EnKF does not follow the reference simulation but leads it.
To understand this effect, we have to look at the state correction: the EnKF has the
capability to change the states of shed OPs whereas the FLORIDyn simulation only
adds new data to the OPs at the turbine locations. As a result, downstream OPs in
the EnKF simulation correct their state while they initially remain unaffected in
the FLORIDyn simulation. The effect is that the wake in the EnKF adapts sooner
to the new wind direction and crosses the downstream turbines earlier than in
the FLORIDyn simulation. This difference can be seen in Figure 5.6 where the
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Figure 5.6.: Estimated background flow field wind direction compared to the reference at
t = 564 s.

reference state is compared to the EnKF estimate along with the respective wake
locations in white and black. The EnKF simulation shows a similar heterogeneous
state distribution as the reference but at a higher value. The resulting difference
shows that the EnKF is uniformly at the same or higher value than the reference
simulation. The difference plot also shows how the EnKF wake has progressed
further south than in the reference case. Figure 5.7 depicts a similar behavior
where the reference states show bigger differences in the background wind speed
than the estimated state. The estimated state is more uniform and suggests a
more steady change of the wind speed throughout the flow field. To conclude, the
framework creates smoother, low-pass filtered flow fields. The EnKF adds a spatial
connection to the FLORIDyn simulation that it, in this implementation, would not
have otherwise. This is due to the correction capabilities of the EnKF: the state-
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Figure 5.7.: Estimated background flow field wind speed compared to the reference at
t = 804 s.

error-correlation calculation and the wider localisation area connect and change
states which are not necessarily connected by the spatio-temporal averaging
alone, which is applied in FLORIDyn. This could be changed by narrowing the
localisation window or by widening the spatio-temporal average influence. The
EnKF is furthermore able to track heterogeneous flow field changes.

:.3.3. ,"1)% %, =%(.&%5."# ;(%5)"+4
We now consider a more realistic and complex setting, in which we use the
developed EnKF FLORIDyn framework to estimate the flow field state during
a 60 deg wind direction change. We use a high-fidelity large-eddy simulation
performed with SOWFA (Simulator fOr Wind Farm Applications)[129] as ground
state. Section 5.3.3 describes the simulation setup and case. The wind speed
and direction state estimation results are discussed in Section 5.3.3 and 5.3.3
respectively. Section 5.3.3 highlights the influence of spatial weighting on the
state correction. Finally, Section 5.3.3 looks at the power generated.

,.4/(%5."# -%,$
The wind farm layout is identical to the case discussed in the previous Section
5.3.2 and is shown in Figure 5.4. Differences are that the wind direction changes
from 255 deg before t = 600 s to 195 deg at t = 900 s and afterwards. In SOWFA
the turbines are subject to turbulent inflow at roughly 6 % ambient turbulence
intensity and an average wind speed of 8.2 ms↓1. The case has been used in
previous FLORIDyn publications, such as [47] and has been described in greater
detal in [1]. The SOWFA setup files and output data are available at [44].
For the evaluation two snapshots are considered: one at t1 = 600 s, when the

wakes are fully developed within the wind farm boundaries, and one at t2 = 840 s,
during the wind direction change. Animations of the full simulation are available
at [130], along with data to recreate the flow field plots and power generated.

1%9$ ("-%5."# %#& $,5.4%5$& 1.#& ,;$$&
Figure 5.8 shows the SOWFA flow field at t1 and t2, as well as the SOWFA flow
field overlaid with the FLORIDyn OPs and contour lines. The estimated flow field
overlaps well with the SOWFA simulation and follows the curved wakes, caused
by the wind direction change. At its current development stage FLORIDyn can
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not model wake meandering effects, which are present in the SOWFA flow field.
The estimated FLORIDyn wind speed state is depicted in Figure 5.9, along with
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Figure 5.8.: The left figure pair depicts the SOWFA flow field before and during the wind
direction change at t1 = 600 s and t2 = 840 s respectively. The right pair
superimposes contour lines of the estimated FLORIDyn flow field, as well as the
OPs.

the standard deviation, calculated by the relation between the ensembles. The
wind speed estimate is relatively uniform, which is also the case in the SOWFA
simulation. Coarser patterns of lower and higher wind speeds can be seen for the
three turbine rows. The lower row of T6, T7 and T8 does also show the same lower
wind speeds in the SOWFA simulation (Consider Figure 5.4 as reference for the
turbine numbering). The standard deviation is below 0.3ms↓1 and does not show
a meaningful pattern. During the wind direction change, the standard deviation
rises for some downstream areas but remains bounded. The filter properties
of spatio-temporal averaging strongly contribute to this result, as small scale
changes are averaged out. The area influenced by the averaging is shown in
Figure 5.11 and is further discussed in detail in Section 5.3.3.
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Figure 5.9.: The estimated effective wind speed flow field is depicted in the left figure pair,
once in steady state at t1 = 600 s and once at t2 = 840 s, during the wind
direction change. The right figure pair shows the respective standard deviation.
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The wind direction changes uniformly throughout the wind farm and is not subject
to turbulent changes, such as the wind speed. Therefore, noise is only introduced
by means of system noise and added measurement noise. If these are chosen
too low, the EnKF trusts the model state too much and adapts too slow during the
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actual state change. Knowledge about the flow field effects is crucial to set the
noise magnitude: in this simulation, the wind direction changes with 0.2 deg s↓1.
Consequently the system noise and measurement noise have to be chosen higher.
The Gaussian noise is set to 0.75 deg s↓1 for both the measurement and the
system noise. In steady state however, the difference between estimate and true
state is minimal. This can be seen in Figure 5.10. During the wind direction change,
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Figure 5.10.: The left figure pair shows the difference to the true value and the value
extrapolated from the OPs’ wind direction states. A blue color indicates that
the extrapolated wind direction is trailing the true value during the direction
change. The true values are 255 deg at t1 = 600 s and 207 deg at t2 = 840 s,
left and right respectively. The right figure pair shows the standard deviation
of the state values, based on the variance across the ensembles.

the error increases, but due to the introduced noise, the states are corrected and
the error remains within small bounds within the wind farm. Outside of the wind
farm little to no corrections are made and the states keep diverging across all
ensembles, visible in Figure 5.11. This is also mirrored in the standard deviation
plot in Figure 5.10, where the areas between the wind turbines, with wake overlap,
show the lowest values.

1$.*’5.#* %#& -"++$-5."#,
The previous results underlined the importance of the applied spatio-temporal
weighting, as well as the localisation. The results also show how the weighting
changes the way FLORIDyn acts as a simulation and how it defines boundaries to
what the EnKF can correct. This section looks at a part of the simulation in detail
to quantify and understand these implications.
Figure 5.11 focuses on the upper third of the wind farm area and the states

within it. During steady state the focus lies on the OP states of the turbines T0, T1
and T2. During the wind direction change the wakes of T0, T1 and T2 leave the
observed area, which is why the now more present wakes of T3, T4 and T5 are
discussed instead. The displayed metrics from top to bottom are the wind speed
state of the OPs, the wind direction state of the OPs, the weights for the wind
speed averaging, the weights for the wind direction averaging and the SOWFA
flow field overlapped with the FLORIDyn contour lines.
The wind speed state plots show the estimate of all OP states for three turbines

with ±1,2,3 standard deviations, as well as a reference line at 8.2 ms↓1. The
reference is the mean wind speed across the wake free flow field and only gives an
indicator of where the estimate should be. The figures also show the development
of the standard deviation separately as black line. The leftmost states are closest
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Figure 5.11.: This figure compares the simulation state at the start and during the wind
direction change. The top two figure rows visualise the states of all OPs
connected to Turbine 0 to 2, at t1 = 600 s and of all OPs connected to Turbine
3 to 5, at t2 = 840 s. The figures show the state value of the OPs with
1,2 and 3 standard deviations (std) as orange plot and y-axis, and the std
alone as black plot and y-axis. A grey area marks the OPs which have left the
wind farm boundaries. The x-axis denotes the state index, e.g. 10 relates to
the 10th OP. The dotted lines mark a reference value: for the wind direction,
this is the true value, for the wind speed, this is the average precursor speed.
Below the OP states are three rows of flow field plots. They show a third of the
wind farm to allow for a more detailed look. The upper two show the weights
used for the weighted average calculation, see Equation (5.6). The lower row
shows the SOWFA flow field overlapped with the contour lines of the FLORIDyn
simulation.

to the turbine, the rightmost furthest away. The grey areas indicate where the
states leave the wind farm boundaries. Every 10th state (or OP) is marked in the
weight plots to aid the interpretation across the plots.
Looking at the wind speed state it is notable that the standard deviation remains

rather constant at or below 0.2 ms↓1 within the wind farm bounds, but then
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increases as the OPs move farther away from the wind farm region. This means
that within the wind farm, the turbines and their measurements keep the variance
bounded. As the OPs leave the wind farm bounds, this effect diminishes and the
system noise leads to a divergence of the ensembles. A noticeable difference
between the variance of the wind speed states and the later discussed wind
direction states is the fact that the wind speed variance does not significantly
decrease within the wind farm bounds. This might be expected as the OPs
travel past downstream turbines, which act as correcting sensors. The lack of
significant correction can be explained by the wind speed weight plot. It shows
the influence by the OPs based on the spatio-temporal weighting. Due to the
weighting parameters chosen for the wind speed, the area of the influence of an
OP has very little overlap with a neighbouring wake. The states within a wakes
therefore tend to develop more independently from other wakes, in this wind
direction. During the wind direction change however, the wakes cross and areas
of locally lower variance can be seen in the wakes of T3 and T4. These OPs with
lower variance are roughly in the direct neighbourhood of the wind turbines T1
and T2. For instance, the OPs of T3 passed T2 60 s (= 15 time steps) prior to the
snapshot - this reduced the variance of the OPs in the proximity of T2, which then
traveled further. The lowered variance can now be seen around OP 70 in the wake
of T3.
The reduction of the variance is more dominant with the wind direction states,

as the framework assumes a wide area of influence of OPs due to the spatio-
temporal weighting. This allows the EnKF to cross-correct from one wake to
another. The weighting plot also shows how the wide area of influence decreases
with the age of the OPs: OPs close to their turbine have high values, but already
the weights of OP 10 and 20 have decreased significantly. In contrast, the wind
speed state weights remain longer at a high level. The wind direction weights
therefore encourage corrections of OPs close to the turbines. Thus, the estimated
variance decreases in the proximity of the turbines, an effect which is also visible
in Fig. 5.9. The weights and therefore the connection of measurement-to-state
decreases rapidly outside of the wind farm boundaries and the ensembles diverge.
During the wind direction change, the states within the wind farm are successfully
corrected, while states outside of the wind farm are not. Different from the wind
speed states, the wind direction reference resembles the true state, which is why
the value is given in absolute difference rather than absolute values.

;"1$+ *$#$+%5$&
The power generated is not one of the estimated states, but it is inherently linked
to them, as shown in Equation (5.2). Figure 5.12 depicts the power for six out
of the nine turbines in the EnKF framework and SOWFA. The EnKF estimates the
power generated 2700 times during the simulation, 300 values per turbine, every
4 s. Out of these, 73.5% are within one standard deviation (as estimated by the
EnKF) from the SOWFA value, 90.7% within two and 95% within three. This does
not quite match the Gaussian ideal distribution of 68%, 95% and 99.7%. The
mean error lies at 0.0452MW, about 1 % of the absolute power, the root-mean
squared error at 0.4936MW, which is about 11 %. The small mean error seems
to justify the assumption that the surrogate model is error-free on average, which
is a necessary assumption for the EnKF. However, the wind speed state noise
might be underpredicted. Another metric which is sometimes used for the EnKF is
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Figure 5.12.: Power generated from six of the nine turbines. This reduction was made as
the other turbines are mostly in free stream conditions and do not add more
information. The black line depicts the SOWFA simulation as reference, orange
shows the EnKF estimate including 1,2 and 3 standard deviation boundaries.
As the wind direction changes from t = 600 s to 900 s, T1, T2, T4 and T5
experience a reduction in wind speed due to the passing wakes. This leads to
the sudden reduction in the generated power.

how often the estimate is above or below the measured value. If we understand
the true system as another ensemble, the ratio should be about 50%. For the
power generated, this value lies at 53.56% in favor of an underestimate. Note
that these simulations have been run without parameter tuning of the underlying
analytical wake model, which would influence these results.
Figure 5.13 shows a comparison of the same EnKF setup with different correction

times, once where the state is corrected every 12 s and once every 60 s. The
vertical lines mark the times at which the states are corrected. Note, that the
time window has been reduced to the last 600 s of the simulation to allow for a
clearer picture.
The simulation with the larger correction step shows a much wider variance

cone than the simulation with a shorter step, as the ensembles have more
time to diverge. Nevertheless, the EnKF is able to track the reference signal
under most conditions. A significant decrease of the estimation quality becomes
apparent during the wake passing, which is much delayed, compared to the
SOWFA simulation. In a dynamic wind farm control scenario, this could result
in delayed actions which try to improve on a situation that already happened.
The delay stems from the fact that FLORIDyn as surrogate model assumes a
steady state input - during the estimation the wind direction and speed do get
corrected but are then held until the next correction. This could be exchanged
for a momentum driven approach, which continues to change the state based
on the previous rate of change. This is subject to further research. If such an
extension would be valuable can only be judged based on real measurement data
and conditions. The implication for this case are that the estimated wakes adapt
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too slow and the difference leads to a delayed wake overlap prediction, as well as
an overshooting of the power signal. The overshooting is also present in some of
the power estimates for turbines in the case with a shorter correction step, see T4
or T5 in Figure 5.12 in a similar context. The dataset [130] contains additional
plots for intermediate correction times of 24,36 and 48 s.

4

6

8

2

600 900 600 900

T1, 12 s T1, 60 s

Po
w
er
ge
ne
ra
te
d
(M
W
)

Time (s)

Figure 5.13.: Comparison of the predicted power generated by Turbine 1 in an EnKF frame-
work which is updated every 12 s to one which is updated every 60 s. The
vertical lines indicate the frequency of correction.
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Figure 5.14.: Comparison of the power generated by T1 in different FLORIDyn implementa-
tions. The grey area indicates the time window during which the wind direction
changes.

Lastly, Figure 5.14 compares the EnKF estimate of the power generated to previ-
ous FLORIDyn results in [47]. Previous work used the Immersion and Invariance (I
& I) estimator to estimate the effective wind speed based on the rotor speed and
generator torque [52]. The base model uses a set wind speed and a prescribed
wind direction change. While the base model is unable to mirror the influence
of the turbulent wind speed in the reference simulation, it is able to predict the
timing of the wake overlap, as well as the approximate magnitude. Adding the I&
I estimator couples FLORIDyn to the reference simulation and removes the need
for a prescribed wind speed. It also allows a close tracking of the power generated.
This model however still needs a prescribed wind direction. There is furthermore
no state correction. The EnKF framework includes both, wind speed and direction.
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It is further able to correct previously generated states and provides certainty
bounds for the estimate. On the downside is that this model needs to simulate
multiple versions of the same simulation, while previous results were obtained
with one simulation.

:.7. -"#-(/,."#
The presented work formulates an ensemble-based wind farm flow field estimation
framework which can estimate the background wind speed as well as the wind
direction. It is based on the dynamic parametric wind farm model FLORIDyn
and utilizes the Ensemble Kalman Filter approach to correct wind speed and
direction across the simulation. The approach was tested in a 3 ≃ 3 wind farm
case with heterogeneous and changing flow conditions. The results show, that the
framework is able to follow the flow field changes. Its estimate and corrections
strongly depend on the spatio-temporal averaging and localization parameters.
These can limit but also enable state corrections and are a vital part of the
inner workings of framework. This work also shows that the EnKF can be used to
estimate the state of purely Lagrangian particle based simulations. It further gives
an idea on how a state augmentation with the particle position can be avoided by
instead projecting the ensembles onto common particle positions. This is under
the assumption that the particles across different ensembles are not too far apart.
Given the broader context of wind farm flow control, this work presents an

essential building block for a realistic closed-loop dynamic control approach for
operational wind farms. Future work will need to address how the framework
works in larger wind farms and what the correct parameter choices are under
realistic circumstances, as well as what framework extensions are necessary.
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This appendix describes two aspects of the state space description of FLORIDyn
more in detail: Appendix 5.A.1 presents the system matrix and the input matrix
of the FLORIDyn model. Appendix 5.A.2 then discusses how spatio-temporal
weighting is applied in the system matrix.

:.%.!. ,.4;($ ;+";%*%5."#
The following equations describe the state propagation in the FLORIDyn model
and the structure of the matrices:


xL(k + 1)
xT(k + 1)
xWF(k + 1)


 =



AL,L 0 AL,WF(xWF(k))
0 AT,T 0
0 0 AWF, WF





xL(k)
xT(k)
xWF(k)


+ · · ·



L(xL(k),xT(k),xWF(k))

0
0


+



BL 0 0
0 BT 0
0 0 BWF






lT(k)
xT,0(k)
xWF,0(k)


 .

(5.23)

The matrix AL,L is given by

AL,L =




AL,L,T1 0 0 · · · 0
0 AL,L,T2 0 · · · 0
...

. . .
. . .

. . .
...

0 · · · 0 AL,L,TnT↓1 0
0 · · · 0 0 AL,L,TnT



nT·nOP,T·nL≃nT·nOP,T·nL

(5.24)

AL,L,TW =




0 0 · · · · · · 0
AL,L,OP1 0 · · · · · · 0

0 AL,L,OP2
. . .

...
...

. . .
. . .

. . .
...

0 · · · 0 AL,L,OPnOP,T 0




nOP,T·nL≃nOP,T·nL

(5.25)

AL,L,OPW = FnL , (5.26)

where FnL is the nL ≃ nL identity matrix and nL describes the number of location
states per OP. The number of turbines is given by nT and nOP,T describes the
number of OPs per turbine. The matrices AT,T and AWF,WF are similar, they only
differ in the size of their smallest components: the matrices AT,T,OP and AWF,WF,OP
differ in size as the number of stored turbine and wind field states is different.
The matrix AL,WF(xWF(k)) is described by the same structure than AL,L, only the

smallest component differs:

AL,WF,OP =



Et cos(YOP) 0
Et sin(YOP) 0

0 0



nL≃nWF

(5.27)
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where Et is the time step of the simulation and YOP is the wind direction at the
location of the OP. The number of wind field states is given by nWF. We assume
here that the first state is the wind speed.
The input matrices feed inputs into the first OPs of the turbine. For the location

data, this is defined as follows:

BL =




BL,T1 0 0 · · · 0
0 BL,T2 0 · · · 0
...

. . .
. . .

. . .
...

0 · · · 0 BL,TnT↓1 0
0 · · · 0 0 BL,TnT



nT·nL·nOP,T≃nT·nL

(5.28)

BL,TW =

F3 0
0 0



nL·nOP,T≃nL
. (5.29)

We assume here the same use of location states as described in [1, 47], where
world coordinates are stacked on wake coordinates. The other two input matrices
are defined similarly, with the difference that BT,TW and BWF,TW consist only out
of an identity matrix in the first rows and not as in BL,TW accompanied by zero
columns:

BWF,TW =

FnWF

0



nWF·nOP,T≃nWF

. (5.30)
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To apply a spatio-temporal weighting of the wind field states the time-varying
matrix WWF(k,xL) is introduced and applied as follows:

AL,WF = AL,WF(WWF(k,xL)xWF)WWF(k,xL) . (5.31)

The matrix weights all OP states with respect to a location of interest. The location
of interest in this case are the OPs themselves. As a result, row W contains the
weights to sum the influence of all OP states onto OP W. The weights are calculated
by Equation (5.6) and then normalized by the sum of the row. To calculate the
time weight, the location of the OP within the state vector can be used along with
the time step of the simulation Et. If a variable time step is used, this needs to be
adapted. In the presented work, only the wind speed and direction are weighted.
Weights are denoted as TW,j,O or TW,j,Y, where W is the OP of interest, j the OP
influencing OPW and O or Y represent the wind speed or direction respectively.
Furthermore, we use three wind field states: The wind speed, direction and
ambient turbulence intensity. No weighting is applied to the latter, but could be
implemented in a similar fashion. The matrix WWF is then assembled as follows:
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WWF(k,xL) = . . .



WWF,1,1(k,xL) WWF,1,2(k,xL) · · · WWF,1,nOP (k,xL)
WWF,2,1(k,xL) WWF,2,2(k,xL) · · · WWF,2,nOP (k,xL)

...
...

. . .
...

WWF,nOP,1(k,xL) WWF,nOP,2(k,xL) · · · WWF,nOP,nOP (k,xL)




(5.32)

WWF,i,j(k,xL) =



TW,j,O(k,xL) 0 0

0 TW,j,Y(k,xL) 0
0 0 TW,j,I0


 (5.33)

TW,j,I0 =
K
1 if W = j
0 otherwise . (5.34)

Note that the row-sum of WWF(k,xL) must return a vector of 1.
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This chapter is based on the following publication:
[131] M. Becker, D. Allaerts, and J.W. van Wingerden, Time-shifted cost function design for more
efficient dynamic wind farm flow control, 2024 IEEE Conference on Control Technology and Applications
(CCTA) (2024), 10.1109/CCTA60707.2024.10666535.



Dynamic wind farm flow control is the art and science to maximize the energy
yield of large wind farms. In this paper we will address the problem of large

time delays between control actions of the different turbines in the farm and
the delayed impact on the downstream turbines. We propose and show how a
time-shifted cost function approach can render the receding horizon optimization
problem more efficient and can mitigate the unavoidable turn-pike effect. We
further show how the resulting setup can be used to break the optimization
problem apart into several smaller optimization tasks to reduce the computational
load. We demonstrate that the proposed changes do allow an economic model
predictive control strategy to engage into collaborative wind farm control for long
term gains, while a more traditional cost function approach leads to greedy turbine
behavior. As a result, we take a crucial step towards a mature implementation of
dynamic model based wind farm flow control.
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Wind farms form an integral part in the renewable energy mix of the future. They
combine the necessary infrastructure with an allocated location for kinetic wind
power extraction. In this context a conflict arises: The more wind turbines are
placed in the same area, the more they influence one another. As one turbine
extracts the kinetic energy from the wind, it leaves a wake of lower wind speed
behind it. This leads to power losses at turbines operating in the wake of an
upstream turbine [132].
The goal of wind farm flow control is to mitigate these wake losses by changing

the turbine state and by extend the wake shape. One such control strategy is
wake steering, where the rotor plane is intentionally misaligned with the main
wind direction [50, 133]. As a result, the wake is deflected and can be steered
away from downstream turbines. Steady-state control approaches do exist for
this strategy, and have been found effective in field experiments [4]. These
approaches do neglect the wake dynamics by design, so the question remains
if a dynamic model-based control approach can improve upon the results of a
steady state control strategy. While dynamic control-oriented wind farm control
models have been proposed [1, 134] there are limited to no results available on
how these models can outperform existing control algorithms.
One central barrier for dynamic wind farm flow control are the time delays

between the control actions and the effect on downstream turbines. The delays
make it necessary to simulate the wind farm at least until the point at which the
upstream control changes arrive at the downstream turbine and often more time
is needed to escape the turnpike effect [109, 135]. The turnpike effect arises when
optimization parameters have effects which lie beyond the prediction horizon of
the simulation. In the case of dynamic wind farm flow control, this usually leads
to a greedy control of the upstream turbine: As it needs to sacrifice some of its
power to enable the gains of a downstream turbine, it chooses to maximise its
own power again at the end of the time horizon. The resulting disadvantages at
the downstream turbine lie beyond the time horizon and are not captured by the
cost function anymore. In practice this means that a part of the solution found by
the optimization problem has to be disregarded. Workarounds do exist: One way
to reduce the impact is to fixate the last variables of the action horizon [95], or to
attach large costs to moving them. Faced with a similar issue, [84] uses a time
shifted signal to identify the impact of a dithering signal in a model-free control
approach.
We propose to extend the approach of using a time shifted signal, and to

dynamically choose which turbines to consider for the cost function based on the
time it takes for control actions to propagate downstream. This way, the cost
function is reduced to the impact of the control actions at the upstream turbine
synchronised with the impact at the downstream turbine(s).
The main contributions of this paper are threefold:

• We propose a new time-shifted cost function for dynamic wind farm control
to mitigate the turnpike effect.

• We propose a novel clustering algorithm to break down the control problem
in smaller uncoupled optimization problems.

• We demonstrate the concept with a proof-of-concept simulation study.



?

136 6. A dynamic open-source model

This paper is structured as follows: Section 6.2 describes the methodology
used. In Section 6.3, the main results are presented. Finally, in Section 6.4 the
conclusions will be drawn.

>.0. 4$5’"&"("*2
We first describe the general problem setup in Sec. 6.2.1. In Sec. 6.2.2 we derive
the time delays between the turbines. Using these delays we deduce a way to
optimize the turbine behaviour across a given action horizon in Sec. 6.2.3. Sec.
6.2.4 comments on the choice of the prediction and action horizon length and on
means to further reduce the computational effort.
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The receding horizon problem as we use it consists of an action horizon of Lah time
steps, and a prediction horizon of Lph time steps. Fig. 6.1 (a) depicts this time
line. For each time step in the action horizon and for each turbine we consider a
optimization variable fW,k, where W ↔ [1, nT ] is the index of a turbine (e.g. T1) and
k ↔ [1,Lah] is a time step. In our problem, these optimization variables directly
relate to the turbine yaw angle Q in degrees. Therefore, they are also constrained:
The absolute difference between two consecutive parameters may not be larger
than the turbine yaw rate limit allows. In Fig. 6.1 (a) this is indicated by the
triangular areas behind the trajectory. Fig. 6.1 (b) shows a sketch of a possible
reaction of the power generated by a two turbine wind farm, T1 and T2, to the yaw
angle of T1: T1 initially sacrifices power by changing its yaw angle. Meanwhile T2
produces very little power as it is negatively affected by the wake of T1. As the
change propagates through the wake and arrives at T2, the downstream turbine
is less impacted by the wake and the power increases.
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In order to determine when a downstream turbine will be affected by the control
signal, we need to approximate the advection speed. This is the speed with
which the changes in the flow field propagate downstream. Two predominant
approaches exist to determine the advection speed: (i) the use of a constant
fraction of the free wind speed or (ii) the use of a wake model and the resulting
knowledge of the effective wind speed in the wake. The latter method is used for
instance by [75] and comes at the computational cost of solving the related model
equations. The approach of a constant fraction of the free wind speed has been
numerically derived and used by [84] and [32], and has been experimentally
studied by [136]. In this work we assume Oadv = 0.7 · Ofree, following [84] as they
are focusing on the same turbine-to-turbine interactions relevant to control. The
time offset between two turbines is therefore calculated by

tW↘j =
PTW↘Tj

0.7 · Ofree
, (6.1)

where tW↘j describes the time it takes for changes at the rotor plane of TW to arrive
at Tj. The downwind distance from TW to Tj is denoted by PTW↘Tj . Since we consider
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Figure 6.1.: A receding horizon example where the optimization parameters fT1 of turbine
T1, here representative for the yaw angle QT1 , are adapted in (a) from the
current time step until Lah. The effect of these changes can be observed over
Lph time steps in (b). The power of T1 suffers due to the yaw angle change, but
the power of T2 increases after some delay. The wind turbines and wakes are
sketched in (c) .
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discrete time steps, we round tW↘j to the closest previous time step:

LW↘j =
L tW↘j
Et

M
. (6.2)

Equally important to the downstream distance of the turbine is the crossstream
distance due to the wake expansion. In this work we disregard turbines with a
larger crossstream distance than ±2 D, where D stands for the turbine diameter.
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Our goal is to move from a single cost function to multiple smaller cost functions:
To this end we initially consider all optimization parameters to be independent.
Then, if two or more parameters affect the same system output, they become
part of a set. For each set of optimization parameters we derive one cost function
that combines their impact on the system outputs. This process is described in
greater detail in the following paragraphs.

Figure 6.2.: (a) The relational matrix T∃ between the turbine outputs P (columns) and
the optimization parameters P (rows). The combination of linked optimization
parameters leads to (b), indicated by one example. Combining consecutive
outputs then leads to T, depicted in (c), with one highlighted example.

Basic formulation Each optimization parameter fW,k belongs to a turbine TW with
W ↔ [1, nT ] and a time step k ↔ [1,Lah]. The output of the turbine, its power, is
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denoted as PTW (k). As time marches, each fW,k has an initial effect on PTW (k), but
then delayed with LW↘j time steps also on the downstream turbine Tj and thus
PTj (k+ LW↘j). To bring this relation into matrix form we define the vectors P and P:

P =




PT1 (1)
PT1 (2)

...
PTnT (Lph)


 , P =




f1,1
f1,2
...

fnT ,Lah


 (6.3)

We then define a matrix T∃. The (W, j)-th element of T∃ is 1 if the W-th element of
P affects the j-th element of P and 0 otherwise. Fig. 6.2(a) depicts an example
how this matrix could look like for a four turbine wind farm.

Combine coupled optimization parameters If one column of T∃ has two or more
1-entries, multiple optimization parameters affect this output. This means that
we cannot consider these optimization parameters as independent and need to
optimize them together. We combine the entire rows of the affected parameters
by a logical OR operation and combine the parameters into a new set OW. Fig.
6.2(b) shows which rows of (a) have been combined.

Connect consecutive sets The previous step combined all parameters that need
to be connected. The following step is not required but further reduces the
number of optimization parameter sets for convenience: If two sets, OW and Oj,
optimize consecutive-in-time parameter sets they can be combined: O∃

W = OW ↖Oj,
where O

∃
W denotes the updated set. In practice this means that consecutive time

steps are connected to a single, longer time series. This does change how many
optimization parameters are in one set, but it does not change how many turbines
are considered in one optimization. The condition for the corresponding operation
in the relational matrix is a diagonal similarity of the rows. See Fig. 6.2(b) where
diagonally equal rows share the same color. Their combination leads to the matrix
T, depicted in Fig. 6.2(c).

Cost function derivation Each row of T describes a way to map P to a number
of smaller optimization problems that each optimize a subset of P. In our case,
this is the relation between the power generated by the turbines and the yaw
angle of the turbines. The resulting cost function is the negative sum of the power
generated:

min
PW

JW(PW) = ↓tWP(PW) (6.4)

where W relates to optimization problem W, PW denotes the optimization parameters
in OW and tW is the W-th row of T. In this particular case the cost of actuation has
an intrinsic negative impact on the power, which is why we do not include it again
as a negative term in the cost function.

Simulation order & clusters Eq. (6.4) is a general description of all optimization
problems to solve. What it does not offer is an order in which the problems need
to be solved. For our system, we have to ensure that the yaw rate is below a
given limit. This means that we depend on an initial yaw angle at the start of our
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optimization problem in order to deduct the consecutive ones. This dependency
can be derived from T. Fig 6.3 shows as an example how the optimization problem
in the first row relies on previously deducted results for T2, T3, and T4 in row 2.
Row 2 further relies on row 3 and row 3 on row 4. Therefore, the solve-order of the
optimization problems is P4 ↘ P3 ↘ P2 ↘ P1. Two things are worth noting: first,
to solve optimization 4 we only need to simulate two time steps. This means that
we can reduce the number of optimization parameters, the number of simulated
turbines and also the time. Secondly, in a larger wind farms independent solving
graphs appear, as not all turbines do influence each other. This offers to reduce
the computational cost by splitting the optimization in smaller, independent wind
farm clusters.1

Figure 6.3.: The arrows indicate which row depends on the results of another row. In this
case row 1 depends on 2, which depends on 3, which depends on 4. As a result,
we need to solve optimization problem 4 ↘ 3 ↘ 2 ↘ 1. The blocks indicate
which part relates to which turbine. In order to solve row 4, we only need to
evaluate T4.
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One of the central motivations of this work was to avoid the turnpike effect. The
time shifted cost function approach introduced in Sec. 6.2.3 does a first step
towards that goal by only combining turbine outputs that have an effect on the
optimization parameters. But a poor choice of the prediction and action horizon
will lead to a turnpike effect nevertheless. For instance, if we chose Lph = Lah = 1
the effect of the control action will never reach a downstream turbine and the
turbines will behave greedy. To avoid this we use the results from Sec. 6.2.2 and
set a minimum for Lph:

Lph ⇑ Lah + mFx
W,j↔[1,nT ]

N
LTW↘Tj
O
. (6.5)

It may be valid to set a Lph,max which violates Eq. (6.5). The entries of the diagonal
block in T are then shifted beyond Lph and are neglected. The violation could be
based on an assumed maximum wake length or to lower the computational cost.
Another measure to reduce computational cost would be to not simulate turbines
at times when their output is not used, see the zero-columns in Fig. 6.2(a-d). In
that case we alter Eq. (6.5) to only simulate the turbine j for as long as needed by
other turbines:

Lph,j ⇑ Lah + mFx
W↔[1,nT ]

N
LTW↘Tj
O
. (6.6)

Note that it might still be necessary to simulate the wakes of the turbines. A third
variation would be to define individual action horizons for all turbines, based on a
1The Matlab code to generate T and other derivatives is publicly available with the DOI 10.4121/54cfbca7-
243e-4a27-af2d-74cdd91471b2
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given Lph:
Lah,W → Lph ↓ mFx

j↔[1,nT ]

N
LTW↘Tj
O
. (6.7)

This can be especially advantageous for systems where changes propagate
through the domain, e.g. in the case of a wind speed change or gust. A front row
turbine might have a short action horizon, because it can only react to changes in
the wind, while downstream turbines can take the wind history of the front row
turbine as prediction into account.
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In this section we describe the simulation case along with the wind farm flow
control setup in Sec. 6.3.1. The results of the case are presented and discussed
in Sec. 6.3.2.
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We use the Flow Redirection and Induction Dynamics (FLORIDyn) framework [47]
as eMPC model to evaluate the cost function and to carry out the reference
simulation. The FLORIDyn framework has been designed to simulate wind turbine
wake dynamics at a low computational cost, and is aimed to be used in a model
based closed-loop wind farm flow control strategy. To test the proposed cost
function design, we carry out three simulations:

1. a baseline simulation in which the turbines perfectly track the wind direction
to maximise their own power generated,

2. a ‘‘naive’’ economic model predictive control (eMPC) setup where FLORIDyn
is used to optimize the power generated over a given prediction horizon,

3. an eMPC setup with the same optimization setup but with the proposed cost
function structure.

The difference between approach 2) and 3) isolates the effect of the proposed
cost function.
We use a three DTU 10-MW reference turbine [33] wind farm, depicted in Fig. 6.4.

The synthetic wind direction signal is set to maintain a steady wind direction of
260 deg for the first 1000 s, followed by a constant change to 290 deg over
the following 1000 s. The 290 deg are maintained for the future. This setup
does encourage both, individual power maximisation of unwaked turbines and
collaborative wind farm flow control to maximise the wind farm performance.
In addition, the wind direction change forces changes in the yaw set points of
the turbines. The simulation is carried out with a free wind speed of 8ms↓1, an
ambient wake model intrinsic turbulence intensity level of 6 %, and with shear,
using the power-law and a coefficient of 0.28 [137].
The simulation is discretized in 5 s steps. We arbitrarily choose Lah = 6↘ 30 s

for all three turbines, which results in 18 optimization variables. The prediction
horizon for both eMPC strategies is calculated based on Eq. (6.5). Every control
iteration, the first two steps of Lah are applied and the receding horizon is pushed
forward by 10 s. The optimization is constrained by a maximum yaw misalign-
ment by ±30 deg and a maximum allowed rate of change of 0.3 deg s↓1. The
optimization is solved by the interior point algorithm for constrained minimization
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Figure 6.4.: The three turbine wind farm during the wind direction change. The turbines are
placed with a 5 D distance along the West-East axis and the centre turbine is
placed ↓0.5 D on the South-North axis. The initial wind direction is 260 deg,
which gradually changes after 1000 s to 290 deg.

problems [138]. Both eMPC strategies are initialized with a yaw misalignment
of 0 deg and have knowledge of the future development of the wind direction.
This assumption is made for simplicity, similar to the work in related publications,
see [95, 139].
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The yaw trajectories of all three turbines are depicted in Fig. 6.5, where the yaw
misalignment is calculated as the difference between the main wind direction and
the turbine orientation. The baseline controller tracks the wind direction perfectly
and shows a yaw misalignment of 0 deg at all times.
The ‘‘naive’’ eMPC strategy initially uses its degrees of freedom to drive the

yaw misalignment to 0 deg. It maintains a yaw misalignment of 0 deg up until
the wind direction changes. In the second half of the simulation, the controller
engages into yaw steering. The reason is that it tries to avoid power losses in the
near future: During the cost function evaluation the controller is aware that the
wind direction will continue to change. However, the short action horizon only
allows it to move during the initial 6 steps of the prediction horizon. As a result,
the controller moves to a future wind direction to be more aligned in the near
future.
The eMPC strategy with the proposed cost function does engage into yaw

steering and misalignes T2 with the main wind direction. This steers the wake
away from the downstream turbine T3 and allows an increase in the total power
generated by the wind farm of 0.17 MW. Towards the wind direction transient, the
controller preemptively steers T1 to avoid wake interaction at a later stage, which
results in large power gains during the initial transient. Turbine T1 remains yawed
for a longer time but then recovers its position and reduces its misalignment with
the wind direction.
Fig. 6.6 depicts the generated power by each turbine over time. The baseline

and ‘‘naive’’ eMPC strategy show almost identical behaviour, as expected from the
yaw angle trajectories. However the data of the eMPC strategy with the proposed
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Figure 6.5.: Yaw angle of T1-T3 during the simulation for the baseline simulation, the ‘‘naive’’
eMPC strategy, and eMPC strategy with the proposed cost function structure.
The dotted line indicates the activation of the controller, the dashed line the
start of the wind direction change.
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Figure 6.6.: The power generated by the three turbines in comparison. The dotted line
indicates the activation of the controller, the dashed line the start of the wind
direction change.
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cost function does show that the strategy creates gains at the downstream
turbines: During the steady state part of the simulation, T2 elevates the power
generated by T3, which is the result of the wake steering depicted in Fig. 6.5.
During the initial wind direction change, the yaw steering efforts of T1 show an
effect at both T2 and T3. While the power for the two other controllers reduces as
the wake interaction increases, the proposed controller is able to offset the wind
speed reduction. As a joint effort of T1 and T2, the power of T3 never drops as
low as it does in the baseline case or with the ‘‘naive’’ eMPC strategy.
The wind farm efficiency during the simulation is shown in Fig. 6.7. Once the

controller is activated, the proposed eMPC strategy is willing to sacrifice efficiency,
and therefore power, to gain efficiency in the long term. The proposed strategy
outperforms the baseline as a result, after the effects of the induced yaw angle
changes have propagated downstream. As observed in the yaw angle trajectories,
the ‘‘naive’’ eMPC strategy does not engage in yaw steering and misses the
opportunity to outperform the baseline. During the wind direction transient, the
proposed method manages to offset the large drop in farm efficiency, connected
to the inevitable wake passing. It is here, where the proposed method shows
the largest gains, at its peak 11 % over the baseline. But as the change in wind
direction progresses, the wind turbines need to recover their alignment with the
main wind direction, something which the baseline has already done. Here, up to
7.6 % wind farm efficiency is sacrificed compared to the baseline.

Figure 6.7.: Wind farm efficiency RWF calculated by total power generated divided by power
of the farm without wake effects and misalignment. The dotted line indicates
the activation of the controller, the dashed line the start of the wind direction
change. The plot contains wind farm start up effects prior to the controller
activation.

In summary, the proposed cost function construction allows the eMPC framework
to utilise the given degrees of freedom to engage into collaborative wind farm flow
control for long term gains. With a more traditional cost function, the optimization
result becomes greedy and only tries to minimise short term losses due to yaw
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misalignment.
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In this paper we present a novel method that is able to automatically restructure
the optimization of a dynamic eMPC setup for wind farm flow control. It detects
sub-optimization problems based on the inherent time delays in the wind farm and
the spatial distance of wind turbines. The method further returns which problems
can be solved in parallel and which need to be solved sequentially. Based on these
factors, new cost functions are constructed which allow an eMPC framework with
a short action horizon to optimize for long term wind farm gains in both steady
state and dynamic conditions. The alternative, traditional, implementation of the
cost function leads to greedy control behaviour, unable to perform collaborative
control.
Future work should investigate the robustness of the proposed framework,

mainly towards the assumptions around the advection speed of the wake and
the flow preview. The solver and an efficient use of the optimization parameters
are two additional aspects not discussed in this work, which are essential to a
successful eMPC design for wind farm control.
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This chapter is based on the following publication:
[140] M. Becker, M.J. van den Broek, D. Allaerts, and J.W. van Wingerden, Closed-loop model-predictive
wind farm flow control under time-varying inflow using FLORIDyn, accepted for publication in Wind
Energy (2025)



Wind farm flow control has been a key research focus in recent years, driven by
the idea that a collectively operating wind farm can outperform individually

controlled turbines. Control strategies are predominantly applied in an open-loop
manner, where the current flow conditions are used to look up precomputed
steady-state set points. Closed-loop control approaches, on the other hand, take
measurements from the farm into account and optimize their set points online,
which makes them more flexible and resilient.
This paper introduces a closed-loop model-predictive wind farm controller using

the dynamic engineering model FLORIDyn to maximize the energy generated by
a ten-turbine wind farm. The framework consists of an Ensemble Kalman Filter
to continuously correct the flow field estimate, as well as a novel optimization
strategy. To this end the paper discusses two dynamic ways to maximize the
farm energy and compares this to the current look-up table industry standard.
The framework relies solely on turbine measurements without using a flow field
preview. In a 3-hour case study with time-varying conditions, the derived con-
trollers achieve an overall energy gain of 3 to 4.4 % with noise-free wind direction
measurements. If disturbed and biased measurements are used, this performance
decreases to 1.9 to 3 % over the greedy control baseline with the same measure-
ments. The comparison to look-up table controllers shows that the closed-loop
framework performance is more robust to disturbed measurements but can only
match the performance in noise-free conditions.
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A switch away from fossil fuels to less greenhouse gas-emitting (GHG) sources
of energy is necessary to prevent a climate crisis [141]. Wind energy is one
alternative that provides energy at a fraction of the GHG emissions. Wind farms
are, therefore, an essential part of the energy transition. However, they do not
provide the maximum amount of energy they could. How come? This is in part
due to the way that turbines interact: As a wind turbine converts kinetic energy
from the surrounding airflow into electricity, it leaves behind an area of low wind
speed called a wake. In wind farms, these wakes will likely influence downstream
turbines, lowering their power output. Wind farm flow control (WFFC) strategies
aim to mitigate this effect by manipulating the wake shape.
In this work, we focus on model-based approaches to WFFC. With this approach,

a model of the farm is used as a surrogate for the real wind farm. The model
predicts how the turbine wakes behave, given the atmospheric conditions and
turbine states. Different types of models exist with varying costs and capabilities.
On the one end, high-fidelity models like Large Eddy Simulations (LES) provide the
most insight into the physical phenomena that take place in a wind farm, e.g. [20,
63]. These models are typically too demanding for control which has motivated
model simplifications to achieve faster computational speeds. Medium-fidelity
models capture a coarse image of the flow. Two-dimensional Reynolds-averaged
Navier–Stokes solvers like e.g., [45, 134, 142] fall in this category. They aim to
capture the core wake dynamics at a reduced cost by limiting the dimensionality
of the flow. However, later research showed that this simplification can render
them unuseful for wake steering applications [66]. Other models in the category
of medium-fidelity models simulate the wake propagation based on synthetic
turbulence. The Dynamic Wake Meandering (DWM) model, introduced by [17],
propagates the wake as a series of turbulence boxes. The propagation speed and
direction are then determined by the contents of the box. This approach, coupled
with an aeroelastic turbine model, can give estimates of loads onto the turbine
and its structure. Successor models like FAST.Farm [72] and HAWC2Farm [143]
provide a basis to investigate damage equivalent loads on a farm scale at a
relatively low computational cost. Another approach to model wind turbine wakes
is to simulate free-vortex particles shed by the rotor, e.g., [68, 109]. The downside
of these models is that they tend to become numerically unstable in the far-wake
region and under turbulent conditions. Low-fidelity models provide a flow field
prediction at a very low computational cost. This is achieved by modeling the
wake shape and wind speed reduction as a set of analytical equations, e.g., [16].
These models typically predict the steady-state wake shape of a single turbine
wake and use superposition methods to combine the effect of multiple wakes in a
farm. Within WFFC applications, they are used to test and optimize yaw-angle set
points for an entire farm.
Based on the computational speed provided by the steady-state engineering

models, paired with the success of the DWM model, an additional group of
models has been proposed: These models use passive Lagrangian tracers, called
Observation Points, to propagate turbine and flow field states from each turbine
downstream. The Flow Redirection and induction Dynamics model FLORIDyn
initially proposed this approach [19]. Since its introduction, the model has since
been revised [1] and further developed [47]. Similar modeling approaches exist,
e.g., [74, 75]. Their simplicity, simulated wake dynamics, and speed make them
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attractive for model-based WFFC applications.
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Figure 7.1.: (a) Closed-loop compared to (b) open-loop wind farm flow control. The figure is
adapted from [132].

Model-based WFFC is predominantly applied in an open-loop configuration [132].
This means that the yaw angle set points are optimized ahead of time; see Figure
7.1 (b). This is mainly done by employing a steady-state wake model and selecting
a set of ambient conditions. For each ambient condition, the yaw angle set points
are then optimized and stored in a Look-up Table (LuT). During operation, the
current ambient conditions, such as wind speed and direction, are identified
and used to look up the optimal yaw angles. Examples of this strategy can be
found in the field experiments conducted by e.g., [4, 61, 144]. The issue with
this approach is that the strategy can not react to unforeseen circumstances.
Examples of this could be wind farm layout changes due to offline turbines,
unmodeled or incorrectly modeled turbine interactions, or heterogeneous and
changing flow conditions.
This is addressed by closing the loop, see Figure 7.1 (a), where the model is

continuously updated by measurements. A recent approach is to close the loop
on the parameters of the steady-state model [51, 110, 145, 146]. This entails
a coupling between the measured flow conditions and the modeled ones. The
difference is then fed back to correct aspects like the wake expansion. In [147],
they employ a similar strategy, but rather than correcting the model parameters,
they build a corrector for the model output. This version of closed-loop control
still inherently neglects the wake dynamics. Closed-loop wind farm flow control
using a dynamic wake model like FLORIDyn is still a poorly explored area of
research. [21] employs the first version of the FLORIDyn model paired with a
Kalman Filter to estimate the wind speed in a six-turbine wind farm. The same
publication also uses FLORIDyn to perform a yaw angle optimization; however,
not in closed-loop.
Control for energy maximization using dynamic models uses predominantly

a receding horizon approach called Model-predictive control (MPC), e.g., [109,
131, 148, 149]. This means that the optimization is done over a predetermined
prediction horizon. The surrogate model is used to predict how the cost function
will be impacted by the control actions taken. An optimizer is then used to
determine the ideal control actions. The optimization is followed by an update
time step, which is typically smaller than the prediction horizon. During this time,
the previously optimized time series of control set points is applied. After the
update time step has passed, a new optimization is done. MPC is typically applied
to follow a reference value, e.g. a reference wind farm power [81]. In contrast
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this work aims to maximize a cost function, which leads to a different optimization
problem. This is referred to as economic MPC (eMPC).
A re-occurring assumption in this context is the full knowledge of the flow

field (e.g. [148–151]), and full knowledge of the environmental changes ahead
(e.g., [95, 109]). The latter is often referred to as preview and can lead to
significant gains over preview-less control approaches, also for steady-state
control approaches [95, 139, 152]. Yet, it is not clear how this preview information
may be attained in a realistic WFFC scenario. The same holds true for the
previously mentioned assumption of full flow field knowledge. State-estimation
techniques can provide some of this knowledge. They use sensor data to correct
the current state of the surrogate model. This is done by comparing predicted
measurements to taken ones. Looking at FLORIDyn specifically, in the work
by [21], the turbine power generated is used to correct the local wind speed
estimate in FLORIDyn by employing a Kalman Filter. Similarly, [83] also uses
the power generated, as well as wind direction measurements, to correct a
heterogeneous flow field state in FLORIDyn using an Ensemble Kalman Filter
(EnKF). This methodology has the advantage that it provides the state estimate as
well as an uncertainty estimate. Additionally, it does not require a linear(-ization)
of the model. In the later work of [90] and [91], the wake location is corrected by
using an EnKF and a downstream turbine as a coarse sensor [153].

FLORIDynFLORIDyn

Wake model Wake model

Optimizer Low-level 
controller Wind farm

Controller EstimatorWind plant Time-varying atmospheric conditions

Figure 7.2.: Closed-loop design applied in this paper. The wind farm provides power and
wind direction measurements at the turbine locations, which are used to correct
the FLORIDyn model state. The identified state is then used to optimize the
future yaw angle set points for all turbines. This is passed on to a low-level
controller, which applies the set points.

The literature review shows that there is a gap in closed-loop wind farm flow
control approaches using dynamic surrogate models in time-varying conditions.
Prior work has developed surrogate models like FLORIDyn to dynamically model
the wakes in a farm. It has also proposed state-estimation frameworks to align
the model’s state with the true state. How to then use FLORIDyn to obtain the
optimal control set points is still an unexplored topic.
This paper, therefore, proposes a novel closed-loop economic model predictive

control framework for farm-wide energy maximization. To this end, the paper
builds upon previous work with the following four main contributions: (i) a discus-
sion around the nature of the cost functions for energy and power maximization,
(ii) a dimensionality reduction of the optimization problem, which also leads to a
realistic turbine operation, (iii) an implicit way to limit misalignment angles and to
avoid nonlinear constraints, and (iv) the derivation of a closed-loop framework for
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dynamic model-based wind farm flow control. The proposed framework focuses
on readily available sensor data, like turbine power and wind direction measure-
ments at the turbine locations, and in contrast to previous work, does not assume
knowledge of the full flow field nor a preview of future flow field changes. A block
diagram of the closed-loop design is depicted in Figure 7.2. The derived opti-
mization strategy is applied in a ten-turbine closed-loop case study. This is done
with a wind farm simulated in LES under turbulent conditions and with realistic
time-varying wind direction changes. In this context, the paper also addresses
the impact of noisy and biased measurements on controller performance and yaw
travel.
The remainder of the paper is structured as follows: Section 7.2 discusses the

methodology of the closed-loop approach. This consists of a description of the
model (Section 7.2.1), the state estimator (Section 7.2.2), and the novel discussion
related to the controller (Section 7.2.3). The simulation methods are discussed
in Section 7.3. This entails the description of the high-fidelity environment, as
well as the tested wind conditions, sensor data, and controller settings. The
proposed framework is tested in Section 7.4, where the results are presented.
Lastly, Section 7.5 draws a conclusion of the work.

@.0. 4$5’"&"("*2
This section introduces the components of the closed-loop control approach pre-
sented in this paper: Section 7.2.1 describes the basics of the dynamic surrogate
model, Section 7.2.2 of the state estimation. The main contribution of this paper,
the controller, is discussed in Section 7.2.3. The list of parameters used for the
components introduced in Section 7.2 can be found in Appendix 7.A, alongside
the tuning approach.

@.0.!. ,/++"*%5$ 4"&$(
The Flow Redirection and Induction Dynamics Model (FLORIDyn) used in this study
is based on the work presented in [47], with the extensions done in [83]. It
simulates wake dynamics by employing so-called Observation Points (OPs), which
carry states from the rotor plane downstream. The states one OP possesses are
(i) turbine states (e.g., yaw angle), (ii) flow field states (e.g., wind direction), and
(iii) its own positional states. The states are initialized at the rotor plane based
on what the turbine measures. The OP position is advanced based on the wind
speed and direction at its position.
While previously each OP would rely on its own state of the wind speed and

direction to propagate, the wind speed and direction are now the result of a
weighted average. This way, the OP takes neighboring OP states into account.
The spatiotemporal Gaussian weighting function was first adapted by [75] for
a FLORIDyn similar model and adapted in [83] to allow for better correlation
between the OPs. This benefits the assumptions made with the state estimation;
see Section 7.2.2. The FLORIDyn framework uses a Gaussian wake to model the
wake deficit, wind speed reduction and wake deflection [16].
Unlike recently presented results (e.g. [95]) the simulations presented in this

paper do not utilize any synthetic preview information of the wind direction. As
previously mentioned, FLORIDyn does have flow field information stored in the
OPs, which is propagated downstream. This provides other turbines with an
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estimate of the flow field changes ahead. During the prediction phase, each time
step, the free stream turbines copy their previous state, and downstream turbines
adapt the wind speed and direction by the weighted average of the data stored in
the surrounding OPs.

@.0.0. ,5%5$ $,5.4%5."#
The employed state estimation is based on [83] and uses an Ensemble Kalman
Filter (EnKF) [124, 154]. The EnKF was chosen for three main reasons: (i) it allows
the state estimation of nonlinear systems without derivation of a linearized model,
(ii) it provides uncertainties of the estimated states, which can be used for robust
decision making, and (iii) it has previously been used for similar applications, e.g.,
by [114] to estimate the flow field state of a wind farm simulation in the 2D solver
WFSim [134]. Note that other state estimation formulations for FLORIDyn-like
systems do exist. [21], for instance, employ an extended Kalman Filter. What
distinguishes a dynamic system like FLORIDyn from other EnKF applications is that
FLORIDyn is not a grid-based simulation but rather attaches its state to particles.
Therefore, the flow is described by where the particles are, which may be different
across the ensembles. The state estimation framework used addresses this issue
by projecting the OPs of all Ensembles onto a common set, which is then corrected.
To this end, two Kalman gain matrices (KO for wind speed and KY for the wind
direction) are derived from the common output matrices CO and CY, as well as
the correlation of the ensembles. This is done differently to the state estimator
proposed in [83], where only the wind speed would be corrected this way, while
the wind direction would be corrected with ensemble individual Kalman Gain
matrices. The correction loop is depicted in Figure 7.3. The matrices W define the
weighted projection onto the common states, W↓1 their inverse. Since the inverse
is generally not attainable, we set it to be equal to the identity matrix. Since
W does have a sparse and strongly diagonal shape, this approximation is valid.
For more information on how the correction is derived we refer to the previously
mentioned sources. There are EnKF-based designs for FLORIDyn-like models to
correct the wake center, but these fall outside of the scope of this paper [90, 91].
Also outside of the scope of this paper fall online parameter estimation methods
using an EnKF [51, 110].

@.0.3. -"#5+"(($+
Section 7.2.3 compares the differences between the steady-state cost function
formulation and two dynamic cost functions. In this section, as well as in Section
7.2.3, the receding horizon optimization problem is explained, where control
actions taken within an action horizon are evaluated over a prediction horizon.
Section 7.2.3 to 7.2.3 further discuss measures to simplify the optimization
problem solved at runtime: Section 7.2.3 investigates a basis function approach
to derive the yaw angle time series, followed by a methodology to incorporate
constraints into the cost function (Section 7.2.3). Section 7.2.3 discusses how the
wind farm is decomposed into smaller sections to reduce the number of turbines
per optimization. Lastly, Section 7.2.4 discusses the reference controllers.
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<latexit sha1_base64="dB1CWw6BpRFvVmHwUKNZYHzjrzg=">AAAC3HichVFNS8NAEH3G7++qRy/FIngqqYh6LH7hRVCwWqi1JOm2hqZJ2GzrR/HmTbx686q/SX+LB9+uUdAibtjM7Js3b2d23DjwE2XbrwPW4NDwyOjY+MTk1PTMbGZu/iSJOtITJS8KIll2nUQEfihKyleBKMdSOG03EKdua1vHT7tCJn4UHqvrWFTbTjP0G77nKEK1zNyZEleqtx1JKTwN3dYyOTtvm5Xtdwqpk0O6DqPMG85QRwQPHbQhEELRD+Ag4VdBATZiYlX0iEl6vokL3GKCuR2yBBkO0Rb/TZ4qKRryrDUTk+3xloBbMjOLZe49o+iSrW8V9BPad+4bgzX/vKFnlHWF17QuFceN4gFxhQsy/stsp8yvWv7P1F0pNLBpuvFZX2wQ3af3rbPDiCTWMpEsdg2zSQ3XnLt8gZC2xAr0K38pZE3HdVrHWGFUwlTRoZ6k1a/Pejjmwu+h9jsnq/nCen7taC1X3EoHPoZFLGGFU91AEfs4ZB0eLvGEZ7xY59addW89fFKtgTRnAT+W9fgBWh+WnA==</latexit>

Correction
<latexit sha1_base64="dB1CWw6BpRFvVmHwUKNZYHzjrzg=">AAAC3HichVFNS8NAEH3G7++qRy/FIngqqYh6LH7hRVCwWqi1JOm2hqZJ2GzrR/HmTbx686q/SX+LB9+uUdAibtjM7Js3b2d23DjwE2XbrwPW4NDwyOjY+MTk1PTMbGZu/iSJOtITJS8KIll2nUQEfihKyleBKMdSOG03EKdua1vHT7tCJn4UHqvrWFTbTjP0G77nKEK1zNyZEleqtx1JKTwN3dYyOTtvm5Xtdwqpk0O6DqPMG85QRwQPHbQhEELRD+Ag4VdBATZiYlX0iEl6vokL3GKCuR2yBBkO0Rb/TZ4qKRryrDUTk+3xloBbMjOLZe49o+iSrW8V9BPad+4bgzX/vKFnlHWF17QuFceN4gFxhQsy/stsp8yvWv7P1F0pNLBpuvFZX2wQ3af3rbPDiCTWMpEsdg2zSQ3XnLt8gZC2xAr0K38pZE3HdVrHWGFUwlTRoZ6k1a/Pejjmwu+h9jsnq/nCen7taC1X3EoHPoZFLGGFU91AEfs4ZB0eLvGEZ7xY59addW89fFKtgTRnAT+W9fgBWh+WnA==</latexit>

Correction

<latexit sha1_base64="pu9qAMLecxl4AVTfVfgvypvXQmk=">AAAC73ichVHLTttAFD2YPoC+AizZRKSV0k3kINR2iaAgNkggERIpSaOxmSSj+FV7ggDLP9AfYIfYsmNL/6R8CwuOp06lNqoy1vjeOffcM/fOdSJPJdq2f81Z88+ev3i5sLj06vWbt+9KyysnSTiOXdlwQy+MW45IpKcC2dBKe7IVxVL4jiebzmgnjzfPZJyoMDjWF5Hs+mIQqL5yhSbUK71Ps2+i4ws9dPppZyh0ep5lvbSj5blOZdZTWXX0sVeq2DXbrPK0Uy+cCop1GJYe0MEpQrgYw4dEAE3fg0DCr406bETEukiJxfSUiUtkWGLumCxJhiA64n/AU7tAA55zzcRku7zF446ZWcYH7j2j6JCd3yrpJ7SP3JcGG/z3htQo5xVe0DpUXDSKB8Q1hmTMyvQL5qSW2Zl5Vxp9fDHdKNYXGSTv0/2j85WRmNjIRMrYNcwBNRxzPuMLBLQNVpC/8kShbDo+pRXGSqMSFIqCejFt/vqsh2Ou/zvUaedko1b/VNs82qxsbRcDX8Aa1lHlVD9jC/s4ZB0ufuAO9/hpfbeurGvr5jfVmityVvHXsm6fAGwFnwg=</latexit>ax̂ei(k)
<latexit sha1_base64="pu9qAMLecxl4AVTfVfgvypvXQmk=">AAAC73ichVHLTttAFD2YPoC+AizZRKSV0k3kINR2iaAgNkggERIpSaOxmSSj+FV7ggDLP9AfYIfYsmNL/6R8CwuOp06lNqoy1vjeOffcM/fOdSJPJdq2f81Z88+ev3i5sLj06vWbt+9KyysnSTiOXdlwQy+MW45IpKcC2dBKe7IVxVL4jiebzmgnjzfPZJyoMDjWF5Hs+mIQqL5yhSbUK71Ps2+i4ws9dPppZyh0ep5lvbSj5blOZdZTWXX0sVeq2DXbrPK0Uy+cCop1GJYe0MEpQrgYw4dEAE3fg0DCr406bETEukiJxfSUiUtkWGLumCxJhiA64n/AU7tAA55zzcRku7zF446ZWcYH7j2j6JCd3yrpJ7SP3JcGG/z3htQo5xVe0DpUXDSKB8Q1hmTMyvQL5qSW2Zl5Vxp9fDHdKNYXGSTv0/2j85WRmNjIRMrYNcwBNRxzPuMLBLQNVpC/8kShbDo+pRXGSqMSFIqCejFt/vqsh2Ou/zvUaedko1b/VNs82qxsbRcDX8Aa1lHlVD9jC/s4ZB0ufuAO9/hpfbeurGvr5jfVmityVvHXsm6fAGwFnwg=</latexit>ax̂ei(k)

<latexit sha1_base64="l1EvxA1mwpf797adp4eVeszbaoI=">AAAC1nichVFNS8NAEH3Gr9bPqkcvxSLUS0mlqMfiF14EBasFLbKJ2xqaL5NtoZZ6E6/evOrP0t/iwZc1ClrEDZuZffPm7cyOFbpOrEzzdcQYHRufmMxkp6ZnZufmcwuLp3HQiWxZswM3iOqWiKXr+LKmHOXKehhJ4VmuPLPaO0n8rCuj2An8E9ULZcMTLd9pOrZQhBoXnlDXVrPfGRTba5e5glky9coPO+XUKSBdR0HuDRe4QgAbHXiQ8KHouxCI+Z2jDBMhsQb6xCJ6jo5LDDDF3A5ZkgxBtM1/i6fzFPV5TjRjnW3zFpc7YmYeq9z7WtEiO7lV0o9p37lvNdb684a+Vk4q7NFaVMxqxUPiCtdk/JfppcyvWv7PTLpSaGJLd+OwvlAjSZ/2t84uIxGxto7ksaeZLWpY+tzlC/i0NVaQvPKXQl53fEUrtJVaxU8VBfUi2uT1WQ/HXP491GHndL1U3ihVjiuF6nY68AyWsYIip7qJKg5wxDps3OAJz3gx6sadcW88fFKNkTRnCT+W8fgBvqeUCQ==</latexit>

u(k)
<latexit sha1_base64="l1EvxA1mwpf797adp4eVeszbaoI=">AAAC1nichVFNS8NAEH3Gr9bPqkcvxSLUS0mlqMfiF14EBasFLbKJ2xqaL5NtoZZ6E6/evOrP0t/iwZc1ClrEDZuZffPm7cyOFbpOrEzzdcQYHRufmMxkp6ZnZufmcwuLp3HQiWxZswM3iOqWiKXr+LKmHOXKehhJ4VmuPLPaO0n8rCuj2An8E9ULZcMTLd9pOrZQhBoXnlDXVrPfGRTba5e5glky9coPO+XUKSBdR0HuDRe4QgAbHXiQ8KHouxCI+Z2jDBMhsQb6xCJ6jo5LDDDF3A5ZkgxBtM1/i6fzFPV5TjRjnW3zFpc7YmYeq9z7WtEiO7lV0o9p37lvNdb684a+Vk4q7NFaVMxqxUPiCtdk/JfppcyvWv7PTLpSaGJLd+OwvlAjSZ/2t84uIxGxto7ksaeZLWpY+tzlC/i0NVaQvPKXQl53fEUrtJVaxU8VBfUi2uT1WQ/HXP491GHndL1U3ihVjiuF6nY68AyWsYIip7qJKg5wxDps3OAJz3gx6sadcW88fFKNkTRnCT+W8fgBvqeUCQ==</latexit>

u(k)
<latexit sha1_base64="cxF4D96OWOjgAkZzK5gQWvTolts=">AAAC83ichVFNT9tAEH24tOWjlECPXFIipFRIkY0Q5YigRb1UohIBJEyjtdkkq/hL9gYltfwX+AO9Vb1y41r+B/0tHHheTKWCEGutZ/bNm7czO14SqEzb9vWE9WLy5avXU9Mzs2/m3s7XFhYPsniY+rLtx0GcHnkik4GKZFsrHcijJJUi9AJ56A12yvjhmUwzFUf7epzIk1D0ItVVvtCEOrVmXnzvuu/dUOi+183dvtD5qCg6uavlSOey6KiiOVh1PnRqDbtlm1V/7DiV00C19uLaX7g4RQwfQ4SQiKDpBxDI+B3DgY2E2AlyYik9ZeISBWaYOyRLkiGIDvjv8XRcoRHPpWZmsn3eEnCnzKxjhXvXKHpkl7dK+hntDfcPg/WevCE3ymWFY1qPitNG8StxjT4Zz2WGFfO+luczy640utg03SjWlxik7NP/p/OJkZTYwETq+GyYPWp45nzGF4ho26ygfOV7hbrp+JRWGCuNSlQpCuqltOXrsx6O2Xk41MfOwVrL2Witf1tvbG1XA5/CEpbR5FQ/YgtfsMc6fJzjEn9wZQ2tn9Yv6/cd1Zqoct7hv2Vd3AJMaaAO</latexit>

fx̂ei(k + 1)
<latexit sha1_base64="cxF4D96OWOjgAkZzK5gQWvTolts=">AAAC83ichVFNT9tAEH24tOWjlECPXFIipFRIkY0Q5YigRb1UohIBJEyjtdkkq/hL9gYltfwX+AO9Vb1y41r+B/0tHHheTKWCEGutZ/bNm7czO14SqEzb9vWE9WLy5avXU9Mzs2/m3s7XFhYPsniY+rLtx0GcHnkik4GKZFsrHcijJJUi9AJ56A12yvjhmUwzFUf7epzIk1D0ItVVvtCEOrVmXnzvuu/dUOi+183dvtD5qCg6uavlSOey6KiiOVh1PnRqDbtlm1V/7DiV00C19uLaX7g4RQwfQ4SQiKDpBxDI+B3DgY2E2AlyYik9ZeISBWaYOyRLkiGIDvjv8XRcoRHPpWZmsn3eEnCnzKxjhXvXKHpkl7dK+hntDfcPg/WevCE3ymWFY1qPitNG8StxjT4Zz2WGFfO+luczy640utg03SjWlxik7NP/p/OJkZTYwETq+GyYPWp45nzGF4ho26ygfOV7hbrp+JRWGCuNSlQpCuqltOXrsx6O2Xk41MfOwVrL2Witf1tvbG1XA5/CEpbR5FQ/YgtfsMc6fJzjEn9wZQ2tn9Yv6/cd1Zqoct7hv2Vd3AJMaaAO</latexit>

fx̂ei(k + 1)

<latexit sha1_base64="C7/rRvVMF7UGISRFfWb3zRSwBYI=">AAAC8XichVFNT9tAEH24pU0otCk99hIaFcElchBqe4ygrbggBakBpDhEa7NJVvGX7A1Kavkf8Ae4oV576xX+CPyWHvq8NZVaVLHWembfvHk7s+PGvkq1bd8sWI8eLz55WqkuPVteef6i9nL1MI2miSe7XuRHybErUumrUHa10r48jhMpAteXR+5kt4gfnckkVVH4Rc9j2Q/EKFRD5QlNaFBbz/KTobPmBEKP3WHmjIXOZnk+yBwtZzqT+UDlG5PNQa1hN22z6vedVuk0UK5OVLuFg1NE8DBFAIkQmr4PgZRfDy3YiIn1kRFL6CkTl8ixxNwpWZIMQXTC/4inXomGPBeaqcn2eIvPnTCzjrfcn42iS3Zxq6Sf0v7k/mqw0X9vyIxyUeGc1qVi1SjuE9cYk/FQZlAy72p5OLPoSmOID6YbxfpigxR9en90PjKSEJuYSB2fDHNEDdecz/gCIW2XFRSvfKdQNx2f0gpjpVEJS0VBvYS2eH3WwzG3/h3qfedwq9l619w+2G60d8qBV/Aab7DBqb5HG3vosA4P5/iBK1xbqXVhXVrfflOthTLnFf5a1vdfBFufng==</latexit>

fx̂ei(k)
<latexit sha1_base64="C7/rRvVMF7UGISRFfWb3zRSwBYI=">AAAC8XichVFNT9tAEH24pU0otCk99hIaFcElchBqe4ygrbggBakBpDhEa7NJVvGX7A1Kavkf8Ae4oV576xX+CPyWHvq8NZVaVLHWembfvHk7s+PGvkq1bd8sWI8eLz55WqkuPVteef6i9nL1MI2miSe7XuRHybErUumrUHa10r48jhMpAteXR+5kt4gfnckkVVH4Rc9j2Q/EKFRD5QlNaFBbz/KTobPmBEKP3WHmjIXOZnk+yBwtZzqT+UDlG5PNQa1hN22z6vedVuk0UK5OVLuFg1NE8DBFAIkQmr4PgZRfDy3YiIn1kRFL6CkTl8ixxNwpWZIMQXTC/4inXomGPBeaqcn2eIvPnTCzjrfcn42iS3Zxq6Sf0v7k/mqw0X9vyIxyUeGc1qVi1SjuE9cYk/FQZlAy72p5OLPoSmOID6YbxfpigxR9en90PjKSEJuYSB2fDHNEDdecz/gCIW2XFRSvfKdQNx2f0gpjpVEJS0VBvYS2eH3WwzG3/h3qfedwq9l619w+2G60d8qBV/Aab7DBqb5HG3vosA4P5/iBK1xbqXVhXVrfflOthTLnFf5a1vdfBFufng==</latexit>

fx̂ei(k)

<latexit sha1_base64="vJ3kKf5DyjNO3HVjd4Czaue5s80=">AAADJXichVFNTxRBEC1GVMCvVY9eNm5Mlmg2s4aoR6JiuJhgwgKRIZvu2Z7ZzvZ8pKeHsE7m9/g3/APcCAlcuHmFH8CB1+2sCRJDT3qq+tWr11VdPFeyML5/Mufdmb977/7C4tKDh48eP2k9fbZVZKUOxSDMVKZ3OCuEkqkYGGmU2Mm1YAlXYptPPtn49r7QhczSTTPNxV7C4lRGMmQG0LD1PQqUiEw3SJgZ86gKxsxUB3U9rAIjDkwl6qGsu5PlNzNCaU+BlvHYLL8OeKZGxTSBqYKkvJ41bHX8nu9W+6bTb5wONWsja51SQCPKKKSSEhKUkoGviFGBb5f65FMObI8qYBqedHFBNS0htwRLgMGATvCPcdpt0BRnq1m47BC3KGyNzDa9wv7iFDnY9lYBv4C9xP7hsPi/N1RO2VY4heVQXHSKX4EbGoNxW2bSMGe13J5puzIU0QfXjUR9uUNsn+Ffnc+IaGATF2nTmmPG0ODuvI8XSGEHqMC+8kyh7ToewTJnhVNJG0UGPQ1rXx/1YMz9f4d609l62+u/6618W+msfmwGvkAv6CV1MdX3tErrtIE6QvpFv+mcLryf3qF35B3/oXpzTc5zura8syuQZ7ZZ</latexit>

f (x̂ei(k),u(k)) + µei

<latexit sha1_base64="vJ3kKf5DyjNO3HVjd4Czaue5s80=">AAADJXichVFNTxRBEC1GVMCvVY9eNm5Mlmg2s4aoR6JiuJhgwgKRIZvu2Z7ZzvZ8pKeHsE7m9/g3/APcCAlcuHmFH8CB1+2sCRJDT3qq+tWr11VdPFeyML5/Mufdmb977/7C4tKDh48eP2k9fbZVZKUOxSDMVKZ3OCuEkqkYGGmU2Mm1YAlXYptPPtn49r7QhczSTTPNxV7C4lRGMmQG0LD1PQqUiEw3SJgZ86gKxsxUB3U9rAIjDkwl6qGsu5PlNzNCaU+BlvHYLL8OeKZGxTSBqYKkvJ41bHX8nu9W+6bTb5wONWsja51SQCPKKKSSEhKUkoGviFGBb5f65FMObI8qYBqedHFBNS0htwRLgMGATvCPcdpt0BRnq1m47BC3KGyNzDa9wv7iFDnY9lYBv4C9xP7hsPi/N1RO2VY4heVQXHSKX4EbGoNxW2bSMGe13J5puzIU0QfXjUR9uUNsn+Ffnc+IaGATF2nTmmPG0ODuvI8XSGEHqMC+8kyh7ToewTJnhVNJG0UGPQ1rXx/1YMz9f4d609l62+u/6618W+msfmwGvkAv6CV1MdX3tErrtIE6QvpFv+mcLryf3qF35B3/oXpzTc5zura8syuQZ7ZZ</latexit>

f (x̂ei(k),u(k)) + µei

<latexit sha1_base64="9F1V1S/Y8aNjB9rnr9W2Zeo7YcI=">AAAC2nichVFLSwMxEB7X97vq0ctiEbxYdqWoR/GFF0HBasFqSbZpXbovsmmhLr14E6/evOqP0t/iwS9xFVSkWbIz+eabLzMZngR+qhzndcgaHhkdG5+YnJqemZ2bLywsnqdxR3qi4sVBLKucpSLwI1FRvgpENZGChTwQF7y9p+MXXSFTP47OVC8RVyFrRX7T95gCVC/M10Kmbngzu+1fZ+tuv14oOiXHLPuv4+ZOkfJ1EhfeqEYNismjDoUkKCIFPyBGKb5LcsmhBNgVZcAkPN/EBfVpCrkdsAQYDGgb/xZOlzka4aw1U5Pt4ZYAWyLTplXsQ6PIwda3Cvgp7Dv2rcFa/96QGWVdYQ+WQ3HSKB4DV3QDxqDMMGd+1TI4U3elqEnbphsf9SUG0X163zr7iEhgbROx6cAwW9Dg5tzFC0SwFVSgX/lLwTYdN2CZscKoRLkig56E1a+PejBm9/dQ/zrnGyV3s1Q+LRd3dvOBT9AyrdAaprpFO3REJ6hDT/6JnunFqll31r318Em1hvKcJfqxrMcPB8+VSw==</latexit>

z�1
<latexit sha1_base64="9F1V1S/Y8aNjB9rnr9W2Zeo7YcI=">AAAC2nichVFLSwMxEB7X97vq0ctiEbxYdqWoR/GFF0HBasFqSbZpXbovsmmhLr14E6/evOqP0t/iwS9xFVSkWbIz+eabLzMZngR+qhzndcgaHhkdG5+YnJqemZ2bLywsnqdxR3qi4sVBLKucpSLwI1FRvgpENZGChTwQF7y9p+MXXSFTP47OVC8RVyFrRX7T95gCVC/M10Kmbngzu+1fZ+tuv14oOiXHLPuv4+ZOkfJ1EhfeqEYNismjDoUkKCIFPyBGKb5LcsmhBNgVZcAkPN/EBfVpCrkdsAQYDGgb/xZOlzka4aw1U5Pt4ZYAWyLTplXsQ6PIwda3Cvgp7Dv2rcFa/96QGWVdYQ+WQ3HSKB4DV3QDxqDMMGd+1TI4U3elqEnbphsf9SUG0X163zr7iEhgbROx6cAwW9Dg5tzFC0SwFVSgX/lLwTYdN2CZscKoRLkig56E1a+PejBm9/dQ/zrnGyV3s1Q+LRd3dvOBT9AyrdAaprpFO3REJ6hDT/6JnunFqll31r318Em1hvKcJfqxrMcPB8+VSw==</latexit>

z�1

<latexit sha1_base64="ds6sh4I7pOZge7cyoTI8BA+RtNs=">AAAC53ichVHLSiNBFD22j/FtHJe6CAZBQUJHxHEZxgduBAVjBCOhuq3EIv2iuxLUJht/wJ24dedW/2bmW2Yxp8tWUBGrqb63zj331L11nchTibbtPwPW4NDwyI/RsfGJyanpmcLsz+Mk7MaurLmhF8YnjkikpwJZ00p78iSKpfAdT9adzlYWr/dknKgwONJXkTzzRTtQLeUKTahZWGj4Ql84rbTeb6YNLS912l2V/abqL3dWmoWSXbbNKn52KrlTQr4OwsJfNHCOEC668CERQNP3IJDwO0UFNiJiZ0iJxfSUiUv0Mc7cLlmSDEG0w3+bp9McDXjONBOT7fIWjztmZhFL3LtG0SE7u1XST2j/cV8brP3lDalRziq8onWoOGYU94lrXJDxXaafM19r+T4z60qjhU3TjWJ9kUGyPt03nW1GYmIdEylixzDb1HDMuccXCGhrrCB75VeFoun4nFYYK41KkCsK6sW02euzHo658nGon53jtXJlo7x+uF6q/s4HPop5LGKZU/2FKvZwwDpc3OART3i2lHVr3Vn3L1RrIM+Zw7tlPfwHuZSa8A==</latexit>

Wu,ei
(k)

<latexit sha1_base64="ds6sh4I7pOZge7cyoTI8BA+RtNs=">AAAC53ichVHLSiNBFD22j/FtHJe6CAZBQUJHxHEZxgduBAVjBCOhuq3EIv2iuxLUJht/wJ24dedW/2bmW2Yxp8tWUBGrqb63zj331L11nchTibbtPwPW4NDwyI/RsfGJyanpmcLsz+Mk7MaurLmhF8YnjkikpwJZ00p78iSKpfAdT9adzlYWr/dknKgwONJXkTzzRTtQLeUKTahZWGj4Ql84rbTeb6YNLS912l2V/abqL3dWmoWSXbbNKn52KrlTQr4OwsJfNHCOEC668CERQNP3IJDwO0UFNiJiZ0iJxfSUiUv0Mc7cLlmSDEG0w3+bp9McDXjONBOT7fIWjztmZhFL3LtG0SE7u1XST2j/cV8brP3lDalRziq8onWoOGYU94lrXJDxXaafM19r+T4z60qjhU3TjWJ9kUGyPt03nW1GYmIdEylixzDb1HDMuccXCGhrrCB75VeFoun4nFYYK41KkCsK6sW02euzHo658nGon53jtXJlo7x+uF6q/s4HPop5LGKZU/2FKvZwwDpc3OART3i2lHVr3Vn3L1RrIM+Zw7tlPfwHuZSa8A==</latexit>

Wu,ei
(k)

<latexit sha1_base64="B/o85KNi3XXiQobl93GjGZJHvZE=">AAAC7XichVFNSyNBEH2Orqvurkb36CUYBBeWMJHgepTVFS+CgjGCkdAzdpIm80VPJ6wOufsHvIlXb171r7i/ZQ++aUdhV8Qeeqr61avXVV1eEqjUuO7DmDM+8WHy49T0zKfPX2bnSvMLh2k80L5s+HEQ6yNPpDJQkWwYZQJ5lGgpQi+QTa+/mcebQ6lTFUcH5iyRJ6HoRqqjfGEItUtLrVCYntfJmqN21hoKnfRUy8jfJvsuR201Wul/a5cqbtW1q/zaqRVOBcXai0t/0MIpYvgYIIREBEM/gEDK7xg1uEiInSAjpukpG5cYYYa5A7IkGYJon/8uT8cFGvGca6Y22+ctAbdmZhnL3NtW0SM7v1XST2n/cp9brPvmDZlVzis8o/WoOG0Vd4kb9Mh4LzMsmM+1vJ+Zd2XQwbrtRrG+xCJ5n/6LzhYjmljfRsr4ZZldanj2POQLRLQNVpC/8rNC2XZ8SiuslVYlKhQF9TRt/vqsh2Ou/T/U187harW2Vq3v1ysbP4uBT2ERS1jhVH9gAzvYYx0+LnCLO9w7sXPpXDnXT1RnrMj5in+Wc/MIxOadnQ==</latexit>

W',ei
(k)

<latexit sha1_base64="B/o85KNi3XXiQobl93GjGZJHvZE=">AAAC7XichVFNSyNBEH2Orqvurkb36CUYBBeWMJHgepTVFS+CgjGCkdAzdpIm80VPJ6wOufsHvIlXb171r7i/ZQ++aUdhV8Qeeqr61avXVV1eEqjUuO7DmDM+8WHy49T0zKfPX2bnSvMLh2k80L5s+HEQ6yNPpDJQkWwYZQJ5lGgpQi+QTa+/mcebQ6lTFUcH5iyRJ6HoRqqjfGEItUtLrVCYntfJmqN21hoKnfRUy8jfJvsuR201Wul/a5cqbtW1q/zaqRVOBcXai0t/0MIpYvgYIIREBEM/gEDK7xg1uEiInSAjpukpG5cYYYa5A7IkGYJon/8uT8cFGvGca6Y22+ctAbdmZhnL3NtW0SM7v1XST2n/cp9brPvmDZlVzis8o/WoOG0Vd4kb9Mh4LzMsmM+1vJ+Zd2XQwbrtRrG+xCJ5n/6LzhYjmljfRsr4ZZldanj2POQLRLQNVpC/8rNC2XZ8SiuslVYlKhQF9TRt/vqsh2Ou/T/U187harW2Vq3v1ysbP4uBT2ERS1jhVH9gAzvYYx0+LnCLO9w7sXPpXDnXT1RnrMj5in+Wc/MIxOadnQ==</latexit>

W',ei
(k)

<latexit sha1_base64="j/mrte5a7vvfmGLIgIpS3xEgmpw=">AAAC43ichVHLSsNAFD2N7/qquhHcFIugm5KKqMviCzeCglXBSpnEaQ3Ni2Qq1lB/wJ24dedW/0e/xYUnYxRUxAmTe+fcc8/cO9cKXSdWpvmSM/r6BwaHhkfyo2PjE5OFqemjOOhEtqzZgRtEJ5aIpev4sqYc5cqTMJLCs1x5bLU30/jxpYxiJ/APVTeUZ55o+U7TsYUi1CjM1j2hLqxmstlrJHUlr1TS6fUW20uNQsksm3oVfzuVzCkhW/tB4RV1nCOAjQ48SPhQ9F0IxPxOUYGJkNgZEmIRPUfHJXrIM7dDliRDEG3z3+LpNEN9nlPNWGfbvMXljphZxAL3jla0yE5vlfRj2jfua421/rwh0cpphV1ai4ojWnGPuMIFGf9lehnzs5b/M9OuFJpY1904rC/USNqn/aWzxUhErK0jRWxrZosalj5f8gV82horSF/5U6GoOz6nFdpKreJnioJ6EW36+qyHY678HOpv52i5XFktrxyslKob2cCHMYd5LHKqa6hiF/usw8YNHvGEZ0Mat8adcf9BNXJZzgy+LePhHYuqmVs=</latexit>

Cu(k)
<latexit sha1_base64="j/mrte5a7vvfmGLIgIpS3xEgmpw=">AAAC43ichVHLSsNAFD2N7/qquhHcFIugm5KKqMviCzeCglXBSpnEaQ3Ni2Qq1lB/wJ24dedW/0e/xYUnYxRUxAmTe+fcc8/cO9cKXSdWpvmSM/r6BwaHhkfyo2PjE5OFqemjOOhEtqzZgRtEJ5aIpev4sqYc5cqTMJLCs1x5bLU30/jxpYxiJ/APVTeUZ55o+U7TsYUi1CjM1j2hLqxmstlrJHUlr1TS6fUW20uNQsksm3oVfzuVzCkhW/tB4RV1nCOAjQ48SPhQ9F0IxPxOUYGJkNgZEmIRPUfHJXrIM7dDliRDEG3z3+LpNEN9nlPNWGfbvMXljphZxAL3jla0yE5vlfRj2jfua421/rwh0cpphV1ai4ojWnGPuMIFGf9lehnzs5b/M9OuFJpY1904rC/USNqn/aWzxUhErK0jRWxrZosalj5f8gV82horSF/5U6GoOz6nFdpKreJnioJ6EW36+qyHY678HOpv52i5XFktrxyslKob2cCHMYd5LHKqa6hiF/usw8YNHvGEZ0Mat8adcf9BNXJZzgy+LePhHYuqmVs=</latexit>

Cu(k)

<latexit sha1_base64="A7+psZ7JoPp3IUMOupnvO92NLG0=">AAAC4nichVFNSwMxEJ2uX239qnrw4KVYBL2UrRT1KFbFi1DBqtBKyW7TNnS/yKYFLf0D3sSrN6/6g/S3ePAlroIWMUt2Jm/evMxknMgTsbLt15Q1MTk1PZPOZGfn5hcWc0vLF3HYly6vuaEXyiuHxdwTAa8poTx+FUnOfMfjl06vouOXAy5jEQbn6ibi1z7rBKItXKYANXOrDZ+prtMeVkbNYWPAZNQVo83eVjNXsIu2Wflxp5Q4BUpWNcy9UYNaFJJLffKJU0AKvkeMYnx1KpFNEbBrGgKT8ISJcxpRFrl9sDgYDGgP/w5O9QQNcNaascl2cYuHLZGZpw3sY6PogK1v5fBj2HfsW4N1/rxhaJR1hTewDhQzRvEUuKIuGP9l+gnzq5b/M3VXitq0Z7oRqC8yiO7T/dY5REQC65lIno4MswMNx5wHeIEAtoYK9Ct/KeRNxy1YZiw3KkGiyKAnYfXrox6MufR7qOPOxXaxtFMsn5UL+wfJwNO0Ruu0ianu0j6dUBV16Nqf6JlerJZ1Z91bD59UK5XkrNCPZT1+AMfEmKk=</latexit>

C'(k)
<latexit sha1_base64="A7+psZ7JoPp3IUMOupnvO92NLG0=">AAAC4nichVFNSwMxEJ2uX239qnrw4KVYBL2UrRT1KFbFi1DBqtBKyW7TNnS/yKYFLf0D3sSrN6/6g/S3ePAlroIWMUt2Jm/evMxknMgTsbLt15Q1MTk1PZPOZGfn5hcWc0vLF3HYly6vuaEXyiuHxdwTAa8poTx+FUnOfMfjl06vouOXAy5jEQbn6ibi1z7rBKItXKYANXOrDZ+prtMeVkbNYWPAZNQVo83eVjNXsIu2Wflxp5Q4BUpWNcy9UYNaFJJLffKJU0AKvkeMYnx1KpFNEbBrGgKT8ISJcxpRFrl9sDgYDGgP/w5O9QQNcNaascl2cYuHLZGZpw3sY6PogK1v5fBj2HfsW4N1/rxhaJR1hTewDhQzRvEUuKIuGP9l+gnzq5b/M3VXitq0Z7oRqC8yiO7T/dY5REQC65lIno4MswMNx5wHeIEAtoYK9Ct/KeRNxy1YZiw3KkGiyKAnYfXrox6MufR7qOPOxXaxtFMsn5UL+wfJwNO0Ruu0ianu0j6dUBV16Nqf6JlerJZ1Z91bD59UK5XkrNCPZT1+AMfEmKk=</latexit>

C'(k)

<latexit sha1_base64="/oNGmmTj1mwPU0Pwq8qkDnzmTZQ=">AAAC3HichVFNS8NAEH3Gr9bPVo9eikXQS0lF1KP4hRdBwapgVTbpNobmi2RbqaU3b+LVm1f9TfpbPPiyRkFF3LCZ2Tdv3s7sWJHnJso0XwaMwaHhkdFcfmx8YnJqulCcOU7CdmzLmh16YXxqiUR6biBrylWePI1iKXzLkydWayuNn3RknLhhcKS6kTz3hRO4TdcWitBloVj3hbqymj2nv1i3G6FauiyUzYqpV+m3U82cMrJ1EBZeUUcDIWy04UMigKLvQSDhd4YqTETEztEjFtNzdVyijzHmtsmSZAiiLf4dns4yNOA51Ux0ts1bPO6YmSUscO9qRYvs9FZJP6F9477RmPPnDT2tnFbYpbWomNeK+8QVrsj4L9PPmJ+1/J+ZdqXQxLruxmV9kUbSPu0vnW1GYmItHSlhRzMdalj63OELBLQ1VpC+8qdCSXfcoBXaSq0SZIqCejFt+vqsh2Ou/hzqb+d4uVJdrawcrpQ3NrOB5zCHeSxyqmvYwB4OWIeNazziCc/GhXFr3Bn3H1RjIMuZxbdlPLwDuHyV7w==</latexit>

g(·)
<latexit sha1_base64="/oNGmmTj1mwPU0Pwq8qkDnzmTZQ=">AAAC3HichVFNS8NAEH3Gr9bPVo9eikXQS0lF1KP4hRdBwapgVTbpNobmi2RbqaU3b+LVm1f9TfpbPPiyRkFF3LCZ2Tdv3s7sWJHnJso0XwaMwaHhkdFcfmx8YnJqulCcOU7CdmzLmh16YXxqiUR6biBrylWePI1iKXzLkydWayuNn3RknLhhcKS6kTz3hRO4TdcWitBloVj3hbqymj2nv1i3G6FauiyUzYqpV+m3U82cMrJ1EBZeUUcDIWy04UMigKLvQSDhd4YqTETEztEjFtNzdVyijzHmtsmSZAiiLf4dns4yNOA51Ux0ts1bPO6YmSUscO9qRYvs9FZJP6F9477RmPPnDT2tnFbYpbWomNeK+8QVrsj4L9PPmJ+1/J+ZdqXQxLruxmV9kUbSPu0vnW1GYmItHSlhRzMdalj63OELBLQ1VpC+8qdCSXfcoBXaSq0SZIqCejFt+vqsh2Ou/hzqb+d4uVJdrawcrpQ3NrOB5zCHeSxyqmvYwB4OWIeNazziCc/GhXFr3Bn3H1RjIMuZxbdlPLwDuHyV7w==</latexit>

g(·)

<latexit sha1_base64="OS+5xoA74vpPR3t4mljZM6zEQaU=">AAAC5HichVHLSgNBECzX9zvqSbwEg6CXsJGgHsUXXgQFo4IRmd1M4pB9MbsJxBD8AW/i1ZtX/R79Fg/WjqugIs4y2z3V1TXd007kqTix7Zc+q39gcGh4ZHRsfGJyajo3M3sShy3tyoobeqE+c0QsPRXISqIST55FWgrf8eSp09xO46dtqWMVBsdJJ5IXvmgEqq5ckRC6zM1XndCrxR2fptuttoWOrlSvt9xcucwV7KJtVv63U8qcArJ1GOZeUUUNIVy04EMiQELfg0DM7xwl2IiIXaBLTNNTJi7RwxhzW2RJMgTRJv8Nns4zNOA51YxNtstbPG7NzDyWuPeMokN2equkH9O+cV8brPHnDV2jnFbYoXWoOGoUD4gnuCLjv0w/Y37W8n9m2lWCOjZMN4r1RQZJ+3S/dHYY0cSaJpLHrmE2qOGYc5svENBWWEH6yp8KedNxjVYYK41KkCkK6mna9PVZD8dc+jnU387JarG0ViwflQubW9nAR7CARSxzquvYxD4OWYeLGzziCc9W3bq17qz7D6rVl+XM4duyHt4B5SmZ4A==</latexit>

'(k)
<latexit sha1_base64="OS+5xoA74vpPR3t4mljZM6zEQaU=">AAAC5HichVHLSgNBECzX9zvqSbwEg6CXsJGgHsUXXgQFo4IRmd1M4pB9MbsJxBD8AW/i1ZtX/R79Fg/WjqugIs4y2z3V1TXd007kqTix7Zc+q39gcGh4ZHRsfGJyajo3M3sShy3tyoobeqE+c0QsPRXISqIST55FWgrf8eSp09xO46dtqWMVBsdJJ5IXvmgEqq5ckRC6zM1XndCrxR2fptuttoWOrlSvt9xcucwV7KJtVv63U8qcArJ1GOZeUUUNIVy04EMiQELfg0DM7xwl2IiIXaBLTNNTJi7RwxhzW2RJMgTRJv8Nns4zNOA51YxNtstbPG7NzDyWuPeMokN2equkH9O+cV8brPHnDV2jnFbYoXWoOGoUD4gnuCLjv0w/Y37W8n9m2lWCOjZMN4r1RQZJ+3S/dHYY0cSaJpLHrmE2qOGYc5svENBWWEH6yp8KedNxjVYYK41KkCkK6mna9PVZD8dc+jnU387JarG0ViwflQubW9nAR7CARSxzquvYxD4OWYeLGzziCc9W3bq17qz7D6rVl+XM4duyHt4B5SmZ4A==</latexit>

'(k)

<latexit sha1_base64="7E8c847OAuQjMx37MX3fb/Y7aD4=">AAAC9HichVHLShxBFD22xmdiRrN0MzgICjL0yBBdinngRhjBUcGWobunnBRT/aCrZnDSzDfkB7IL2WaXrX6HfosLT5dtIIpYTfW9de65p+6tG6RKauO6NxPO5NSb6ZnZufmFt+8W31eWlo91MshC0Q4TlWSnga+FkrFoG2mUOE0z4UeBEidB/1MRPxmKTMskPjKjVJxHfi+WFzL0DaFOZcMLEtXVo4gm90SqpUricSf3jLg0eWvT2xTjjhyv9zc6lZpbd+2qPncapVNDuVpJ5RYeukgQYoAIAjEMfQUfmt8ZGnCREjtHTiyjJ21cYIx55g7IEmT4RPv893g6K9GY50JT2+yQtyjujJlVrHF/tYoB2cWtgr6mveP+brHeizfkVrmocEQbUHHOKh4QN/hGxmuZUcl8rOX1zKIrgwvs2G4k60stUvQZ/tP5zEhGrG8jVXyxzB41Anse8gVi2jYrKF75UaFqO+7S+tYKqxKXij71Mtri9VkPx9x4OtTnzvFWvfGx3jxs1nb3yoHPYgWrWOdUt7GLfbRYR4gf+IsrXDtD56fzy/n9QHUmypwP+G85f+4BvdegmQ==</latexit>

✏P, ei
(k)

<latexit sha1_base64="7E8c847OAuQjMx37MX3fb/Y7aD4=">AAAC9HichVHLShxBFD22xmdiRrN0MzgICjL0yBBdinngRhjBUcGWobunnBRT/aCrZnDSzDfkB7IL2WaXrX6HfosLT5dtIIpYTfW9de65p+6tG6RKauO6NxPO5NSb6ZnZufmFt+8W31eWlo91MshC0Q4TlWSnga+FkrFoG2mUOE0z4UeBEidB/1MRPxmKTMskPjKjVJxHfi+WFzL0DaFOZcMLEtXVo4gm90SqpUricSf3jLg0eWvT2xTjjhyv9zc6lZpbd+2qPncapVNDuVpJ5RYeukgQYoAIAjEMfQUfmt8ZGnCREjtHTiyjJ21cYIx55g7IEmT4RPv893g6K9GY50JT2+yQtyjujJlVrHF/tYoB2cWtgr6mveP+brHeizfkVrmocEQbUHHOKh4QN/hGxmuZUcl8rOX1zKIrgwvs2G4k60stUvQZ/tP5zEhGrG8jVXyxzB41Anse8gVi2jYrKF75UaFqO+7S+tYKqxKXij71Mtri9VkPx9x4OtTnzvFWvfGx3jxs1nb3yoHPYgWrWOdUt7GLfbRYR4gf+IsrXDtD56fzy/n9QHUmypwP+G85f+4BvdegmQ==</latexit>

✏P, ei
(k)

<latexit sha1_base64="htNBApY36ZmxFRnihhSM7ug9rqA=">AAAC+nichVHLThRBFD00PgBfAy7dTJyYYELGHkKUJQExbkwwcYCEJpPqnmKoTPUjVTUThmY+gx9gR9i6c6sfod/iwtNlY6LEUJ3qe+vcc0/dWzcutLIuDL/PBLN37t67Pze/8ODho8dPGotLuzYfmUR2k1znZj8WVmqVya5TTsv9wkiRxlruxcOtKr43lsaqPPvkJoU8TMUgU0cqEY5Qr/EqinPdt5OUpoxkYZXOs2mvjMbCFMcqcvLElSvRipz21HR5+LLXaIXt0K/mTadTOy3Uaydv/ECEPnIkGCGFRAZHX0PA8jtAByEKYocoiRl6ysclplhg7ogsSYYgOuR/wNNBjWY8V5rWZye8RXMbZjbxgvudV4zJrm6V9C3tT+5Tjw3+e0PplasKJ7QxFee94gfiDsdk3JaZ1szrWm7PrLpyOMK670axvsIjVZ/JH523jBhiQx9pYtszB9SI/XnMF8hou6ygeuVrhabvuE8rvJVeJasVBfUMbfX6rIdj7vw71JvO7mq787q99nGttbFZD3wOz/Acy5zqG2zgPXZYR4JzfMFXfAvOgovgMrj6TQ1m6pyn+GsFn38BRaOjaw==</latexit>

✏', ei
(k)

<latexit sha1_base64="htNBApY36ZmxFRnihhSM7ug9rqA=">AAAC+nichVHLThRBFD00PgBfAy7dTJyYYELGHkKUJQExbkwwcYCEJpPqnmKoTPUjVTUThmY+gx9gR9i6c6sfod/iwtNlY6LEUJ3qe+vcc0/dWzcutLIuDL/PBLN37t67Pze/8ODho8dPGotLuzYfmUR2k1znZj8WVmqVya5TTsv9wkiRxlruxcOtKr43lsaqPPvkJoU8TMUgU0cqEY5Qr/EqinPdt5OUpoxkYZXOs2mvjMbCFMcqcvLElSvRipz21HR5+LLXaIXt0K/mTadTOy3Uaydv/ECEPnIkGCGFRAZHX0PA8jtAByEKYocoiRl6ysclplhg7ogsSYYgOuR/wNNBjWY8V5rWZye8RXMbZjbxgvudV4zJrm6V9C3tT+5Tjw3+e0PplasKJ7QxFee94gfiDsdk3JaZ1szrWm7PrLpyOMK670axvsIjVZ/JH523jBhiQx9pYtszB9SI/XnMF8hou6ygeuVrhabvuE8rvJVeJasVBfUMbfX6rIdj7vw71JvO7mq787q99nGttbFZD3wOz/Acy5zqG2zgPXZYR4JzfMFXfAvOgovgMrj6TQ1m6pyn+GsFn38BRaOjaw==</latexit>

✏', ei
(k)

<latexit sha1_base64="aUBHD64kecJdVKld3cjgr0x8CuY=">AAAC4XichVHLSgNBECzX9zsqePESDIJewkaCegy+EERQMCokIcyuk2TJvtidiBrzAd7Eqzev+kP6LR6sHVdBRZxltnuqq2u6p63QdWJlmi99Rv/A4NDwyOjY+MTk1HRmZvYkDjqRLct24AbRmSVi6Tq+LCtHufIsjKTwLFeeWu2tJH56IaPYCfxjdRXKmieavtNwbKEI1TPzVU+oltXo7vfqVSUvVbfTW26v1DM5M2/qlf3tFFInh3QdBplXVHGOADY68CDhQ9F3IRDzq6AAEyGxGrrEInqOjkv0MMbcDlmSDEG0zX+Tp0qK+jwnmrHOtnmLyx0xM4sl7l2taJGd3Crpx7Rv3Ncaa/55Q1crJxVe0VpUHNWKB8QVWmT8l+mlzM9a/s9MulJoYEN347C+UCNJn/aXzjYjEbG2jmSxo5lNalj6fMEX8GnLrCB55U+FrO74nFZoK7WKnyoK6kW0yeuzHo658HOov52T1XxhLV88KuZKm+nAR7CARSxzqusoYQ+HrMPGDR7xhGfDNm6NO+P+g2r0pTlz+LaMh3fsjJhX</latexit>

Ku(k)
<latexit sha1_base64="aUBHD64kecJdVKld3cjgr0x8CuY=">AAAC4XichVHLSgNBECzX9zsqePESDIJewkaCegy+EERQMCokIcyuk2TJvtidiBrzAd7Eqzev+kP6LR6sHVdBRZxltnuqq2u6p63QdWJlmi99Rv/A4NDwyOjY+MTk1HRmZvYkDjqRLct24AbRmSVi6Tq+LCtHufIsjKTwLFeeWu2tJH56IaPYCfxjdRXKmieavtNwbKEI1TPzVU+oltXo7vfqVSUvVbfTW26v1DM5M2/qlf3tFFInh3QdBplXVHGOADY68CDhQ9F3IRDzq6AAEyGxGrrEInqOjkv0MMbcDlmSDEG0zX+Tp0qK+jwnmrHOtnmLyx0xM4sl7l2taJGd3Crpx7Rv3Ncaa/55Q1crJxVe0VpUHNWKB8QVWmT8l+mlzM9a/s9MulJoYEN347C+UCNJn/aXzjYjEbG2jmSxo5lNalj6fMEX8GnLrCB55U+FrO74nFZoK7WKnyoK6kW0yeuzHo658HOov52T1XxhLV88KuZKm+nAR7CARSxzqusoYQ+HrMPGDR7xhGfDNm6NO+P+g2r0pTlz+LaMh3fsjJhX</latexit>

Ku(k)
<latexit sha1_base64="ZnepGtWw+ze5tqUc/Wci6D5e/c8=">AAAC9HichVHLShxBFD227/eYLLMZMggKMvSIqEtJjGQjGMg4gq1DdVszU0y/6K4ZNE1/gz/gTtxml61+h/mWLHK6bAUVsZrqe+vcc0/dW9eNfZVq274fsUbHxicmp6ZnZufmFxYrSx8O02iQeLLpRX6UHLkilb4KZVMr7cujOJEicH3Zcvtfi3hrKJNUReFPfRHLk0B0Q9VRntCE2pXVLD8VTiB0z+1kTk/o7DzP25mj5bnOWntrzprM2ypf6a+2KzW7bptVfe00SqeGch1Elb9wcIYIHgYIIBFC0/chkPI7RgM2YmInyIgl9JSJS+SYYe6ALEmGINrnv8vTcYmGPBeaqcn2eIvPnTCzimXuPaPokl3cKumntP+4fxms++YNmVEuKrygdak4bRT3iWv0yHgvMyiZj7W8n1l0pdHBtulGsb7YIEWf3pPOLiMJsb6JVPHNMLvUcM15yBcIaZusoHjlR4Wq6fiMVhgrjUpYKgrqJbTF67MejrnxcqivncP1emOzvvFjo7bzpRz4FD7hM1Y41S3s4DsOWIeHS/zBLe6soXVlXVs3D1RrpMz5iGfL+v0fnMigiw==</latexit> a
x̂

W
F
,e

i
(k

)
<latexit sha1_base64="ZnepGtWw+ze5tqUc/Wci6D5e/c8=">AAAC9HichVHLShxBFD227/eYLLMZMggKMvSIqEtJjGQjGMg4gq1DdVszU0y/6K4ZNE1/gz/gTtxml61+h/mWLHK6bAUVsZrqe+vcc0/dW9eNfZVq274fsUbHxicmp6ZnZufmFxYrSx8O02iQeLLpRX6UHLkilb4KZVMr7cujOJEicH3Zcvtfi3hrKJNUReFPfRHLk0B0Q9VRntCE2pXVLD8VTiB0z+1kTk/o7DzP25mj5bnOWntrzprM2ypf6a+2KzW7bptVfe00SqeGch1Elb9wcIYIHgYIIBFC0/chkPI7RgM2YmInyIgl9JSJS+SYYe6ALEmGINrnv8vTcYmGPBeaqcn2eIvPnTCzimXuPaPokl3cKumntP+4fxms++YNmVEuKrygdak4bRT3iWv0yHgvMyiZj7W8n1l0pdHBtulGsb7YIEWf3pPOLiMJsb6JVPHNMLvUcM15yBcIaZusoHjlR4Wq6fiMVhgrjUpYKgrqJbTF67MejrnxcqivncP1emOzvvFjo7bzpRz4FD7hM1Y41S3s4DsOWIeHS/zBLe6soXVlXVs3D1RrpMz5iGfL+v0fnMigiw==</latexit> a
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Figure 7.3.: State estimation cycle for an ensemble eW. The upper section of the figure
depicts the evolution of the wind farm simulation, here depicted by ƒ (·), the
lower left section the extraction of the measured values from the simulation. The
lower right part depicts the correction based on the mismatch of the predicted
and recorded measurements. Elements with a double outline are ensemble-
specific, elements with a single outline are the same for all ensembles.
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Figure 7.4.: Wind farm power (a), energy (b), and shifted energy (c) efficiency of a two
turbine wind farm based on the yaw control set point of T0, normalized by
the case of no misalignment. Turbine T0 starts at t = 0 s with QT0 = 0 deg
and continuously changes its angle with 0.3 deg s↓1 to the set point, where it
remains. Turbine T1 is fully aligned with the wind direction. The dotted line
shows the break-even line, the continuous line the ideal value of QT0 based on
the time. Since the shifted approach (c) moves the power signal by T1 in time,
the data is shorter.
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Three cost functions are compared in this work - (i) the steady state power, (ii)
the accumulated energy, and (iii) the accumulated energy disregarding the time
delays between the turbines. Each function is explained in further detail below.
The steady-state approach to formulate a cost function Jsteady state to maximize

the farm energy is to sum the power of all nT turbines:

Jsteady state(f) =
nT

W=1
pW(f) , (7.1)

where pW is the power generated by turbine W and f are the optimization variables.
Time is implicitly taken into account, as steady-state models do not assume any
delay effects. If time is taken into account, the energy is calculated as the integral
of the turbine power generated over time. Equation (7.1) is extended as follows
to form the dynamic cost function:

Jdynamic(f) = Et
nT

W=1

Lph

k=1
pW(f, k) , (7.2)

where pW(f, k) is the power generated by turbine W at time step k, and Et is the time
step of the simulation. The cost function now approximates the energy generated
by the farm across all time steps k ↔ [1,Lph], where Lph is the prediction horizon
of the optimization. This additional time dependence inherently changes the
result for f that we get: The power loss due to yaw control actuation needs to
be recouped within the prediction horizon for the control action to be profitable.
This is in strong contrast to the steady-state cost function, which assumes to have
eternity available to recoup the cost of control actions.
The following example further illustrates this difference based on a two-turbine
wind farm: turbine T1 is located 5D downstream and 0.5D cross stream from the
upwind turbine T0, D being the turbine diameter. This configuration favors positive
yaw misalignment from the first turbine for power and energy maximization. In
this experiment, the control set point of T0 is varied, and the power generated
from both turbines is recorded in FLORIDyn. At t = 0 s, T0 starts fully aligned
with the wind direction and then changes its orientation with 0.3 deg s↓1 to the
reference misalignment angle. The chosen yaw speed is within the commonly
used range with up to 0.5 deg s↓1 [155].
Figure 7.4 shows the efficiency of the yaw misalignment angle set point over

time, (a) based on the power generated, and (b) based on the energy generated
up to the given time step. Both figures show the initial loss connected to the
misalignment of turbine T0. Turbine T1 starts to experience the benefits of the
misalignment after ⇐ 150 to 200 s. At this point, the steady state optimum is
reached for QT0 ⇐ +16 deg, which leads to a 7% increase in power generated
compared to the baseline case. The energy generated, however, has integrated
the losses leading up to the favorable wake redirection state. This means that
this loss has to be recouped first before a yaw misalignment becomes a better
choice than the baseline behavior. The more time is given, the more attractive
larger yaw angles become: If the prediction horizon is 100 s long, QT0 = 0 deg is
the optimal solution to Equation (7.2), for 300 s it is QT0 ⇐ 8 deg and for 500 s
QT0 ⇐ 12 deg is optimal. With an infinite prediction horizon, the optimal solution
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of Equation (7.2) converges to the optimal solution of Equation (7.1), as the ini-
tial loss becomes increasingly negligible compared to the accumulated energy.
This inherent characteristic of Equation (7.2) offers a conservative security, as it
guarantees to recoup the initial investment in the given time frame under the
assumption that conditions are steady. From this perspective wake steering be-
comes an investment-and-return problem, threatened by changing environmental
conditions.
The described characteristics can also lead to unwanted behavior - if enough

control degrees of freedom are given, T0 will initially engage in more aggressive
control actions, followed by greedy behavior at the end of the time horizon. This
is done since the downsides of the greedy control actions towards T1 fall outside
of the time horizon. This is known as the "turnpike effect" and needs to be
considered for dynamic wind farm flow control applications [109]. Ways to limit
the turnpike effect is to not allow control actions at the end of the time horizon or
to penalize them as part of the cost function.
An alternative is offered by [131]: The presented approach aims to synchronize

the cause and effect of the control action with its impact on the actuated turbine
as well as the downstream turbines. This formulation leads to a spatiotemporal
split of the optimization problem into several smaller problems: (i) the spatial
split ensures that wind turbines that do not influence one another are optimized
separately, while (ii) the temporal split connects the cost function of the yaw
angles with their impact. The following example illustrates the working of the
algorithm using the same two-turbine wind farm. The free wind speed is set to
8ms↓1, and the wake advection speed is assumed to be equal to the free stream
velocity. The simulation time step is Et = 5 s. It then takes 800 m/8 ms↓1 = 100
s or Ek = 20 time steps for one particle of air to reach the downstream turbine. If
the time window during which a control action can be taken, the action horizon
Lah, is set to Lah = 10 time steps, the cost function of the yaw trajectory QT0 of
the upstream turbine T0 is formulated as follows:

minJT0(QT0) = ↓Et
Lah

k=1
p0(QT0, k) + p1(QT0,QT1, k + Ek) .

This formulation sums the power of T0 during its action horizon and the power of
T1 once the control actions arrive at the turbine. Note that for this formulation,
the two turbines are simulated from k = 1 until Lph,T0 = Lah+Ek, but only sections
of the prediction horizon are taken into account for the cost function. The power
of T1 depends on both QT0 and QT1. Since Ek1↙0 > Lah, the yaw trajectory QT1
can be optimized in a separate cost function:

minJT1(QT1) = ↓Et
Lah

k=1
p1(QT1, k) .

For this cost function Lph,T1 = Lah. As a result we can formulate two optimization
problems, O1 = minJT0 and O2 = minJT1. In this example O1 depends on QT1,
and thus on the result of O2. Therefore, O1 cannot be solved independently.
O2 is only evaluated over Lah time steps, and O1 over Lah + Ek1↙0 time steps,
which is generally less than the otherwise necessary Lph to achieve similar yaw
steering. Additionally, the smaller optimization problems can lead to better
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convergence within the given optimization budget. More details about the time-
shifted approach can be found in [131] or in a similar application in [84]. Figure
7.4 c) shows how the optimization landscape is affected by the change.
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The optimized yaw time series must fulfill two constraints: (i) its rate of change
needs to be lower or equal to the possible rate of change rQ, limited by the
actuators, and (ii) it should not exceed the prescribed maximum misalignment
boundaries. This section focuses on the former aspect, while the latter is discussed
in Section 7.2.3. In addition to the limited rate of change, it is desirable to derive
yaw signals that can be realistically applied to existing yaw systems. Current yaw
systems are comprised of a yaw drive, a bearing, and a brake [155]. To move
the turbine, the brake is released and the yaw drive moves the nacelle with the
maximum rate of change to the reference position. The brake is then engaged
again to maintain the reference orientation. This behavior limits the set of feasible
yaw time series, as, e.g., a continuously changing yaw signal is undesirable. This
can be exploited to simplify the optimization problem and to reduce the number
of inputs to the optimization. To this end, we rely on a basis function g(P, tn),
which takes two optimization parameters, o1 and o2 as arguments, as well as
tn ↔ [0,1], which is the normalized time within the action horizon tAH. The idea
is to either in- or decrease the turbine’s yaw angle with the maximum rate of
change and to allow the change period to start at an early or late point in time
within tAH. The function g has been designed in such a way that o1, o2 ↔ [0,1],
which provides a generic interface for an optimization algorithm and can improve
its effectiveness of it. The basis function is further determined by rQ,n = rQ tAH,
the maximum rate of change within the normalized parameter space.

g(o, tn) = 2[o1 ↓ 0.5] sat[0,1]
+ tn ↓ ts,n(o)
2|o1 ↓ 0.5|

,
rQ,n , (7.3)

ts,n(o) = o2

1 ↓ 2 · |o1 ↓ 0.5|


,

where sat[0,1] (P) is a saturation function which is equal to 0 for P → 0, P for
P ↔ [0,1], and 1 otherwise. The variable o1 determines in which direction the
orientation changes and for how long, e.g. o1 = 1 is a constant increase across
the entire action horizon, o1 = 0.5 results in a steady yaw angle. The second
optimization variable, o2, moves the starting point of the yaw angle change period.
A possible result of g and the resulting EQ is shown in Figure 7.5(a). The final yaw
orientation trajectory is calculated as

Q(t) = Q(0) + g
+
o,

t

tAH

,
∇t ↔ [0, tAH] . (7.4)

An example is given in Figure 7.5(b). While the proposed function does limit the
number of optimization parameters per turbine, it contains undesired regions of
insensitivity. This namely affects the case when o1 = 0.5, which results in no yaw
change and removes any effect of o2 onto the resulting trajectory. Similarly, for
o1 = 0 or = 1, the entire duration of tAH is spent yawing, which also nullifies the
impact of o2. This impacts the optimization landscape and introduces regions with
no gradient sensitivity towards o2. This affects the optimizer choice in Section
7.2.3.
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Figure 7.5.: Example of g and the resulting displacement EQ from the current orientation
(a). The percentage of the action horizon Lah that is spent yawing is determined
by o1, while o2 determines the offset at which the angle change starts. At Lu,
the optimization is redone based on the updated model state. An example of
how a turbine orientation might change over successive optimizations is given
in (b).
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The methodology introduced in Section 7.2.3 limits the possible solution space
of the yaw angle trajectories based on the yaw rate limit. However, it does not
enforce a limit on what the resulting yaw angle might be. There are different
ways of achieving a yaw misalignment limit, one would be to set it as a constraint.
This is a linear constraint if the yaw misalignment is the input to the optimization
problem. However, if wind direction changes are present, it is beneficial to
optimize the turbine orientation instead of the misalignment, as the misalignment
is a product of the uncontrollable wind direction and the turbine orientation. This
switch, along with the basis function approach discussed in Section 7.2.3, leads to
a nonlinear constraint of the yaw angle misalignment. This creates an additional
layer to implement and can increase the complexity of the optimization problem.
We instead chose to manipulate the power calculation in such a way that large
yaw angles become much less attractive. This removes the constraint and makes
an implicit part of the cost function. To this end, we formulate a weighting function
for the power generated:

TQ(Q,Qmax,Qmin) =
P1
2
tFnh(50 [↓Q + Qmax]) +

1

2

Q
· . . .

P
↓
1

2
tFnh(50 [↓Q + Qmin]) +

1

2

Q
. (7.5)

The weighting function reduces the power generated by 50% at the limit yaw
angles and smoothly transitions from the unmodified part of the power curve to
the lowered part outside of the limits. The limits were chosen as Qmax = ↓Qmin =
33 deg. Note that Equation (7.5) reduces the power for yaw angles that are still
within but close to the bounds. As a result, yaw angles > 33 deg are already
unattractive to the optimizer.
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Figure 7.6.: Demonstration of the wind farm decomposition into smaller subsets, based on
the ±2 D crosswind distance selection. Turbines that are grouped together
share the same color.

To reduce the computational cost of the optimization and to ensure a faster con-
vergence, a decomposition of the wind farm in smaller subsets is useful [156]. This
ensures that turbines that are unaffected by other turbines, nor affect any, can
optimize for greedy behavior. Turbines that do affect one another are optimized
together. In this work, we decompose the wind farm based on the current wind
direction at each turbine’s location. Each turbine calculates which other turbines
that are within ±2 D crosswind distance and downstream based on the current
wind direction, see Figure 7.6. These then become part of the optimization group
related to this turbine. We then recursively determine which turbines affect one
another. This creates a directed graph, similar to the model principles proposed
by [105]. Each group is then optimized together, meaning that only those turbines
in the group are simulated. This effectively reduces the ten-turbine wind farm to
smaller farms with one to six members. This wind farm decomposition is done
with every optimization step given the current conditions and, therefore, changes
over time.

";5.4.<%5."# %(*"+.5’4
The presented framework uses a particle swarm optimization to solve the cost
function, which is part of the evolutionary algorithms [157–159]. The code uses
the implementation by [138]. The optimizer was chosen for the main reason that
the optimization landscape is not convex. This stems from the split nature of wake
steering, as steering in both directions might yield an improvement while one is
favorable. Another contribution is the insensitivity of yaw angle basis function
for certain parameter combinations, see Section 7.2.3. A total of 100 particles is
used for all optimizations. The stopping criterion is either a maximum number of
four consecutive iterations with no cost function improvement or 20 iterations.
These settings were chosen after also testing 2, 10 and 40 iterations. This design
further leverages the code’s capability to run multiple FLORIDyn instances in
parallel, similar to the EnKF. Gradient-based methods have been tested during the
development of the closed-loop controllers but have been outperformed by non-
gradient-based methods. The development of a dedicated optimization strategy
like the Serial Refine method [93] lies outside of the scope of this paper.

@.0.7. +$)$+$#-$ -"#5+"(($+,
We use two types of reference dead-band lookup-table (LuT) yaw steering con-
trollers, one that aims for 0 deg yaw misalignment and one that does implement
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yaw steering. Their design is based on the work of [92] and has further been in-
vestigated in [55]. The control framework consists of two parts: (i) the dead-band
filter for the wind direction and (ii) the yaw controller. The dead-band reads in
the wind direction measurement Y(k) at time step k and updates its wind speed
estimate Ŷ based on the difference between the two values:

Ŷ(k) =





Y(k) if |Y(k) ↓ Ŷ(k ↓ 1)| > Ylim,
Y(k) if kWEt


k↓1

c=L Y(c) ↓ Ŷ(k ↓ 1)
 > Ylim,

Ŷ(k ↓ 1) otherwise.
(7.6)

Equation (7.6) also consists of a second update law based on the integrated
difference between past measurements of Y and Ŷ since the last time step L at
which Ŷ was updated. The resulting Ŷ(k) is then used in the LuT, denoted by ƒLuT,
which returns the yaw set points:

Q∃(k) =ƒLuT(Ŷ(k)) , (7.7)
Q(k) =Q(k ↓ 1) + sign(Q∃(k) ↓ Q(k ↓ 1)) · . . .

min
Q∃(k) ↓ Q(k ↓ 1)

 , Et UQ
D

(7.8)

The turbine yaw angle Q(k) is then updated based on Equation (7.8): It is either
set to Q∃ if the angle can be reached in Et, or changes with the maximum
rate of yawing UQ for Et. For the baseline controller, we set EY = 2 deg and
kW = 0.1; for the LuT controller, we test EY ↔ [2,4] deg and kW = 0.1. The LuT
is calculated with FLORIDyn in steady-state conditions using the same particle
swarm optimization as discussed in Section 7.2.3. This way all controllers use the
same basis to make decisions. Figure 7.7 depicts the LuT for all turbines and wind
directions. A characteristic of this LuT is that downstream turbines show very

T0
T1
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T3
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T5
T6
T7
T8
T9

0 90

0
Misalignment angle [deg]

Wind direction [deg]

−30 −20 −10 10 20 30

180 270 360

Figure 7.7.: Look-up table generated with the internal FLORIDyn wake model for the refer-
ence controllers.

small misalignment angles to be optimal. This allows the downstream turbine to
move slightly out of the way of a partial wake overlap. Toolboxes like FLORIS [78]
avoid this behavior by setting downstream turbine misalignment angles to 0 deg
by default. Since the CLC controllers tested in this work will also exhibit this
behavior, it remains part of the LuT.
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Section 7.3.1 discusses the high fidelity model used as real surrogate, along with
the wind direction case. This is followed by Section 7.3.2, which further specifies
the tested controllers and used measurements.

@.3.!. “5+/$ 1.#& )%+4” ,$5/;
The experiments are performed in closed-loop with the LES code SOWFA as the
true wind farm surrogate [20]. The wind farm is situated in a 5≃ 5≃ 1 km domain,
resolved in 300≃ 300≃ 100 cells with an average 8 ms↓1 free wind speed at hub
height and a 0.5 s time step. All simulations are done with a neutral turbulent
precursor developed for 3 · 104 s with a surface roughness length of 2 · 10↓4 m.
This leads to a low turbulence intensity case and more pronounced turbine wakes
compared to a high turbulence flow field. Based on early flow estimates, the TI
in FLORIDyn was set to 5.4%, the precursor turbulence intensity at hub height
became V0, u,v,w ⇐ 4 %. The shear resulting from the surface roughness is used
to calculate the power-law shear coefficient b based on the mean wind speed
magnitude. The ideal shear coefficient to describe the wind speed across the rotor
plane lies between 0.07 and 0.083. Based on initial precursor values, bs was set
to 0.071. The mean precursor wind speed magnitude, as well as the FLORIDyn
wind speed profile, are depicted in Figure 7.8 (b). The veer across the rotor plane
is less than 2 deg in the LES and is neglected in FLORIDyn.
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Figure 7.8.: Precursor profile of the wind speed in the precursor and in the FLORIDyn
simulation.

The closed-loop approach is tested in a three-hour long case, which is based on
data collected by a vertical LiDAR at the Hollandse Kust Noord (HKN) site on the
28th of March 2023 [94]. During the measurement campaign (2019 - ongoing),
wind speed and direction are recorded at different heights, with values available
roughly every 20 s. First, the data was segmented into parts with sufficient data
points. The values at 108m and 133m were used to resample and interpolate the
wind direction at turbine hub height of 119 m at a regular 20 s sampling rate. The
data was then low-pass filtered with a Butterworth filter with a cut-off frequency
of 1/600 Hz, equivalent to [95]. The resulting sections were then investigated
for completeness and interesting wind direction ramp events. For this work, one
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Figure 7.9.: Schematic of the data flow for the verification and test simulations: The initial
LiDAR dataset was segmented into time series of sufficient completeness,
followed by resampling, interpolation, and zero-phase low-pass filtering. The
stored data has then been investigated for time series of long, uninterrupted
wind direction trajectories with wake interaction. Out of a 24 h period, one 3 h
segment has been chosen to be simulated in a closed loop. The simulation
has a precursor with the wind direction changes from the LiDAR data, which is
then used to drive the simulation with the wind farm. During the simulation,
measurement data is sent from the LES to a controller, which then continuously
updates a table with the yaw angle set points for all turbines.

sub-section of 3 hours is chosen. Figure 7.9 depicts the original data and how it
was prepared for the closed-loop tests. The wind farm layout and dimensions are
depicted in Figure 7.10, along with the rotated case domain to simulate varying
inflow conditions. The same setup has been used to conduct the LuT controller
study presented in [55].
We use OpenFOAM to implement spatial uniform wind direction changes fol-

lowing the predefined time series of wind directions. Within the LES domain,
the southwest planes are used as inflow planes, while the northeast planes are
outflow planes. The farm layout and initial wind direction are rotated to fit the
225 deg inflow of the turbulent precursor. The rotated layout is centered in the
domain to balance the distance to the in- and outflow planes, see Figure 7.10.
The ten DTU 10 MW turbines [33] are arranged to copy a subset of the HKN wind
farm and are modeled as actuator discs (ADM). Turbines modeled as ADMs on a
coarser grid tend to overestimate the power generated [100, 101], which is also
an issue with this setup. Therefore, with the exception of Figure 7.14, we focus on
normalized power and energy quantities.
The LES environment is extended by a wind farm-wide controller that receives

turbine measurements and can provide set points during the simulation runtime.
The measurements received from the LES include quantities like generator power
and rotor speed. Wind direction measurements are provided in one of two ways:
Either directly from the data that was used to create the precursor or based
on probes at hub height at the turbine locations. The former results in a noise-
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Figure 7.10.: Wind farm layout of the investigated case study. The wind farm is oriented as
it is in the real world, while the 5 ≃ 5 ≃ 1 km domain is rotated to fit the inflow
direction. The inflow planes are marked by wider lines. The triangle marks the
wind direction range of the case. The wind direction time series is chosen such
that initially T6, T8 and T9 interact, and later T0, T1, T3, T5 and T7.

free measurement of the underlying wind direction, while the latter is subject to
ambient and turbine-added turbulence.
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This section specifies the controller configurations tested in tandem with the LES
and how they acquire their inputs.

Model predictive controllers All model predictive controllers use the Particle Swarm
Optimizer coupled to the 2 degrees-of-freedom baseline function to derive the
yaw trajectories; see Section 7.2.3 - 7.2.3. Two controllers maximize the energy
over 500 s and 1000 s. This is done by evaluating the cost function in Equation
(7.2). Another controller uses the shifted turbine power signals in time to synchro-
nize control actions with their effect on downstream turbines; see Section 7.2.3.
This leads to a varying prediction horizon based on the turbines involved in the
current optimization problem. Typical values are between 100 s and 600 s. The
controllers are summarized in Table 7.1. All controllers update the optimal yaw

Controller Cost function Lph
PSO, MR Energy 0.5 · 104 s
PSO, MR Energy 1 · 104 s
PSO, MR Shifted energy varying

Table 7.1.: Selection of closed-loop model predictive controllers. PSO refers to the Particle
Swarm Optimization, MR to the maximum yawing rate basis function. All con-
trollers have an action horizon of Lph = 100 s and no preview.

set points every 60 s and use an action horizon of 100 s. This allows for a ±30 deg
orientation change based on the maximum yawing rate of rQ = 0.3 deg s↓1.
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Reference controllers The reference yaw-steering and baseline controllers are
based on the dead-band behavior described in Section 7.2.4. The used threshold
and integral gain are given in Table 7.2. In the noise-free environment the
controllers are tested with a sampling time of 5 s to update the set points. With
the disturbed wind direction measurements the LuT controllers are updated once
every minute based on the past 1-minute average.

Steady-state model Ylim Optimization
FLORIDyn internal 2 deg PSO offline
FLORIDyn internal 4 deg PSO offline

Baseline 2 deg -

Table 7.2.: List of reference controller settings. All reference controllers have a kW = 0.01 s↓1

Measurements The controllers depend on measurements of wind speed and
direction to provide adequate yaw angles. Table 7.3 lists the different ways data
is provided to the controllers. This concerns the background wind speed O∅,
the wind direction Y, the sampling time step, and the averaging time of the Y
measurement. The noise-free data relates to the filtered LiDAR data that was

O∅ p Y Et average time Y
Mode 1 - LES noise free 15 s 0 s
Mode 2 - LES LES 15 s 60 s
Mode 3 given - noise free 5 s 0 s
Mode 4 given - LES 60 s 60 s

Table 7.3.: Ways for the state estimator and controller to receive data from the simulation.
Mode 1 and 2 are relevant to the Ensemble Kalman Filter, Mode 3 and 4 to the
reference LuT controllers.

used to drive the precursor. It can, therefore, be considered as an ideal, noise-
free signal of the background flow. The same holds for O∅, which is provided
as a constant value to the reference controllers. The EnKF for the closed-loop
controllers integrates new measurements every 15 s, but a new control decision
is taken every 60 s. The LuT controllers do not have a state and rather act
based on the current measurement, hence the lower sampling time. Figure 7.11
showcases an example of the measurements. The black source data comes from
the cleaned and zero-phase low-pass filtered field data; see Figure 7.9. The grey
probe data is recorded in the LES at the rotor center of the turbine, which is, in
this example, turbine T7. This was done to mimic a much-simplified version of the
measurements a wind vane on a turbine might record. The plot also shows how
the noise is reduced by the use of the past 1-minute averaged data instead of the
raw probe data. The probe data is characterized by higher noise levels and biases
during waked conditions, which poses challenges for the state estimation and the
dead-band controllers. Since the wake locations are unique to every simulation,
also the LuT controllers have to run online and their control actions can not be
pre-computed.
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Figure 7.11.: Wind direction data recorded at the location of turbine T7 during the simulation.
The source data is based on low-pass filtered field measurements, which is
used to drive the LES. The probe data is calculated from the O and d wind
speed components at the turbine rotor center. Orange indicates the 1-minute
average values of the probe data. The probe data becomes more noisy and
biased as the turbine is waked by other turbines, here from 1.5 to 2.5 h. Note
that the wind direction is given with respect to the LES domain.
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The simulation results first investigate the wake steering behavior in Section 7.4.1.
Section 7.4.2 then compares the performance of the turbines throughout the case
study, followed by the farm-wide performance in Section 7.4.3.
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Figure 7.12 (a) depicts the orientation of turbine T4 during the last half hour
of the case study. During this time, the wind direction aligns T4 with T8, as
indicated by the arrow. All controllers do engage in wake steering to avoid waking
turbine T8 at 10.3 D distance. However, the magnitude of the misalignment
differs. Between minutes 160 and 175, the wind direction varies only marginally
and does not cross the line between T4 and T8. The LuT controllers engage in
the largest misalignment angles, and the Shifted CLC controller acts similarly.
The CLC 1000 s controller exhibits a smaller yaw angle, and lastly, the CLC
500 s controller shows little-to-no misalignment. Figure 7.12 (b) then shows how
the 10-minute energy of T8 reacts to the yaw steering efforts of T4: The more
aggressive yaw angles by the LuT controllers indeed leads to a better efficiency
at T8, increasing its generation by +56 %. The gain of T8, however, comes at
the cost of misaligning T4 for a long time. Figure 7.12 (c) shows the combined
efficiency of T4 and T8. The data shows that the period of outperforming the
baseline is preceded by a period of underperformance. Based on the shallow
misalignment angles, the closed-loop controllers overcome this period earlier than
the LuT controllers, confirming the analysis done in Section 7.2.3 and that the
CLC controllers are working as intended. They do engage in wake steering control
and, based on their design, in a more or less aggressive manner. The presented
example also shows that the controllers take turbines across a longer distance
into account, something with which, e.g. free vortex particle models of the wake
can struggle with [95].
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Figure 7.12.: The orientation of turbine T4 over time as a result of the noise-free wind
direction measurements is given in (a). The arrow indicates the wind direction
in which turbine T8 is located at 10.3 D distance. The resulting 10-minute
energy efficiency of T8 is given in (b), followed by the combined performance
of T4 and T8 in (c).
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Figure 7.13 shows the normalized energy gain separated for each turbine. Given
the wind direction time series and the farm layout, T0, T2, T4, and T6 are upstream
turbines, while T7, T8, and T9 are the most downstream turbines, see Figure 7.10.

The data shows that for all controllers, the upstream turbines sacrifice energy by
yawing, which is then recouped by the downstream turbines. There are differences
in the magnitude: the CLC 500 s controller amplifies the energy generation of
T1, T3, and T5 more than the generation of T7, T8, and T9. It also shows a
decreased investment for turbines T0, T2, T4, and T6. This is consistent with
the shorted prediction horizon length and with the analysis done in Section 7.4.1.
The CLC 1000 s shows more committed control actions that further lower the
energy generation of the upstream turbines but also result in larger returns for
the downstream turbines. The same holds true for the shifted CLC controller, as
well as for the LuT controllers. An advantage that the LuT controllers have over
the CLC controllers in the noise-free environment is that they are able to engage
T5 and T7 consistently.
With disturbed wind direction measurements, the performance of all controllers
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Figure 7.13.: Turbine individual difference between the energy generated in the controlled
case and the baseline, normalized by the total baseline energy. The data in
(a) relates to the controllers with noise-free wind direction measurements, and
the data in (b) to the disturbed measurements. The data is normalized by the
respective baseline.

decreases. The LuT controllers especially sacrifice performance with T3, T5, T7
and T9. This can be a sign that the long-distance wake interactions fail as the
wind direction measurement becomes more uncertain. The CLC controllers also
sacrifice performance, mainly with T1, T3, and T5. We attribute this to the lowered
yaw investment by T0 due to the more uncertain wind direction.

@.7.3. )%+4 ($=$( ;$+)"+4%#-$
To investigate the performance of the controllers on a farm level, we compare
the wind energy as the power generated over a sliding window integral of ten
minutes. Figure 7.14 depicts the absolute and relative energy generated by the
farm throughout the case study. The absolute data shows the magnitude at which
the energy is generated. We note that the largest reductions in energy appear
around the 1.5 h mark, which relates to a brief back-and-forth shift in the wind
direction. This crosses the 5-turbine line T0, T1, T3, T5 and T7. During this event,
the controllers return their largest gains but also losses. The losses are a product
of wake steering as a method: While the turbines are slightly misaligned, the
wakes are redirected to one side of the downstream turbine. If the wind direction
changes, the wake can only be further redirected up to a certain point at which it
is worth redirecting the wake to the other side. During this switch, the baseline
wakes have likely already arrived on the new side, which means that the baseline
momentarily generates more than the control strategy.
Overall, all tested controllers return consistent gains in the noise-free case, but
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Figure 7.14.: Absolute (a-b) and relative (c-d) energy generated in a sliding time window of
10 minutes. The data in (a) and (c) is based on the noise-free wind direction
measurements, and the data in (b) and (d) on the disturbed measurements.

also in the disturbed case. Here, the performance of the controllers is generally
weaker due to the worse sensor data. Qualitatively, the CLC 500 s controller is
the closest to the BL performance and is followed by The CLC 1000 s controller.
The remaining three controllers depict a similar performance.
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Figure 7.15.: Box plot of the ten-minute wind farm energy efficiency. The data is normalized
with the noise-free baseline. Each pair depicts the noise-free performance on
the left and the performance with disturbed wind direction measurements on
the right. The median values from the left to the right are BL* 2 deg ↓0.5 %,
LuT 2 deg +4.2 %, LuT* 2 deg +1.7 %, LuT 4 deg +4.1 %, LuT* 4 deg +1.4 %,
CLC 500 s +2.2 %, CLC* 500 s +1.2 %, CLC 1000 s +2.5 %, CLC* 1000 s
+1.5 %, CLC shifted +4.0 %, CLC* shifted +2.1 %. The disturbed direction
simulations are marked with *.
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To quantify the performance, the data of Figure 7.14 (c,d) is summarized as
a box plot in Figure 7.15, with the difference that all data is normalized with
the noise-free baseline performance. The two LuT controllers and the time-
shifted controller still depict similar performance during noise-free conditions:
The LuT 2 deg and 4 deg controllers have a median efficiency of +4.2 % and
+4.1 % receptively, the CLC shifted controller has a median of +4.0 %. With
disturbed wind direction measurements, the performance drops to a median of
+1.7 % and +1.4 % for the LuT 2 deg and 4 deg controllers, while the CLC shifted
controller reduces its median to 2.1 %. We can conclude that the CLC is, therefore,
more robust to sensor noise. This is mainly due to the EnKF, which by design
assumes noise to be part of the sensor signal. With noise-free data, this leads to
a disadvantage as the measurement is not considered to be fully ‘‘trustworthy’’,
but for disturbed measurements, this leads to a better estimate. This effect is
also visible with the other two CLC controllers: The CLC 500 s controller drops
from a median of +2.2 % to +1.0 %, the CLC 1000 s controller from +2.5 % to
+1.5 %, which is a less significant decrease than the one of the LuT controllers.
A mostly neglected aspect of the cost function is the cost of actuation. It is

only captured implicitly as a loss of the power generated by the actuated turbine.
Actuation costs can include how much and how often the turbines yaw, how much
time they spent in misalignment and how their inflow profile looks like. Recent
work has suggested ways to create data-driven ways to estimate the loads on
a turbine in a surrogate model [160, 161], but these are not yet included in the
FLORIDyn model used in this work. We therefore resort to the yaw travel as
quantity of interest.
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Figure 7.16.: Energy and yaw travel of the six controllers with both noise-free and disturbed
wind direction measurements. The data is normalized with the noise-free
baseline controller.

Figure 7.16 shows the overall energy efficiency and normalized yaw travel. A
common characteristic of the controllers under noise-free wind direction mea-
surements is that all yaw controllers exhibit an approximately 2 to 3 ≃ larger
amount of yaw travel for a 3 to 4.5 % gain in energy. This ratio changes as the
wind direction measurements become disturbed. All controllers are affected by
the disturbed measurements, however at a different scale. Similarly to the trend
observed with Figure 7.13, the LuT are significantly more affected by poor data
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quality than the CLC controllers: All LuT controllers, including the baseline, exhibit
a yaw travel amount that is ⇐5 to 7 ≃ higher than the noise-free baseline, while
the CLC controllers remain between ⇐2.5 to 4 ≃ higher values.
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The closed-loop algorithm has two steps: (i) the state estimation and (ii) the model
predictive optimization. In the case study, the LES is paused for both the state
estimation and the optimization. While unrealistic, this allows for more leeway
and exploration of the methodology before imposing more challenging conditions.
The state estimation is real-time compatible and roughly requires 6 s of compu-

tational time for simulation, ensemble combination, and state correction, applied
every 15 s. The optimization, however, is not realtime applicable for larger num-
bers of turbines. Currently, groups of ⇑ 3 turbines take longer than the allocated
60 s update time. These numbers are obtained in Matlab for 40 threads.
Future work should investigate the design of a dedicated optimization strategy

similar to the serial refine approach [93]. And to reduce the cost per simulation.
In its current form, also the FLORIDyn model used in the optimization uses the
spatiotemporal weighting of the OPs. This adds a considerable cost to the model,
and while it is necessary for the EnKF, it might not be for the optimization.

@.:. -"#-(/,."#,
This paper introduces a novel closed-loop control framework to maximize the
energy generated by a wind farm under time-varying inflow conditions based on
the dynamic wake model FLORIDyn. The observed case-study results show that
the framework can lead up to a median energy gain over 10 minutes of +4.0 %
using a shifted cost function and +2.2 % to +2.5 % using an energy maximizing
cost function. This, however, falls short behind the tested LuT controllers with
gains of +4.1 % and +4.2 %. These results are obtained with noise-free wind
direction measurements. If disturbed measurements from the LES are used, the
performance of all controllers decreases while the yaw travel increases. However,
the closed-loop controllers are less affected by this change, highlighting their
robustness due to the Ensemble Kalman Filter and cost-function design. Their
median 10-minute energy gain reduces to +2.1,+1.5, and +1.2 %, while the LuT
performance decreases to +1.7 and +1.4 %. Future research should explore the
scalability of this approach to larger wind farms, as well as in heterogeneous flow
conditions.
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The total number of parameters is high in the proposed framework. Table 7.4 lists
all parameters and constants: Six parameters to parametrize the OP weighting,
one to limit the advection speed, eleven for the wake and turbine model, eight
for the state estimation, and six for the optimization. Ideally, one would tune
all parameters to fit a generalized scenario. The number of parameters to tune
is high, which makes it difficult to replicate the related work [51, 54, 110]. We,
therefore, resort to Latin Hypercube sampling of the remaining parameters and
test the different combinations in a 20-minute sub-set simulation of the final
setup. For each simulation, a set of farm-wide error quantities is calculated:

• Mean bias in turbine power

• Mean absolute turbine power error

• Mean squared turbine power error

• Mean squared farm power error

• Farm power bias

• Mean squared turbine power error weighted by the predicted spread of the
EnKF

This is complemented by turbine individual error quantities:

• Best possible power correlation based on a variable signal time-shift

• Time-shift at which the best correlation is achieved

• Turbine power bias

• Absolute power error

• EnKF weighted power error

Out of 600 simulations, the parameter combinations that perform the best are
compared for similarities. The remaining parameters are tuned manually, in-
formed by parameters that were deemed ideal in previous studies. During this
process, R = 1 was locked to further reduce the number of parameters. How-
ever, the turbine model used in the simulations overestimates the power, see
Section 7.3.1. Since the power was used to correct the wind speed, the state
estimation returns a ⇐ 8 % too higher wind speed. This was captured by the error
quantities and corrected by adjusting the free parameters. The wake advection
factor d is smaller, and the remaining parameters lead to a faster wake recovery.
The resulting parameter set may work for this setup but may not be ideal for
generalization.
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Parameter Use Range Selected Unit Component
Sw,dw,Y weighting OP, Dir. - 2.87 D FLORIDyn
Sw,cw,Y weighting OP, Dir. - 2.87 D FLORIDyn
Sw,t,Y weighting OP, Dir. - 50 s FLORIDyn
Sw,dw,O weighting OP, Vel. [0.3, 3.5] 0.6966 D FLORIDyn
Sw,cw,O weighting OP, Vel. [0.3, 2] 0.3570 D FLORIDyn
Sw,t,O weighting OP, Vel. [100, 300] 206.2331 s FLORIDyn
d Advection factor [0.5, 1.0] 0.7396 - FLORIDyn
R Turbine efficiency - 1.0 - Turbine
pp Yaw exponent (Power) [1.7, 2.7] 2.2 - Turbine
b Near wake length - 2.32 - Wake
[ Near wake length [0.07, 0.39] 0.154 - Wake
kZ Wake expansion [0.17, 0.92] 0.38371 - Wake
kb Wake expansion - 0.003678 - Wake
kƒZ Added turbulence - 0.73 - Wake
kƒb Added turbulence [0, 8] 0.8325 - Wake
kƒc Added turbulence [0, 0.5] 0.0325 - Wake
kƒd Added turbulence - ↓0.32 - Wake
kTI TI spread [1, 4] 3 - Wake
cloc.,Y Localisation, Dir. - 2.8 D EnKF
Sh,Y Process noise, Dir. - 0* deg EnKF
SX,Y Measurement noise, Dir. - 3 deg EnKF
cloc.,O Localisation, Vel. [3.5, 8] 6.8011 D EnKF
Sh,O Process noise, Vel. [0.1, 0.5] 0.1991 m/s EnKF
SX,p Measurement noise, Pow. [0.01, 0.3] 0.08 MW EnKF
ne Number of ensembles - 50 - EnKF
kenkf Estimation sample time - 3 Et EnKF
Lah Action horizon - 20 Et eMPC
rQ Yaw rate limit - 0.3 deg s↓1 eMPC

niter, max Max. optimization iterations - 20 - eMPC
kmpc Optimization sample time - 12 Et eMPC
Qmax Yaw limitation - 33 deg eMPC
Qmin Yaw limitation - ↓33 deg eMPC

Table 7.4.: Collection of all parameters and constants, their use, the investigated range,
and selected value, as well as the component they belong to. The turbine
diameter D = 178.4m and time step Et = 5 s are used to normalize some
parameters. Parameters without range have not been tuned. *The process noise
was unintentionally set to Sh,Y = 0 deg, and should, for future experiments, be
set to a higher value.
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In this thesis, we set out to increase the energy a wind farm generates to
substitute fossil fuels further with fewer greenhouse gas-emitting alternatives.

To this end, an economic model predictive closed-loop wind farm flow controller
was designed. This required the development of a dynamic wake model, designing
a suitable estimator, and deriving a control strategy. This has resulted in several
contributions that are useful to the wind farm flow control community. The control
strategy proved its capabilities in a case study under time-varying atmospheric
conditions. Future work will have to assess the new controller’s performance in
field experiments and achieve the goal of this thesis in the real world.
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The overarching objective of this thesis was formulated in Chapter 1 as

Thesis objective The development of a closed-loop economic model-
predictive control framework using wake steering and a dynamic wake
surrogate model to maximize the energy generated by a wind farm under
realistic time-varying conditions.

To this end, the contributions of this thesis were split into three parts. The
first part, consisting of Chapter 2 to 4, a dynamic wind farm flow control model
was constructed and developed. The second part, Chapter 5, then introduced
a framework to estimate the current state of the wind farm and its surrounding
flow. The third part of this thesis is dedicated to the control problem of energy
maximization: Chapter 6 proposed a control law based on an energy cost function
that considers the delays between the turbines. This is followed by Chapter 7,
which presented a case study of closed-loop wind farm flow control using different
control laws and a high-fidelity model as a true wind farm. The conclusions of
each part are presented below.

A.!.!. &2#%4.- 1%9$ 4"&$(.#*
The first part, dedicated to the wake model, showed that dynamic wake models do
describe the power generated by a wind farm more accurately than their steady-
state counterparts under time-varying conditions (Chapter 2 to 4). The considered
time-varying conditions are wind direction changes, turbine state changes, and
turbulent wind speeds. This was tested with up to ten turbines in cases inspired
by field measurements (Chapter 4 and 7). Centerline models have a significant
computational advantage over multi-chain models while capturing the wake in
a more true-to-model manner (Chapter 3). This comes at the cost of the ability
to advect the different wake regions at different speeds. Another advantage of
centerline models is that they can be coupled to a generic steady-state wake
model, as introduced in Chapter 3 and further demonstrated in Chapter 4. This
allows them to take advantage of further developments in the field of steady-
state wake models. The developed models have proven to be capable to predict
dynamic wake behavior at a low computational cost (Chapter 2 to 7).

A.!.0. ,5%5$ $,5.4%5."#
The second part of the thesis was dedicated to estimating the state of the derived
surrogate model using measurements. To this end, an effort was made to utilize
only widely available measurement signals, such as the power generated by the
turbines and wind direction measurements at the turbine location. Chapter 5
portrayed how the flow field state of a particle-based engineering model can
be estimated using an ensemble approach. The designed Ensemble Kalman
Filter is able to estimate heterogeneous and time-varying flow field conditions
and effectively couple the model with the true wind farm. A central element
that makes this state estimation different from grid-based simulations is that
particle-based simulation may have particles at different locations in each wake.
The resulting state was then used to initialize the model for the control step
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(Chapter 7). The work shows that measurements at the turbine locations are
sufficient to estimate the dynamically changing flow field for wake steering
control. Therefore, additional measurement equipment like LiDARs is not required
to perform this kind of control. The framework further proved to add robustness
towards sensor noise and biases (Chapter 7).

A.!.3. 1.#& )%+4 8"1 -"#5+"(
Wind farm control using dynamic surrogate models inherently leads to a time-
dependent optimization problem. This has traditionally been addressed by calcu-
lating the energy generated over a prediction horizon. Depending on the degrees
of freedom, this will lead to opportunistic behavior of the turbines, like the turnpike
effect. Fewer degrees of freedom will lead to a conservative investment-return
balancing behavior (Chapter 7). Steady-state models, however, neglect the
transport delay and return the most aggressive control set points. Chapters 6
demonstrated a path between the two behaviors by synchronizing control actions
with their effect and constructing several cost functions. This has proven to
return steady-state-like performance under ideal conditions and better perfor-
mance than steady-state controllers with disturbed wind direction measurements
(Chapter 7). In a ten-turbine wind farm under turbulent and time-varying wind
direction conditions, the proposed controller achieved an overall energy gain of 3
to 4 % over the baseline, depending on the controller settings. If disturbed and
biased measurements are used, this performance decreases to 1.9 to 3 % over
the greedy control baseline with the same measurements. The comparison to
look-up table controllers shows that the closed-loop framework performance is
more robust to disturbed measurements but can only match the performance in
noise-free conditions.

A.!.7. "=$+%(( -"#-(/,."#,
This thesis broke with the current practice to use steady-state engineering wake
models for wind farm flow control by reincorporating wake dynamics. We showed
that adding wake dynamics leads to a better prediction of turbine and wind farm
power under time-varying conditions. However, given the same preview-less ideal-
measurement conditions, we could not show that a dynamic wake description
leads to a significant gain over the control set points derived by a steady-state
model. This is mainly due to the difference in the nature of the cost function of
maximizing power compared to energy. Maximizing energy entails recouping
the investments of the control actions within a given time frame. This leads to
more conservative control actions that are less sensitive to changes but also do
not outperform the baseline by a large margin. Upon removing the intra-turbine
delays from the cost function, the magnitude of the control set points becomes
equivalent to the ones steady-state models predict. In a case study, we showed
that the closed-loop design can be more robust to sensor noise and biases than a
steady-state approach. This can be attributed to the state estimation.
We thereby conclude: Closed-loop wind farm flow control based on a dynamic
engineering surrogate model leads to a more accurate and robust state estimation
of the wind farm flow field but, given no preview, does not necessarily lead to a
higher energy generation than what can be achieved with steady-state models.
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Based on these conclusions, we formulate a set of recommendations for future
work. First, Section 8.2.1 provides high-level recommendations on future wind
farm flow control developments. This is followed by a set of recommendations
individual to the three parts of this thesis: Wake modeling (Section 8.2.2), state
estimation (Section 8.2.3), and control (Section 8.2.4).

A.0.!. "=$+%(( +$-"44$#&%5."#,
A limitation of this work was the use of readily available sensor data, which led to
the limitation of using no preview during the optimization of the control decision.
Future work should investigate the possibilities to eliminate this limitation as it can
lead to significant gains in energy for both dynamic and steady-state models [95,
139, 152]. To this end, a mesoscale closed-loop wind farm flow control framework
should be designed. This would need to dynamically describe and predict the
changes in the atmosphere to derive the optimal control actions in a wind farm
over the course of minutes to hours. A sensor fusion strategy is needed to
connect information about wind farms, weather stations, and satellite data. This
information must be collected in a dynamic model describing and predicting
the flow conditions across the wind farm site and neighboring areas, e.g. [162].
Lastly, these flow conditions must be translated into the local wind farm flow
field. This can be done using the heterogeneous flow field description of steady-
state models [23], making them quasi-dynamic, or, a dynamic wake model, as
presented in this thesis. The varying atmospheric conditions also require versatile
wake models which can simulate turbine and farm wakes in stable, as well as
unstable conditions. The proposed framework must further connect widely spread
sensor data and bridge various space and time scales, from turbine-to-turbine to
farm-to-farm. Recent work already explores some of these aspects, however, not
for active control [163, 164].

A.0.0. &2#%4.- 1%9$ 4"&$(.#*
The dynamic engineering model in this thesis is used in cases with up to ten
turbines. Modern wind farms, however, consist of tens to hundreds of turbines,
which requires additional modeling improvements. This includes aspects like the
growing impact of turbulence throughout the farm [165], farm blockage [166],
and gravity waves [167]. Steady-state models have and still face the same
issues [86]. These corrections may also be applicable to dynamic models. Still,
they may also face their own challenges, e.g., as the farm blockage depends
on the turbine state and may, therefore, have its own dynamics in response to
control set point changes [168]. This also requires a more thorough discussion of
the relevant dynamics and time scales for wind farm flow control and integration
of well-informed uncertainty bands covering unmodeled flow field effects. During
the wake model development, the multi-OP-chain approach used in [1, 19] has
been abandoned to lower the computational cost and improve the flexibility of the
wake model. It may make sense to reintroduce the approach in the context of a
stable Atmospheric boundary layer, where different parts of the wake experience
different wind directions. The centerline approach further has the drawback that
the wake advection speed is constant throughout all wake areas. This may be
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addressed by changing how the extrapolation is done from the centerline to the
surrounding areas.
The discussed changes mainly concern the wake model; however, there is also

a need to improve the turbine model. This mainly concerns the estimation of loads
experienced by the turbine. Recent work has proposed data-driven approaches
to this problem [160, 161], which has not yet been integrated into the dynamic
model. It may also be advantageous to find analytical relations between structural
loads and easily obtainable quantities like yaw travel.
Dynamic models can furthermore be valuable for floating turbine and farm

applications. First contributions have been made in this field with the goal of
repositioning turbines to maximize the collective wind farm energy [15, 169].
Here, a dynamic model is necessary to model the impact of the changing turbine
state onto the turbines position. Steady-state models have already been adapted
to model floating turbines, which has for instance been used to optimize the
mooring line configuration to achieve an ideal passive layout of the wind farm[170].
Dynamic wake models can build upon this by simulating the wind farm in time-
varying conditions. dynamic models can further help to explore more futuristic
approaches like floating islands of renewable energy [171].
Lastly, the computational performance of the code should be improved. This

especially concerns the online application of the model for optimization purposes.
This may entail rewriting the code to better use parallelization and the available
hardware. In this context, it should be explored if the use of GPUs makes sense,
as the model will feature a large number of particles that are advanced in parallel.

A.0.3. ,5%5$ %#& ;%+%4$5$+ $,5.4%5."#
The state estimation used in a closed-loop controller should further focus on
available sensors and data sources. This entails deriving better models of sensor
individual issues, such as noise and biases, based on their position within the
wind farm. This can further be acknowledged in the correction, where, in the
current design, all turbines are assumed to exhibit the same sensor noise and
bias. Looping this information, obtained from the wake model, back may lead
to an overall improvement of the state estimation. Another aspect is that there
are three types of state estimation for engineering models: (i) flow field state
estimation like the wind speed [83], (ii) wake model parameter estimation [51,
110], and (iii) wake location [90, 91]. These approaches largely use the same
or similar available turbine measurements, e.g. the turbine power. Future work
will have to combine these and will need to find a way to attribute prediction-
measurement mismatches to the incorrectly modeled component. A decrease in
power generated, for instance, may be caused by a wind speed reduction or a
passing wake. This may be achieved by taking the varying observability of the
components into account [172].

A.0.7. -"#5+"( %#& ";5.4.<%5."#
Maximizing energy is a difficult cost function, as it aims for a supremum. This
leads to an opportunistic turbine behavior for many degrees of freedom and
conservative solutions for few. Future work will have to further explore how to
balance the formulation of the cost function alongside the invested actuation to
achieve realistic turbine actuation signals. This also entails taking uncertainty into
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account. These may stem from the state estimation and historical data. It remains
to be determined whether dynamic engineering wake models can significantly
improve control decisions over steady-state or graph-based models to maximize
the power generated by a farm. It is further desirable to find a manner to compare
the performance of controllers outside of the study of dedicated cases to find
more insight into their general behavior.
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(82’%*.(
Mistakes and errors are inherent to the process of any work conducted, mine
being no exception to it. By acknowledging this fact, mistakes can become more
than annoyances and evolve into exciting lessons. Filipe Fortes captured the
experience regarding software development as follows:

Debugging is like being the detective in a crime movie where you are also
the murderer.
Filipe Fortes

In this epilogue, I present you some film stills of the ‘‘crime movie’’ that I have
been a part of in recent years. Each figure represents a little riddle solved and a
lesson learned after an investigation. To you, dear reader, best of luck with failing,
and enjoy the process of learning from mistakes as much as possible.
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