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Air Traffic Control (ATC) is tasked with ensuring
safe separation between aircraft in a given Con-
trolled Traffic Region (CTR). To achieve this an Air
Traffic Controller (ATCo) verbally gives clearances
using over the air communication. These clear-
ances are kept track of by the ATCo using so-called
‘flight-strips’, which in modern systems are often
digital. The allocation of an ATCo’s time is an
important factor in the achievable traffic density
within a CTA, which makes ATC an interesting do-
main to use Automatic Speech Recognition (ASR)
models to allow a computer system to ‘listen in’ to
the conversation of the ATCo. Although previous
research has been done to create such models, few
of these result in open available models or domain
specific corpora for the creation of such a model.
This study will therefore use two open in-domain
and one out-of-domain corpora to create such a
model and in this process identify domain specific
challenges and how these challenges can, in certain
cases, be mitigated.

I. Introduction

The main role of Air Traffic Control (ATC) is
to ensure safe separation between aircraft in

a given Controlled Traffic Region (CTR). This is
achieved by giving clearances to each aircraft over
radio-communications which coordinates the traffic
to ensure safe separation. These clearances are tra-
ditionally kept track of by the Air Traffic Controller
(ATCo) on so-called ’flight-strips’ and denote the
clearances given to a certain aircraft, these can then
easily be passed on to other ATCos in charge of differ-
ent Control Areas (CTAs) which are managed within
the same physical room. Modern controller working
positions often implement digital flight-strips, which
have the advantage that they can be passed on to dif-
ferent controllers which are not located in the same

location. Additionally they allow the clearances to be
integrated within the radar screen, allowing for a more
information rich Human Machine Interface (HMI).
However, this still requires the ATCo to manually enter
the clearances given to a certain aircraft, even-though
the information is simply a repetition of the what the
controller has told the pilot. As the allocation of the
ATCo’s time is an important factor in the achievable
traffic density within a CTA, it is important to use an
ATCo’s time as efficiently as possible. This has lead to
several applications of Automatic Speech Recognition
(ASR) within ATC such as:

• The AcListant® project (developed by Saarland
Universit and DLR) which has shown great re-
sults with respect to ATCo workload reduction,
which uses ASR to automatically maintain the
clearances given to aircraft on the digital flight-
strips[1].

• The usage of ASR in ATCo training simulators
due to the large cost associated with the training
an ATCo. These costs are largely incurred due
to the need of so called pseudo-pilots. These
pseudo-pilots are often retired pilots who will
act as virtual planes in training scenarios. Šmídl
et al. present an approach to use both ASR and
Text To Speech (TTS) models to replace human
pseudo-pilots with a computer in an effort to
reduce to cost of training an ATCo[2].

• Cordero et al. present a way to use ASR to
automatically and objectively estimate the work-
load of an ATCo. Where traditional approaches
heavily relied on inferring workload based off
ATCo interactions with the user interface, this
new approach allows the content of the com-
munications to be used to more accurately infer
ATCo workload. This enables dynamical load-
balancing of ATCo during operation and can
give a more objective metric of ATCo workload
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during experiments[3].
• Chen et al. present a system that uses ASR to

detect if an ATCo makes use of a closed runway
and thereby increasing the surface safety of the
airport. More recently [4] present a system to
automatically detect pilot read back errors that are
not corrected by the ATCo, greatly reducing the
risk of miscommunications between the ATCo
and pilot[5].

These applications make research into ASR models
capable of extracting command information in the
domain of ATC an interesting topic. Access to such a
model could open up a wide variety of new research
opportunities such as the in-depth characterization of
an airspace without direct access to proprietary data.
However unfortunately few of the research conducted
leads to openly accessible models or domain specific
data-sets required for the creation of such a model.

Having access to such a model would be bene-
ficial for research associated with the Air Traffic
Management (ATM) department within the faculty
of Aerospace Engineering (TU Delft). The goal of
this thesis is, therefore, to create an ASR model using
openly available corpora and tool-kits. This process
will be useful for identifying the domain specific chal-
lenges, whether these challenges can be mitigated,
and ultimately to make recommendations what areas
are worthwhile for future research.

II. Related Works
This section will discuss related work with the pri-
mary goal of identifying the necessary elements of an
ASR model capable of the extraction of callsign and
command data. The first section will explain the basic
working principles of an ASR model and will discuss
different state-of-the-art modeling approaches. The
second section will discuss the different corpora, or
ASR specific datasets, available. Finally the methods
employed by other researchers to incorporate context
information and extract callsigns and commands will
be presented.

A. Automatic Speech Recognition
The assumption made by ASR models is that the
acoustic signal is a realisation of a sequence of sym-
bols. To decode this sequence of acoustic realisations

of symbols these models first convert the audio signal
into a sequence of equally spaced acoustic parameter
vectors in a process referred to as feature extraction.
The recognizer is then tasked with the extraction of
the original sequence of symbols from the extracted
features. For the recognition of an isolated word the
problem can be written as the maximum probability
of a word 𝑤𝑖, within the total vocabulary, given the
feature sequence Y as seen in Equation 1.

𝑤 = arg max
𝑖

[
𝑃(𝑤𝑖 |Y)

]
(1)

However this probability is hard to determine directly
and therefore it is rewritten using Bayes’ Rule into
Equation 2 and consists of three likelihoods. The
first 𝑃(Y|𝑤𝑖) is called the Acoustic Model (AM) as
it models the likelihood of a certain word given the
acoustic input signal. The second 𝑃(𝑤𝑖) is referred to
as the Language Model (LM) and gives the probability
for the occurrence the word itself, which can for
example include the knowledge of the previous word
to improve recognition in so called n-gram models.
The final one 𝑃(Y) is irrelevant as the sequence Y is
a given and is therefore usually omitted.

𝑃(𝑤𝑖 |Y) = 𝑃(Y|𝑤𝑖)𝑃(𝑤𝑖)
𝑃(Y) (2)

The previous example assumes single word recog-
nition where there exists a model for each word in the
entire vocabulary that tries to estimate the likelihood
of the feature sequence to be the result of that specific
word. However, many words consist of similar sounds
and hence smaller speech units, such as phones, are
generally used to model speech. Practically this means
that the acoustic model tries to estimate the probability
of a single phone, or tri-phones when the phone is as-
sumed to sound different depending on neighbouring
phones. These phones are then ’strung’ together to
achieve word and sentence recognition, often referred
to as ’beads-on-a-string model’. The usage of phones
as a smaller speech unit requires the use of a ’lexi-
con’ which maps words to their respective sequence
of phones. The more generic version of Equation 2
excluding 𝑃(Y) , where W is the word sequence, is
given as:

𝑃(W|Y) = 𝑃(Y|W)𝑃(W) (3)

The ASR research made major steps towards us-
able systems throughout the 1980s to 2000s with the
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use of so called Hidden Markov Models (HMMs)
statistical methods of modeling speech dynamics in
continuous speech recognition models[6]. These of-
ten used Guassian Mixture Models(GMM) to describe
the observation distribution of the HMMs, these were
then referred to as GMM-HMM. However now Deep
Neural Networks (DNNs) have gotten a dominant role
in ASR. The DNN based ASR models can be divided
into two main categories, the first are the DNN-HMM
hybrids and the second are the End to End (E2E)
models. DNNs are very capable when used as static
classifiers where the inputs have a fixed dimension.
However, the application ASR is a sequential recogni-
tion problem. This therefore led to the development of
hybrid models that combined the static classification
strength of a DNN with the HMM strength of handling
sequential patterns[7]. These models, however, are
very cumbersome to train because a bootstrap model
is required. This means that first a GMM-HMM
has to be trained to obtain frame-level alignments
which is then used to train the DNN-HMM. These
systems are very complex and has given rise to recent
development in E2E models. These models do not
need a bootstrap GMM-HMM or a phonetic decision
tree, can be trained in a single stage, can remove the
need of a pronunciation lexicon and finally the AM
and LM can be trained jointly. Although training
the AM and LM jointly can seem appealing, these
methods are very data hungry needing thousands of
hours of training data to be competitive with the hy-
brid models[8]. CAT(CTC-CRF ASR Toolkit) is an
interesting new toolkit that has been developed which
allows for E2E training of an AM while still being
able to use a separate LM, therefore still being very
data efficient but eliminating the cumbersome training
process of a DNN-HMM[8].

B. Corpora
ATC has a clear advantage over regular speech as
the ICAO standard phraseology has a very limited
vocabulary [9], this means that a ASR model has to
recognise fewer words. Additionally, it also has a
different way of pronunciation certain words. This is
done to make the communications such that they can
be interpreted over the noisy Very High Frequency
(VHF) transmission medium. The consequence is
that conventional corpora are not sufficient to train

an ASR model for the ATC domain because the ATC
domain contains pronunciations unknown to these
conventional corpora.

The noise due to the transmission medium is an ad-
ditional challenge, although not necessarily when the
ASR model is only tasked with listening to the ATCo
as it can be recorded directly at the source. However,
such data is often hard to obtain. As mentioned by
Hofbauer et al. an Air Traffic Control Centre (ATCC)
often records all radio communications between ATCo
and pilots for legal reasons, however publicly sharing
this data would be legally problematic in most Euro-
pean countries[10]. Most corpora relied on the access
to such data, where Šmídl et al. [2] used industrial
partners to gain access to such recordings, whereas
Hofbauer et al. relied on resources to simulate a real-
istic scenario for their recordings[10]. However, more
recent research by [11] showed the use of liveatc.net
as a source of such recordings. liveatc.net is a site
which provides access to live recordings of many
different airspace regions which are recorded by hob-
byists and as described by Zuluaga-gomez et al. "can
be considered as an ’unlimited-source’ of low-quality
data."[11]

As previously mentioned the use of domain spe-
cific corpora is important for the performance of an
ASR model. Currently there are five domain specific
corpora publicly available, these are:

• The NIST - Air Traffic Control Complete. Avail-
able through the Linguistic Data Consortium
(LDC) for a fee depending on membership
status[12].

• The non-native Military Air Traffic Communica-
tions (nnMATC) database. The dataset is NATO
unclassified and its use is restricted to language
and speech research. To gain access to it, re-
searchers must contact the first author of the
paper presenting the dataset[13].

• The HIWIRE corpus was created by to enable the
improvement of ATC ASR models with respect
to noisy and non-native speech. Although the
paper mentions the database is freely available, it
can only be obtained through a paid licence from
elra[14, 15].

• The ATCOSIM dataset "provides 50 hours of
publicly available direct-microphone recordings
of operational air traffic controller speech in a
realistic civil en-route control situation." This
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corpus is publicly available and free of charge[10,
16].

• The Air Traffic Control Communication (ATCC)
created by Šmídl et al. uses actual ATC commu-
nication recordings, which has significant level
of noise in the signal, non-native English accents
of the speakers, non-standard pronunciation of
some frequent words and a rather limited vocab-
ulary. The data set is publicly available and free
of charge[17, 18].

The lack of open corpora available specific for this
domain can be seen as only two of the previously five
mentioned corpora are freely available.

C. Context Information and Command Extraction
The specific research of ASR within ATC primarily
focuses on the inclusion of context information to
increase recognition rates and methods of extract-
ing callsign and command data. This context can
be for example all the current aircraft within a cer-
tain airspace region. One of the earlier research
projects is the AcListant® led by a collaboration be-
tween the University of Saarland and the German
Aerospace Center (DLR) did initial research on lat-
tice re-scoring using context information[19]. The
paper uses a grammar-based LM, based on the ICAO
phraseology[9], to penalize certain hypothesis gen-
erated by the model. Although the previous method
worked, it was very computationally expensive. In
addition to that, creating the rules to describe the
grammar which accurately represented the utterances
was difficult due to the tendency of ATCos to deviate
from standard phraseology[20].

This led Oualil et al. away from the grammar-based
LM and instead chose to adopt an statistical LM,
more specifically a trigram LM, which outperformed
the rule-based grammar.[20] Instead of incorporating
the contextual information into the LM, it was now
chosen to implement it in a post-processing step. The
trigram LM was trained using both labeled data and
generated data from the grammar model. A big
disadvantage from moving away from a predefined
grammar, is that the transcriptions are no longer in a
predefined format and therefore has become harder
to directly extract the semantic information. To now
extract the semantic information the researchers used
a sequence labeller. Both tested sequence labellers,

being Conditional Random Field (CRF)-based tagger
and Context Free Grammar (CFG)-based token tagger,
performed equally well.

This briefly shows that the field of ATC moved
away from trying to incorporate context information
directly into the ASR model. It instead incorporates
this information as a post processing step using the
multiple hypothesis generated by an ASR model.

III. Methodology
This section will first give a description of available
data and each of these corpora will be be discussed,
giving a general overview of their merits. The second
section will describe the data processing steps that
were taken to prepare the data for training. This will
reveal how design decisions of these corpora influence
their usefulness.

A. Data Description
In Section II it was shown that openly available in
domain corpora are scarce. This section will describe
these various corpora.

1. ATCOSIM
Although the previously mentioned "50 hours of pub-
licly available" data is only around 10.7 hours of actual
speech. It includes a dictionary of all occurring words,
however it does not include a phonetic dictionary map-
ping words to their respective phones. The recordings
are created from a simulated scenario and only contain
the recordings of the Air Traffic Controller (ATCo).
The sound is therefore high quality and can be used to
evaluate the potential performance of an ASR model
which operates directly at the location of recording.
It has a relatively limited set of words of around 800
and little to no deviation from standard phraseology.
This makes this corpus not realistic on the basis of
language complexity. The recordings consist of 10
different individuals of both sexes with several dif-
ferent accents. This makes this corpus useful for
evaluating the influence of accents on performance.
Each utterance is its own recording and all of them are
transcribed word-for-word in standard British English.
To give an illustration of a transcription:
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topswiss four five seven eight climb to flight level
three one zero

2. Air Traffic Control Communication (ATCC)
The corpus is created by Šmídl et al. and in the
paper presenting the corpus a model is trained on
140 hours of data[17, 18]. However the corpus that
is publicly available consists of 20.6 hours of raw
recordings of which 10.6 hours is actual speech. The
corpus consists of recordings taken from airspace
in the Czech Republic. This corpus is therefore a
more realistic application of such an ASR model.
However due to the nature of the recording there is no
information on the speakers. This means that during
training it cannot be guaranteed that a speaker is not
both in the training as in the evaluation set, potentially
causing what is called cross contamination. The data
structure is different to ATCOSIM. Instead of each
utterance having its own sound file, this corpus has
an xml file associated with each sound file in which
multiple subsections are marked and transcribed as
shown here:

<Sync time="13.460"/>
[air]head 0 8 0 Easy (9(najn)) C L

<Sync time="15.690"/>

This also shows other characteristics of this corpus.
First is that the utterance is labeled with [air], a
similar tag exists for ground. This makes it possible to
evaluate the performance of a model with respect to
air and ground separately. Additionally it can be seen
that the transcription method employed differs from
that of ATCOSIM. Instead of using word-for-word the
designers of this corpus opted to instead transcribe it
more from the perspective of an ATCo. The C and
L for example are pronounced as Charlie and Lima
respectively. In contrast to ATCOSIM this corpus does
include a phonetic dictionary, which according to the
paper uses the Arpabet transcription code, consistent
with CMU Dict. Finally, the authors have also trained
their own model which allows for a comparison to the
results presented in this paper. The training method
employed by Šmídl et al. is to first train a model on

both ground and air, and to then retrain the base model
with only data from each respective entity.

3. LibriSpeech
LibirSpeech is selected as an out of domain corpus
to evaluate whether increasing the amount of data
from other sources can improve recognition rates.
LibriSpeech consist of around of 1000 hours of read
speech from books. The 1000 hours are separated into
two ’clean’ train sets of each 100 and 360 respectively
and a ’other’ train set of 500 hours and comes with
a validation and test set for both ’clean’ and ’other’.
It includes a lexicon with phonetic definitions of the
words based on CMUDict. The set is chosen because
it is freely available and often used as a standard
benchmark test for ASR models.

B. Data Preparation
The data preparation for all corpora will be described
in this section, this will include both the choices made
with respect to certain tags within the transcriptions
and the creation of the phonetic lexicon. The model
training will be done in the ASR toolkit Kaldi. Kaldi
requires the creation of a certain set of files with a
particular structure such that it can be used its tools.
These files are:

• spk2gender: Maps a gender to a specific speaker
• wav.scp: Connects every utterance with an audio

file related to this utterance
• text: Contains every utterance matched with its

text transcription
• utt2spk: Tells the ASR system which utterance

belongs to particular speaker
• corpus.txt: Contains transcriptions of all utter-

ances
• lexicon.txt: Contains every word mapped to its

individual phones
• nonsilence_phones.txt: All non-silent phones in

the lexicon
• silence_phones.txt: All silent phones in the lexi-

con
To generate these files some decisions will be made for
each corpus and will be discussed in their respective
sections. Also, as mentioned before, words consist
of similar sounds and hence these models are trained
on the individual phones of a word. To transform the
sequence of words into a sequence of phones a lexicon
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is required which maps each word which occurs in
the corpus to its corresponding phones. The word
Air consists, according to CMUdict, of the following
phones EH1 R where the 1 indicates lexical stress.
The creation of this dictionary will also be discussed
in the following sections.

1. ATCOSIM
Since the ATCOSIM corpus is created in a well con-
trolled environment only minor changes have to be
made. The corpus include tags for off-talk(<OT>),
language that is not related to ATC, these tags encap-
sulate transcribed sections. Only the tags are removed
and the utterances are kept. Several tags such as
[UNKNOWN] and [HNOISE] are replaced with a
single word <SPN> which will be mapped to what is
called a garbage phone, a phone that is matched on all
words that do not exist in the vocabulary. Utterances
that contain the foreign language tag (<FL>) are re-
moved since these are not transcribed, together with
the [EMPTY] utterances.

Since ATCOSIM does not come with a phonetic
lexicon, one has to be created. To achieve this first a
list of phraseology specific words was created. These
include words such as three and nine, which under
phraseology are pronounced tree and niner respec-
tively. However since the corpus is relatively small,
the actual pronunciations were investigated and it
turned out that nine was just pronounced as nine. So
the regular phonetic, as per CMU Dict, were kept
instead of the phraseology ones. Additionally other
specially denoted ’words’ such as l were manually
added. The remainder of the words were then taken
from CMU Dict, and the words that did not occur in
the CMU Dict were generated using LOGIOS which
is a rule based lexicon generation tool.

2. Air Traffic Control Communication (ATCC)
In the ATCC corpus the multiple utterances can ex-
ist in the same file and hence these need to be ex-
tracted. Additionally each of these utterances are
labeled [ground], [air] or sometimes a combination
of both in which a portion is encapsulated by ground
and the other by air. Therefore the corpus was split up
into three different groups Air, Ground and Combined
wherein the latter has both the air and ground label
in the utterance. Each of the utterances is typically

associated with a specific speaker, however due to the
nature of the data this information is not available.
Therefore the assumption is made that within a single
xml file associated with a specific sound file (average
length of 30 seconds) that the ground speaker remains
the same person, whereas each air or combined utter-
ance is considered its own speaker. The tags [noise]
and [speaker] were replaced with <NSN> which is a
separate garbage phone for noise. Several tags such as
[ehm ??] were replaced with <SPN> and many other
tags were removed.

Although the corpus has a phonetic lexicon, it
was not complete. In the first place not all words
were actually present in the lexicon. This had to be
expanded by using the CMU Dict. The words in the
lexicon did not match the transcription, such as words
enclosed in brackets having spaces between words in
the transcription but not in the lexicon. Additionally
the lexicon does not conform to the CMU Dict phone-
set of 39 phones, instead this lexicon has 43 phones.
This unfortunately makes it impracticable to augment
this corpus with LibriSpeech, and also makes the
additions which are made using CMU Dict not entirely
consistent. There is repetition of the same word one
with a capitalized letter and others without:

arrivals ah r ay v ah l z
Arrivals ah r ay v ah l z
arrivals ah r ay v l z
Arrivals ah r ay v l z
arrivals er ay v ah l z
Arrivals er ay v ah l z

It creates the impression that much of the lexicon is
automatically generated and no proper data cleaning
was done. Finally the lexicon also reveals a large
disadvantage to transcription method used. Namely
that it creates more ambiguity than necessary. For
example A can now be the letter A or Alpha, two wildly
different pronunciations which have to be implicitly
learned by a model. Similarly the transcription of
1500 can be pronounced as one thousand five hundred,
or as fifteen hundred. Which both occur in the lexicon,
yet the entire point of ATC phraseology is to reduce
ambiguity to a minimum and hence a word-to-word
transcription seems much more appropriate.

To make the lexicon usable, a similar process as
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for ATCOSIM was used. First all important specific
phraseology and special characters were manually
created, such as A B etc. (alpha bravo). All words
were lowercased and merged and compared to their
CMU Dict respective transcription and finally all
missing words from the lexicon were then added from
CMU Dict.

IV. Experimental Setup
The experimental setup will first describe the Auto-
matic Speech Recognition (ASR) model structure. In
the second section the evaluation metrics and the train-
ing procedure will be described. Finally the specific
experiments will be described including a description
on the specific question it attempts to answer.

A. ASR Model Description
As previously described the field of ASR research
very active which has resulted in many different types
of models. These models can be subdivided into
two main categories, namely the End to End(E2E)
and traditional models. The E2E models are trained
directly from sound to transcribed text. These models
therefore do not require an lexicon to map word to
their respective sequence of phones. This greatly
eases the process of training since there is no need
for an AM and a separate LM. The disadvantage
however is that these models are much more data
hungry to train, as there is no way to inform the model
of underlying relations between similar sounds. Due
to their hungry nature this type of model is therefore
inappropriate for this application as the amount of
data is very limited. This therefore limits the selection
to the traditional models which consist of an AM and
a LM. However more recent hybrid approach try to
combine newer E2E methods while still allowing the
use of a LM to achieve state-of-the-art performance
with a limited amount of training data while greatly
decreasing the training complexity[8]. This study will
use such a hybrid model as it greatly eases the process
of training and reduces training time as it does not
require an initial model to generate the alignments for
training. This allows the training of such a model from
around 6 hours (for a not augmented and no speed
perturbed corpus, with around 10 hours of training
data) to around 60 hours (for an augmented corpus,

of around 110 hours of training data) on relatively
modest hardware, being an Intel i5 2500k CPU and a
Geforce GTX980Ti GPU.

The model is trained using conditional random field
(CRF), specifically with connectionist temporal classi-
fication (CTC), or short CTC-CRF. The toolkit used is
CAT (version 2)[8] which is an extension to the ASR
toolkit Kaldi. The input feature to the model is an is
a 80-dimensional fbank. Each utterance is normal-
ized using cepstral mean and variance normalization
(CMVN). The acoustic model is a 6 layer bidirectional
LSTM with 320 hidden units as used by Xiang et al.
to achieve state of the art performance with hybrid
training[8].

The LM that will be used will be a regular n-gram,
more specifically a 3-gram. An n-gram language
model takes 𝑛 − 1 previous words into account in
estimating the likelihood of a word. This means that
in this particular case the language model will use up
to two previous words to estimate the likelihood of
the following word.

B. Evaluation Metric and Training Procedure
The Word Error Rate (WER) is a typical measure
of performance for an ASR model. It calculates the
percentage of incorrectly identified words. This is
done using the following formula in which D is the
amount of deletions, I is the amount of insertions and
S is the amount substitutions which is divided by the
total amount of words in the reference, meaning the
summation of insertions (I), deletions (D) and correct
words given by C:

𝑊𝐸𝑅 =
𝐷 + 𝐼 + 𝑆

𝐼 + 𝐷 + 𝐶
(4)

The training procedure requires the corpus to be
split up into three sets, being a train set (90%), a
validation set (5%) and a test set (5%). The model
will train using the train set, after every epoch (all
data in train set has been used) the model will be
evaluated using the validation set, once the loss of
the validation set does not meaningful diminish the
training is stopped. Finally the performance will
be evaluated using the test set which has not been
shown during training producing the WER presented
in Section V.
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C. Experiment Description
The following experiments will be explicitly demar-
cated in the results, however combined they intend
to also answer other questions such as the benefits of
increasing training data using speed perturbations and
the performance of clean simulated data.

• Influence of Accent: This experiment will try to
answer how important it is to have a model trained
on a location specific corpus. To be more specific
it will investigate the influence of an accent on
the variance within the corpus itself. This will
be tested by using the ATCOSIM corpus, which
will be trained three times each using a different
split of speakers. The first split, referred to as
German Split 1, will use the only two German
males as the validation (referred to in the corpus
as gm2) and test set (referred to in the corpus as
gm1), leaving no German males in the train set.
The second split, referred to as German Split 2,
will again leave no German males in the train set
but it will reverse the males in the validation set
(gm1) and test set (gm2), this is done to ensure
that potential poor performance is not due to one
particular speaker having a high variance with
respect to the other speakers but that it is actually
caused by its accent. The third split, referred to
as Swiss Split, will use one Swiss male as the
test set, leaving three Swiss males in the train set,
hopefully creating an experiment in which there
is a low variance between train the train and test
set. In addition each experiment will be ran once
with 3 fold speed perturbations, meaning the data
gets sped up and slowed down with 10 percent
to increase training data. This brings the total
amount of models to be evaluated to six.

• Out of Domain Data Augmentation: To eval-
uate whether the inclusion of an out of domain
corpus will improve recognition rates will be
answered by comparing the performance of two
of the previously three mentioned splits trained
using three methods. The two splits are German
Split 1 and Swiss Split, this can answer if a higher
variance set benefits differently from that of a
low variance set. The first of the three training
methods is to only use the original split (same
as the no speed perturbation from the Influence
of Accent experiment). The second is run is
the original split combined with the LibriSpeech

100 hours of clean data, to evaluate whether in-
cluding out of domain data improves recognition
rates. The third run uses the model weights of
the second run to initialize the model and then
to retrain the model only on the original split,
to evaluate if bootstrapping a model (to use a
model with initialized weights using additional
data) produces any benefit.

• Performance of Realistic Data: This experi-
ment will use the ATCC corpus to do four runs
to investigate the performance on realistic data
separated in air, ground and combined. The run
trains the model using air, ground and combined
together and evaluates them separately. The sec-
ond does the same, but with speed perturbations.
The third and forth are similar in that they retrain
the second model each using only air and ground
data respectively.

V. Results

The following section will show the results of the
respective experiments. First however it is worth
mentioning that the convergence graphs such as in
Figure 1 are generated for all of the runs, in which the
left figure shows the training loss and the right figure
shows the loss on the validation set after each epoch.
Most of these figures are not particularly interesting
to show since figures between different experiments
can only be directly compared when the same training
set and validation set are used, which for the majority
of the runs is not the case.

Figure 1. Model convergence of Swiss Split without
speed perturbations. Left figure showing training
loss and the right figure the loss on the validation
set after each epoch.
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A. Influence of Accent
Table 1 shows the Word Error Rates(WERs) of each
of the different splits trained exclusively on the AT-
COSIM corpus. The rows represent the different
splits, where the both German Splits do not include
the German speakers into the training data, only in the
validation and test set. The Swiss Split uses one out
of four Swiss speakers as test set and the remainder
remain in the train set. The first column shows the
result for training without speed perturbation, and
the second shows the result for training with speed
perturbation to increase training data.

ATCOSIM
Corpus

No Speed
Perturbation

Speed
Perturbation

German Split 1 16.24 14.28
German Split 2 9.97 9.86
Swiss Split 4.28 4.38

Table 1. WERs in percentage for the three different
splits of the ATCOSIM corpus.

B. Out of Domain Data Augmentation
Table 2 shows the WERs for the two splits. The
first split is the German Split 1 where no German
speakers are included in the training set and should
therefore have a high variance with respect to the
training set. The second split is the Swiss set which
has one Swiss speaker as test set and three Swiss
speakers in the train set and hence should have low
variance with respect to the train set. The columns in
table show the different augmentation methods, the
first without augmentation, then with augmentation
using LibriSpeech and finally the augmented model
retrained using only the ATCOSIM split. Additionally
Figure 2 shows the different convergence behaviour
of Swiss Split when retraining when compared to
the convergence behaviour of the original Swiss Split
seen in Figure 1.

C. Performance of Realistic Data
Table 3 shows the WERs for the realistic data. The
rows designate that the utterances are separated in
Air, Ground and Combined fragments. The first
column is the reference performance from the paper

ATCOSIM
Corpus

No
Speed
Pertur-
bation

LibriSpeech
Augmented

LibriSpeech
Augmented
Retrained

German
Split 1

16.24 11.21 14.06

Swiss
Split

4.28 4.19 5.00

Table 2. WERs in percentage of the German Split 1
and Swiss Split from the ATCOSIM corpus. Show-
ing in the columns without and with augmentation
using LibriSpeech and retrained.

Figure 2. Model convergence of retraining of
augmented model using Swiss split. Left figure
showing training loss and the right figure the loss
on the validation set after each epoch.

published by Smidl et al.. The following columns
show the performance of the CTC-CRF model trained
in this study, where the second column has no speed
perturbation, the third column uses speed perturbation
and the fourth column uses the model from the second
column to initialize its weights and retrains on only
Air and Ground respectively.

VI. Discussion
This section will discuss the results presented in Sec-
tion V and put them into context of the intended goal
of the experiments.

A. Influence of Accent
The goal of this experiment was to identify how im-
portant it is to have a model trained on a location
specific corpus where it will be applied. To achieve
this the German Splits completely removed the Ger-
man accented speakers from the training set, whereas

9



ATCC
Corpus

ATCC
Paper

No
Speed-
Pertur-
bation

Speed-
Pertur-
bation

Re-
trained

Air 25.27 33.68 33.28 33.88
Ground 7.59 13.69 14.57 14.08
Combined - 44.92 46.14 -
Average - 27.02 27.60 -

Table 3. WERs in percentage of realistic data from
the ATCC corpus. With in each respective column
the ATCC paper results, no speed perturbation,
speed perturbation and retrained with respect to
Air and Ground

the Swiss Split left the majority of Swiss speakers in
the training set. Table 1 shows that the performance
of both the German Splits are considerably worse than
that of the Swiss Split. Since both German Splits
perform considerably worse it can be reasonably be
attributed to their accent not being well represented in
the training set, instead of just one particular speaker
performing poorly. This shows that it is important
to have an accurate representation of the domain
in the corpus used when the corpus is particularly
small(smaller than 10 hours). Table 1 also shows that
it both the German Splits improve recognition rates
when using speed perturbations, although German
Split 2 only marginally. The well represented Swiss
set, however, decreases slightly in performance. This
indicates that speed perturbations might be useful in
cases where test set is not well represented in the train-
ing set, whereas when the test set is well represented
it does not meaningfully improve recognition rates.

B. Out of Domain Data Augmentation
The purpose of this experiment was to find whether
out-of-domain data could be used to improve the
recognition rates of the original model. Table 2 shows
that recognition rates for both splits improve from
augmentation but do not benefit to the same extend.
The German Split 1, which was poorly represented
in its training data in ATCOSIM greatly improved.
The already well represented Swiss split still actu-
ally improved, however only marginally. This shows

that the usage of out-of-domain data can be partic-
ularly beneficial in cases where the test set is not
well represented by the original corpus. However,
Table 2 also shows that the retraining decreases the
recognition rates for both of the splits with respect to
the augmented model. This indicates that due to the
small size of the corpus adding out-of-domain data
improves the generalizing ability, which is then lost
by retraining as it over-fits to the limited initial corpus.
Additionally an interesting observation can be seen
in the convergence of the of the retrained Swiss Split
shown in Figure 2 when compared to the original
Swiss Split convergence seen in Figure 1. First the
convergence is much faster, which is to be expected.
However, more interestingly is that the loss on the
validation set is also lower than the validation loss of
the non-retrained model, interestingly this does not
translate into an actual improvement of recognition
rates when comparing the WERs shown in Table 2.

C. Performance of Realistic Data
The purpose of this experiment was to investigate a
model on more realistic data. In Table 3 it can be
observed that the recognition rates of of the refer-
ence paper are much better than that of this research.
The reference paper however mentions that Air and
Ground are trained on 54 and 78 hours of training
data respectively, whereas the results of this paper are
only trained on 3.9 and 4.6 hours of data. In addition
the lexicon provided was incomplete and therefore the
paper might have made use of a more polished lexicon.
Finally the reference paper uses a different acoustic
modeling method. However, nothing conclusive can
be said about the lower performance as it can be a
combination of any of these. From Table 3 it can
again be observed that the speed perturbations do
not have any meaningful impact on the performance
of the model. However an interesting observation is
that the combined set performs considerable worse
than both Air and Ground. As Combined is just a
utterance combining Air and Ground fragments, one
might expect the recognition rates to be somewhere
in between the recognition rates of Air and Ground.
However it is most likely caused by the cepstral mean
and variance normalization of the utterances. As this
happens for the entire utterance and probably due to
the large difference in acoustic characteristics of each
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of the signals neither of the signals performs well.
In addition the Combined portion of the corpus is
the smallest, and hence is most susceptible to large
amount of variance within the corpus. However this
does indicate that to achieve better performance it is
important to separate Air and Ground.

D. Corpus Creation
All of the corpora presented in Section II relied on
the access to data from institutional actors, or they
created the data using simulated environments. Al-
though liveatc.net is a source of openly available data,
re-sharing such data can be problematic and therefore
requires careful inspection of the law. The usage of
two different corpora in this research has shown that
it is important to consider the transcription method
when creating such a corpus. It should first be identi-
fied that the problem of ASR in ATC can be separated
into two problems. The first is the actual transcription
of the utterance into words, and the second is the
understanding of these words, such as the call-sign
and commands. The ATCC corpus used a transcrip-
tion method which had a more direct relationship to
the to the actual understanding of the utterance, such
as: speedbird 3 5 A, where the A is pronounced as
alpha. This however creates ambiguity, as A can also
be pronounced as the letter A. Given that ATC phrase-
ology is specifically designed to minimize ambiguity
it seems much more appropriate to use a word-to-word
transcription method as used by ATCOSIM, with the
added benefit that it is probably more easy to integrate
with out-of-domain corpora.

VII. Conclusion
This paper has used two freely available Air Traffic
Control (ATC) corpora and a freely out-of-domain cor-
pus to create Automatic Speech Recognition (ASR)
model for ATC using several different approaches.
This process has shown that when considering creat-
ing a corpus, it is important to consider the specific
application and try to minimize the amount of am-
biguity that arises from transcription. Additionally
this research has shown that there is no meaningful
improvement to be gained from trying to increase
training data by speed perturbations, and therefore
is not an easy solution to the lack of in-domain data.

However, when the used in-domain corpus is small,
it does meaningfully improve recognition rates when
augmenting the corpus with out-of-domain data, es-
pecially when the accent in the application slightly
differs from the in-domain corpus. Finally it is impor-
tant to separate air and ground utterances as it greatly
improves recognition rates.
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