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ABSTRACT
This paper is a methodological replication of Barendregt et al.
[11], who urged Child-Computer Interaction field to embrace In-
termediate Level Knowledge as a meaningful and valid way of
generating knowledge. We extend this epistemological gap to the
Human-Robot Interaction (HRI). Currently, artefact-centered pa-
pers—papers that present the development of an artefact—seem to
be one of the primary ways that the HRI field generates knowledge.
In this paper, we made an analysis of all papers presented at the
HRI Conference from 2006 to 2020. Our results indicate that the
41,2 % of the papers were artefact-centered; and the impact of them,
measured in the number of citations, was significantly lower than
other kinds of papers. We used 23 artefact-centered papers to for-
mulate two strong concepts and investigate how the foundational
design epistemology about intermediate-level knowledge and RtD
can contribute to other design-related disciplines to produce useful
and valuable knowledge.

CCS CONCEPTS
• Human-centered computing → Interaction design theory,
concepts and paradigms.

KEYWORDS
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1 INTRODUCTION
In 2010, Eric Stolterman and Mikael Wiberg observed that it was a
very common trend at Human-Computer Interaction (HCI) confer-
ences that the researchers presented artefacts that manifested some
new or improved form of interactivity [93]. These designs were
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usually based on earlier work from the field; some evaluations were
conducted; and the results were presented with some suggestions
for future work. Stolterman and Wiberg [93] argued that “these
presentations do not leave a lasting impression on the audience of
fellow researchers, as the contributions do not address, challenge,
or complement the existing body of theoretical knowledge within
interaction research in an intentional way” (p. 96). With a similar
observation, in 2017, Wolmet Barendregt and her colleagues made
a “call for action” to the Child-Computer Interaction (CCI) com-
munity to embrace intermediate-level knowledge in their ways of
working [11]. They argued that artefact-centered papers—the pa-
pers that describe the design process and evaluation of a particular
artefact—present only “design instances”, which are unique and
stand-alone products in the vast space of other possible solutions.
In line with [93], they maintained that these papers make a smaller
contribution to the field as it is hard for other researchers to build
further upon the kind of knowledge presented. Intermediate-level
knowledge (i.e., representations of knowledge in-between general
theories and design instances [54]) and strong concepts (i.e., a form
of intermediate-level knowledge which consists of design elements
that are abstracted from an artefact and can be applied to other ap-
plications and use situations [54]) are proposed as a way to support
the CCI field evolve as a discipline.

As design researchers who mostly work at the intersection of
design and human-robot interaction (HRI), we recognize the same
epistemological problem identified by [11] and [93]. Looking at
the flagship ACM/IEEE International Conference on Human-Robot
Interaction, for instance, we notice that many presentations com-
ply with the conventional way that the HRI community produces
knowledge: defining a problem or function, building an artefact or
interaction, testing, analyzing, and repeating from the beginning
until satisfied [13]. These artefacts are usually technologically ad-
vanced and valuable solutions for specific problems; however, they
carry the risk that only a small part of the knowledge gained from
exploring this problem can be carried over to the next one.

The trail that had started from HCI and led to CCI takes us
to HRI in this paper. The paper is a “methodological replication”
of the study of Barendregt et al. [11] for the context of HRI. We
focus on the ACM/IEEE International Conference on Human-Robot
Interaction (henceforth HRI Conference) since it is the most mature
HRI conference in terms of perceived quality [12], includes articles
reflecting diverse approaches on HRI (e.g. empirical, conceptual,
and methodological), and hosts a large number of articles with
easily accessible citation and bibliometric data. We will replicate the
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research questions and methodology of [11] with slight adaptations.
The key research questions are as follows:

• RQ 1. Which portion of the papers presented at the HRI
Conference consists of artefact-centered papers?

• RQ 2. What impact do artefact-centered papers have in terms
of citations when compared to other kinds of papers?

• RQ 3. Which defensible, contestable, and substantive strong
concepts can be generated by analyzing the currently avail-
able artefact-centered papers in HRI?

Concepts underlying this paper build on prior works describing
how new knowledge can be reflectively produced from design work,
and more generally, ongoing inquiries in the HCI field into the role
of design as key means in knowledge construction activities, i.e.,
research-through-design (RtD) [14, 44, 62, 92, 104]. RtD is focused
on “making the right thing”, as opposed to “making the thing right”;
yet in the field of HRI, much of the research efforts go into the latter
[72]. It is our intention to show that RtD could enable building a
knowledge base that other researchers can refer to and build upon
in HRI, which is one of the current shortcomings in the field [31].

Human-robot interaction is considered to be fundamentally dif-
ferent from human-computer interaction as HRI deals with complex,
dynamic control systems that exhibit autonomy and cognition, and
operate in changing, real-world environments [88]. We acknowl-
edge this difference for sure, yet our aim in this paper is to draw (the
missing) parallels between the epistemologies of these two fields.
The HRI community could enormously benefit from adopting new
ways of generating knowledge that go beyond “the only one ‘recipe’
for how to get accepted by the HRI conference” ([32], p. 4:1) in order
to further the knowledge-oriented discourse in the community. The
approach proposed in this article is about providing conceptual
tools (in the form of intermediate-level knowledge) to the HRI re-
searchers to explore what HRI design epistemology is and could be.
We also intend this paper to contribute to the DIS community by
expanding the ongoing inquiries on RtD to a related ACM field and
issue an invitation for the ways in which HCI researchers may be
productively intertwined in this knowledge-generation process.

In the remainder of this paper, we will first shortly discuss the
fundamentals of knowledge production in design and how it is
different from the HRI tradition. We will then describe what consti-
tutes intermediate-level knowledge, and how strong concepts can
be generated and assessed. Thereafter, we will describe the review
process of the HRI conference papers, and present two strong con-
cepts—grounding of communication and same vs. other—extracted
from the artefact-centered papers. The paper concludes with dis-
cussing the generative potential of strong concepts and how to
build bridges between the HCI and HRI disciplines.

2 DESIGN THEORY AND
INTERMEDIATE-LEVEL KNOWLEDGE

The claim that design is a discipline in its own right [27] signified
a breaking point in the history of design research. There was a
movement away from early technically-oriented approaches for
improving the methods and processes of design, towards a com-
prehension of design as a cognitive and social, creative reflective
practice [28] (see [25] for a history of design research). The dis-
cipline’s knowledge bases, underlying skill-sets and values were

identified, articulated, and clarified [69]. Design claimed its own
epistemics in the construction of knowledge. Despite these aca-
demic achievements and the establishment of a genuine discipline
of design, the field has been struggling with the alleged disciplinary
distribution of tasks where makers make and theorists theorize, as
if the two were completely separate matters of concern [80]. The
twin pillars of design research—“design” and “research”—seemed
to be in conflict with one another. The particularity of design [78]
was considered to be incompatible with the generalizing tendencies
of research [10, 30, 54, 93]. Lloyd summarized this tension as:

“There is a sense in which design research sits at the
crux of a false dichotomy; between on the one hand
research in a “pure” form (which values objectivity,
experiment, discourse, history, analysis) and on the
other the active engagement in shaping future forms
by suggestion, prototype, speculation, practice, and
intervention at all levels (...)” [68]

To overcome this dichotomy, some scholars chose to assert that
the norms and values underlying scientific problem solving and de-
sign problem solving were the same, uniting them through a shared
core cognitive process (e.g. [40]). Others were engaged in creating
alternative theories of inquiry to bring design and research into
alignment. In this new framing, the accumulation of design research
deeply committed to practices of making and the increasing pres-
ence of more conceptual and discursive approaches to design [80].
Under the notion of RtD, designing and making had become central
to how the research process unfolds, and thus to what constitutes
the production of new knowledge. Indeed, Basballe and Halskov
[14] show that design and research in RtD continuously couple,
interweave, and decouple. Knowledge is inherent to the activity
of designing itself (gained through engaging in and reflecting on
the activity) or to the design artefacts (gained through reflecting
on those artefacts). For this reason, the artefacts produced in this
type of research can open up unanticipated design spaces [46], be
vehicles for theory building [80, 101], and/or invite debate around
issues [38]. In other words, they become “epistemic objects” [39],
“concept-things” [79], or “research artefacts” [104], which become
a conduit for transferring the research findings to research and
design communities.

In HRI, on the other hand, the role of artefacts has been mainly
about solving concrete problems (e.g. how to make the mobile robot
mission specification system more user-friendly, how to improve
team performance in a joint human-robot task, how a robot should
approach two people, and so on). The main methodology of the field
is empirical. For example, Bartneck [12] showed that the empirical
work outnumbered any other type of work at the HRI conference
between 2009-2014. Similarly, Baxter et al. [15] found out that 96
out of 101 papers from the same conference between 2013-2015
were experimental papers. The primary hypotheses that are tested
in HRI are related to providing an exploration or account of some
human-centered phenomenon, or improving the functionalities
and application of the robot (ibid). Obviously, this empirical ap-
proach does not negate RtD (see the “Lab” approach in [62]), yet
the multiple roles that robotic artefacts can play in the genera-
tion of knowledge and the other explorative RtD methods are still
relatively unknown to the majority of HRI design researchers, as
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emphasized also in the limited number of contributions found on
this topic [66, 70, 72, 76]. Still, the field recognizes the need to em-
brace new methods, methodologies, and in general a theoretical
and conceptual basis, in order to establish itself as a research field
alongside HCI or psychology [31]. This is where intermediate-level
knowledge comes into play.

2.1 Intermediate-level knowledge
In their seminal paper from 2012, Höök and Löwgren [54] argued
that HCI research mainly produced knowledge on the levels of
instances and theories, using a predominantly empirical approach.
Instances has to do with the highly situated, specific, and contextual
knowledge related to a particular artefact or situation. Theories are
about abstracted knowledge that is universally true and applicable.
On the one hand, instances are rarely considered sufficient in them-
selves to form new knowledge; on the other, the abstraction from
situatedness and specificity seems to lose the compelling qualities
that designs can offer [29]. To bridge abstract knowledge and situ-
ated outcomes without disregarding the qualities of design practice,
Höök and Löwgren [54] suggested intermediate-level knowledge
forms, which explain more than a set of designs but not aiming at
producing general theories. Intermediate-level knowledge is more
abstracted than particular instances, yet does not aspire to the
generality of a theory (ibid).

Stolterman and Wiberg similarly proposed the concept of “con-
structs” (i.e., an idea or theory containing various conceptual el-
ements, typically one considered to be subjective and not based
on empirical evidence) as a midway between a single concept and
an all-encompassing theory [93]. As they state, “Instead of being
intimidated by the expectations of building theory, interaction re-
searchers can, through the concept-driven approach, focus on com-
bining individual theoretical concepts into constructs that bring
together earlier findings in new concepts and artifacts” (p. 112). Both
constructs and intermediate-level knowledge are a rich means to
allow discussions on paradigmatic systems and exemplary artefacts
that go beyond specific functions and look-and-feel of the system
[93], advance the discourse on interaction design epistemology, and
strengthen the rigor in design-oriented research.

Examples of intermediate-level knowledge include patterns, guide-
lines, annotated portfolios, methods and tools, experiential qualities,
design heuristics, criticism, strong concepts, manifestos, design pro-
grams, and bridging concepts [54]. The adoption of these knowledge
forms in HRI is at a nascent state. Elsewhere, we made an extensive
overview on how they are currently employed in HRI [71], yet a
few examples include “design patterns” created for describing the
interaction of a robot with a child within a particular context [59],
“heuristics” such as continuous actions and boundary signaling to
improve the robots’ social acceptability [34], and “criticism” on
representing the divine in robots [98].

In this paper, we specifically focus on strong concepts. Since
it is our aim in this paper to investigate the potential of gener-
ating knowledge from already existing artefact-centered papers
(i.e., instance-level), strong concepts are good candidates for this
purpose with the reasons to become clear in the next section.

2.2 Strong Concepts
Strong concepts are design elements or principles that are gener-
ative, namely, they can be used by other designers/researchers to
create instances in different design situations [54]. Component(s)
of a particular artefact can be isolated and abstracted to the level
that it can be realized in many different ways in a whole class of
applications, a range of use situations, or different genre of designs
(ibid). Artefact-centered papers could thus potentially contain the
basis for one or more strong concepts.

Höök and Löwgren [54] describe how such knowledge construc-
tion can be undertaken as follows: The first step is to identify the
elements in the instance that could be valuable for other design
situations within the same domain or that cross the domain’s bound-
aries. Then, the elements are linked to similar concepts, i.e., hori-
zontal grounding, in order to scope the range of applicability of the
strong concept. Then vertical grounding is conducted by examining
whether the strong concept is present in other known instances and
the theories that the strong concept is a concretization of. The final
step involves validating whether the strong concept is contestable,
defensible, and substantive. Being contestable refers to suggesting a
way of seeing things that has not already been well-established in
the existing literature of the academic community in question [50].
Being defensible refers to being grounded empirically, analytically,
and theoretically; and that the community could accept the new
knowledge given the arguments or evidence. Lastly, being substan-
tive refers to the contribution being relevant for the community in
question. For strong concepts in particular, substantivity has to do
with its potential to be used in designing new instances [54].

In the next section, wewill present howwe identified the artefact-
centered papers in theHRI Conference and explain howwe followed
the process described by Höök and Löwgren to extract contestable,
defensible, and substantive strong concepts.

3 METHOD
In order to seek answers to the research questions, a sample con-
sisting of research articles from the HRI Conference from 2006
to 2020 was derived. We exclusively focused on research articles
as they are thoroughly peer-reviewed, and excluded demonstra-
tions, late-breaking works, workshop proposals, student design
competitions, and video presentations. This gave a sample of 587
full papers, distributed unequally over time. To develop the coding
scheme, we adapted the description of Barendregt et al. [11] on
artefact-centered papers as follows:

(1) The main object of discussion of the paper is a concrete
functional artefact developed within a research project. We
defined the artefacts in the HRI context to be robots/robotic
objects, robot morphologies, behaviors, interaction capabili-
ties, interfaces, datasets, software, algorithms, and systems.
In other words, concrete entities that are part of a robot’s
form and functioning were included.

(2) The creators of the artefacts were involved in writing the
paper, and therefore, the evaluation includes original work
and not commercial robots.

(3) The paper typically presents a background (e.g. theories,
previous work by other inspiring the design of the artefact),
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design process (e.g. user studies, co-design activities, pro-
totypes), the actual artefact, the artefact’s evaluation (e.g.
computer simulations, user tests, field studies), and option-
ally some generalizations in the form of recommendations
or guidelines of directions for future work.

The papers that do not belong to this category are human-robot
interaction user studies (i.e., how humans perceive, interact or live
with robots) and theory and methods in HRI (i.e., new theoretical
concepts, fundamental HRI principles beyond individual interfaces,
methods used for investigating various aspects of human-robot
interactions).

All articles were coded using the definition above to determine
which papers were artefact-centered (RQ 1). In addition, meta-data
on citation number, publication year, and authorship were recorded.
The coding was done via reading the abstracts, and when neces-
sary the full texts. Each article took an average of 5 mins. Fatigue
effects were mitigated by limiting coding to a maximum of 60 arti-
cles per day. The coding schema was discussed among all authors
regarding its application in HRI and to clarify the concepts. The
first author coded all papers from 2020 (around 10% of the whole
sample, as recommended by [51]) and prepared a summative table
to display which papers from the corpus were considered to be
artefact-centered. Then, the three authors had an open discussion
about the results of this pilot coding. The main discrepancy had to
with the different ways that the authors defined what an artefact is
in this context. One of the authors focused on the visual/embodied
components of a robot (e.g. form, interface, movement); whereas
the other two also considered its technical components (e.g. algo-
rithms, models, software) as an artefact. We decided to keep the
latter broad description of an artefact. Every instance of disagree-
ment was resolved in the order they appeared in the summative
table. Based on this negotiated agreement procedure, we considered
the coding reliability to be suitable for further analysis. All coding
was carried out by the first author.

To answer RQ 2, we used the number of citations for each paper
as indicated in the ACM Digital Library in December 2020. While
citation, as a proxy for research impact, does have some limitations;
it is widely accepted [74], also in design research [16, 20, 21]. Due to
the unequal sizes of the two groups (N of artefact-centered papers
= 242, N of others = 345), we used Welch’s unequal variances t-test
to compare the number of citations.

Regarding RQ 3, again following the methodology of [11], we
identified the artefact-centered papers with unusually high cita-
tions to extract strong concepts. Potentially, all artefact-centered
papers can contain strong concepts. However, the papers that were
cited more than average stand as stronger candidates since other
scholars were able to benefit from those studies (as indicated by
the citation count). Since RQ 3 is an investigation into determining
whether it is possible to generate contestable, defensible, and sub-
stantive strong concepts from existing artefact-centered papers, we
considered these papers to be a sufficient sample. In order to iden-
tify the artefact-centered papers with unusually high number of
citations, we first determined the mean and the standard deviation
of the number of citations for each year. Using these, we selected
all artefact-centered papers that were cited more than 1 standard
deviation above the mean number of citations for the year that

paper was published. Papers from 2019 and 2020 were excluded
from this analysis as only very few citations were yet available.

The selection procedure resulted in 23 papers. Following the
strong concept generation process of Höök and Löwgren [54] de-
scribed in the previous section, each of these papers were read
in detail by one of the authors, who noted down some potential
elements in the artefacts that could be of value in other design
situations. Later, the authors discussed these strong concepts they
identified, as well as the possible overlaps among the papers which
would highlight the importance of those particular strong concepts
even more [11]. Based on this discussion, two strong concepts that
covered several of the papers were chosen.

4 RESULTS
4.1 Percentage of artefact-centered papers in

the HRI Conference
RQ 1 involved investigating which portion of the HRI Conference
papers were artefact-centered. The distribution of the percentages
for each year can be seen in Figure 1 (range = 30%–54 %). The com-
bined mean of all years is 41.2%, which indicates that a significant
portion of all papers at the HRI Conference was focused on a par-
ticular artefact. This number is in line with the 42% that Barendregt
et al. [11] had found in relation to the number of artefact-centered
papers in the CCI Conference between 2003-2016 .

4.2 Impact of artefact-centered papers
RQ 2 sought to find out the relative impact of the artefact-centered
papers in the ACM community. AWelch two-samples t-test revealed
that the difference between the artefact-centered papers and the
other kinds of papers was statistically significant (t = 2.49,p <
0.01), meaning that the artefact-centered papers have been cited less
(M = 18.7, SD = 23.6) than the other kinds (M = 24.9, SD = 35.9).
This result indicates that artefact-centered papers have indeed a
lower impact in the field, in line with the findings of Barendregt
et al. [11]. It also corresponds with the studies in design theory,
which show that increasing levels of theory development predicts
significant increases in citation count (e.g. [16]).

4.3 Strong concepts in the artefact-centered
papers

RQ 3 involved investigating which defensible, contestable, and sub-
stantive strong concepts could be generated from already existing
artefact-centered papers at the HRI conference. 23 artefact-centered
papers with unusually high number of citations (i.e., more than 1
standard deviation above the mean for the artefact-centered papers
of that year) were chosen (Table 1). Theoretically, every artefact-
centered paper could include one or more strong concepts. Yet,
the strength of strong concepts comes from revealing the common
ideas and patterns that exist within a knowledge field. Although
we were able to identify multiple strong concepts from the 23
artefact-centered papers in our corpus (e.g. legibility of motion,
predictability, socially appropriate behavior), we decided to pursue
two primary strong concepts as they showed the highest overlap
between the papers, namely “grounding of communication” and
“same vs. other”. The papers which these strong concepts were
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Figure 1: Percentage of artefact-centered papers in the HRI Conference between 2006-2020

extracted from are indicated in Table 1 with an asterisk. In order
to show that these strong concepts have the potential to be con-
testable, defensible, and substantive, we will make some first steps
towards vertical and horizontal grounding in the next section.

4.3.1 Grounding Communication. Mutating the definition from
[24] and [97], by grounding of communication, we refer to the abil-
ity to nonverbally coordinate the content and process of commu-
nication, particularly mutual knowledge of each other’s presence,
coordination of each other’s attention, redirection of each other’s
attention to a reference object, or place of interest in the context of
communication and coordination of state, intention, and emotional
expression. It is a fundamental collaborative feature of human com-
munication that humans practice explicitly and implicitly when
interacting with other humans and animals [97].

Humans ground their communication in many ways: by adding
deixis (i.e., words to refer to time, place, and context like “here”,
“there”, “yesterday”, or nonverbal behaviors like pointing), backchan-
neling (i.e., verbal interjection like “uh-oh”, or nonverbal interjec-
tion like nodding), focusing, directing and redirecting attention
using gaze movements or gestures (e.g. pointing, following each
other’s gaze), and making iconic or metaphoric gestures (i.e., pan-
tomiming the physical representation of a concrete object or an
abstract concept) [24, 47, 97]. In human-robot interaction and in par-
ticular social robotics, the grounding of communication is consid-
ered essential to organize the human-robot goal-directed behavior
(e.g. going from A to B), and communicate intentions and affec-
tive states. Gaze, multimodal conversational gaze, gestures, conver-
sational gestures, non-anthropometric intent communication are
some of the behaviors that fall under grounding of communication
in HRI.

Andrist et al. [6], in our corpus of artefact-centered papers, offer
an example of grounding of communication strong concept related
to human-like gaze aversion. The authors studied the design of gaze
aversion, unveiling how it helps the robots to signal cognitive efforts

and regulates the conversation between humans and robots both at
the emotional (i.e., level of intimacy) and functional level (i.e., man-
aging the conversation floor). Another example is by Huang and
Mutlu [55], who demonstrated how dynamic Bayesian networks
help coordinate multimodal behaviors (i.e., gestures, speech, and
gaze) achieved natural content coordination during human-robot
interaction. Szafir et al. [94] designed a natural and intuitive flight
motion in order to communicate the intent of assistive free-flyers
(AFFs). They show how specific motion parameters and manipula-
tion of motion primitives of the AFFs help to coordinate the content
and process of communication with co-located users.

Horizontal grounding: While the grounding of communication
concept was established in the linguistics [24] and semiotics [47] for
human-human interaction, the grounding of communication con-
cept with agents and computers has been adopted in the HCI and
Human-Agent Interaction (HAI) fields to understand and design
computer- and agent-mediated communication. CSCW research has
significantly focused on grounding, unveiling much of the mech-
anisms, issues, and computer-mediated grounding opportunities.
For example, the seminal work of Cramton [26] demonstrated how
additional “grounding” behaviors are needed when interacting via
computer-mediated communication with dispersed collaborators,
since talking through a computer makes mutual coordination of
contextual knowledge difficult. Grounding is also fundamental in
remote collaboration systems, such as remote gesturing [61], and
in instant messaging systems to communicate affection [99]. In
Human-Virtual Agents Interaction, grounding is used and studied
with similar lenses as in human-like HRI research. For example,
Andrist et al. [5] studied how hybrid stochastic models from human-
human interaction can be applied successfully to virtual agents in
order to coordinate communication.

Vertical grounding: In HRI, the properties, design principles, and
implications of using gaze for grounding of human-robot com-
munication have been studied from many angles (e.g. cognitive
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modelling, knowledge representation, behavior coordination, affec-
tive regulation, design of social cues, nonverbal communication).
To give some examples, Lemaignan et al. [67] designed models for
knowledge representation and spatial planning to ground a col-
laborative task. Ros et al. [82] investigated ways to disambiguate
deictic communication to redirect attention to an object or subject.
In this strong concept, gaze is arguably the cue and mechanism that
it is studied with the most frequency. Admoni and Scasellati [2]
compiled a review of how HRI employed social eye gaze of robots to
coordinate social engagement, interaction and process. Mutlu [77]
showed that gaze not only coordinated the grounding process, but
actively grounded and shaped the content of human-robot conver-
sations and tasks. The grounding property of gaze has been studied
also for robots communicating in human-terms. Zaga et al. [103]
showed that minimal gaze movements of a low-anthropomorphic
robot are perceived by children as grounding social engagement,
redirecting attention and being helpful. Building on Zaga’s work,
Anderson-Bashan et al. [4] showed that abstract gaze grounded
people’s perceptions of an abstract robot. Human-like robot ges-
tures have been studied to replicate the grounding mechanism of
human-like deictic and metaphoric gestures (e.g. [87]). Lastly, Jung
[58] demonstrated how verbal and nonverbal behavior of a robot
shaped the interactional management of affective grounding.

4.3.2 Same vs. Other. The other strong concept we identified from
our corpus involves the ontology of robots, which we conceptual-
ized as a continuum. On the one side, there is the concept of same-
ness, that is, the replication of human-human interaction modalities
and dynamics as the determining factor for effective human-robot
interactions. This concept relates to the broad theme of anthro-
pomorphism and is grounded on the idea that if a robot acts like
a human, human-robot interaction would be facilitated [13, 105].
The other end of the continuum, otherness, is about the peculiar
non-human ways in which a robot can communicate. It is grounded
on the idea that humans tend to interpret actions of things—even
artificial—as intentional [49].

In our corpus, sameness can be seen in the work of Adalgeirs-
son and Breazeal [1], who demonstrated that a telepresence robot
with human-like social expressions enabled more engaging and
enjoyable interactions. Similarly, Shah and colleagues [89] showed
that the performance of a human-robot team improved when the
robot (i.e., Chaski) mimicked the behaviors and strategies observed
in human teams. Huang and Mutlu [55] used a dynamic Bayesian
network for modelling how humans coordinate speech, gaze, and
gesture and integrated the model into a robot’s behavior in order
to enable natural, multimodal interactions. Falling in the scope of
otherness, Saerbeck and Bartneck [85] revealed that some specific
motion characteristics of a robot could work as indicators of physi-
cal and mental states. Song and Yamada [91] explored the use of
unique colors, sounds, and vibrations to craft the expressiveness of
simple-shaped robots. Similarly, Szafir et al. [95] developed a unique
visual signaling mechanism for small flying-robots to communicate
directionality and facilitate co-located interactions with people.

The concepts of sameness and otherness translate not only into
different robot morphologies but also behaviors and roles; and these
have advantages and limitations. For instance, sameness facilitates
interactions that feel “natural” to humans; therefore, there is no

additional cognitive load required from the users to interpret the
actions of the robot. However, sameness can lead to uncanny feel-
ings when it is at its extreme [75] or elicit unrealistic expectations
from the robots, which often makes people to overestimate the
robots’ capabilities [102]. On the other hand, otherness supports
calibrating the expectations of the users (see the case of the robotic
vacuum cleaners eliciting low expectations in users [43]) and help
constructing the “pretense” situation that the humans and robots
are in [70]. However, at the same time it requires more interpreta-
tion and learning from the users, which might result in less effective
interactions [4].

These two concepts, however, are not mutually exclusive. Much
of the HRI work, in fact, presents aspects of sameness and other-
ness simultaneously. Satake et al. [86], for example, investigated the
appropriate ways of approaching people in public spaces (e.g. shop-
ping malls). The embodiment of the chosen robot (Robovie) had
human-like features—the head and the arms performed human-like
expressions; yet, the focus of the authors was on understanding the
possible interaction patterns emerging from the specific human-
robot interplay.

Horizontal grounding: This strong concept is related to the schol-
arship in the disciplines of humanities, STS, and philosophy which
has retired from perspectives that place human beings at its center.
The approach of Actor-Network Theory [64, 65], Object-Oriented
Ontology [18, 48], or Activity Theory [60] have been adopted by
the HCI community to imagine alternative futures in which objects
express agency in their own ways [22, 36, 83] (see also “more than
human design” [42, 45]). For example, Wakkary et al. [100] designed
Morse Things—a set of bowls and cups that independently commu-
nicate with each other through Morse code—in order to challenge
the human-centered focus in IoT and create a new understanding of
the relationship between humans and technologies through a thing-
centered approach. Similarly, Jenkins et al. [57] presented a set of
digital artefacts in order to illustrate the ways in which computing’s
agency is made material. In Human-Virtual Agents Interaction, the
tension between anthropomorphism and non-anthropomorphism
has been also discussed in relation to avatars (e.g. [9]) and conver-
sational agents (e.g. [7]).

Vertical grounding: Focusing on how the sameness and otherness
concepts shape the embodiment of robots, one can find a wide
spectrum of robotic artefacts in HRI: Robot replicas (e.g. the an-
droids developed by Hiroshi Ishiguro [56]), anthropomorphic robots
(e.g. Kismet [19] and Flobi [73]), hybrid robots (e.g. Keepon [63],
Shybo [70], and MeBot [1]), minimalistic robots (e.g. The Greeting
Machine [4], Kip1 [53], and Yolo [3]), and robjects (e.g. Mechanical
Ottoman [90], MicBot [96], and Ranger [41]). These robots present
a range from employing exact replicas of human-like features to
minimalistic and abstracted human-like behaviors. Sameness and
otherness also account for the interpretative processes that a hu-
man engages with when interacting with a robot. Seminal, in this
regard, is the work of Hoffman and Ju [52] who argued that the
robotic movements did not need to follow the human form in detail
to be interpreted as intentional. Lastly, there are also some excellent
speculative design projects that push the idea of “other” further. A
classic example is the Technological Dreams Series by [37], which
envision robots as technological cohabitants with their sometimes
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Year Title Citations
2008 A point-and-click interface for the real world: laser designation of objects for mobile manipulation 68
2008 Understanding human intentions via hidden markov models in autonomous mobile robots 70
2009 * How to approach humans?: strategies for social robots to initiate interaction 134
2010 An affective guide robot in a shopping mall 131
2010 * MeBot: a robotic platform for socially embodied presence 46
2010 Recognizing engagement in human-robot interaction 47
2011 * Perception of affect elicited by robot motion 44
2011 * Improved human-robot team performance using chaski, a human-inspired plan execution system 87
2011 Automatic analysis of affective postures and body motion to detect engagement with a game companion 113
2011 A conversational robot in an elderly care center: an ethnographic study 77
2012 Strategies for human-in-the-loop robotic grasping 82
2013 Legibility and predictability of robot motion 42
2013 Human-robot cross-training: computational formulation, modeling and evaluation of a human team training strategy 22
2014 * Conversational gaze aversion for humanlike robots 86
2014 * Learning-based modeling of multimodal behaviors for humanlike robots 59
2014 * Communication of intent in assistive free flyers 72
2015 * Communicating Directionality in Flying Robots 69
2015 When Children Teach a Robot to Write: An Autonomous Teachable Humanoid Which Uses Simulated Handwriting 70
2016 Design and Evaluation of a Rapid Programming System for Service Robots 15
2016 Emotion Encoding in Human-Drone Interaction 22
2017 * Expressing Emotions through Color, Sound, and Vibration with an Appearance-Constrained Social Robot 37
2018 Communicating Robot Motion Intent with Augmented Reality 30
2018 Improving Collocated Robot Teleoperation with Augmented Reality 30

Table 2: Artefact-centered papers with an unusually high number of citations (according to the ACM Digital Library in De-
cember 2020)

“alien” means of communication. Amplifying the unique charac-
teristics and “needs” of robots, Auger [8] focused on adapting the
context to robots, instead of adapting the robots to the context.

5 DISCUSSION AND CONCLUSION
Throughout this article we have suggested intermediate-level knowl-
edge forms as a necessary addition to broaden the scope of the HRI
research. This work was a methodological replication of the [11] for
the HRI domain, which revealed very similar results with the origi-
nal article. We have shown that currently one of the primary means
that the HRI field produces knowledge is by describing and evaluat-
ing a robot or a component of a robot, and that this kind of papers
generally have a lower citation number (and indirectly, a lower
impact) than their non-artefact-centered counterparts. We then at-
tempted to create more abstracted, generalizable concepts from 23
of such papers. These strong concepts were “grounding of communi-
cation” and “same vs. other”. Obviously, our aimwas not to diminish
the undeniable value of these studies and prescribe how researchers
should have done their work. Rather, we intended to search for
similar approaches researchers have taken in addressing common
problems in order to generate a more abstracted and sharable HRI
knowledge base. The artefacts in these artefact-centered papers
reflected a specific framing of a particular problem, situated them-
selves in an ecology of other artefacts that adopt similar framings or
use markedly different framings to address the same problem (e.g.
anthropomorphism or non-anthropomorphism). We aimed to make

these ecologies explicit in this work via the vertical and horizontal
grounding for those strong concepts.

Before discussing the implications of this work, there are three
relevant limitations to be considered. First, citations provide a
widely recognized measure of scientific impact but are less suited to
evaluating practical impact, for instance on patents, programming
tools, or robot design practice. As our focus was on the scientific
maturation of the HRI field, we did not focus on the knowledge
uptake in practice. Yet, it may well be that (some of) the artefact-
centered papers identified in this paper have been heavily support-
ing the HRI practice in companies/institutions. Therefore, this paper
should be considered in conjunction with more practice-focused
reflections. Second, corresponding with how theories are seen as
something not always stable and constant but as something unfold-
ing [80], strong concepts should also be described and discussed
as provisional [54]. The two strong concepts we identified follow
the spirit of the HRI field at this particular point in time, and may
become irrelevant after a short time period. Still, this would not di-
minish the value of such an exercise to seek underlying, abstracted
concepts between design instances. This brings us to the third limi-
tation that the suggested strong concepts in this paper do not claim
to cover all possible strong concepts that can be found through
an analysis of the HRI material or that the vertical and horizontal
grounding we have performed is complete [11]. Grounding requires
a deep and broad knowledge of related concepts, instances, and
theories, which would require a collective effort from the discipline
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(ibid). That is why the HRI field is in need of other intermediate-
knowledge forms such as annotated portfolios in order to identify
common ideas and patterns in the field holistically [71].

Going back to the criteria for assessing strong concepts—being
contestable, defensible, and substantive—we aimed to demonstrate
in this paper how the strong concepts of grounding for commu-
nication and same vs. other could be of relevance and valuable
for the field of HRI. Horizontal grounding serves the purpose of
showing the roots of a particular concept and how it is addressed
in other fields. For this reason, it helps to assess the novelty of the
knowledge contribution (i.e., contestability) [54]. In our brief hori-
zontal grounding attempts, we aimed to demonstrate this novelty
by pointing out to the origin of these concepts in humanities and
philosophy and making links to the HCI, HAI, and CSCW communi-
ties in order to describe how these concepts have been investigated
in these sister-fields. Vertical grounding was intended for showing
the defensibility, where the similar works of other scholars in HRI
provide the “evidence” for the validity of these concepts. Lastly,
maybe the most interesting one for the purposes of this paper, sub-
stantiveness is about the potential of the strong concept to be used
in designing new instances [54]. We have provided examples of
how the strong concepts have the potential to be generative at
various levels. For example, grounding of communication can be
generative both in the creation of design principles for grounding
(e.g. gaze behaviors, affective grounding) and the generation of
heuristics for grounding communication in HRI. In other words,
when the researchers/designers are faced with a new design chal-
lenge concerning creating intimacy between a human and a robot,
for instance, they can turn to the grounding of communication
strong concept and use it as a starting point. Similarly, the con-
cept of same vs. other could be purposefully addressed as a way of
tackling the nuances in shifting perspectives from human to the
non-human, and playing around with emulation or translation, and
abstraction of human-human interaction modalities. The horizontal
and vertical grounding behind these concepts, as well as the exam-
ple applications of the concepts by others could also function as
inspiration and reference [11]. One can use the two strong concepts
identified above to build on the examples, employ the approaches
in a future design problem, and eventually, leverage the knowledge
created by the resulting artefacts.

However, strong concepts, and other forms of intermediate-level
knowledge for that matter, are rarely addressed or still completely
missing in the HRI community [71]. Our argument is that the con-
ceptual value of these types of knowledge would make them par-
ticularly meaningful for advancing the disciplinary understanding
of what a robot is, how it should interact with people, and what
purposes it should serve. Gaver [44] gave various characteristics
as to what design theory emerged through RtD could be. These
are “generative”, “suggestive”, “provisional”, “aspirational”, “anno-
tative”, which point to a very different identity from the descriptive
and empirical methodologies of the current HRI. Even though the
field has started to welcome discussions on what HRI research is
and the best ways of “doing” it, and the community members are
urged to have an “open mind to adopt whatever methodology is
appropriate for the particular research questions” [33, 44], accept-
ing these new knowledge generation forms could be a challenge.
As the DIS and CHI communities have already recognized RtD as a

valid knowledge contribution, HRI researchers/designers can join
forces with the HCI community to promote RtD and intermediate-
level knowledge in HRI. This entails discussing which RtD methods
might be relevant for HRI and what sorts of contributions these
could make in the scientific growth of the discipline. Furthermore,
as Luria et al. point out, publishing about RtD on HRI topics in DIS
and CHI conferences have the potential to create a growing group
of researchers that are on the intersection of these fields and allow
RtD to enter HRI more naturally [72], which was also one of the
intentions behind this paper.

Another way forward for the HRI community is to demonstrate
how original and transferable knowledge, such as strong concepts,
has emerged through design processes. This requires a rigorous
documentation of progress and evolution of artefacts. Such docu-
mentation would make it possible to see a chain of reasoning that
leads to a final artefact [17, 23] and build clearer links between the
artefact and the knowledge generated [35]. Furthermore, detailed
descriptions of the design process and related micro-assumptions
allow for replication (i.e., one of the main problems in the HRI field
identified by [31]) and bring transparency and rigor to the whole
research process. The lack of proper documentation is a problem
even in the HCI community [10, 17, 23, 92], with only few models
meant for scholarly reporting of the RtD activities, e.g. [10, 79, 84].
Desjardins and Key [35] discuss that the RtD process is more like
“a mesh of lines that cross” than a “chain”. The artefacts of RtD
emerge within and throughout the mesh, instead of appearing as
an end point. HRI, on the other hand, currently have a linear way
of generating knowledge (or at least this is how it is presented in
the scholarly publications), probably because of the discipline’s
roots in engineering and psychology. The organic configurations
that RtD enable for producing knowledge may become a challenge
for the field to accept. Yet, we strongly advocate that engaging
with questions such as how the work was done and which kind of
underlying assumptions and questions were explored would enable
the HRI researchers to foster awareness regarding the rationale
behind their specific design choices and identify the actions that
correspond with these.

This paper is an invitation to the HRI community to engage
in conversations with the DIS and CHI communities, get inspired
by the evolutionary broadening that the these communities went
through in the past decade [81] to establish RtD as a valid means
for generating knowledge [92], and collaborate within or outside of
the discipline boundaries to find out how bridging towards design
research would produce intermediate-level knowledge [54]. All
these efforts would support the HRI field to move forward, create
a foundation of knowledge to be referred to and built upon, as
well as could favor mutual cross-pollination between the two fields
[71]. The artefacts of HRI exhibit autonomy and are geared to
establishing relationships with people [34]. Engaging with the HRI
field would enrich the discussion in the DIS community about
what should be considered as an artefact and what, as interaction
designers, we can learn from these complex artefacts (and the novel
relationships they do and could build with humans) where it is
difficult to disentangle design and engineering [71].
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