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summary

The Netherlands is undergoing a major transformation in its energy landscape as it pursues ambitious
climate goals, including achieving climate neutrality by 2050 [50]. Central to this transition is a rapid
shift towards electrification and the decentralization of energy production, with households, businesses,
and industries increasingly relying on electricity from renewable sources such as solar and wind [53].
However, this transformation has placed significant stress on the existing electricity grid. Grid conges-
tion has become a pressing concern, already affecting nine out of twelve Dutch provinces [35]. It delays
new business connections, hinders housing development, and threatens to stall progress on national
climate targets [53].

At the core of this issue lies a misalignment between the evolving demands on the electricity grid
and its physical and operational capacity. The Dutch electricity grid, particularly at the medium- and
low-voltage distribution level, was never designed to handle such dynamic, bidirectional flows of power
[30]. Adding to this challenge is the high degree of uncertainty surrounding future developments in
electricity demand, technology adoption, and policy direction. Factors such as the rate of electric ve-
hicle (EV) uptake, the adoption of electric heating systems, and the pace of solar photovoltaic (PV)
deployment introduce complexity and unpredictability that traditional planning methods—based largely
on deterministic forecasts—struggle to accommodate.

This thesis addresses a critical gap in current grid planning approaches: the absence of a structured
method for incorporating deep uncertainty into long-term investment strategies for medium-voltage dis-
tribution networks. While Robust Decision Making (RDM) has been explored in the context of transmis-
sion expansion and national-level energy planning [57], no peer-reviewed studies to date have applied
RDM to distribution network expansion planning. This represents a significant research gap, especially
given the increasing congestion and complexity at the distribution level due to decentralized energy
resources. Traditional planning methods—such as deterministic or stochastic models—often rely on
historical data and predefined probabilities, making them ill-suited to handle the deep uncertainty sur-
rounding future demand, technology adoption, and infrastructure delays [19]. To address this, the
present study applies RDM, supported by the Exploratory Modeling and Analysis (EMA) Workbench,
to stress-test and improve the robustness of Stedin’s distribution network investment plan. In doing so,
it provides the first academic application of RDM in this context and introduces an adaptive, scenario-
based framework for planning under uncertainty.

The central research question of this thesis is: How robust is Stedin’s investment plan for distri-
bution network expansion under deep uncertainty? To answer this question, three sub-questions
guided the research:

1. What are the key characteristics of long-term uncertainty in distribution network expansion plan-
ning?

2. What is the design of a simulation model that can effectively stress-test a distribution network
expansion plan across multiple scenarios?

3. What actionable advice can stress-testing provide for Stedin’s investment decisions?

Through a combination of literature review and a focus group with professionals from Stedin, eleven
critical uncertainties were identified. These included behavioral variables (e.g., EV charging patterns),
technological developments (e.g., shore power and rooftop solar), and infrastructural variables (e.g., de-
lays in ring relocation). These uncertainties were structured using the XLRM framework, which helped
categorize the relationships between uncertainties (X), decision levers (L) like relocation of rings and
adding a new substation, system relationships (R), and the performance metrics (M) capacity risk and
cost.
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Following the identification of key uncertainties, a simulation model was developed and implemented
in the EMA Workbench to replicate the behavior of a representative medium-voltage distribution net-
work in Stedin’s service area. The model incorporated a baseline of existing infrastructure, projected
demand profiles, and Stedin’s proposed investment levers, including substation construction and ring
relocation. To explore how the network performs under diverse future conditions, the model was cal-
ibrated with real-world data and evaluated by randomly sampling discrete scenario pathways. This
approach enabled the generation of thousands of plausible scenarios by systematically varying the
identified uncertainties, providing a comprehensive basis for stress-testing the robustness of the in-
vestment plan. The primary outcomes evaluated by the simulation model are capacity risk and cost.
Here, capacity risk refers to the risk of insufficient grid capacity to meet future electricity demand due to
deep uncertainties in demand growth, technology adoption, and infrastructure delays. These metrics
enable a robust assessment of how well Stedin’s investment plan can perform under a broad spectrum
of uncertain futures.

The simulation results revealed that Stedin’s original investment plan was not robust: the current sub-
station experienced capacity risks in 100% of simulated scenarios. Significant vulnerabilities emerged
in the mid-term—particularly around 2034 and 2037—as well as in the long-term years 2049 and 2052,
highlighting the plan’s inability to cope with a wide range of uncertain futures. To better understand
these weaknesses, the Patient Rule Induction Method (PRIM) was used to identify clusters of high-risk
scenarios. Based on these insights, a second iteration of the investment plan was developed. This
revised plan involved realizing the new substation as early as 2025—rather than relying on a demand
threshold trigger—and ensuring that upcoming solar parks would be connected exclusively to the new
substation, rather than adding further load to the existing one. This adjusted strategy demonstrated a
marked improvement in robustness across simulated futures. On the basis of these results, a set of
prioritized recommendations for Stedin was developed using the MoSCoW framework.

1. Must-have
These are the most urgent and impactful actions that should be prioritized:

« Start construction of the new substation in 2025, independent of the original 40,000 kW
demand threshold. Early construction addresses sharp demand increases expected after
2028 and significantly reduces capacity risks peaking in 2034 and 2037.

» Manage rooftop solar PV growth on industrial buildings proactively by:
— Conducting detailed grid impact studies before approving new rooftop solar projects on
industrial buildings, especially in vulnerable areas.

— Promoting co-located battery energy storage systems to absorb excess generation and
mitigate reverse power flows.

2. Should-have
These actions support the effectiveness of the must-haves and reduce the risk of failure:

» Ensure timely delivery of the new substation through robust project management, contin-
gency planning, and active stakeholder coordination. Delays of even one to two years sig-
nificantly increase capacity risks in 2031 and 2034.

3. Could-have
These are beneficial long-term actions that can enhance future robustness:

+ Plan for additional capacity expansions after 2046, such as a potential third substation or
upgrades to existing infrastructure.

» Explore flexible operational strategies, like dynamic load management, to accommodate
future rooftop solar PV expansion and improve grid robustness.

4. Won’t-have
These are actions outside Stedin’s scope or with limited influence:

+ Avoid interventions focused on societal developments such as air conditioning adoption rates
or heat transition rollout speed, as these are largely outside Stedin’s direct influence.
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In conclusion, the second iteration of Stedin’s investment plan marks a meaningful improvement in ro-
bustness compared to the original threshold-based plan. The proportion of scenarios in which the new
substation faces no capacity risk remains relatively stable—around 46.6%—but the current substation
sees a notable improvement, rising from 0% in the original plan to 23.4% in the updated plan. However,
the analysis also reveals that capacity risks remain in the majority of simulated futures, indicating that
even the updated plan does not yet meet the threshold for full robustness. Temporal analysis shows
mid-term vulnerabilities at the current substation, especially in 2031 and 2034, largely driven by delays
in infrastructure delivery. Meanwhile, risks at the new substation emerge primarily in the long term
(2049 and 2052), driven by high levels of decentralized solar PV generation. These patterns suggest
that infrastructure investments alone will not be sufficient. Strengthening the robustness of the dis-
tribution network expansion plan will require timely execution of critical upgrades alongside targeted,
non-infrastructure measures—particularly around rooftop solar management. While the revised plan
is a significant step forward, further adaptive actions are essential to ensure robust and reliable grid
performance across a deeply uncertain energy future.
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Introduction

1.1. Background

The Netherlands is facing a growing electricity grid crisis as it accelerates towards its 2050 climate
neutrality goal [50]. Businesses are being told they must wait years for new electricity connections,
while housing developments are delayed due to limited grid capacity [53]. Grid congestion is no longer
a distant concern—it is already slowing the energy transition and threatening economic growth.

Currently, nine out of twelve provinces in the Netherlands are experiencing grid congestion, causing
delays in connecting new businesses, homes, and clean energy projects [35]. These challenges are
expected to intensify as electric vehicle (EV) adoption, heat pump installations, and solar photovoltaic
(PV) systems realization continue to accelerate [14]. Demand peaks—such as mass EV charging
and home heating on cold evenings—combined with the intermittent nature of renewables, introduce
volatility that the grid was never designed to manage [30]. If these trends continue, up to 1.5 million
households could be affected by congestion by 2030 [35].

At the core of this crisis lies a profound shift in how electricity is produced and consumed—marked
by decentralization, electrification, and variability. Households, industries, and transportation rapidly
electrify, while fossil fuels are being phased out in favor of renewable sources such as wind and solar
[53]. To meet European climate targets—such as a 55% CO, reduction by 2030 and the broader ambi-
tions of the European Green Deal—the Dutch energy system must undergo a large-scale, accelerated
transition [36, 33]. This transformation is pushing the electricity grid far beyond what it was originally
designed to handle. The system, once built for predictable, one-directional energy flows from large,
centralized power plants, must now absorb growing and fluctuating demand from electrified house-
holds, industries, and vehicles. At the same time, it must accommodate large volumes of renewable
electricity—much of it generated locally through decentralized sources such as rooftop solar and on-
shore wind. These shifts were not anticipated when much of today’s infrastructure was developed—and
adapting to them is neither straightforward nor quick [15]. As a result, grid operators and policymakers
face difficult decisions about how, where, and when to invest in expansion, often without clear guidance
on which strategies will remain effective in the face of ongoing change.

The Dutch electricity grid consists of a high-voltage transmission network managed by TenneT and
medium- and low-voltage distribution networks operated by Distributed System Operators (DSOs) such
as Stedin and Alliander. TenneT oversees the bulk transport of electricity across the country, while the
DSOs ensure that electricity reaches households, businesses, and other end users through local sub-
stations [51]. Historically, this system has delivered reliable power. However, today’s surge in electricity
demand and the decentralized growth of renewable generation create severe capacity bottlenecks, par-
ticularly at the distribution level [36].

Long-term grid expansion strategies are essential to address the growing risk of grid congestion and
ensure the energy system can support future demands. Recognizing the need for urgent action, the
Dutch government launched the National Grid Congestion Action Program, focusing on accelerating
grid expansion, optimizing infrastructure, and enhancing energy flexibility [36]. While there is a system-
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atic approach to grid planning, Alliander (2023) stresses the need for long-term solutions, including grid
expansion and strategic investments. However, existing planning approaches do not adequately ac-
count for the deep uncertainties surrounding demand growth, technology adoption, and policy changes,
which could result in either underinvestment or overinvestment. Therefore, a more robust and flexible
framework for long-term grid investment planning is crucial to ensure the grid can meet the demands
of a rapidly changing energy landscape [29].

1.2. Problem definition

A key barrier to adequately plan grid expansions is the deep uncertainty surrounding the future of
electricity demand and renewable energy development. The energy transition is transforming both the
scale and shape of electricity use, but the exact trajectory of this transformation is inherently difficult
to predict [37]. Yet, grid planning in the Netherlands relies predominantly on deterministic forecasts,
single-scenario projections that assume a stable and predictable evolution of demand and supply [56].
This approach offers limited insight into the wide range of possible futures facing the grid.

The sources of uncertainty for grid expansion planning are numerous and interconnected. On the
demand side, growth depends, among others, on the rate of EV and heat pump adoption and the
extent to which industry electrifies its operations [5]. These trends are shaped by consumer behavior,
market developments, and policy interventions—each of which can change rapidly. On the supply
side, the expansion of renewable energy is influenced by subsidies, permitting processes, and spatial
constraints. The variable output of solar and wind energy adds further complexity to grid planning [7].

Emerging technologies offer potential solutions—but also introduce new uncertainty. Large-scale
batteries, vehicle-to-grid integration, and demand-side flexibility could significantly reshape grid dynam-
ics, yet their timing, scalability, and regulatory integration remain unclear [59]. Policy adds an additional
layer of unpredictability: national decarbonization goals, local zoning regulations, and financial incen-
tives may shift with political priorities, creating instability in long-term planning [12]. Finally, local and re-
gional developments often deviate from expectations. Housing construction, industrial expansion, and
regional economic trends can diverge from official projections, creating unforeseen pressure points in
distribution networks [7].

These factors create a planning environment defined by deep uncertainty. This type of uncertainty
arises when future developments lack known probability distributions and when decisions impact stake-
holders with conflicting values and objectives [25]. Grid expansion decisions affect a wide range of ac-
tors, including network operators, policymakers, consumers, industries, and local communities, each
with potentially conflicting interests and risk perceptions. In such a context, traditional planning meth-
ods that optimize for a “most likely” future are no longer adequate. Instead, ensuring the long-term
robustness of the electricity grid requires adaptive and forward-looking planning approaches: methods
capable of identifying vulnerabilities of a plan across a wide range of scenarios, incorporating diverse
stakeholder perspectives, and enabling decisions that can adapt as conditions and interests evolve.

1.3. Research objective and question

This study adopts an unbundled market perspective, in which developments such as rooftop PV deploy-
ment are considered external uncertainties rather than controllable variables for infrastructure planners.
This research focuses on the expansion planning for a medium voltage distribution network operated
by Stedin, specifically the area served by substations A (50/13 kV). In this region, electricity demand
and renewable energy developments are expected to grow substantially in the coming years. As a
result, there is a risk that the existing grid infrastructure will become inadequate to meet future capacity
requirements. To address this challenge, Stedin has developed an investment plan aimed at expanding
and reinforcing the network. However, given the deep uncertainties surrounding future demand growth,
renewable energy adoption, and technological developments, it is crucial to assess whether this plan
is sufficiently robust under a wide range of possible futures.

This study applies the Robust Decision Making (RDM) method to evaluate alternative rerouting
strategies. RDM is a decision-support approach designed to identify investment strategies that perform
well across many plausible future scenarios, rather than relying on a single forecast or best estimate
[57]. By stress-testing plans under uncertainty, RDM helps identify potential vulnerabilities, ultimately
enhancing the robustness and performance of the plans.

The analysis will employ the Exploratory Modeling and Analysis (EMA) Workbench. This tool allows
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grid planners to simulate thousands of future scenarios and assess the performance of alternative
expansion strategies [21]. The research question that will be addressed is:

How robust is Stedin’s investment plan for distribution network expansion under deep
uncertainty?

1.4. EPA relevance

This study aligns with the mission of the Engineering and Policy Analysis (EPA) program by address-
ing a key societal challenge, ensuring robust electricity networks amidst growing demand and uncer-
tainty. The complexity of electricity grid expansion planning extends beyond technical challenges as
many stakeholders are affected. Effective long-term planning must balance the needs of policymak-
ers, businesses, and consumers, ensuring equitable energy access and avoiding situations where
certain groups face disadvantages such as delays in connection or higher costs. Importantly, capacity
shortages can also hinder the energy transition itself. Without sufficient infrastructure, households and
businesses may be unable to adopt sustainable technologies such as electric heat pumps, EV charging
systems, or even connect new assets to the grid. This can exacerbate regional disparities and delay de-
carbonization efforts. Congestion is already unevenly distributed across the Netherlands, with certain
regions and sectors being hit harder than others. For example, in some residential areas with long, thin
low-voltage cables, rooftop solar panels are frequently disconnected without warning due to voltage
congestion [24]. Homes located farther from the local transformer are typically the first to be affected,
while those closer to the transformer continue operating normally. As a result, some households lose
out on solar earnings more often than their neighbors—despite living on the same street. This uneven
impact highlights not only the technical limitations of the grid, but also raises broader concerns about
fairness and energy justice. By applying RDM in this context, this research integrates technical, eco-
nomic, and social considerations into grid planning. The approach helps identify strategies that perform
well across a wide range of possible future developments. In doing so, it supports decisions that are
robust, adaptable, and fair—ensuring that investments in the electricity grid contribute not only to en-
ergy security and climate goals, but also to social equity. This contribution is closely aligned with the
EPA program’s broader goal of supporting policy-relevant decision-making under deep uncertainty.

1.5. Outline

This chapter has outlined the problem this research aims to address and formulated the research ob-
jective and question to achieve this goal. Chapter 2 reviews the state of the art in distribution network
expansion planning, with a focus on how long-term uncertainties are addressed. Key research gaps
are identified, highlighting the need for change. Chapter 3 outlines the research design, detailing the
methodological approach used to answer the research questions. A flow diagram illustrates the over-
all research process, and each sub-question is paired with the specific method used to address it. In
Chapter 4, the first sub-question is discussed and the conceptualization of the distribution network is
presented, forming the foundation for subsequent analysis. Chapter 5 covers the data preparation
and cleaning procedures, followed by an exploratory data analysis (EDA) to identify key patterns and
trends. Chapter 6 centers on model implementation, explaining the development and application of
the simulation model. Chapter 7 presents the simulation results, upon which a PRIM analysis is per-
formed to evaluate the influence of various variables. Key trigger points that may require adjustments
are identified, and the model is rerun with the updated investment plan to test its adaptability under dif-
ferent scenarios. Chapter 8 offers practical advice on how to improve the investment plan. The thesis
concludes with a discussion in Chapter 9 and final conclusions in Chapter 10.



Literature review

2.1. Literature search strategy

The aim of this literature review is to support the central research question: How robust is Stedin’s
investment plan for distribution network expansion under deep uncertainty? To structure the
search, three key concepts were derived directly from the research question:

+ Distribution network expansion captures the technical and strategic challenges of scaling elec-
tricity infrastructure to meet future demand

* Planning under deep uncertainty relates to how unpredictable developments—such as fluctu-
ating demand, renewable energy integration, and policy changes—affect long-term infrastructure
decisions

* Robustness of investment plans refers to approaches for testing whether long-term plans re-
main effective across a wide range of uncertain future conditions

These three concepts informed the development of search keywords and variations, which were used in
an iterative and exploratory literature search using Google Scholar as the primary tool. Google Scholar
was chosen for its broad coverage of peer-reviewed academic publications, including journal articles,
conference papers, and theses.

Search terms were used both individually and in combination—for instance, pairing “distribution
expansion planning” with "uncertainty” or combining "robust decision-making” with “electricity grid"—to
reflect different dimensions of the research question. Table 2.1 summarizes how each concept was
translated into keywords, along with representative sources.

After receiving the search results, an initial screening was conducted by reviewing the titles and
publication dates of the articles to ensure topical relevance and a balance between foundational liter-
ature and more recent developments. For titles that appeared relevant, the abstract was read. If the
abstract aligned with the focus of the literature review, the article was read in more depth. Articles were
included based on their contribution to the understanding of uncertainty in electricity grid expansion,
planning methods, and scenario-based approaches.

Keywords / concepts Selected sources
Deep uncertainty [54]

Adaptive and robust planning in grid distribution expansion [58, 26]

Smart grids and renewables [34]

Distribution expansion planning with uncertainty [27]

Uncertainties in distribution grid expansion [3]

Distribution grid planning [19]

Multi stage optimization distribution grid planning [40]

Table 2.1: Overview of concepts and related sources

4
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In addition to general academic sources, targeted searches focused on the Dutch context. For
example, searches such as “grid congestion in the Netherlands” led to the inclusion of a relevant master
thesis by Michiel van Dalsum. This source was used for snowball sampling, which brought in additional
relevant works including [14] and a report by [31] on Dutch grid constraints.

To ensure inclusion of key contributions in the field of planning under deep uncertainty, targeted
searches were conducted for publications by Jan Kwakkel, a leading researcher in this domain. Kwakkel
is known for his extensive work on robust decision-making, adaptive policy design, and exploratory mod-
eling. He is also the primary developer of the EMA Workbench, an open-source tool widely used for
scenario discovery and decision support under conditions of deep uncertainty. As such, his publica-
tions represent a significant portion of the methodological foundation for this review. Relevant works
identified through this targeted search include [21, 23], along with joint publications by Kwakkel and
Haasnoot and Shavazipour et al. published in 2021 and 2025, which offer valuable insights into the
use of modeling, simulation, and decision frameworks for electricity grid planning under uncertainty.

Lastly, literature related to the application of RDM within the Gridmaster project was identified
through a direct Google search. This search was based on prior knowledge that the RDM approach
had been applied in this context. The search led to the inclusion of [57], a publication that documents
the use of RDM in electricity grid planning.

2.2. Definition of core concepts

Before analyzing the state of the art in grid planning, it is essential to define the three key concepts
that underpin the challenges and solutions discussed in this chapter: grid congestion, deep uncertainty,
and adaptive and robust planning.

Grid congestion occurs when electricity flows in the distribution network exceed the technical limits
of the infrastructure, such as thermal ratings of cables or transformers, or voltage tolerances. Grid
congestion is not simply a matter of demand exceeding supply. It occurs when conditions such as
thermal overloads, voltage instability, or forced curtailment of generation or demand create operational
constraints that compromise the reliable functioning of the grid [3]. Traditional electricity grids were
designed for centralized power generation with predictable power flows [31]. However, the increas-
ing integration of distributed energy resources (DERs)—such as PV systems, wind turbines, EVs, and
battery storage—has fundamentally altered this landscape. These DERs introduce bidirectional power
flows and heightened variability in supply and demand, creating localized congestion issues that re-
quire new planning methodologies [14].

A major challenge in addressing congestion is deep uncertainty, a concept introduced in the previ-
ous chapter to describe situations where future developments are highly unpredictable and difficult to
quantify [54]. Conventional risks, while uncertain, are often situations where possible outcomes and
their probabilities can be estimated based on historical data or well-understood models. For example,
equipment failure rates represent conventional risks that can typically be quantified using probabilistic
forecasting based on historical data. In contrast, deep uncertainty arises when key variables, relation-
ships, or external conditions are not well understood or are subject to rapid and unprecedented change.
This means that not only are the outcomes unknown, but the probabilities themselves cannot be reliably
assigned or may change over time. In the context of electricity grid planning, this includes uncertainties
related to technological innovation, policy shifts, or societal changes that could dramatically alter future
demand and supply patterns. Because these factors are not easily modeled or predicted, standard prob-
abilistic methods fall short. Instead, planners must rely on robust and adaptive strategies—approaches
designed to perform well across many plausible futures and to accommodate the perspectives of mul-
tiple stakeholders with potentially conflicting interests, without relying on precise probability estimates.

To navigate these challenges, planners are increasingly turning to approaches that are both robust
and adaptive. Robust planning aims to ensure acceptable performance across a wide range of plausi-
ble futures, rather than optimizing for a single predicted scenario [38]. Adaptive planning, on the other
hand, enables decisions to evolve over time in response to new information or changing conditions [57].
While traditional grid investments—such as cable reinforcements and substation upgrades—are often
seen as rigid and capital-intensive, they too can be made adaptive. For example, a ring configuration
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can be designed to convert into a new substation once demand surpasses a certain threshold. When
planned with flexibility in timing or scale, such physical infrastructure can contribute to both robustness
and adaptivity under deep uncertainty. Smart grid technologies—like sensors, automation, and real-
time energy management—further enhance adaptivity by enabling short-term operational flexibility [34].
By combining these physical and digital strategies, and embedding both robust and adaptive principles
across investment types, planners can better manage long-term uncertainty while ensuring system
reliability.

2.3. State of the art

Building on the foundational concepts of congestion, deep uncertainty, and adaptive and robust plan-
ning, this section reviews the latest approaches to distribution network expansion planning under long-
term uncertainty.

2.3.1. Current approaches to long-term grid expansion planning under deep un-

certainty

Traditional grid planning methods rely primarily on deterministic or probabilistic approaches that use
historical data to forecast future conditions [19]. However, these methods struggle under deep uncer-
tainty, where future developments cannot be reliably predicted. Many existing approaches attempt to
address uncertainty using stochastic methods, which model it through probability distributions derived
from past data [26]. While this can be effective in stable environments with well-understood risks, it
becomes problematic in dynamic contexts like the energy transition, where probabilities are difficult to
define and emerging risks may not follow historical patterns. As a result, these models may offer a
false sense of precision and fail to account for disruptive or unknown developments. Moreover, they
often fail to capture systemic risks, such as cascading failures, which can be triggered by high-impact,
low-probability events. While these operational risks are important considerations in grid security, the
focus of this research is on long-term capacity challenges driven by structural developments in the en-
ergy transition. Therefore, operational risk management falls outside the scope of this study.

One major driver of uncertainty is the rapid transition from fossil fuels to renewable energy sources,
particularly PV systems and wind turbines. These DERSs introduce volatility into the grid, leading to chal-
lenges such as voltage instability, reverse power flows, and overloading of grid components [3]. While
research has explored proactive control strategies—such as optimal controller placement to manage
voltage fluctuations—these solutions alone may not be sufficient to address long-term uncertainties [3].

Another critical challenge lies in balancing long-term investment decisions with short-term operational
constraints. Renewable energy sources, with their fluctuating outputs, introduce significant variability.
If this variability is not incorporated into planning, it can lead to inefficiencies. To effectively manage
both short-term variability and deep long-term uncertainty, multistage planning frameworks have gained
traction. These frameworks enable phased investments and adaptive adjustments over time, allowing
planners to respond flexibly as conditions and information evolve [27]. This approach enhances deci-
sion quality by delaying costly infrastructure upgrades until they are truly necessary, thereby reducing
financial risks associated with uncertain energy transitions.

An example of this approach is the multi-stage co-optimization framework proposed by [40], which
integrates long-term infrastructure investments—such as the addition of distributed generation and
new feeders—with operational strategies like network reconfiguration. Their model demonstrates how
staged investments can be optimized alongside flexible operations, allowing the grid to adapt more
effectively to evolving conditions and deep uncertainty.

At the same time, emerging technologies in the smart grid landscape—such as Virtual Power Plants
(VPPs) and community-based prosumer networks—offer complementary solutions to the challenges
posed by distributed energy integration. VPPs aggregate distributed energy resources, storage, and
controllable loads, enabling decentralized optimization of energy flows and improving market respon-
siveness [34]. Prosumer communities, by sharing and trading energy within localized grids, contribute
to local balancing. While these models primarily focus on operational flexibility and market dynamics,
they also play a key role in adaptive grid planning strategies. By enhancing the grid’s ability to cope
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with variability, they support traditional infrastructure investments and provide a dynamic response to
the uncertainties faced in long-term planning.

These emerging models show that decentralized coordination is both feasible and impactful. How-
ever, much of the existing research on smart grids and microgrids remains narrowly focused. Many
studies emphasize localized technical robustness without adequately addressing the broader, large-
scale challenges of distribution network expansion—particularly in the context of long-term uncertainty
and diverse stakeholder interests. At the same time, network planning for both transmission and dis-
tribution networks continue to struggle with future uncertainties. Transmission expansion planning is
more mature, with established frameworks for long-term capacity forecasting and investment decision-
making. However, these frameworks still face significant challenges in managing deep structural un-
certainty, particularly as energy systems become increasingly complex and decentralized. Distribution
network planning, on the other hand, faces additional complexities, such as localized congestion and
high penetration of distributed energy resources, yet it also lacks robust methods to incorporate un-
certainty into strategic decision-making. These gaps underscore the need for systematic, data-driven
approaches that integrate stakeholder perspectives and address long-term uncertainty at scale.

2.3.2. Integrating adaptive and robust planning in grid expansion

To overcome the limitations of traditional planning, researchers increasingly incorporate adaptive and
robust planning principles into grid expansion strategies. As discussed earlier, these approaches focus
on maintaining flexibility and performance across a range of uncertain futures.

In practice, adaptive planning enables decision-makers to revise investment strategies in response
to real-time indicators. For example, trigger-based mechanisms can activate grid upgrades when spe-
cific thresholds—such as rising DER adoption or increased peak loads—are crossed. Robust planning,
in turn, focuses on identifying strategies that perform reasonably well across multiple plausible futures,
mitigating the risks of stranded assets or unmet demand if reality deviates from forecasts.

To address the challenges of uncertainty and limited coordination in unbundled electricity markets,
recent studies propose integrating distributionally robust optimization (DRO) into grid expansion plan-
ning. For example, [58] develop a two-stage DRO-based model for joint planning of electric vehicle
charging systems and distribution networks. Their approach explicitly models uncertainties in dis-
tributed generation and EV charging demand without relying on centralized control or perfect foresight.
The method achieves reliable investment decisions by balancing economic costs with reliability bene-
fits quantified through failure rate—based metrics. By embedding uncertainty directly into the planning
framework, the model offers robust performance across a range of plausible futures and remains ap-
plicable within regulatory constraints of unbundled systems.

While this approach significantly improves robustness over deterministic methods, it still relies on
a predefined uncertainty set and lacks mechanisms for iterative, adaptive adjustment as new informa-
tion emerges. This is where RDM offers complementary benefits, by enabling planners to examine a
broader space of possible futures and to embed adaptive triggers more dynamically, as discussed in
the next section.

2.3.3. RDM in grid expansion planning

RDM has been proposed as a promising approach for managing long-term uncertainties in grid expan-
sion planning. Unlike traditional static methods, RDM focuses on stress-testing investment strategies
across a broad range of possible futures to identify vulnerabilities and robust solutions [55]. One key
feature of RDM is the use of trigger conditions—specific indicators that signal when an adjustment
to the expansion strategy is needed [57]. For instance, the Gridmaster project identified eleven key
drivers that could serve as triggers for adaptive investments to prevent capacity bottlenecks.

A core component of RDM is large-scale scenario stress-testing. By evaluating investment path-
ways under thousands of potential futures, RDM can identify weaknesses in grid expansion strategies
that might not be apparent when relying on a limited set of predefined scenarios. For example, the
Gridmaster project analyzed 10,000 scenarios to assess the robustness of various investment plans,
suggesting potential advantages over conventional planning methods that typically rely on only three
to four scenarios [57].

The EMA Workbench is a key tool supporting RDM by enabling planners to assess the robustness of
different strategies through structured, large-scale simulation of diverse uncertainty scenarios [21, 23].
By systematically identifying vulnerabilities and opportunities, EMA facilitates the development of flexi-
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ble and robust investment strategies for long-term grid expansion planning.

Despite its advantages, the practical application of RDM in decision-making remains limited. While
it has been successfully applied in one exploratory case (Gridmaster), real-world adoption has been
slow due to its complexity and the cognitive burden it places on decision-makers [39]. Planners must
weigh trade-offs across thousands of uncertain futures—an overwhelming task without intuitive, user-
friendly tools. This cognitive load can hinder engagement and limit the accessibility of RDM in practical
distribution planning contexts. These challenges are particularly pronounced in distribution network
planning, where localized congestion issues and uncertainty about DERs require adaptive decision-
making. While RDM has been explored in the context of transmission expansion, no peer-reviewed
studies to date have applied RDM to distribution network expansion planning. This represents a signif-
icant research gap.

Additionally, many studies focus on methodological advancements rather than direct engagement
with decision-makers, limiting their practical impact. Integrating interactive frameworks, where decision-
makers actively contribute to solution generation, could improve confidence in the strategies chosen
and enhance implementation success [39]. This is particularly relevant in distribution networks, where
ongoing adaptation is needed as grid conditions and energy sources evolve.

2.4. Knowledge gap

While the literature on distribution network expansion planning has advanced considerably, a critical
gap remains: no existing methodology robustly incorporates deep uncertainty into distribution network
planning. This absence means that current strategies are ill-equipped to address the fundamental
unpredictability surrounding the pace, scale, and spatial distribution of DERs, as well as other critical
factors such as consumer behavior, new housing developments, and battery adoption. Although some
studies have used stochastic programming or scenario-based approaches, these rely on historical data
and predefined probabilities, which are insufficient when uncertainties are deep and cannot be reliably
quantified.

Distribution networks face unique challenges compared to transmission systems, particularly more
localized congestion and increasing complexity introduced by a variety of factors—including, among
others, DER integration, evolving user behavior, spatial development patterns, and emerging technolo-
gies such as batteries. These networks require planning approaches that can accommodate bidirec-
tional power flows, temporal variability, and spatial unpredictability. However, much of the existing
research focuses on microgrids and smart grid systems, which operate at smaller scales and under dif-
ferent constraints. These studies typically overlook the systemic impacts of large-scale DER integration
on congestion and the corresponding need for flexible, scalable planning strategies.

Another significant gap lies in the lack of peer-reviewed studies applying the RDM framework to dis-
tribution network planning. While RDM has shown promise in industrial contexts and long-term policy
design, and has been applied in one non-peer-reviewed report (Gridmaster) for energy infrastructure
expansion, its application to distribution networks—particularly in the built environment—remains ab-
sent from academic literature.

Most existing planning approaches remain static, offering limited capacity to adapt as future con-
ditions evolve. By introducing RDM into this context, this study offers a novel contribution: it is the
first to systematically explore how robust and adaptive planning can be applied to distribution network
expansion under deep uncertainty. They also rarely involve comprehensive stress-testing across thou-
sands of plausible futures, leaving investment plans vulnerable to unforeseen developments in demand,
technology adoption, and regulatory environments. This research addresses these limitations by us-
ing the EMA Workbench, which enables simulation and evaluation across a wide uncertainty space.
The tool supports adaptive planning through trigger-based strategies and facilitates detailed analysis
of trade-offs between robustness and cost-efficiency. By doing so, this study provides a systematic and
actionable framework for informed decision-making under deep and persistent uncertainty in distribu-
tion network planning.

By bridging these gaps, this research contributes not only to practice but also to theoretical and method-
ological advancements in the field of energy infrastructure expansion planning. It enhances understand-
ing of how deep uncertainty impacts grid congestion, and how RDM can be used to design more robust
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and adaptive infrastructure strategies at the distribution level. Based on these gaps, this research
seeks to address the following question: How robust is Stedin’s investment plan for distribution
network expansion under deep uncertainty?

To address this, the study explores the following sub-questions:

1. What are the key characteristics of long-term uncertainty in distribution network expansion plan-
ning?

2. What is the design of a simulation model that can effectively stress-test a distribution network
expansion plan across multiple scenarios?

3. What actionable advice can stress-testing provide for Stedin’s investment decisions?



Study design

This chapter outlines the methodology used to address the research question, employing RDM to eval-
uate investment decisions through scenario-based simulations.

3.1. Research design

This research applied RDM to identify investment strategies for distribution network expansion that
yielded robust outcomes across diverse scenarios. To operationalize RDM, the EMA Workbench was
used, which enabled the exploration of multiple possible futures [21]. This tool is particularly well-suited
for the study, as it facilitates scenario-based simulations and allows for the stress-testing of the invest-
ment plan under a variety of future conditions.

The primary performance measure is capacity risk, defined as the risk of insufficient grid capacity to
meet future demand due to uncertainties. The robustness of the investment strategies was evaluated
based on their ability to mitigate this risk across a wide range of scenarios, specifically assessing how
well they managed uncertainty in both electricity demand and supply. In addition to capacity risk, cost
served as a secondary performance measure to evaluate the economic feasibility of the strategies. To-
gether, these measures allowed for an assessment of the trade-offs between financial investment and
the extent to which each strategy maintains robust across a wide range of uncertain futures.

While alternative methods such as static optimization or deterministic forecasting have historically
played an important role in grid planning, they were considered limited for this study due to their inabil-
ity to guide decisions under deep uncertainty. These methods typically optimize for a single expected
future, making them vulnerable to unforeseen developments [4]. In contrast, RDM proved well-suited
to the research goals, as it did not rely on probabilistic forecasts. Instead, it systematically explores
a broad range of plausible futures to identify strategies that remain effective under varying conditions.
This shifts the focus from predicting the future to preparing for it—an approach especially relevant in the
context of rapidly evolving and uncertain energy systems. Although multistage optimization frameworks
aim to introduce more flexibility by incorporating phased decision-making, they often rely on predefined
scenario trees and fixed decision points. This limits their responsiveness to emerging developments
[57]. RDM, on the other hand, enables dynamic adaptation by identifying vulnerabilities in plans and
facilitating responsive, context-specific decisions. As a result, RDM is not only more adaptive in theory
but also more actionable in practice—particularly when combined with tools like the EMA Workbench,
which supports interactive stress-testing and stakeholder engagement. Therefore, this study adopted
RDM not just as a theoretical lens, but as a practical method for developing robust and flexible invest-
ment strategies for distribution network expansion.

3.2. Sub-question 1

To address the first sub-question—What are the key characteristics of long-term uncertainty in
distribution network expansion planning?—the XLRM framework was used [9]. The XLRM frame-
work was chosen because it offers a structured way to frame complex decision problems under deep

10
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uncertainty, which is central to RDM. Each component of the framework plays a specific role in guiding
the analysis: Uncertainties (X) describe external factors beyond Stedin’s control, such as demand or
renewable energy growth fluctuations. Policy levers (L) represent investment choices that Stedin can in-
fluence. Relationships (R) define how uncertainties and levers interact within the system—essential for
building the simulation model. Metrics (M) determine how the system’s performance is evaluated, such
as capacity risk and cost. By clearly organizing the decision problem into these dimensions, the XLRM
framework supports both the conceptual understanding of the system and the practical implementation
of scenario-based modeling and policy evaluation in subsequent phases of the research. In this phase
of the study, the focus was on identifying and characterizing the uncertainties relevant to distribution
network planning. However, the full XLRM structure was used to guide the broader study design, with
other elements—such as investment levers, performance metrics, and system relationships—defined
to support the simulation model developed in sub-question 2.

The identification of uncertainties began with a literature review of common drivers of uncertainty in
grid expansion. These included increasing electricity demand due to EV adoption, the variability and
intermittency of renewable energy generation and emerging technological innovations. Foundational
insights were drawn from academic literature, including peer-reviewed articles, conference papers, and
books accessed via academic databases such as Google Scholar and ScienceDirect.

However, as the context of Stedin’s distribution network involved additional or uniquely expressed
uncertainties, academic literature alone did not capture the full range of relevant factors. To address
this, a focus group was conducted with five professionals from Stedin, including grid planners, as-
set managers, and operations managers. This group was selected to ensure a comprehensive and
practice-based understanding of the uncertainty landscape specific to Stedin’s geographic, infrastruc-
tural, and regulatory context.

The focus group session was recorded and analyzed, and a summary of key findings was compiled.
This summary identified the most critical uncertainties as perceived by practitioners, offering real-world
validation and refinement of the uncertainty parameters derived from the literature. By combining these
two sources—academic theory and practitioner insight—the basis for the uncertainty component of
the XLRM framework was created. The remaining XLRM elements were defined based on Stedin’s
current investment plan (levers), system logic used in simulation modeling (relationships), and relevant
performance indicators cost and capacity risk (metrics). These components are further elaborated in
the next section, which focuses on the development of the simulation model.

3.3. Sub-question 2

To address the second sub-question—What is the design of a simulation model that can effec-
tively stress-test a distribution network expansion plan across multiple scenarios?—a simulation
model was developed to represent the evolution of the considered system over time, based on Stedin’s
investment plan and a range of future scenarios. This model integrated the uncertainty factors identified
through the XLRM framework in sub-question 1, combining general trends from the academic literature
with contextualized insights from Stedin’s professional focus group. These uncertainties formed the ba-
sis for generating diverse and plausible future scenarios within the EMA Workbench.

To ensure the simulations were grounded in real-world conditions, the model was calibrated using
historical performance data from Stedin’s network. This included time-series data on energy consump-
tion patterns, demand fluctuations, and supply reliability. These data points helped align the model
with observed grid behavior and ensure that the simulated system responses accurately reflected the
operational characteristics of Stedin’s distribution network.

Furthermore, a baseline model representing the current state of Stedin’s network was incorporated
to serve as the foundation for all scenario simulations. This model included information on current grid
infrastructure, topology, and operating constraints. In addition, Stedin’s investment plan was embed-
ded within the simulation to reflect planned infrastructure upgrades, expansion projects, and long-term
investment priorities. This ensured that all simulated strategies remained aligned with Stedin’s strategic
direction and policy context.

By applying RDM in combination with a calibrated simulation model in the EMA Workbench, this
study provided an in-depth assessment of the long-term performance of Stedin’s investment plan. The
analysis focused on the plan’s ability to mitigate the capacity risk, while also incorporating cost as a sec-
ondary metric to evaluate the financial impact of competing strategies. This methodology ensured that
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proposed solutions are not only technically viable, but also economically sound under a wide spectrum
of future conditions.

3.4. Sub-question 3

To address the third sub-question—What actionable advice can stress-testing provide for Stedin’s
investment decisions?—this study analyzed the results from stress-testing of a candidate expansion
plan. The aim was to translate performance insights into concrete, prioritized advice that support a
robust and adaptive plan.

The primary data source for this sub-question consisted of the quantitative analysis of simulation
results, which included performance metrics capacity risk and cost across diverse future scenarios.
To interpret these results, the Patient Rule Induction Method (PRIM) was used to identify clusters of
scenarios—i.e., specific combinations of uncertain input variables—that are associated with either high
or low performance outcomes. This method supports the exploration of vulnerable and robust regions
in the uncertainty space, helping to uncover qualitative patterns or "if-then” relationships (e.g., certain
conditions that consistently lead to capacity bottlenecks).

When the analysis revealed specific conditions under which the investment plan failed—such as
excessive demand growth or specific renewable capacity growth—trigger conditions were developed
and introduced into the model. These triggers served as early warning signals, indicating when certain
pre-defined actions should be taken to prevent system stress or failure. The corresponding actions were
drawn from the policy levers identified in the XLRM framework (sub-question 1), ensuring alignment
between strategic responses and the uncertainties they were meant to address. The revised model,
now incorporating these adaptive triggers, underwent an additional round of stress-testing to assess
whether the changes enhanced robustness.

To translate the analytical findings into concrete advice for improving Stedin’s investment plan, a
structured prioritization process was applied. The MoSCoW method (Must-have, Should-have, Could-
have, Won't-have) was used to organize proposed changes based on their urgency and expected im-
pact. Advice classified as “Must-have” are prioritized for implementation, as they address urgent vulner-
abilities in the investment plan—such as grid sections at high risk of capacity shortages. “Should-have”
modifications focus on improving cost-efficiency without compromising robustness and are considered
next in line. “Could-have” items offer beneficial enhancements that are desirable but not essential,
while “Won’t-have” suggestions were deprioritized due to limited added value or feasibility concerns.

These recommended adjustments to the investment plan were informed by both quantitative and
qualitative input. Quantitatively, the PRIM analyses highlighted which uncertainty conditions most signif-
icantly influenced performance and where the existing plan fell short. These insights pointed to specific
future conditions where the plan required reinforcement or flexibility. Qualitatively, the recommenda-
tions were reviewed in consultation with the responsible grid planner at Stedin, whose operational
expertise helped assess the practicality and priority of proposed changes.

By combining analytical results with structured prioritization and practitioner input, this approach
ensured that the advice was not only grounded in rigorous analysis but also feasible and aligned with
Stedin’s operational realities. The result was a set of actionable proposals for adapting the investment
plan to better withstand a wide range of future uncertainties.

3.5. Research flow diagram
The diagram below visualizes the research process described in the preceding chapters, distinguishing
between data inputs, methodological steps, and key outputs using color-coded elements.

* Yellow boxes represent the primary inputs feeding into the research process. These include
both qualitative sources—such as the literature review and focus group—as well as quantitative
inputs like historical performance data, the current network model, and Stedin’s investment plan.

» Green cloud shapes denote the analytical methods and modeling tools applied throughout the
study. These range from the XLRM framework used to structure uncertainties, to stress-testing,
and PRIM analysis used in simulation and result evaluation.

+ Diamond shapes signal decision points or transitional steps in the process, such as identifying
uncertainties or analyzing results, which lead to subsequent phases in model development and
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evaluation.

+ Blue circles highlight the key outputs of the sub-questions, which include the refined uncertain-
ties, the stress-tested simulation model, and the actionable advice for the investment plan.
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Conceptualization

This chapter addresses the first sub-question: What are the key characteristics of long-term un-
certainty in distribution network expansion planning? It begins by identifying key uncertainties
through a review of academic literature, supplemented by a focus group with professionals from Stedin.
These insights informed the conceptualization of the decision environment, which was structured using
the XLRM framework introduced in Chapter 3. This provided a systematic way to define uncertainties,
identify relevant policy levers, describe system dynamics, and select performance metrics. The chapter
concludes with a high-level conceptual model of the energy system under study. This model translates
the abstract decision environment into a simplified representation of Stedin’s distribution network. It is
structured using sector-based building blocks—such as residential and industrial areas—reflecting the
observation that many key uncertainties are likely to manifest differently across sectors. This concep-
tualization serves as a foundation for applying the decision framework to a concrete network setting
and supports the development of the simulation model in the next chapter.

4.1. Case description

The focus of this thesis is on a specific 13 kV distribution network, here referred to as substation A.
Power is delivered through substation A, which contains three transformers that step down voltage
from 50 kV to 13 kV. These transformers supply electricity to different sections of the network, which
are further interconnected. Within each section, ring networks distribute power to several distribution
rooms, where voltage is typically reduced from 13 kV to 400 V for most end users. However, cer-
tain large consumers—such as solar parks or industrial facilities—are often connected directly to the
13 kV network and do not require further voltage reduction. Some rings in the network are also con-
nected to other substations outside network A, creating additional interconnections that increase both
the system’s complexity and its operational flexibility. To make this real-world complexity manageable
in simulation, it was necessary to abstract and simplify the network layout.

The area supplied by substation A includes a small harbor, several industrial zones, a substantial
agricultural sector—particularly greenhouse horticulture—and a built environment.

To support future demand growth and avoid anticipated congestion at substation A, an investment
plan has been proposed. This plan involves constructing a new 21 kV substation (substation B) within
the existing distribution area of network A, alongside the relocation of specific rings from the current
13 kV substation to the new one. Figure 4.1 provides a stylized illustration of this concept. While the
figure shows only four rings for simplicity, the actual network contains more. In the proposed plan, a
subset of these rings—selected based on their load profiles and spatial location—will be reassigned
to substation B. This reconfiguration is intended to relieve capacity stress at substation A and better
accommodate projected demand growth in the area. The specific building blocks that are relocated will
be discussed in more detail in Chapter 6.3.
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Substation B

Substation A

Figure 4.1: Current distribution network with investment plan

4.2. Identifying key uncertainties

4.2.1. Literature

Long-term uncertainty in electricity demand growth is widely recognized as a critical factor in distri-
bution network expansion planning. Studies such as Mufioz-Delgado et al. (2021) highlight that the
unpredictability of future demand presents major challenges for the design of robust and cost-effective
grid infrastructure, particularly over multi-decade planning horizons. The accuracy of such expansion
plans depends heavily on assumptions about how electricity consumption patterns will evolve, making
it essential to understand the primary factors that drive changes in demand.

A review of relevant literature reveals a number of interrelated uncertainties that influence electricity
demand in the long term. One of the most significant areas of uncertainty is technological change, es-
pecially related to the transition in heating and cooling systems [20]. The uptake of electric heat pumps
is expected to increase as fossil-fuel-based heating systems are replaced. This trend contributes to
higher overall electricity consumption and also reshapes the seasonal and daily demand profiles. Also,
rising temperatures due to climate change are expected to increase the use of technologies like air
conditioning, particularly in southern Europe, leading to higher electricity demand for cooling. At the
same time, milder winters in northern regions may slightly reduce heating needs [10].

Electrification in other sectors, particularly in industry and agriculture, further adds to the complex-
ity of demand forecasting. Koreneff et al. (2009) identify the electrification of greenhouses, livestock
farms, and various industrial processes—especially for heating, ventilation, and lighting—as emerging
contributors to increased electricity use. These changes are regionally dependent, introducing spatial
variation that must be accounted for in distribution planning.

Another major factor is the adoption of EVs, which not only raises total electricity demand but also
introduces uncertainty regarding the timing and concentration of load. EV-related demand is highly
sensitive to charging behavior—whether it follows smart charging practices or occurs in an uncontrolled
manner [20]. Additionally, the expansion of EV charging infrastructure, both public and private, has the
potential to create localized peaks in demand that necessitates targeted grid reinforcement.

Kan et al. (2021) highlight that alongside changes in overall demand, there is increasing uncertainty
in demand patterns, especially regarding seasonal and daily variability. For example, future peaks could
shift from winter to summer due to widespread use of air conditioning, or experience sharper intraday
swings due to EV charging habits. These demand variations are particularly significant in electricity
systems with a high share of renewable energy, where matching supply and demand becomes more
complex [17]. The study also notes that new buildings and evolving patterns of energy use—driven by
sector coupling and climate adaptation—may alter the shape of future load curves.

Several supply-side developments—such as the increasing adoption of rooftop solar PV systems,
the expansion of utility-scale solar parks, and the integration of wind energy—are also expected to
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significantly influence demand patterns. These sources contribute to local energy generation, reduce
reliance on the central grid during peak production hours, and reshape the residual demand curve that
distribution networks must manage.

4.2.2. Focus group

Following the literature review, a focus group was conducted in which the identified uncertainties were
discussed and further insights were gathered from professionals at Stedin. One key uncertainty raised
during the session was the potential use of shore power. Since the distribution area includes a small
harbour, there is a possibility that ships could connect to the electricity grid while docked. The esti-
mated average instantaneous power demand for a container ship while connected to shore power is
approximately 600 kW [41], meaning that widespread adoption of shore power could place significant
additional demand on the network.

Another topic of discussion was the development of a planned solar park within the network area.
The size and scope of this project remains uncertain, as does the possibility of future expansions,
which introduces variability in the amount of electricity that may be fed back into the grid. In addition,
the installation of solar panels on large rooftops—such as those of schools or industrial buildings—was
highlighted as another factor that could substantially influence local demand and supply patterns.

Lastly, participants noted that while there are general expectations regarding the time required to
construct or reconfigure parts of the distribution network (such as relocating a ring), delays may occur
due to permit issues or shortages in skilled labor. These potential delays introduce further planning
uncertainty and should be taken into consideration. Further details from the focus group discussion
are available in the summary provided in Appendix A.

4 3. Structuring the decision problem: XLRM framework

A list of all the identified uncertainties can be found in Appendix B. Based on these, an XLRM framework
was constructed to analyze how various factors influence grid planning under uncertainty (see Figure
4.2). To enhance readability, closely related elements were grouped together. At the top of the diagram,
the two key metrics are shown: capacity risks (M1) and costs (M2). M1 refers to the risk of insufficient
grid capacity to meet future demand due to uncertainties. It reflects the vulnerability of the energy
system to shifts in consumption and production patterns. M2 represents the financial implications of
different investment strategies, providing insight into their economic feasibility.

The levers box (L) contains measures that can be implemented to influence the system. These
levers reflect the core elements of Stedin’s proposed investment plan and include the relocation of
rings, the construction of new rings, and the development of new substations. These interventions
are intended to mitigate capacity risks but also involve significant financial costs, thereby affecting
both M1 and M2. In the first iteration of running the simulation model, only two of these levers—
relocating rings and constructing a new substation—are implemented, corresponding to Stedin’s initial
investment strategy. The option to construct entirely new rings is considered as an additional lever for
later adaptive adjustments if required. The full implementation details, including technical assumptions
and cost parameters, are described in Chapter 6.

In the middle section of the diagram are the uncertainties derived from the literature and focus
group. These include developments such as the heat and cooling transition of buildings, the expansion
of EV infrastructure, industrial and greenhouse transitions, and the deployment of solar systems (both
rooftop and solar parks). Most of these uncertainties increase M1, either by directly raising demand
or by introducing more variable and unpredictable usage patterns. The exceptions are solar panels,
solar parks, and the implementation of levers, which can help reduce capacity risks by contributing to
decentralized generation or by relieving stress on the grid. M2, on the other hand, is only driven by the
implementation of levers, which require substantial investments.

Dashed arrows in the figure indicate interdependencies or dynamic relationships between uncer-
tainties. For example, the growth in EVs determines the required number of charging points, while
the behavior of people charging their vehicles affects the timing and magnitude of electricity demand.
These variations lead to more fluctuating and less predictable load patterns on the grid, increasing
uncertainty in both demand peaks and troughs. Consequently, this reduces the stability of the grid
and raises capacity risk, as the system must be prepared to handle sudden or unexpected changes in
electricity consumption.
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This diagram offers a structured overview of how multiple variables interact to shape the two main
outcomes: capacity risk and cost. It underscores the complexity and interconnectedness of the en-
ergy transition, where technical, behavioral, and infrastructural changes must be aligned to ensure a
robust, reliable, and cost-effective energy system under a wide range of future scenarios. A detailed
explanation of the full diagram can be found in Appendix C.
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Figure 4.2: XLRM framework

4.4. Conceptual model of the distribution network

The conceptualization process used sectors—such as industry, greenhouses, and residential buildings—
as the primary classification criteria. Based on geographic and functional data provided by Stedin and
visualized in PowerFactory, entire rings or parts of rings were grouped into coherent units referred to
as building blocks. These building blocks serve as the core analytical elements in the simulation model.
From this point onward, the term building blocks will be used in place of rings to reflect this abstraction.

Figure 4.3 illustrates this conceptual structure of the network. It shows how transformers supply
grouped building blocks through sectioned busbars and how certain parts of the network connect to
external substations. While simplified, the diagram preserves the essential relationships and power flow
paths needed to evaluate how different demand patterns and investment decisions impact substation
capacity and network costs.

Figure 4.3: Conceptual model of distribution network



Data preparation & exploration

5.1. Data preparation

To model the distribution network of the current substation accurately, several types of data are essential.
One of the most important is the capacity of the distribution network, as this determines when a new
substation needs to be built or when a potential capacity risk may arise. Equally important is the hourly
load of the distribution network from 2025 to 2050. This hourly load is based on scenario projections
developed by Stedin, making it a valuable benchmark for comparison. Since the simulation in this
thesis is based on defined building blocks, it is particularly important to obtain the hourly load data of
individual distribution rooms for the year 2025, which serves as the primary input for the model.

In addition to these core datasets, supplementary data specific to the current substation was also
collected. This includes the capacity and voltage levels of the medium-voltage rails and transformers
connected to the substation, as well as hourly load data for its medium-voltage transformers TR1 and
TR2 over the same time period. Unfortunately, data for transformer TR3 was not available. Additional
datasets cover the number of connections and distribution rooms within the substation’s service area,
along with customer-level energy consumption data from 2021 to 2025. All data was provided by Ste-
din and delivered in CSV format. To ensure privacy and comply with data-sharing requirements, the
datasets have been anonymised before being included in the publicly accessible GitHub repository.
The complete collection of anonymised datasets is stored in the "Data” directory of the repository ac-
companying this thesis.

To prepare the data for analysis, several cleaning and transformation steps were applied. Irrelevant
columns were removed, data types were verified and converted where necessary, missing values were
addressed, column names were adjusted for clarity, and duplicate entries were eliminated. During this
process, several discrepancies were identified and resolved.

First, the number of distribution rooms in the dataset did not match the expected total. While the
dataset listed 160 distribution rooms, 3 had station numbers that did not belong to the relevant distribu-
tion network, and 8 rooms were missing entirely. This discrepancy was manually corrected by cross-
referencing with a verified list of distribution rooms. Additionally, hourly load data was incomplete. The
dataset contained only 103 rooms with load profiles, of which 3 had incorrect station numbers and thus
did not belong to the network—Ileaving 100 valid entries. As a result, load data was missing for 65
distribution rooms. These missing rooms were first added to the dataset, and then partially completed
using customer-level consumption data. This required mapping EAN codes (unique customer identi-
fiers) to their corresponding distribution rooms, which allowed for the reconstruction of load profiles
for 40 distribution rooms. However, 25 distribution rooms remained without any load data. For these,
an imputation method was used: the hourly average load across all available distribution rooms was
calculated and assigned to the missing ones. While this introduces some generalization, it allowed for
the creation of a complete and internally consistent dataset suitable for simulation.

Once missing values were addressed, the data for the year 2025 was selected as the basis for the
simulation. This year was chosen because it represents the current state of the distribution network,
serving as a realistic baseline for future projections. The building blocks defined in Chapter 4 were then
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manually mapped to their corresponding distribution rooms. During this mapping process, it was found
that three building blocks—Greenhouse 3, Industry Sector 2.3, and Industry Sector 3—were missing
parts of their 2025 hourly data (i.e., fewer than 8,760 hours). Given the relatively stable, non-seasonal
consumption patterns in the greenhouse and industrial sectors, the decision was made to extrapolate
the missing data using the available months (January—March). This preserves the overall structure of
the dataset while still providing a realistic approximation of annual load.

The finalized dataset, titled "Building_blocks.csv”, was saved and used as the primary input for the
simulation model described in the next chapter.

Finally, connection data was missing for 64 of the 165 distribution rooms. This data refers to the
number of connections—such as residential homes, commercial units, or other electricity-consuming
installations—served by each distribution room. While this information is useful for certain analyses,
such as identifying areas with high demand density or evaluating vulnerability under congestion sce-
narios, it is not required for the core simulation. The model focuses primarily on aggregate demand
and capacity dynamics rather than individual connection-level behavior. Therefore, the absence of this
data does not materially impact the validity or outcomes of the simulation.

5.2. Exploratory Data Analysis

This section examines the structure and behaviour of the input dataset to gain insight into the opera-
tional characteristics of the distribution network. The purpose of this analysis is to identify key trends
and assess the data’s suitability for simulation.

The analysis started with an overview of the distribution network’s transformer capacity. The network
includes three transformers: two rated at 40 MW and one at 25 MW. According to the widely used N-1
reliability criterion—which requires the network to continue operating even if the largest transformer
fails—the theoretical capacity would be 65 MW. However, the safe operational limit used in this study
is 57.5 MW, based on data provided by Stedin. This lower threshold likely accounts for additional con-
straints such as thermal limits, system protection settings, or safety margins, even though the exact
derivation of the 57.5 MW was not specified. For the purposes of this research, 57.5 MW is used as
the effective upper capacity limit of the network, in line with real-world operational practice. A lower
capacity threshold of -80 MW is also applied to reflect minimum system load boundaries.

Next, the overall load on the distribution network was assessed. The dataset includes hourly load
projections from 2025 to 2050 based on a scenario developed by Stedin. When plotted across time,
these hourly load values (Figure 5.1) reveal a consistent daily and seasonal fluctuation pattern. How-
ever, a key feature of the projection is the increasing amplitude of these fluctuations over time. This
means that while the shape of demand, such as daily peaks in the evening and seasonal winter highs,
remains relatively constant, the magnitude of both peak and minimum loads increases year by year.
The result is a growing variation in load, with higher peaks and deeper troughs, implying that the elec-
tricity network will need to manage not only more demand overall, but also greater variability in that
demand.
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Figure 5.1: Distribution network hourly load

To further investigate potential differences within the years, the hourly load for the year 2025 was
examined. As shown in Figure 5.2, power usage is significantly higher during the winter months, par-
ticularly in January and December, while the lowest levels are observed during the summer months,
around June and July. This pattern reflects clear seasonal variation in energy demand, with increased
consumption during colder periods likely driven by heating needs, and a relative decline in the warmer
months possibly due to reduced heating demand or more efficient energy use. Additionally, during
the warmer months, periods of negative load suggest net energy export to the grid, likely driven by
increased solar panel generation.
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Figure 5.2: Distribution network hourly load 2025

Following the assessment of the overall distribution network, the focus shifts to the load on the
distribution rooms. These rooms are grouped by building blocks to allow for a comparison of load
behavior across different sectors. The analysis uses data from the year 2025, as this is the most
recent year for which observed load data is available. Using the most current data helps ensure that the
simulation reflects up-to-date consumption patterns and system conditions, providing a more accurate
basis for evaluating the performance of future investment strategies.
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As shown in Figure 5.3, Building sector 2.1 displays the highest variability in energy use, with large
swings between consumption and feed-in, especially in the summer months. Greenhouse 3, by con-
trast, shows predominantly negative load values throughout the year, suggesting that it operates mainly
as a producer feeding energy back into the grid—potentially due to extensive solar generation. In com-
parison, the Train network sectors exhibit exceptionally stable load patterns, with near-linear behavior
across the entire year, likely reflecting tightly scheduled and predictable usage. To view the detailed
hourly load profiles for each building block in 2025, please refer to the separate plots provided in Ap-
pendix F.
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Figure 5.3: Building blocks hourly load 2025

To complement the time-series insights, Figure 5.4 presents boxplots of the hourly load values for
each building block in 2025. These visual summaries highlight key differences in both the magnitude
and variability of electricity demand across sectors. Industry Sector 2.3 and Building Sector 2.1 stand
out with the highest median load values, indicating that they are among the most energy-intensive
areas of the network. However, their patterns differ: Industry Sector 2.3 shows consistently high de-
mand with relatively limited variation, while Industry Sector 2.1 exhibits a much wider range, reflecting
significant fluctuations in hourly load. Train Network 1 and 3 again demonstrate exceptional stabil-
ity, with narrow interquartile ranges and low median values. Additionally, several sectors — including
Greenhouse 3 and Industry Sector 3 — show frequent negative load values, as evidenced by boxplot
whiskers extending below zero. This confirms regular energy export to the grid, likely due to surplus
renewable generation. These distributional characteristics reinforce earlier observations and offer a
deeper understanding of sector-specific load behavior.
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Figure 5.4: Boxplot building blocks

Shifting focus from load behavior to network structure, the analysis also assessed the number of
connections per distribution room. This revealed significant variation, with the number of connections
ranging from a minimum of 1 to a maximum of 620, and an average of 118 connections. This wide
variation indicates uneven demand aggregation across the network, which could lead to localized ca-
pacity constraints in certain areas. However, as noted earlier, the dataset was incomplete, so definitive
conclusions cannot be drawn.

Additional details on the cleaning and processing steps can be found in the "Data_cleanen” file within
the "Results” repository on Github.

5.3. Additional data from external sources

In addition to data provided by Stedin, external sources were required to supplement the 2025 sim-
ulation input. For each defined building block, data was collected on the number of houses, cars,
greenhouses, industrial facilities, solar panels, air conditioning systems, and heating types. This level
of detail was not available in the original Stedin dataset but is essential for scenario development.
These variables are expected to change over time and directly influence hourly electricity demand and
supply—the primary focus of this study. Therefore, establishing a detailed and accurate 2025 baseline
was necessary to model how different developments may impact the distribution network under various
future scenarios.

To determine the number of houses per building block, data from [16] were used. By cross-referencing
the map on the cited website with PowerFactory and the distribution network schematic, the residential
distribution across building blocks was identified. As a result, the current number of houses in each
"Building Sector” block could be accurately determined and assigned to the simulation.

Next, heating types for these residential buildings were derived using data from the year 2022, as
reported in [44]. Individual boilers and block heating systems were categorized under gas boilers, based
on the assumption that block heating is gas-fueled. District heating systems without gas consumption
were classified under the heat network category, while electrically heated homes without gas use were
considered fully electric (i.e., powered by electric heat pumps (eHP)). Electrically heated homes with
high or low gas consumption were classified as using hybrid heat pumps (HHP). The remaining 6% of
homes, based on the source, were assumed to use air conditioning (airco) for heating, completing the
categorization to a full 100%.

In terms of cooling, it was assumed that per building block 20% of existing households are equipped
with airco’s for cooling purposes, based on the findings in [48]. For solar panel adoption, [6] indicated
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that more than 35% of Dutch households have solar panels. Based on this, it was assumed that per
building block 4 out of 10 (40%) existing homes in the simulation are equipped with solar panels.

Following the residential data, the surface area of greenhouses in the region was determined using
[43], which reported 74,300 m? under glass horticulture. This area was evenly distributed between the
"Industry/Agriculture/Greenhouse 1” and "Greenhouse 3” building blocks.

For industrial activity, data from [45] were consulted. Only economic activities classified under cat-
egories B (Mining and quarrying), C (Manufacturing), D (Energy supply), E (Water supply and waste
management), F (Construction), G (Trade), H (Transport and storage), J (Information and communica-
tion), and L (Real estate activities) were included. This selection was made to ensure that only sectors
likely to contribute significantly to industrial electricity demand were counted. Other categories—such
as A (Agriculture, forestry and fishing), | (Hospitality), P (Education), and Q (Health care)—were ex-
cluded, as they typically represent non-industrial or low-load consumer profiles that are not central to
the analysis of industrial energy use.

Finally, based on data from [52], it was determined that households in this area own, on average,
one car each—resulting in a total of 13,607 cars. These cars were then evenly distributed across all
building blocks, assigning an equal number of cars to each block.

Besides block-specific data, other simulation inputs were required. For solar panels, [11] reported
that the peak power per panel typically ranges from 250 to 400 W; a value of 400 W was chosen for
this study. Furthermore, the solar park energy yield was set at 120 kWh per m? per year. Finally, EV
data from [Data from Stedin] indicated that 1.85% of all vehicles are electric, with peak charging hours
occurring between 16:00 and 21:00 [46].

In addition to the data required for modeling energy demand and supply, key infrastructure costs
were incorporated to support network upgrade assessments. These cost estimates were primarily
based on [32], and further refined through expert consultation with Stedin. The construction of a new
substation, for instance, was estimated at €12.5 million. Each new substation includes two large trans-
formers, with a combined cost of approximately €200,000. When relocating building blocks from one
substation (substation A) to another (substation B), it was necessary to evaluate whether the existing
cables could support a voltage level of 20 kV. If not, new medium-voltage cables had to be installed, with
costs estimated at €400 per meter. Additionally, all distribution room transformers associated with the
relocated building blocks required replacement due to the voltage level change, with each transformer
costing approximately €15,000. These numbers provide a consistent and realistic basis for evaluating
the financial impact of future infrastructure adaptations.



Simulation

The distribution system model was implemented in Python as part of the exploratory modeling frame-
work using EMA Workbench. The objective was to develop a modular and scalable representation
of an electricity distribution system, capable of simulating various demand scenarios and identifying
potential points of overload. The model adopts an object-oriented design, reflecting the hierarchical
nature of a typical distribution system. The complete implementation of the code is available on GitHub
under "Simulation.py”.

6.1. Experimental setup

The experimental setup consists of a custom-built simulation model designed to project electricity de-
mand and network stress under future uncertainties from 2025 to 2052. Developed entirely in Python,
the model uses object-oriented programming to encapsulate key components—such as substations,
transformers, sections, and building blocks—into modular classes. The EMA Workbench facilitates
systematic scenario generation, sampling, and policy intervention management. Although the simula-
tion runs independently, EMA serves as a wrapper for sampling and uncertainty exploration. Model
uncertainty exploration is conducted by randomly sampling discrete scenario pathways (A, B, or C)
across multiple uncertainties, where each pathway corresponds to fixed numerical parameter trajec-
tories over time. This random discrete sampling enables 1,000 simulation runs to capture a broad
range of future uncertainty combinations. The building blocks represent the most granular elements
of the network, corresponding to various real-world entities such as residential areas, industrial zones,
greenhouse clusters, and transport infrastructure. Each building block is characterized by attributes
like housing numbers, solar panel adoption, electric vehicle usage, and industrial activity, all influenc-
ing local electricity demand. These attributes and their data sources are detailed in Chapter 5.3.

At the start of the simulation, the baseline year 2025 is established using hourly demand data sourced
from the file "Building_blocks.csv”. These demand profiles are mapped to individual building blocks
based on their attributes and serve as the starting point for future projections. The network’s structure
is initialized by defining the capacity limits of the main substation, its connected transformers, and sub-
ordinate sections. This setup allows the model to calculate aggregated demand for each part of the
network and evaluate potential overloads by comparing projected demand against designed capacity
constraints.

To incorporate long-term uncertainty, the Energy Model class integrates scenario-based inputs that
influence key drivers of demand. These uncertainties—such as cooling demand, solar adoption, and
electric vehicle growth—are encoded in dictionaries that assign values to each parameter across dif-
ferent scenario pathways (A, B, or C) and simulation years. When a scenario is selected, the model
retrieves the corresponding values for each uncertainty and applies them to adjust the relevant building
block attributes over time. All uncertainties are fixed at their 2025 baseline until 2028, after which they
begin to evolve according to the assumptions embedded in the scenario trajectories. The full set of
numerical values used for these uncertainties is documented in the file "Scenario space - uncertain-
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ties.xIsx”, available on GitHub for reproducibility.

Time is modeled in three-year steps, from 2025 to 2052. To capture intra-annual variability, the simu-
lation uses ten representative days that reflect typical seasonal and weather conditions—such as hot
summer days or cloudy winter periods. Each representative day has an assigned weight indicating
how many actual days it stands for in the three years. These weights are adjusted over time to reflect
anticipated climate shifts, such as an increasing number of warm days. For each representative day,
hourly profiles of heating and cooling demand as well as solar generation (both rooftop and park-scale)
are generated based on realistic base patterns, with added random variation to reflect natural fluctu-
ations. These time profiles serve as dynamic inputs in each simulation run, allowing for realistic load
and generation modeling across years and scenarios.

Finally, the validity of the model’s internal calculations—particularly those governing scenario-driven
changes in demand—is tested and documented in Appendix D. There, the behavior and order of mag-
nitude of the uncertainty-driven outputs are assessed to ensure they evolve correctly over time and align
with the intended logic. This validation step confirms that the model provides a reliable foundation for
exploring how future uncertainties may impact electricity distribution networks.

6.2. Calculations per uncertainty

This section explains how each uncertainty affects energy demand and supply, detailing their influ-
ence on hourly electricity consumption and generation. For a complete description of the underlying
calculations, consult the full code on GitHub and the detailed documentation in Appendix E.

6.2.1. Solar panels existing houses

Solar panel adoption in existing residential buildings is modeled via hourly solar generation profiles,
evolving from the fixed 2025 baseline. Each building block starts with a known number of houses and
a defined subset already equipped with solar panels (solar_houses). Beginning in 2028, an annual
adoption factor is applied to the remaining houses without panels to simulate growing uptake over
time.

Each solar-equipped house is assumed to have a fixed number of panels (10 per house [6]), each
with a specified peak generation power [11], which represents the theoretical maximum output under
ideal conditions. To reflect variations in performance and future technological improvements, a year-
specific efficiency factor is applied to this peak value. This factor starts below 1 to account for real-world
losses and suboptimal conditions in earlier years, and gradually increases toward 1.0 or beyond in later
years.

Hourly solar generation is derived by combining this adjusted peak output with normalized 24-hour
solar production curves based on representative days. These daily curves, which peak at 1.0 under
ideal midday conditions, are weighted by their annual frequency and aggregated to form full three-year
hourly generation profiles for each building block.

In this setup, if the efficiency factor reaches 1.0 and the normalized generation curve is at its peak
(value 1.0), then each panel will produce the full 400 W. In earlier years, lower efficiency factors like
0.85 mean that even under ideal conditions, only 340 W per panel would be generated.

The final result is a detailed hourly time series of expected solar energy generation per block and
year. This generation is then subtracted from total electricity demand to calculate the net hourly de-
mand.

6.2.2. Heat transition existing buildings

To account for the impact of the heat transition in residential buildings, the model simulates how different
heating technologies evolve over time and how they influence hourly electricity consumption. This
transition is only applied to building blocks categorized as part of the building sector.

For each building block, the model tracks the number of houses using each type of heating system,
including gas boilers, HHP, eHP, heat networks, and airco. From 2028 onward, a portion of gas boilers
is gradually phased out each year, based on a transition rate defined by a yearly heat factor.

A part of these transitioning houses adopts hybrid heat pumps, according to an annual hybrid factor.
Hybrid systems are tracked over time, including their replacements after a predefined lifespan. The
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remaining transitioning houses are redistributed across the other heating technologies according to a
pre-defined heating mix. Importantly, for the baseline year 2025, building sectors eligible for connec-
tion to the heat network were identified. Only these sectors can receive heating network connections
throughout the simulation. If a building block does not support connection to the heat network, its share
in the heating mix is proportionally reallocated to the other available technologies (electric heat pumps
and air conditioning).

Each heating technology is associated with a fixed energy consumption per house per hour, based
on technical assumptions. These values are used to calculate total hourly heating demand per block,
multiplied by normalized heating profiles from representative days. Each profile represents typical
daily heating patterns and is scaled by its frequency to create a realistic year-round demand profile.
The result is a full three-year hourly time series of heating energy use for each building block and year.
This output serves as a key input to the final demand calculation, significantly affecting how total hourly
electricity demand evolves under different heating transition scenarios.

6.2.3. Cooling transition existing buildings

To simulate the impact of increasing cooling demand in residential areas, the model incorporates a
dynamic adoption process for airco technologies over time. Prior to 2028, cooling demand is assumed
to originate only from existing households already equipped with larger air conditioning units (big airco).
The number of such units is derived directly from the input dataset per building block.

From 2028 onward, a cooling adoption process is introduced to account for the increasing demand
for cooling driven by climate change, rising comfort expectations, and potential policy changes. This
process targets only a subset of households deemed eligible based on their heating configuration.
Specifically, households that use airco’s for heating and those connected to HHPs or heat networks
are considered eligible to adopt cooling systems.

The rationale for this selection is based on technical compatibility and realistic household behavior.
Airco heating users are assumed to already have an air conditioning unit installed for space heating,
which can typically also function in cooling mode. Therefore, to achieve full cooling capability, these
households only require a relatively modest upgrade, modeled as the addition of a smaller cooling unit
(small airco). In contrast, households with HHPs or heat networks generally lack any form of air con-
ditioning, and thus need to install a complete, larger cooling system (big airco) to meet their cooling
needs. Households using eHPs are excluded from the cooling adoption model. This is because eHPs
typically operate through systems such as low-temperature radiators or convectors that can provide
both heating and cooling. As such, these households are assumed to already have adequate cooling
capability integrated into their existing setup, eliminating the need for separate air conditioning instal-
lations. A yearly adoption factor determines what share of these eligible households installs cooling
systems.

To estimate the hourly energy usage for cooling, each airco type is assigned a typical energy con-
sumption per house per hour. However, it should be noted that the cooling demand provided by eHP
systems is not explicitly accounted for in the total hourly cooling consumption, which represents a lim-
itation of the model. Small airco units are assumed to consume 50% less energy than big airco units,
reflecting their lower power ratings and cooling capacity. Cooling energy demand over the year is dis-
tributed using normalized hourly profiles derived from representative days. Each representative day
contains a typical 24-hour cooling pattern and is weighted based on its occurrence frequency. These
weighted profiles are combined to create a full-year hourly time series for cooling energy consumption
per building block and year. The resulting output captures both the increase in cooling technology pen-
etration and the evolving electricity demand for cooling in the residential sector, allowing for detailed
comparison across years.

6.2.4. Vehicles
The model simulates the transition in vehicles for each building block, including both the growth in the
total number of vehicles and the increasing share of EVs over time. This two-step process ensures
that the demand for electric mobility reflects not only technological adoption but also overall trends in
mobility demand.

Each building block starts with a fixed number of vehicles, defined in the base year. From 2028
onward, a yearly vehicle growth factor is applied to simulate changes in vehicle ownership. This growth
factor is applied each year based on the original 2025 baseline. This approach ensures that the number
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of vehicles per building block increases in a controlled and predictable manner, without compounding
effects. The resulting annual vehicle counts form the basis for further modeling of EV adoption.

The share of electric vehicles within the total fleet changes over time. Before 2028, the model
assumes a low EV penetration rate of 1.85%, reflecting current adoption trends [8]. From 2028 onward,
a scenario-specific EV adoption factor is applied each year to the total vehicle count in each block. This
factor increases over time, capturing the accelerating shift toward electrification in the transportation
sector.

The total number of EVs in each building block and year is further disaggregated into four vehicle
categories: cars, vans, buses, and trucks. This division is based on a predefined category mix reflecting
future projections of the electric fleet. Each category is assigned an average annual driving distance (in
kilometers) and an energy consumption rate (in kilowatt-hours per kilometer). Multiplying these factors
yields the total annual electricity demand for EV charging per category, building block, and year.

However, understanding the total electricity demand is not sufficient on its own. To assess the im-
plications for the power grid, the model estimates the time required for vehicles to charge and obtain
the necessary electricity. This is calculated by dividing each category’s electricity demand by an as-
sumed charging power (in kilowatts), based on vehicle size. Larger vehicles such as buses and trucks
are assigned higher charging power values than smaller vehicles like cars and vans. The outcome
represents the total number of hours vehicles in each category must be connected to a charger each
year.

Both annual driving distances and energy consumption rates are derived from assumptions reflect-
ing typical usage patterns. Cars and vans generally cover moderate to high annual distances, while
buses and trucks, due to their commercial roles, tend to travel significantly more. Similarly, energy
consumption per kilometer increases with vehicle size and weight.

To simulate when charging occurs, the model incorporates behavioral variation among EV users.
Users are grouped into three categories:

» Grid-aware users charge mostly during off-peak hours and adjust to grid signals.

 Grid-unaware users charge mainly during peak demand hours (17:00—-19:00), potentially stress-
ing the grid.

* Average users are between grid-aware and grid-unaware users.

The total annual charging hours are allocated among these groups using scenario-specific behav-
ioral weights, allowing the model to assess the timing of EV electricity demand.

Once charging hours are distributed across behavior groups, the model constructs detailed hourly
charging profiles. These profiles convert required charging hours into hourly power demand, taking
into account each vehicle category’s charging power. Charging by grid-unaware users is concentrated
during the 17:00-19:00 window, while the remaining hours—primarily off-peak periods—are allocated
to average and grid-aware users. Charging durations are then evenly spread across their respective
time slots. This process generates a representative daily power profile for EV charging.

To construct a full-year charging profile, the daily profile is scaled and replicated based on the
weights of the representative days defined earlier in the simulation. This results in an hourly EV charging
demand profile for each building block, vehicle category, and year. The resulting temporal granularity
enables analysis of the dynamic impact of EV charging on electricity demand across different user
behaviors and infrastructure development scenarios.

Beyond demand estimation, the model also evaluates the infrastructure required to support EV
adoption. A fixed ratio of charging points per EV is applied to determine the number of charging stations
needed per building block and year. These are further categorized into home, company, and public
chargers. Public chargers are additionally divided into decentralized and centralized types to reflect
differing infrastructure layouts. While charging infrastructure does not directly influence demand in the
model, it plays a critical role in the post-analysis. By identifying where chargers are needed most, the
model supports planning for grid reinforcement and targeted investment in public charging facilities.

6.2.5. New buildings

The growth of new buildings over the years is an important factor for determining future electricity de-
mand. The model assumes that all new buildings constructed will be equipped with solar panels, as
mandated by European regulations starting in that year [42]. This is an important assumption since it
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helps reduce the overall electricity demand from the grid, making the transition to renewable energy
more feasible. The same values from panels and wattage, are used for new buildings like the calcula-
tions for existing buildings.

From 2028 onwards, the total number of buildings in each block is projected to increase annually
based on a predefined growth factor relative to the 2025 baseline. The number of new buildings added
in each year is computed as the difference between the total number of buildings in the current and
previous year.

The energy mix for new buildings depends on the type of heating system being installed. The model
assumes that new buildings can either use eHP or be connected to a heat network. The breakdown
of these heating system types for new buildings is specified by the new_building_mix parameter. For
instance, some new buildings may adopt eHPs, while others may connect to district heating systems.

In alignment with the cooling transition logic applied to existing buildings, the model assumes that
only buildings connected to heat networks will adopt active cooling systems. The adoption rate for
cooling is based on a factor that adjusts the cooling adoption depending on the year and building
characteristics.

For each new building, the energy usage is calculated based on the energy profiles of heating,
cooling, and solar generation. The energy profiles for each new building type are adjusted based on
representative days and their corresponding weights. These profiles are then multiplied by the number
of new buildings each year to calculate the total electricity demand. Specifically:

» Heating: the electricity demand for heating is derived from the energy mix of eHPs and heat
networks. The heating electricity usage is determined for each representative day and scaled by
the weight of the day.

» Cooling: cooling demand is assumed for buildings with heat networks. The adoption rate for cool-
ing is determined by the new_building_cooling_factor and is multiplied by the respective cooling
profiles.

» Solar Generation: solar generation is calculated using a profile based on typical solar production
patterns. The total capacity is multiplied by the solar profile to obtain the hourly solar generation.

The total hourly electricity usage is calculated by summing heating and cooling demand. Solar genera-

tion is subtracted from this total to compute the net electricity demand for each hour. When net demand
becomes negative, this indicates that solar production exceeds total consumption, resulting in reverse

power flow to the grid.

Although the spatial distribution of new buildings—such as centralized versus decentralized developments—

does not influence the energy demand calculation itself, it remains useful for post-analysis. For exam-

ple, it enables the identification of areas with the highest new electricity needs or infrastructure require-

ments.

6.2.6. Industry

The model estimates industrial energy demand on a per-block basis, beginning in 2025. From 2028 on-
ward, changes in industrial activity—whether expansion, stagnation, or decline—are implemented us-
ing scenario-specific growth factors. These growth trajectories reflect possible regional developments,
including the expansion of industrial zones, stabilization of existing operations, or full de-industrialization
due to land-use changes, policy interventions, or economic shifts.

To represent the energy transition in the industrial sector, the model incorporates a gradual phase-
out of methane, which is assumed to constitute 100% of fossil-based industrial energy in 2025. This
share is reduced linearly to 0% by 2049, in line with national decarbonization targets [49]. Concurrently,
sustainable energy carriers—namely electrification and biogas/hydrogen—gain increasing prominence,
depending on technological feasibility and policy assumptions. Additionally, a “no industry” category
accounts for blocks where industrial activity ceases entirely. Each block’s industrial energy mix per
year is composed of four sources:

» Methane: fossil fuel use, phased out gradually;
« Electrification: direct electric processes replacing fossil-based heating;

+ Biogas/Hydrogen: applied where electrification is less feasible;
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* No Industry: represents decommissioned or repurposed industrial zones.

The model uses assumed annual energy consumption values per unit of industrial activity, based on
general process efficiency and fuel characteristics. These values are high-level estimates, suitable for
regional energy modeling. They align with typical ranges seen in industrial decarbonization literature,
though actual consumption can vary significantly by sector (e.g., steel vs. food processing). For a more
granular or sector-specific model, these would ideally be adjusted based on known energy intensities
by industry type.

Because industrial demand is assumed to be stable across seasons and daily cycles, annual energy
demand is distributed evenly across all hours of the year. This results in an hourly energy profile for each
industrial source, computed by multiplying the adjusted industrial stock in each block by the respective
hourly energy consumption factor, over a simulation period of 2025 to 2028.

In some scenarios, specific building blocks may be flagged for potential industrial capacity expan-
sion. However, the extent and timing of this expansion remain uncertain. Therefore, the model allows
for manual overrides that can be activated per scenario, enabling flexibility in representing expected
but undefined industrial developments.

6.2.7. Greenhouses

The modeling of greenhouse energy demand follows a structure similar to that of the industrial sector,
with adjustments for the sector’s distinct characteristics. The model begins by tracking the total green-
house area per block as of 2025, with scenario-based changes applied from 2028 onward to simulate
shifts in horticultural activity.

A key distinction in the greenhouse module is the accelerated methane phase-out timeline. Re-
flecting national climate goals, methane is reduced from 100% of fossil energy use in 2025 to 0% by
2040 [18], aligning with the sector’s ambition to achieve climate neutrality by that year. As methane
use declines, electrification and biogas/hydrogen are introduced as sustainable alternatives. A “no
greenhouse” category accounts for blocks where horticultural activity is phased out.

As with industry, the greenhouse heat mix per block and year is divided among four categories:
methane, electrification, biogas/hydrogen, and areas where greenhouse activity ceases (“no green-
houses”). Sustainable shares are adjusted dynamically to ensure realistic distribution in each year.

Unlike industry, greenhouse energy consumption is measured per square meter of greenhouse area,
reflecting the nature of the initial 2025 data. Energy intensity values are based on general assumptions
and are intended for regional-scale modeling. Similar to industry, energy demand is evenly distributed
across the year, and hourly profiles are calculated for the full 2025-2028 simulation period by multiplying
the adjusted greenhouse area in each block by the relevant hourly energy consumption factor.

6.2.8. Solar park

The model includes both general and block-specific solar park developments. Starting from a 2025
baseline, the total solar park surface area increases from 2028 onward, following scenario-specific
growth factors. For each year, the total electricity production is estimated based on a reference yield of
120 kilowatt-hours per square meter per year [1], which reflects expected output under standard condi-
tions. To account for technological improvements and performance changes over time, this base yield
is adjusted using the same year-specific efficiency factor that is applied to residential solar panels. This
factor starts below 1.0—representing relatively lower performance in the earlier years—and gradually
increases in future years to reflect more efficient systems. As a result, the actual electricity yield per
square meter grows over time. For example, if the efficiency factor is 0.85 in 2025, the effective yield
is 85% of the base value; in later years, as the factor approaches or exceeds 1.0, the yield increases
proportionally. The total annual electricity output from general (non-block-specific) solar parks is calcu-
lated by applying this adjusted yield to the total installed surface area for each year. This setup allows
the model to represent both the physical expansion of solar park infrastructure and the improvement in
energy generation efficiency over time.

In addition to this general growth, the model explicitly accounts for two specific solar park projects.
The first is a large-scale installation in Building Sector 2.1, covering 400,000 square meters [Data from
Stedin], which is scheduled to be build in 2040. This project is fixed and appears in all scenarios. The
second project is located in Building Sector 2.2 and is modeled conditionally. Whether it is included and
in which year it becomes active depends on scenario-specific settings. In some scenarios, this solar
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park is activated in 2043, while in others it may be delayed until 2046 or omitted entirely. If a scenario
does not enable the project, the solar park in Sector 2.2 is excluded from the calculations.

Hourly generation for both general and specific solar parks is determined using normalized 24-hour
solar production curves based on representative days. These curves reflect realistic seasonal and daily
variations in solar output. While electricity from general solar parks is calculated at a global level and
subtracted from overall electricity demand, generation from the block-specific solar parks in Sectors 2.1
and 2.2 is modeled separately and contributes directly to the local electricity balance of their respective
building blocks. This approach captures both broad, incremental solar development and the impact of
maijor planned infrastructure projects.

6.2.9. Shore power

Shore power is included as a strategy to reduce emissions from docked ships by enabling them to use
electricity instead of onboard generators. In this model, shore power is only applied to building blocks
categorized as industry, since those are the only relevant locations where such infrastructure would
realistically exist (e.g., at ports or industrial wharfs).

There are no shore power connections in place at the 2025 baseline. Instead, connections are
introduced gradually starting from 2028, based on scenario-specific stepwise growth patterns. Each
industrial block receives new connections at specific intervals depending on the scenario. These incre-
ments reflect hypothetical investments in port-side electrification infrastructure.

Shore power consumption is calculated from two distinct components. The first is a fixed “hotel
load” of 30 MWh per connection, representing the basic electricity demand of docked ships over the
three-year simulation window. The second component accounts for the electrification of shipping fleets.
Beginning in 2028, a growing share of ships are assumed to be fully electric, based on scenario-specific
adoption rates. These electric ships require significantly more electricity to charge, modeled as an
additional 80 MWh per electric ship over three years. The total electricity demand for shore power in
each block and year is therefore the sum of these two components: one proportional to the number of
total shore power connections, and another proportional to the number of electric ships among those
connections.

To capture temporal dynamics, the total electricity demand from shore power is distributed over
time using a representative daily profile. This profile introduces hourly variation that reflects typical
ship activity, with higher demand during daytime and early evening hours. The result is an hourly load
profile for each block and year, reflecting both the quantity of shore power infrastructure in place and
the evolving role of electric shipping in total energy demand.

6.2.10. Solar panels on large roofs

To model solar panel adoption on large roofs of industrial buildings, the simulation calculates hourly
solar generation over a three-year period, similar to the approach for existing buildings. The key dif-
ferences are that only industrial building blocks are considered, and each roof is assumed to have 20
panels, each with a 500 W peak power—values based on assumptions for existing buildings. Solar
energy generation is determined using representative daily profiles, which are adjusted for efficiency
improvements over time. The generated energy is then subtracted from the building’s electricity de-
mand, reducing its net grid demand.

6.3. Investment plan

The investment plan modeled after Stedin’s strategy focuses on maintaining substation capacity limits
by introducing a new substation and relocating selected building blocks. In this initial iteration, four
building blocks have been selected for relocation: Building Sector 2.1, Building Sector 2.2, Industry
Sector 2.4, and Industry/Agriculture/Greenhouse 1. These were chosen based on their proximity to the
planned substation and their potential to relieve demand pressure on the existing substation. The goal
is to offload a sulfficient portion of the existing demand to ensure both substations operate within their
capacity limits. The new substation is configured with a maximum capacity of 70 MW and a minimum
capacity limit of -140 MW. A trigger threshold of 40 MW is used to initiate the investment: once the
simulated hourly demand surpasses this value, a new substation is scheduled for construction. The
construction process spans seven years, after which relocated building blocks begin transferring their
load to the new substation. In every scenario, only a single new substation is built over the entire
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simulation horizon.

Additionally, the simulation incorporates the extra_delays dictionary, which specifies additional de-
lays added to the standard realization time of both the substation and the relocation of building blocks.
The standard realization time for relocation is set at one year. Once a building block is relocated, the
new substation begins receiving its demand. For this initial iteration, no new building blocks have yet
been added to the network.

Cost assumptions are also integrated into the model. These include standard investment costs
for building a new substation and installing two transformers. An analysis using PowerFactory was
conducted to evaluate whether the existing cables in the relocated building blocks support a 20 kV
voltage level. For each cable, it was assessed whether replacement was necessary or whether existing
infrastructure could remain. In addition, all transformers located in the distribution rooms of relocated
blocks must be replaced, which contributes further to the investment cost.

Assumptions

The assumed realization times for key infrastructure developments—building a new substation, relo-
cating building blocks, and adding new building blocks—are based on estimated durations that reflect
typical project timelines and practical considerations.

For the construction of a new substation, a period of seven years has been adopted. This dura-
tion is intended to cover the complete lifecycle of the project, including preliminary feasibility studies,
environmental assessments, permitting procedures, detailed engineering and design, and the actual
construction and commissioning of the substation. In practice, this process is highly regulated and fre-
quently subject to unforeseen delays, often due to land acquisition challenges, alignment with broader
infrastructure developments, or the need to coordinate with local authorities and stakeholders.

The relocation of a building block is assumed to take one year. This relatively short timeframe
reflects the more straightforward nature of this task in comparison to constructing entirely new infras-
tructure. It accounts for the necessary planning, the disconnection from the original substation, any
required physical rewiring or underground cabling, and the reconnection and commissioning at the
new substation. The one-year estimate assumes that the relocation occurs within an already devel-
oped urban or industrial grid, where the need for new permits or extensive groundwork is minimal.

The addition of an entirely new building block, although not yet implemented in this iteration of the
model, is assumed to require a period of two years. This reflects the greater complexity involved in ex-
panding the grid into new areas. Such a process would typically include location-specific assessments,
securing the necessary permits, planning new infrastructure connections, and physically constructing
the components needed to support the new demand. The two-year window is considered a reasonable
approximation under the assumption of moderate regulatory and logistical challenges.

6.4. Capacity risk

As defined in Chapter 3, capacity risk is the risk of insufficient grid capacity to meet future demand
due to uncertainties. To calculate capacity risk, the model simulates the total electricity demand across
all building blocks and compares this combined demand against the substation’s capacity limits. The
substation’s capacity is set at 57.5 MW for maximum demand and -80 MW for the return of electricity
into the grid. The capacity for a new substation is 70 MW for maximum demand and -140 MW for
feed-in capacity.

Two risk thresholds are established to assess capacity risk. The first threshold identifies days when
the total network demand exceeds 120% of the substation’s maximum capacity or drops below 120%
of its minimum capacity at any point during the day. The second threshold focuses on sustained stress:
it flags days when demand exceeds 110% of maximum capacity (or falls below 110% of minimum
capacity) for six or more hours within a single day.

For each simulation year, the model aggregates the hourly electricity demand of all building blocks
into a single combined demand profile, covering a full three-year period (reflecting the simulation’s time
steps). This allows a detailed view of network demand patterns, hour by hour. The model then analyzes
each day within this period by dividing the combined demand into 24-hour segments. It checks whether
any hour in the day breaches the first risk threshold and counts the number of hours that breach the
second threshold.

If a day exceeds either of these thresholds, it is marked as a risky day. The model tracks how many
risky days occur each year, as well as how many are specifically linked to each risk threshold. This
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provides a detailed picture of both extreme peak demands and prolonged periods of high stress on the
network.

Figure 6.1 presents a visual overview of this evaluation process. As shown, each simulation day is
assessed individually in a loop, where demand values are compared against the defined thresholds to
determine whether the day is flagged as a capacity risk.

h 4

Agagregate hourly
demand of all building
blocks into total demand
for the day

h 4

Compare each hour's total demand against capacity thresholds:
- Max capacity: 57.5 MW (or 70 MW if new substaion)
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Flag as risky day
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Figure 6.1: Flow chart for daily capacity risk evaluation

Assumptions

The thresholds defined for capacity risks are based on practical assumptions. These assumptions
aim to strike a balance between sensitivity to grid stress and robustness against minor, non-critical
fluctuations.

The first threshold is set at 120% of the substation’s maximum and minimum capacity. This value is
chosen because electricity networks, while engineered to handle occasional short-term spikes, typically
operate with built-in safety margins to prevent overloads and maintain system reliability. Surpassing
120% represents a level of demand well beyond normal operational tolerance and can pose a serious
risk of equipment strain, overheating, or activation of safety mechanisms. By flagging any instance
where demand exceeds this threshold—even for just one hour—the model captures critical peaks that
could realistically threaten grid reliability.
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The second threshold focuses on sustained stress: 110% of maximum capacity (or below 110% of
minimum capacity) sustained for six or more hours within a single day. This assumption reflects the
understanding that while grids can temporarily tolerate moderate overloads, sustained high demand
over several hours places significant stress on infrastructure, increases wear and tear, and heightens
the risk of cascading failures. The slightly lower threshold of 110% allows the model to capture these
longer-duration stress periods that might otherwise be overlooked if only extreme peaks were consid-
ered.

Applying these thresholds uniformly across all simulation years ensures consistency and compa-
rability between different scenarios. While in reality, network upgrades and new technologies might
slightly alter capacity margins over time, these thresholds provide a conservative, stable benchmark
that highlights relative differences in risk between scenarios rather than attempting to predict exact
failure points.



Results

This chapter presents the key findings from the stress-testing simulation and subsequent PRIM analysis.
It identifies when and under which conditions capacity risks arise, which building sectors are most
critical, and how the current and new substations perform under uncertainty. These results inform the
identification of trigger conditions and future infrastructure needs.

7.1. Stress-testing results
Following the completion of the simulation, results were analyzed using the notebook "Demand anal-
yse.ipynb”, which is publicly available on GitHub. Multiple output files were generated during this pro-
cess, with particular attention given to the file capacity_risks.csv. This file contains, for each scenario,
the total number of days with capacity risks for both the current and proposed new substation. It also
indicates whether a new substation was added, reports total system costs, and provides a breakdown
of the number of risky days every three years for each substation separately.

Across all 1,000 simulated scenarios, a new substation was always added. Consequently, total
system costs remained constant. In every scenario, the current substation experienced a non-zero
number of risky days, whereas the new substation showed zero risky days in 611 scenarios.

The distribution of total risky days for the current substation (Figure 7.1) reveals a right-skewed pat-
tern. The bulk of scenarios result in between 800 and 1,400 risky days, with a concentration of values
peaking around 1,100 to 1,300 days. Given that the simulation spans 28 years (2025-2052), total-
ing 10,220 days, this peak implies that in these scenarios, approximately 13% (e.g., 1,300 + 10,220
= 13%) of all days are flagged as capacity risk days. This is not a rare edge case: about 140 out of
the 1,000 simulated scenarios fall within this range. In other words, there’s a substantial likelihood that
the substation will face prolonged and recurring overload issues unless mitigating action is taken. The
distribution also features a long tail extending beyond 2,000 risky days, highlighting the presence of
outlier scenarios with elevated risk levels. These scenarios likely reflect conditions such as acceler-
ated electrification or delays in planned infrastructure expansions. Conversely, the rarity of scenarios
with fewer than 500 risky days suggests that achieving consistently low-risk outcomes would require
substantive changes to the current investment trajectory.

34
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Distribution of total risky days for old substation per scenario
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Figure 7.1: Distribution of capacity risks at the current substation across all simulated years (2025-2052)

For the new substation (Figure 7.2), the distribution of risky days also exhibits a right-skewed pattern
but is structurally different. A clear majority of scenarios—over 60%—report zero risky days, indicating
that the new substation performs effectively under typical or moderately adverse conditions. Nonethe-
less, a minority of scenarios show between 200 and 500 risky days. These cases likely correspond
to instances of rapid demand escalation or elevated levels of electricity fed back into the grid from
distributed generation sources, such as rooftop solar or small-scale renewables. Although the new
substation is designed with higher capacity, it is not immune to these extremes.

The results underscore that the addition of the new substation substantially reduces the frequency
and magnitude of capacity risk events. However, risk is not entirely eliminated. Future infrastructure
planning must therefore extend beyond median expectations and incorporate provisions for tail-end
risks, which—though infrequent—may carry significant operational and financial consequences.
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Distribution of total risky days for new substation per scenario
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Figure 7.2: Distribution of capacity risks at the new substation across all simulated years (2025-2052)

Across 1,000 simulated scenarios, capacity risk emerges as a persistent challenge. The current
substation experiences some level of capacity risk in all scenarios, while the new substation performs
significantly better, eliminating capacity issues in 47.3% of cases. Even so, the majority of scenarios still
exhibit capacity risks in one or both substations, demonstrating that while the new substation enhances
system robustness, it does not fully resolve underlying vulnerabilities.

A year-by-year breakdown of capacity risk (Table 7.1) reveals a clear temporal pattern. The current
substation operates without issue in the early years of the simulation (2025-2028). Starting in 2031,
however, capacity risk begins to rise sharply, peaking in 2034 and 2037, where 82.9% and 92.0%
of scenarios, respectively, show capacity risks. This spike coincides with accelerating load growth
that outpaces existing capacity, during a period when neither the new substation nor the associated
infrastructure upgrades—such as building block relocations—have yet been completed. The system
is particularly vulnerable during this transitional phase. Once the new substation is commissioned
around 2031 and gradually integrated through to 2040, capacity risk at the current substation declines
significantly. By 2046, only 0.2% of scenarios report any risk. This drop reflects the relieving impact of
the new infrastructure and suggests that timely implementation is critical: delays during this high-risk
window could lead to widespread service disruptions.

The new substation, by contrast, shows minimal capacity risk until the final years of the simulation.
Between 2025 and 2043, no scenarios report risky days, and even by 2046, only 1.5% are affected.
However, beginning in 2049, signs of strain begin to appear, with 20.4% of scenarios showing risk,
increasing to 52.7% by 2052. This late-stage rise indicates that demand pressures—possibly from
continued electrification or decentralized generation—may again exceed system capacity in the long
term. Although the new substation is effective in stabilizing the network through the 2030s and 2040s,
it is not a final solution.

Together, these findings point to two major conclusions. First, the new substation is essential for
resolving mid-term capacity issues and preventing widespread risk during the 2030s. Second, system
expansion cannot stop there. Long-term robustness will depend on further capacity planning beyond
2045 to address new demand drivers and maintain low-risk operation across the entire system life
cycle.
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Table 7.1: Risky days statistics for current and new substation scenario’s

Column Non-zero scenarios Total scenarios % with risky days
Risky days current in 2025 0 1000 0.0%
Risky days current in 2028 0 1000 0.0%
Risky days current in 2031 134 1000 13.4%
Risky days current in 2034 829 1000 82.9%
Risky days current in 2037 920 1000 92.0%
Risky days current in 2040 582 1000 58.2%
Risky days current in 2043 82 1000 8.2%
Risky days current in 2046 2 1000 0.2%
Risky days current in 2049 74 1000 7.4%
Risky days current in 2052 341 1000 34.1%
Risky days new in 2025 0 1000 0.0%
Risky days new in 2028 0 1000 0.0%
Risky days new in 2031 0 1000 0.0%
Risky days new in 2034 0 1000 0.0%
Risky days new in 2037 0 1000 0.0%
Risky days new in 2040 0 1000 0.0%
Risky days new in 2043 0 1000 0.0%
Risky days new in 2046 15 1000 1.5%
Risky days new in 2049 204 1000 20.4%
Risky days new in 2052 527 1000 52.7%

In addition to the capacity risk metrics, analysis of 20 time-series output files revealed key patterns
in substation demand and associated risks. Yearly plots of maximum and minimum demand highlighted
important trends across all 1,000 scenarios.

Figure 7.3 shows annual maximum demand trajectories for the current and new substations. Al-
though many scenario lines overlap due to their similarity, several clear patterns emerge. For the
current substation (left), demand begins to exceed the trigger threshold shortly after 2028, marking the
onset of capacity risks and signaling the need for new infrastructure. This finding aligns with the sharp
increase in capacity risk scenarios observed from 2031 onward, confirming load growth as a critical
vulnerability driver.

The right plot shows that in some scenarios, at least one ring is relocated to the new substation by
2037, while in others this occurs as late as 2046. This makes sense as a new substation can be realized
after 7 years already without extra delays. As demand shifts to the new substation, the left plot shows a
corresponding decrease in load at the current substation, which corresponds to the subsequent decline
in risk levels after 2037. By 2052, the final year of the simulation, every scenario indicates that the new
substation’s maximum demand exceeds its capacity limit, underscoring the capacity risks highlighted in
Table 7.1. At the same time, the current substation consistently operates above its capacity limit across
all scenarios, emphasizing the persistent and critical capacity challenges it faces. Without effective load
management or further infrastructure upgrades, these risks are likely to continue.
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Figure 7.3: Maximum hourly demand over the years for all scenario’s

Figure 7.4 shows the hourly minimum demand over time for the same scenarios, illustrating the
amount of electricity fed back into the grid at both the current (left plot) and new (right plot) substations.
The results remain relatively stable until around 2040 and 2043, where noticeable drops occur in the
current substation’s minimum demand. These drops coincide with the integration of two solar parks
connected to building blocks that are eventually relocated to the new substation. The observed dips
suggest that in scenarios where relocation has not yet taken place, solar generation temporarily reduces
net demand at the current substation. This interpretation is supported by Figure D.9, which shows that
a solar park can already contribute close to -130,000 kW of electricity being fed back into the grid during
an hourly peak by 2040—closely matching the magnitude of the dips seen in Figure 7.4.

In all scenarios, the new substation’s minimum demand drops below its minimum capacity limit—
indicated by the red horizontal line—reflecting increased solar feed-in from rooftop panels and solar
parks. After the solar parks’ implementation, none of the scenarios show the current substation falling
below its minimum capacity limit, indicating that minimum load challenges are more relevant for the
new substation.
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Figure 7.4: Minimum hourly demand over the years for all scenario’s

Figure 7.5 presents the maximum hourly demand per building block over the years, based on all
1,000 simulated scenarios. For each year, the highest and lowest observed hourly values across all
scenarios were selected to create the annual range of demand per block. Building Sector 2.1 clearly
stands out with the highest demand, which rises sharply from 2025 onward and remains relatively stable
from around 2037.

This trend in rising demand can be explained by the characteristics of the sector: in 2025, Building
Sector 2.1 contains 83% of all residential units. These households are transitioning away from gas
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boilers and adopting eHPs and HHPs. While HHPs use gas primarily for heating during the winter
months—when gas is generally more efficient or cost-effective for maintaining warmth—they switch to
electric operation in the summer. During this period, the heat pump runs in cooling mode. As a result,
electricity consumption remains significant throughout the summer due to this cooling demand and the
electric components of the HHP system. This seasonal dual operation contributes to sustained elec-
tricity demand even during warmer months. Furthermore, since the projected number of new buildings
in this sector is based on the existing housing stock, additional demand increases are expected over
time. These combined factors can explain why demand from this building block is significantly higher
than in others. From around 2037 onward, the trend stabilizes. This leveling off occurs because by
then, nearly all existing gas boilers have been replaced, and all newly built homes adopt either eHPs
or district heating systems—meaning no new gas boilers are added. Households then rely exclusively
on these electric or network-based heating solutions (along with HHPs and airco systems), which have
relatively consistent average energy consumption profiles compared to the earlier mix with gas boilers.
This contributes to a more stable overall demand level, though some day-to-day variability remains due
to factors like weather and user behavior.

In the later years, an upward trend in demand is also observed in several industrial sectors. This
suggests that the electrification of industry and the potential adoption of shore power technologies
within these sectors will contribute to future electricity demand.
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Figure 7.5: Range of maximum hourly demand per building block over the years, based on all 1,000 scenarios

Figure 7.6 illustrates the minimum hourly demand per building block over time, representing peri-
ods when electricity is fed back into the grid. Once again, Building Sector 2.1 stands out—this time
for exhibiting the highest levels of feed-in. This trend is primarily driven by the planned construction
of a large solar park in the sector by 2040. Additionally, because Building Sector 2.1 contains the
largest number of existing residential units, it also has the highest potential for rooftop solar generation.
Residential solar installations are modeled as a percentage of total housing units, further amplifying
the sector’s contribution to grid feed-in. As a result of the increased local generation, Building Sector
2.1’s demand eventually drops below the -140,000 kW capacity limit of the new substation, which may
introduce capacity risk.

Aside from these developments, the overall results remain relatively stable. Only a few industrial
sectors show slight declines in demand, likely due to the installation of solar panels on the large rooftops
of industrial buildings.
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Figure 7.6: Range of minimum hourly demand per building block over the years, based on all 1,000 scenarios

7.2. PRIM

Now that the severity and timing of capacity risks per substation have been identified, the next step is to
understand why these risks occur on certain days. To explore the underlying drivers for capacity risks
of the current investment plan, a PRIM analysis is conducted. PRIM is a scenario discovery technique
that identifies regions—or "boxes”—in the input space where a specific outcome (in this case, capacity
risk) is significantly more likely to occur [47]. These boxes are defined by ranges of uncertain input
parameters and are useful for interpreting and communicating the conditions under which risk arises.
PRIM is characterized by three key metrics:

» Coverage: the proportion of all risk cases that fall inside the box. High coverage indicates the
box captures a large share of the total risk space.

» Density: the proportion of cases inside the box that result in risk. High density implies the box is
concentrated with high-risk scenarios.

* Restricted dimensions: the specific uncertainties (input variables) that define the box boundaries.
These are the key drivers most strongly associated with the occurrence of capacity risk.

In other words, PRIM helps identify which combinations of uncertainties lead to high probability
of capacity risk, and how concentrated or widespread those risks are within the uncertainty space.
Ideally, boxes with high density and high coverage are sought while keeping the number of restricted
dimensions to a minimum. This balance is important because a simpler box with fewer restrictions is
easier to interpret and more actionable. In this study, however, when a trade-off is necessary, high
density is prioritized over high coverage, ensuring that the identified region predominantly contains
risky scenarios. This makes the insights more reliable for targeted decision-making.

To enhance the analysis, a modified iterative PRIM procedure was applied rather than stopping
after identifying a single box. After each run of PRIM, the cases falling within the identified box were
temporarily reclassified as non-risk (by setting their binary outcome to 0), allowing the algorithm to
search for additional, distinct high-density boxes in subsequent iterations. This process continued until
no further boxes above the predefined density threshold could be found. Such an approach—based
on the method proposed by Guivarch et al.—avoids overlapping regions and helps uncover multiple
independent scenario “drivers” that can each lead to capacity risk. It improves the diversity of discov-
ered patterns and strengthens the explanatory power of the results.

To support this analysis, data was extracted from the 20 time-series output files, which together com-
prise the full set of 1,000 scenarios. These files included daily maximum and minimum substation
demands, flags for capacity risk occurrence, and uncertainty factor classifications (A, B, or C). For
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PRIM to work correctly, the outcome variable must be binary—indicating whether a capacity risk oc-
curred (1) or did not (0)—while the input variables (i.e., uncertainties) must be numerical or ordinal.
Data preprocessing was required to meet these criteria and included formatting and encoding steps.
The full preprocessing workflow is documented in the GitHub repository under the notebook “Prim anal-
yse.ipynb.”.

To generate meaningful insights, the PRIM analysis was performed separately for each substation
and each year, allowing a detailed examination of the conditions that lead to risk over time. For the
new substation, the years 2049 and 2052 were analyzed, as these are when capacity risks begin to
emerge. For the current substation, PRIM was applied to the years 2031, 2034, 2037, 2040, 2043,
2049, and 2052—corresponding to periods of increasing and declining risk as identified earlier. This
targeted approach allows for a deeper understanding of the temporal and spatial drivers behind capac-
ity risk across different system configurations.

A density threshold of 0.8 was used for every analysis, aligning with common practice in exploratory
modeling and scenario discovery. This value strikes a practical balance between selecting boxes with
sufficiently pure concentration of risk cases while still maintaining broad enough coverage to capture
meaningful patterns—ensuring the results remain interpretable and actionable. For example, the EMA
Workbench documentation adopts a similar density threshold in its standard PRIM implementation [22].

Using a lower density threshold (e.g., 0.6) would allow boxes with lower purity, potentially including
more non-risk cases and thus making it harder to identify clear drivers of risk. Conversely, a higher
density threshold (e.g., 0.9 or above) would select boxes with very high purity but might exclude many
risk cases, resulting in very small or overly specific boxes that miss broader patterns. Therefore, a
density threshold of 0.8 is used as a balanced compromise.

7.2.1. Current substation

2031

The first year of analysis for the current substation is 2031. Box 6 was selected for the first iteration, with
a density of 0.845 and a coverage of 0.366. In other words, this box captures 36% of all risky scenarios,
and more than 8 out of 10 scenarios inside the box are indeed risky. However, the relatively low
coverage indicates that nearly two-thirds (64%) of risky scenarios lie outside this identified cluster. This
highlights that while Box 6 describes a significant and concentrated subset of risk drivers, capacity risk
is not confined to a single, clearly defined combination of uncertainties. Instead, the risk is distributed
across a broader and more diverse range of conditions. As a result, managing capacity risk effectively
will require strategies that address multiple pathways and scenarios, rather than focusing solely on the
dominant cluster identified here.

Five key drivers are associated with this box: the progress of the heat transition (i.e., moving away
from gas boilers), the uptake of air conditioning, the adoption of eHP’s, moderate changes in indus-
trial activity (—5% or +10%), and a low share of "no industry” (10-15%) in the industrial mix. The first
three are straightforward—electrification of heating and increased cooling demand both raise house-
hold electricity use, which aligns with Figures 7.5 and 7.6 where residential buildings in Building Sector
2.1 dominate demand in 2031.

Industrial activity plays a more nuanced role in capacity risk. Interestingly, both a moderate increase
(+10%) and a slight decrease (-5%) in industrial activity are associated with elevated risk in this anal-
ysis. The increase is relatively straightforward: as new industrial sectors grow, they tend to be more
electrified by design, driving up electricity demand. The decrease, while initially surprising, also makes
sense in the context of the model. A 5% reduction in industry reflects the decline of methane-based
processes. As these are phased out, the remaining industrial activity can look more dominated by
electrified processes. This shift can raise the overall electricity load, even if total industrial output falls.

The "no industry” variable adds further complexity. While "no industry” implies zero industrial elec-
tricity demand, a low share of “no industry” (10-15%) in the mix implies that the remaining industrial
composition is dominated by sectors with high electrification potential. In the model, this means elec-
trification rates in the remaining industry can reach up to 60%, significantly increasing electricity con-
sumption. Thus, a low share of “no industry” acts as a proxy for highly electrified industrial scenarios,
amplifying system-wide load—particularly when combined with rising residential electrification.
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After reclassifying the cases in box 6 as non-risk (i.e., setting their outcome to 0) for the second PRIM
iteration, no additional boxes met the density threshold of 0.8. This suggests that, although Box 6 cap-
tures only part of the risky scenarios, it represents the most concentrated and clearly defined cluster of
capacity risk drivers in 2031. The absence of other high-density boxes indicates that the remaining risky
scenarios are more dispersed and do not form distinct, easily identifiable patterns at this density level.
Consequently, while Box 6 highlights a key risk profile, the broader risk landscape remains diffuse and
may require more nuanced or multi-faceted approaches to fully understand and manage.

2034

For the year 2034, box 1 was selected in the first PRIM iteration, with a density of 0.993 and a coverage
of 0.800. This means the box encompasses 80% of all scenarios involving capacity risk, with nearly all
the included cases being high-risk—suggesting a highly representative and reliable result.

Only one key driver is associated with this box: the heat transition. As in 2031, this is a straightfor-
ward finding. Replacing gas boilers with electric alternatives increases household electricity consump-
tion, reinforcing the importance of the heat transition in shaping early system vulnerability. This result
again aligns with Figures 7.5 and 7.6, where residential buildings dominate demand patterns.

In the second iteration, additional structure was found. Box 4 was selected, with a density of 0.88 and
a coverage of 0.68. Three key drivers characterize this box: the heat transition, moderate changes
in industrial activity (7% or +20%), and a low share of "no industry” (10-15%). These factors mirror
those seen in 2031, suggesting consistent mechanisms behind capacity risks during this early period.

A third iteration was performed, but no additional boxes met the density threshold of 0.8. This sug-
gests that the most relevant combinations of drivers for 2034 were already captured in the first two
iterations.

While Box 1 clearly represents the dominant risk profile due to its high coverage and density, Box
4 highlights that a substantial portion of capacity risk is also influenced by industrial activity and the
composition of the industrial mix. Thus, although the heat transition emerges as the primary driver
of risk in 2034, industrial factors remain an important secondary consideration. Together, these two
boxes capture the main distinct patterns of capacity risk, indicating that effective risk management
should address both household electrification and evolving industrial dynamics.

2037

In 2037, the analysis identified a single box in the first iteration with a perfect density of 1.0 and a
coverage of 0.729. This indicates that every scenario within the box exhibits capacity risk, and that the
box captures approximately 73% of all risky scenarios for this year.

The key driver here is the delay in constructing the new substation, which is intuitive. As shown
in Figure 7.3, scenarios where the new substation is already operational see demand drop to within
capacity limits. Conversely, scenarios without the new substation by this year—and where building
blocks are still allocated to the current substation—experience rising demand, with some projections
reaching 120,000 kW by 2040 (see Figure 7.3). This delay prevents demand from being split between
two substations, leading to almost always significant capacity risks at the current substation.

In the second iteration, box 3 was identified, again with a perfect density of 1.0 and a coverage of
0.38. This box is defined by two key drivers: the continued delay in constructing the new substation
and the ongoing transition away from gas boilers. The latter reflects the growing shift toward electrified
heating technologies such as HHPs, eHPs, heat networks, and air conditioning systems—changes that
increase electricity demand and exacerbate capacity constraints.

The third iteration also yielded a valid box—box 5—uwith a density of 1.0 and an increased coverage of
0.51. This box shares the same two drivers as the previous iteration (substation delay and gas boiler
phase-out) and introduces a third: the widespread adoption of HHPs. This addition is consistent with
model behavior, as HHPs consume significant electricity during peak periods, thereby contributing di-
rectly to elevated system load and increasing the likelihood of capacity risk.

Interestingly, the pattern of coverage across iterations—initially decreasing and then increasing—provides
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insight into the structure of the scenario space. The initial drop in coverage (from 0.729 to 0.38) reflects
the fact that the most dominant and clear-cut cluster of high-risk scenarios was captured in the first box.
Subsequent boxes, by design, must explore less dominant or more specific regions of the input space.
However, because previously covered cases were only temporarily reclassified as non-risk (i.e., not
removed from the dataset), scenarios included in earlier boxes remained available in later iterations.
As aresult, the increase in coverage during the third iteration (to 0.51) may reflect some re-capturing of
scenarios from the first box rather than the discovery of a fully distinct cluster. This suggests that box 5
intersected a larger portion of the high-risk scenario space, possibly overlapping with earlier iterations
rather than uniquely expanding on them.

This fluctuation highlights two important interpretive points. First, capacity risks in 2037 are not
confined to a single set of conditions—while substation delay remains the consistent root cause, its
interaction with different demand-side factors (e.g., electrification technologies) creates multiple, over-
lapping risk archetypes. Second, the increase in coverage at a later stage does not necessarily indicate
a newly uncovered structure but rather reinforces the explanatory strength of already-identified condi-
tions. It also underscores the value of iterative PRIM in revisiting the full dataset to reveal persistent
patterns across overlapping clusters.

No further boxes meeting the density threshold were identified in the fourth iteration, indicating that
the most salient risk-driving patterns in the 2037 scenario space had been successfully captured.

2040
In 2040, box 1 was identified in the first iteration with a density of 0.838 and a remarkably high coverage
of 0.966. This indicates that the box captures nearly all scenarios in which capacity risk occurs, while
maintaining a strong concentration of true risk cases. Such a result points to a highly dominant risk
pattern in the scenario ensemble for this year. The sole driver associated with this box is the delay in
constructing the new substation.

No additional boxes met the density threshold in the second iteration.

2043

No boxes were identified at the 0.8 density threshold in 2043. This indicates that no single, well-defined
region of the scenario space captures a sufficiently large and concentrated portion of capacity risk cases.
In other words, capacity risks for the current substation in this year are more diffuse and do not cluster
strongly around specific combinations of input uncertainties. This suggests that the risk drivers are
more varied or that capacity issues may be less pronounced or more evenly spread across scenarios,
making it harder to isolate dominant risk patterns for targeted intervention.

2049

In 2049, box 5 was selected with a density of 0.861 and a coverage of 0.838, indicating that it captures
nearly 84% of all risky scenarios. The three key drivers within this box are suitable roofs for large
solar panels, the actual installation of these large solar panels, and the efficiency of these solar panels.
Notably, the combination of these three key drivers has a substantial impact on capacity risk. While
suitable roofs for large solar panels and their installation are primarily tied to the industrial sector—
since these large panels are mostly installed on industrial rooftops—solar panel efficiency influences
all installations, including residential buildings and solar parks. Together, these factors contribute to
capacity risks in 2049, with the industrial sector playing a central role due to the extensive deployment
of rooftop solar and increasing electrification.

This shift is reflected in Figure 7.6, which shows a decrease in minimum hourly demand within
industrial building blocks. Earlier in the planning horizon, capacity risks were mainly driven by larger
building sectors, but load relocation through the new substation has largely mitigated those pressures.
As a result, the focus of capacity risk has moved toward the industrial sector, where the interplay of
solar panel deployment and efficiency improvements creates new challenges for the system.

No additional boxes meeting the 0.8 density threshold were identified during the second PRIM
iteration.

2052
In 2052, box 2 was selected in the first iteration, with a density of 0.906 and a coverage of 0.848. The
sole driver identified is the suitability of industrial roofs for large-scale solar panel installation. This result
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highlights a shift in the nature of capacity risk by this point in time—away from demand-side drivers and
toward risks associated with decentralized energy feed-in from industrial-scale solar generation.

In the second iteration, box 6 was selected, exhibiting a perfect coverage of 1.0 and a density of
0.81. Four key drivers define this box: suitability of roofs for large solar panels, the actual construction
of the solar panels, solar panel efficiency and moderate changes in industry activity (-25% or +20%).
Since this box captures all remaining risk cases, no further iterations were conducted.

Taken together, these findings reveal a temporal progression in the drivers of capacity risk at the
current substation: early-stage risks are predominantly linked to residential electrification, mid-term
risks are shaped by infrastructure delays and heating transitions, and long-term risks are increasingly
driven by high levels of industrial solar feed-in. This evolution reflects the shifting balance between
consumption and generation in the grid, emphasizing the need for adaptive planning over time.

7.2.2. New substation
2049
For the new substation in 2049, box 4 was identified with a density of 0.899 and a coverage of 0.608.
The key drivers associated with this box are: suitability of roofs for large solar panels, actual construc-
tion of large-scale solar installations, and solar panel efficiency (both on residential rooftops and solar
parks). These drivers reflect the same risk mechanisms previously observed in the current substation.
Specifically, they indicate high levels of solar energy generation and corresponding grid feed-in. This
aligns with earlier observations in Figure 7.4, where the new substation exceeds its minimum capacity
threshold in several scenarios—pointing to issues related to reverse power flow caused by excessive
distributed generation.

The second PRIM iteration did not identify any additional boxes that met the density threshold of
0.8, suggesting that the primary risk structure had already been captured in the first box.

2052

In 2052, box 2 was selected with a high density of 0.875 and a coverage of 0.732. Two key drivers
reappear: suitability of roofs for large solar installations and solar panel efficiency. These are consistent
with the 2049 results and reinforce the role of solar-related variables in shaping risk. Their impact
is again evident in Figure 7.4, where the minimum demand at the new substation drops below the
operational threshold in several scenarios. This reflects a system imbalance in which high feed-in,
rather than high consumption, drives the capacity constraint. As with 2049, the second iteration did not
yield any boxes exceeding the density threshold, further indicating that risk in this period is concentrated
in a well-defined subset of scenarios.

Overall, these results highlight a key distinction in the nature of capacity risk at the new substa-
tion. Unlike the current substation—where risk is initially driven by increasing demand and delayed
infrastructure—the new substation faces challenges primarily related to reverse flows from excessive
solar generation. As solar deployment expands, particularly on industrial rooftops and in solar parks,
managing energy feed-in becomes a central issue for long-term system stability and planning.

7.2.3. Summary of findings

To synthesize the PRIM findings for each year and substation, Table 7.2 below summarizes the pri-
mary drivers of capacity risk across time. This table captures the year-by-year evolution of capacity
constraints, the substation affected, and the key drivers responsible for high-risk scenarios. It provides
a compact overview of how capacity risk shifts from demand-driven pressures (e.g. heating electrifica-
tion) in earlier years to generation-driven issues (e.g. excess solar feed-in) in later years—particularly.
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Table 7.2: Summary of capacity risk drivers per substation and year first iteration

Year Substation Key drivers of capacity risk

2031 Current Gas boiler phase-out, uptake of air conditioning for cooling, adoption of eHP’s,
moderate industry changes (-5% or +10%), low share of "no industry” (10—
15%)

2034 Current Gas boiler phase-out, moderate industry changes (-7% or +20%), low share
of "no industry” (10-15%)

2037 Current Delay in new substation construction, gas boiler phase-out, adoption of HHPs

2040 Current Delay in new substation construction

2049 Current Industrial rooftop suitability for solar, installation rates, solar panel efficiency

2052 Current Suitability of roofs for large solar panels, construction of the solar panels, solar
panel efficiency, moderate industry changes (-25% or +20%)

2049 New Industrial rooftop suitability for solar, installation rates, solar panel efficiency

2052 New Suitability of roofs for large solar installations and solar panel efficiency

This summary confirms that early-stage risks (2031-2040) at the current substation are largely
driven by growing residential demand—especially from heating and cooling electrification—compounded
by delays in infrastructure deployment. In contrast, longer-term risks (2049-2052) at both substations
are shaped by high levels of decentralized solar generation, especially from industrial-scale rooftop
installations. These risks point to the emergence of reverse power flow and the growing importance of
managing distributed generation as part of future grid planning.

7.3. Second iteration

7.3.1. Trigger conditions

Based on the assessment of maximum and minimum demand trends for both substations over the
years, along with insights from the PRIM analysis, two adjustments to the investment plan are proposed
(see Table 7.3).

Table 7.3: Comparison of simulation assumptions: first vs. second iteration

Parameter First iteration Second iteration

Substation construction Triggered by demand exceeding Construction begins in 2025 regard-

trigger threshold less of demand

Solar park connection May connect to current or new substa- Always connects to new substation
tion depending on timing due to early completion

Code version Simulation.py Simulation second iteration.py

First, the demand is projected to rise sharply after 2028, reaching nearly 120,000 kW by 2040
for some scenarios (see Figure 7.3). Notably, the years 2034 and 2037 show capacity risks across
almost all scenarios (see Table 7.1). This trend indicates that the current trigger threshold of 40,000
kW for building a new substation is insufficiently responsive. Therefore, it is recommended to initiate
construction of the new substation in 2025, irrespective of whether demand has yet reached the original
trigger level.

Proactive investment in 2025 is expected to significantly reduce the occurrence of capacity risks in
2034, 2037, and 2040 across most, if not all, scenarios. While residual risks may still occur—particularly
in scenarios involving construction delays—this revised timing should address the bulk of the system
stress during these critical years.

In addition, Figures 7.4 and 7.6 highlight that the large solar park planned for 2040 introduces sig-
nificant reverse power flow into the grid. This solar park is located in a building block that is intended
to be relocated to the new substation. However, in some scenarios, this relocation has not occurred
by 2040, resulting in capacity risks for the current substation.
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To address this, the solar park should be connected exclusively to the new substation. Given its
higher capacity, the new substation is better equipped to manage the additional feed-in without exceed-
ing capacity limits. This measure will reduce the likelihood of capacity risks at the current substation
and support long-term system reliability under increased electrification.

To operationalize these adjustments, two modifications were made to the code. First, the trigger condi-
tion based on demand thresholds was removed from the policy. Second, the apply_policy function was
modified to ensure that construction of all new substations begins in 2025, independent of projected
demand levels. The code used to run the second iteration can be found on GitHub under "Simulation
second iteration.py”.

As a result of these changes, the solar park will automatically be connected to the new substation
rather than the current one. This is due to the timeline of substation realization: with a construction time
of seven years and a maximum possible delay of three years, the new substation will be operational
by 2035 at the latest. Since the building block containing the solar park is always scheduled first for
relocation, it will be transferred to the new substation and fully realized by 2039—even in the worst-case
delay scenario. Because of this, there is no need to add an additional building block to absorb the solar
feed-in, avoiding unnecessary complexity and additional costs.

7.3.2. Results

In the second iteration, the same analysis approach was applied as in the first. The full set of results
can be reviewed in the corresponding Jupyter Notebook titled "Demand analyse second iteration.ipynb”,
available on GitHub.

Capacity risk

One key change in this iteration is that construction of the new substation begins in 2025 across all
scenarios. So again, the investment costs are identical in every case. The adjustment has had a notice-
able impact on the distribution of risky days at the current substation. Compared to the first iteration,
where the distribution was broader and more varied, two distinct peaks now emerge: one between
0-100 risky days and another between 300—400 days. This indicates that, in many scenarios, the cur-
rent substation experiences either minimal or moderate operational stress. However, a long right tail
remains, with some scenarios accumulating over 1500 risky days—highlighting a subset of cases with
prolonged capacity risk. Compared to Figure 7.1 from the first iteration, these peaks have shifted to
a lower number of total risky days, suggesting that beginning construction in 2025 effectively reduces
the overall number of risky days. The distribution of risky days at the new substation remains largely
unchanged, which aligns with expectations since no structural changes were made that directly influ-
ence this component.

An examination of risky days per substation per year shows a marked improvement compared to the
first iteration. Looking across all 1,000 scenarios, the current substation now operates without capacity
risk in 23.4% of scenarios, a significantimprovement from the 0% risk-free scenarios in the first iteration.
The new substation remains largely robust, with 46.6% of scenarios showing no capacity risk, a result
consistent with earlier findings. These results suggest that initiating substation construction earlier has
meaningfully improved overall system robustness.

From 2025 to 2028, no capacity risks are present at either substation (see Table 7.4). In 2031,
risk levels begin to rise again at the current substation, peaking in 2034, when 60.1% of scenarios
show capacity risk. This is substantially lower than the 82.9% observed in the first iteration. These
residual risks in 2034 likely stem from the fact that not all building blocks have yet been relocated
due to delays. From 2037 through 2046, no capacity risk is observed at the current substation in any
scenario, demonstrating the effectiveness of having the new substation fully realized and populated by
that time. Despite the improved infrastructure, capacity risks begin to reappear in 2049 and 2052 in a
portion of the scenarios. This suggests that long-term growth in demand and supply may again begin
to challenge system capacity, even with the presence of the new substation.

At the new substation, results are nearly identical to the first iteration, as expected. Notably, the
assumption that the new substation could accommodate the solar park planned for 2040 proves valid—
no capacity risk occurs in any scenario for that year.

To better understand where and when capacity challenges are most acute, a filtered analysis was
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conducted excluding the problematic years 2049 and 2052. Under this condition, the current sub-
station’s share of risk-free scenarios increases to 36.5%, while the new substation’s share rises dra-
matically to 97.4%. This clearly identifies 2049 and 2052 as the main contributors to risk at the new
substation, whereas for the current substation, the key risk years remain 2031 and especially 2034.

Overall, although initiating substation construction earlier has significantly reduced the total number
of risky days, further analysis is needed to understand the re-emergence of capacity risks in the later
years of the simulation period—and to see whether different uncertainties are driving these outcomes
compared to the first iteration.

Table 7.4: Risky days statistics for current and new substation scenario’s second iteration

Column Non-zero scenarios Total scenarios % with risky days
Risky days current in 2025 0 1000 0.0%
Risky days current in 2028 0 1000 0.0%
Risky days current in 2031 128 1000 12.8%
Risky days current in 2034 601 1000 60.1%
Risky days current in 2037 0 1000 0.0%
Risky days current in 2040 0 1000 0.0%
Risky days current in 2043 0 1000 0.0%
Risky days current in 2046 0 1000 0.0%
Risky days current in 2049 90 1000 9.0%
Risky days current in 2052 377 1000 37.7%
Risky days new in 2025 0 1000 0.0%
Risky days new in 2028 0 1000 0.0%
Risky days new in 2031 0 1000 0.0%
Risky days new in 2034 0 1000 0.0%
Risky days new in 2037 0 1000 0.0%
Risky days new in 2040 0 1000 0.0%
Risky days new in 2043 1 1000 0.1%
Risky days new in 2046 26 1000 2.6%
Risky days new in 2049 227 1000 22.7%
Risky days new in 2052 534 1000 53.4%

Demand analysis

To investigate the continued occurrence of capacity risks in the later years, the next step involves
examining the maximum hourly demand over time. Figure 7.7 supports the findings in Table 7.4. For the
current substation (left plot), demand exceeds the capacity limit in 2031 and 2034 in several scenarios,
which can be attributed to delays in relocating the building blocks. Once the new substation becomes
operational, demand at the current substation drops below the capacity threshold and remains stable
through 2046. However, from 2049 until 2052, the maximum demand slightly goes up again, which
aligns with the reappearance of capacity risks in those years.

For the new substation (right plot), demand increases steadily after construction and begins to go
towards the capacity limit around 2040. It remains below the threshold in subsequent years across
all scenarios. So, the capacity risks identified in Table 7.4—particularly from 2043 onward—are likely
not driven by peak demand, but rather by reverse power flows back into the grid during periods of low
demand and high solar generation.
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Figure 7.7: Maximum hourly demand over the years second iteration

Figure 7.8 illustrates the minimum hourly demand for both substations across all scenarios. Com-
pared to the first iteration, the current substation no longer experiences minimum demand falling below
the lower capacity limit until 2052. In contrast, the first iteration showed that in 2040 and 2043, a few
scenarios resulted in demand dropping below this threshold. This change can be attributed to the re-
vised assumption that new solar parks are always connected to the new substation, which prevents the
excessive negative demand that previously appeared at the current substation.

For the new substation, a sharp decline in minimum demand is observed starting in 2040, clearly
indicating the impact of the solar park’s integration. Following this, the trend continues to decrease
steadily, eventually surpassing the lower capacity limit in 2046, 2049 and 2052. This drop explains the
occurrence of capacity risks in these years, as reflected in Table 7.4.
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Figure 7.8: Minimum hourly demand over the years second iteration

In summary, advancing the construction timeline of the new substation has significantly mitigated
short- and mid-term capacity risks. The early years of the simulation (2025-2028) show no issues,
and even the high-risk period around 2034 has seen substantial improvement compared to the first
iteration. The current substation operates well within capacity after the investment is realized, and
the revised assumption regarding solar park connections has effectively resolved issues related to
minimum demand. However, capacity risks re-emerge from 2049 onwards at both substations—despite
the expanded infrastructure. This suggests that long-term demand dynamics or other interacting factors
may be pushing the system toward new stress points.

To understand what is driving these later-year risks—whether it's specific patterns in electrification,
solar expansion, relocation delays, or other uncertainties—a more detailed diagnostic is needed. To
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uncover which combinations of uncertain parameters are most associated with capacity risk during this
later period, a PRIM analysis is needed.

PRIM

Based on the capacity risk results, a PRIM analysis was performed for the current substation in the
years 2031, 2034, 2049, and 2052. For the new substation, analysis focused on 2049 and 2052, as
these were the only years showing notable capacity risk. The complete code and results can be found
in the notebook titled "Prim analyse second iteration.ipynb”, available on GitHub.

In 2031 no box was identified at the 0.8 density threshold. Capacity risks for the current substation
in this year are more diffuse and do not cluster strongly around specific combinations of input uncer-
tainties.

In 2034, box 1 was selected with a very high density of 0.857 and full coverage (1.0), meaning all
risky scenarios fall within this box. Interestingly, only one key driver is found here: a substation de-
lay of 1 to 2 years. This is a notable shift from the first iteration, where the heat transition played a
dominant role. The fact that the new substation is already constructed in more scenarios reduces the
influence of the heat transition; now, the length of the delay in substation delivery is the critical factor.
This highlights the increasing importance of timely infrastructure delivery to avoid risk.

Because box 1 already includes all risky scenarios, a second iteration cannot technically proceed
using it—it leaves no residual high-risk cases. To explore additional structure in the data, another box
with slightly lower coverage was used instead. Box 2, with a coverage of 0.769 and a very high density
of 0.987, was selected for this purpose. It reveals a slightly different risk cluster, where substation delay
is again central, but now interacts with the heat transition. This suggests that while delay remains the
dominant factor, electrification of heating still contributes meaningfully to elevated risk in a subset of
scenarios.

By setting box 2 to O (i.e., removing its scenarios from the dataset), a second PRIM iteration was
conducted. This resulted in the selection of box 5, which had a coverage of 0.734 and a density of
0.85. In this box, four key drivers emerged: delay of the substation and heat transition again, but
also a moderate change in industry activity (-7% or +20%) and a low share of "no industry” (10-15%).
Interestingly, these drivers match those identified in the first iteration of the 2034 investment plan for
the current substation, indicating a consistent pattern of risk factors across analyses.

A third iteration was attempted but did not yield any additional boxes, suggesting that most signifi-
cant high-risk patterns had already been captured in the earlier steps.

This outcome reinforces the strength and representativeness of box 1 in the first iteration. The
fact that no additional boxes could extend coverage further confirms that substation delay alone is a
sufficient condition for risk in this year. Nevertheless, the additional boxes offer valuable insights into
how other drivers modulate or compound this risk. The re-emergence of the heat transition, along
with industrial variables in box 5, suggests that while they are not essential for risk to occur, they do
intensify the system’s vulnerability when combined with infrastructure delays. Together, these findings
underline that although substation delay is the primary bottleneck in 2034, managing demand-side
developments—particularly heating and industrial transitions—remains important for reducing cumula-
tive system stress under more complex or delayed infrastructure pathways.

In 2049, results closely mirror those from the first iteration. Box 5 shows a coverage of 0.767 of risky
scenarios with a density of 0.896. The same three key drivers are identified here as in the first iteration:
the suitability of industrial rooftops for solar PV, the actual realization of large-scale solar rooftop instal-
lations and the efficiency of the solar panels. Here again, the second PRIM iteration did not identify
any additional boxes.

2052 presents results that are almost identical to the first iteration. Box characteristics and the key
driver remain unchanged, reinforcing the persistence and predictability of risk factors in this later stage.
Furthermore, the second PRIM iteration did not identify any additional boxes, suggesting that the dom-
inant risk patterns were already fully captured in the initial analysis.

Together, these findings indicate that early and mid-term capacity risks have been significantly miti-
gated through infrastructure planning and adjusted assumptions. However, long-term risks persist and



7.3. Second iteration 50

have evolved in nature. While demand-side factors—such as industrial growth—were critical in the first
iteration, they are no longer key drivers in this iteration. Instead, infrastructure timing (e.g., substation
delays) and decentralized generation deployment (e.g., rooftop solar) have emerged as the dominant
risk factors. This transition suggests that the effectiveness of long-term capacity planning will increas-
ingly depend on addressing uncertainties in infrastructure delivery and local energy production, rather
than purely managing demand growth.

For the new substation in 2049, box 4 was selected with a high density of 0.899 and a moderate
coverage of 0.67. This box includes three key drivers, all of which are consistent with those identified
in the first iteration—indicating stable risk factors across analyses. Notably, the second PRIM iteration
did not reveal any additional boxes, suggesting that the primary sources of risk were already effectively
captured.

In 2052, box 2 was selected with a density of 0.87 and a coverage of 0.742. The same two key drivers
are identified as in the first iteration. The second iteration did again not reveal any additional boxes.

7.3.3. Summary of findings second iteration

Table 7.5 summarizes the primary drivers of capacity risk across time, by capturing the year-by-year
evolution of capacity constraints, the substation affected, and the key drivers responsible for high-risk
scenarios.

Table 7.5: Summary of capacity risk drivers per substation and year second iteration

Year Substation Key drivers of capacity risk

2034 Current Transition away from gas boilers, delay in constructing the new substation,
moderate industry changes (-7% or +20%), low share of "no industry” (10—
15%)

2049 Current Suitability of industrial rooftops for solar PV, realization of large-scale solar
rooftop installations, the efficiency of the solar panels

2052 Current Suitability of industrial roofs for large-scale solar panel installation

2049 New Industrial rooftop suitability for solar, installation rates, solar panel efficiency

2052 New Industrial rooftop suitability for solar, solar panel efficiency

This summary confirms that early-stage risks in 2034 at the current substation are largely driven by
growing residential demand—especially from heating electrification—compounded by delays in infras-
tructure deployment. In contrast, longer-term risks (2049-2052) at both substations are again shaped
by high levels of decentralized solar generation, especially from industrial-scale rooftop installations.
These risks point to the emergence of reverse power flow and the growing importance of managing
distributed generation as part of future grid planning.



Actionable advice for the investment
plan

8.1. MoSCoW

The comprehensive analysis and modeling results presented throughout this report culminate in a set
of actionable advice designed to mitigate the identified capacity risks within Stedin’s distribution net-
work, thereby directly addressing sub-question 3. To effectively prioritize these actions, the MoSCoW
method has been employed. This prioritization framework classifies interventions based on their criti-
cality, feasibility, and expected impact, ensuring that resources are allocated optimally in addressing
both immediate and long-term challenges.

As a brief refresher, the MoSCoW method categorizes recommendations as follows: Must have’s
denote critical actions that are essential for preventing capacity risks and possess a high certainty of
positive impact; Should have’s are important measures that significantly enhance system robustness
but may face greater implementation complexity or reduced urgency; Could have’s represent desirable
improvements that contribute to system robustness and flexibility, though they are non-essential and
can be considered as supplementary; finally, Won’t have’s are those interventions deemed inappropri-
ate or ineffective at present due to factors such as low impact, high uncertainty, or lack of actionable
levers.

To provide a clear overview of the recommended responses to the capacity risks identified in this re-
port, Table 8.1 summarizes all proposed mitigation actions. These interventions are based on the
findings of the first and second iteration—particularly the PRIM analysis and scenario-based capacity
risk assessments—and are subsequently categorized using the MoSCoW method.

ID | Intervention Description

1 | Substation construction | Begin new substation construction without waiting
(2025) for the 40 MW threshold

2 | Manage distributed rooftop | Apply spatial zoning policies and co-located storage
PV to limit rooftop solar’s impact on substation capacity

3 | Mitigate substation delays Improve project management and stakeholder coor-

dination to avoid 1-2 year delays

4 | Long-term capacity planning | Explore options for a third substation or major up-
grades to existing infrastructure beyond 2046

5 | Operational flexibility (future) | Investigate flexible operational schemes such as dy-
namic load sharing to manage local oversupply

6 | Influence AC/heating rollout | Attempt to moderate growth in air conditioning and
heating demand (low feasibility and low leverage)

Table 8.1: Overview of Recommended Capacity Risk Mitigation Measures
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The foremost must-have recommendation is the initiation of construction for the new substation
in 2025, independent of the previously applied demand threshold trigger of 40,000 kW. The second
iteration’s scenario analyses revealed that the original threshold proved insufficiently responsive to
anticipated sharp demand increases after 2028 and capacity risks peaking in 2034 and 2037. By com-
mencing construction proactively in 2025, the grid infrastructure will better accommodate rising demand,
significantly reducing the incidence and severity of risky days at the current substation through the early
2030s. Although residual capacity risk remains in 2034—Ilargely attributable to potential delays in relo-
cating building blocks—this strategic shift in timing marks a substantial improvement compared to the
first iteration, mitigating almost 25 percent of risk scenarios at critical years. This adjustment directly
addresses the most urgent vulnerability identified in the mid-term horizon and is therefore imperative.

Complementary to the substation construction timing, the management of large-scale distributed so-
lar PV generation emerges as another critical must-have action. The PRIM analyses for 2049 and
2052 clearly identify the proliferation of rooftop solar installations on industrial buildings as a dominant
driver of capacity risks at both the current and new substations. This is further corroborated by the ob-
served minimum hourly demand profiles in these years, where demand falls below the lower capacity
limits, indicating substantial reverse power flows that strain substation capabilities.

Unlike the singular large solar park addressed in the revised infrastructure plan—which is connected
exclusively to the new substation and thus mitigates risk in the mid-term—these distributed rooftop in-
stallations represent a widespread and evolving challenge. Their impact is less centralized and more
difficult to manage through conventional infrastructure upgrades alone. As such, targeted operational
and planning interventions are required. Firstly, implementing detailed grid-impact studies before ap-
proving new rooftop solar projects on industrial buildings will enable identification of locations where
generation might exceed local substation capacity. This can inform spatial zoning policies that limit
the concentration of large-scale rooftop PV in vulnerable network areas. Lastly, deploying battery en-
ergy storage systems co-located with rooftop solar can absorb excess generation, flattening demand
profiles and reducing stress on substations.

Collectively, these interventions will be crucial to managing distributed solar PV expansion within the
network’s physical limits, maintaining substation reliability, and supporting the ongoing electrification
trajectory. Failure to implement such measures risks recurring capacity risks, potentially undermining
system’s robustness despite infrastructure investments.

While these two measures form the core of the must-have category, attention must also be paid to
minimizing delays in the construction and commissioning of the new substation. The second iteration’s
PRIM analysis indicates that even a one- to two-year delay significantly increases the likelihood of
capacity risk in 2031 and 2034, underscoring the critical role of timely project delivery. These delays
prolong reliance on the current substation, which is increasingly stressed as demand grows. Conse-
quently, robust project management, contingency planning, and stakeholder coordination are strongly
recommended to reduce uncertainty around infrastructure deployment schedules. These operational
controls constitute should-have measures—essential for safeguarding investment effectiveness and
ensuring that anticipated benefits are realized in practice.

In the longer term, capacity risks re-emerge from 2049 onward at both substations, despite the new in-
frastructure’s presence. The PRIM results demonstrate a notable shift in the dominant drivers of these
late-stage risks compared to earlier years. Unlike the first iteration, where demand growth and heat
transition dynamics played prominent roles, the second iteration identifies infrastructure timing (partic-
ularly delays) and decentralized generation factors—specifically, the suitability and actual deployment
of industrial rooftop solar PV—as principal risk contributors. This evolution reflects the system’s tran-
sition from demand-driven to supply-side and infrastructure delivery constraints as primary challenges.
Accordingly, could-have recommendations include advancing strategic planning for additional capac-
ity expansions or flexible operational schemes beyond 2046. This may entail preparatory feasibility
assessments for a third substation or upgrades to existing facilities, as well as exploring operational
flexibility mechanisms such as dynamic load sharing to manage localized oversupply from distributed
generation. These initiatives offer valuable risk mitigation potential but are less urgent than must-have
actions and should be pursued as part of long-term robust planning.



8.1. MoSCoW 53

Finally, certain measures fall into the won’t-have category due to limited leverage or impact from
Stedin’s perspective. These include attempts to influence demand-side factors such as the rate of
air conditioning adoption or the pace of the heat transition rollout. While these elements contribute to
early capacity stress, they are largely exogenous and less amenable to direct intervention by the grid
operator.

In conclusion, the second iteration’s insights validate the critical importance of early infrastructure in-
vestment, particularly the 2025 substation construction commencement, coupled with strategic man-
agement of large-scale distributed solar connections. Addressing infrastructure delivery delays is vital
for realizing these benefits fully. Long-term system robustness depends increasingly on accommodat-
ing decentralized generation growth and planning for additional capacity enhancements. By aligning
its investment and operational decisions with this advice, Stedin can proactively manage capacity risks
and maintain a reliable, adaptable grid in a rapidly evolving energy landscape.



Discussion

The simulation results demonstrate that initiating the new substation’s construction in 2025—decoupled
from the original demand-based trigger—significantly improves system performance by reducing ca-
pacity risks throughout the mid-term period, particularly in critical years such as 2034 and 2037. This
proactive infrastructure strategy emerged effective across all modeled scenarios. While this early ac-
tion mitigates the majority of mid-term vulnerabilities, capacity risks resurface in 2049 and 2052 at both
the current and new substations. These late-stage risks are primarily driven by reverse power flows
from widespread rooftop solar PV installations on industrial buildings, as identified in the PRIM analysis.
These findings highlight not only the value of early infrastructure development but also the importance
of strategic coordination with decentralized generation.

While these results offer valuable insights into mitigating mid- and long-term capacity risks, it is im-
portant to acknowledge several limitations that frame the interpretation and applicability of the findings.
First, the simulation incorporated a carefully selected set of uncertainties, chosen through a com-
bination of literature review and a dedicated focus group session with Stedin. This process ensured
that the most relevant and commonly acknowledged drivers of future electricity demand were included,
lending credibility and alignment with current scenario practices at Stedin. The inclusion of a focus
group further grounded the analysis in the operational realities and decision-making practices of dis-
tribution system operators. However, the risk remains that both this research and Stedin’s internal
analyses may have overlooked certain factors that could influence future demand, particularly as so-
cietal, technological, or policy dynamics evolve. While the current selection provides a solid founda-
tion, it does not eliminate the possibility that unmodeled uncertainties—whether emerging or simply
underappreciated—could significantly alter demand trajectories in the long run.

Second, the adoption factors assigned to each uncertainty scenario (A, B or C) are all assumptions.
Though care was taken to span a plausible range of outcomes, these values are not empirically val-
idated forecasts. Interestingly, the demand projections in this research result in substantially higher
values than those used in Stedin’s own scenario planning, despite alignment on the underlying uncer-
tainties. This raises a critical point: if the divergence is not caused by different sets of uncertainties,
then the differences in adoption factors could explain the gap. The results prompt a useful area for
further research—comparing the most influential uncertainties and their assigned adoption levels be-
tween modeling efforts to uncover any significant discrepancies in assumptions about the future. This
kind of cross-validation would strengthen both the robustness and mutual understanding of scenario
outcomes.

In this context, a notable and somewhat unexpected outcome was the absence of EV charging as
a critical driver of capacity risk in the PRIM analysis. It was initially expected that EVs—particularly
in scenarios involving grid-unaware charging behavior—would surface as a significant contributor to
peak load stress. However, this did not occur. A likely explanation lies in the adopted assumptions: in
the uncertainty scenarios, the maximum share of grid-unaware EVs in 2025 was limited to 30%, and
this grid-unaware share declines over time. Given the low penetration of EVs in the early simulation
years (1.85%), and the relatively modest proportion of uncontrolled charging, the overall impact on peak
demand remains limited. Moreover, the grid-aware and average charging profiles are more temporally
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distributed, reducing peak load effects. As such, EV charging did not emerge as a dominant factor. This
finding highlights a useful path for future exploration: revisiting the assumptions around grid-unaware
charging—particularly increasing its share or extending its relevance to later years—may reveal that
EV charging becomes a more prominent source of capacity stress under different conditions.

Third, another area of modeling assumption involves the use of representative days for solar gen-
eration. The number of representative days included in the simulation, how often each occurs over the
three-year period, and the shape of their hourly generation profiles are all based on simplified assump-
tions. These factors directly influence both the total electricity generated and the distribution of that
generation across hours and seasons. As with adoption factors, alternative choices here could yield
different results. Future sensitivity testing could help clarify how variations in these assumptions affect
outcomes and support a more robust modeling framework.

Building on this need for sensitivity testing, another limitation is the absence of a Sobol sensitivity
analysis. Unlike PRIM, which highlights conditions linked to extreme outcomes, Sobol analysis quan-
tifies how much each uncertainty contributes to overall output variance. This would offer a clearer
ranking of influential factors and help validate or complement the PRIM results. Including it in future
work could strengthen the robustness of the findings and guide where investments are needed.

A fifth limitation concerns the input data used for hourly load profiles across the distribution network.
The original dataset included 100 usable distribution rooms with existing load data, while 65 others
lacked such information. To address this, customer-level consumption data was mapped to distribution
rooms wherever possible, reconstructing profiles for 40 additional rooms. The remaining 25 rooms
were imputed using average load patterns from the available data. While this approach enabled a
complete and internally consistent simulation input set, it inevitably introduced some generalization
that may have smoothed over local variations in actual demand. Nonetheless, it is unlikely that this
imputation meaningfully changed the overall magnitude or spatial distribution of the main capacity risks
identified.

An additional limitation concerns the treatment of eHPs: this study did not account for the electricity
consumption of air conditioning (cooling mode) by eHPs, either for existing or new houses. As a result,
the overall electricity demand—particularly during summer months—may have been underestimated.
Inclusion of air conditioning consumption would likely have led to somewhat higher peak loads in the
warmer periods, which could influence the assessment of capacity risks.

Finally, the simulation scope was constrained to 1,000 iterations rather than the preferred 10,000,
as was used in the Gridmaster project [57], due to computational and storage limitations. With 30 total
uncertainties—13 of which were independent and each assigned three adoption levels—the scenario
space was large. Running more iterations would have enabled a more exhaustive exploration of this un-
certainty landscape. However, the 1,000 runs still provide a representative sample from which robust
conclusions about relative system performance can be drawn. While the uncertainty bands around
point estimates would likely tighten with more runs, the core patterns and risk dynamics observed—
particularly the timing and drivers of capacity stress—are expected to remain stable. This expectation
was further supported by a re-run of both simulation iterations after removing an unused uncertainty vari-
able (demand variability) from the code. Although this change slightly altered some scenario outcomes,
especially within the PRIM analysis where a few key drivers shifted, the overall patterns remained intact
and logically consistent. These observations reinforce the reliability of the simulation results despite
the limited iteration count.

Taken together, these limitations do not undermine the validity of the findings, but they do under-
score the importance of interpreting results as directional and scenario-based rather than predictive
forecasts. The model serves as a tool for stress testing future conditions under plausible uncertainty
rather than as a definitive outlook.

This research makes a meaningful contribution to the broader body of literature on energy infrastructure
expansion planning under deep uncertainty. While many existing approaches still rely on deterministic
or narrowly bounded scenario analyses [26], this study applies the RDM methodology to the distribu-
tion network level using real-world data. In doing so, it demonstrates how infrastructure investment
decisions—such as the timing of a new substation—are robust not for a single expected future, but for
a wide range of plausible, deeply uncertain futures. This represents a step forward in the operational-
ization of robust planning approaches for distribution networks.

That said, while the investment strategy proposed here is robust, it is not yet adaptive in the sense
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that decisions do not change in response to how uncertainties unfold over time. The improved out-
comes in the second iteration were based on a revised investment plan tested across many scenar-
ios, but this strategy remains static regardless of real-world developments. In other words, the PRIM
analysis was used retrospectively to understand key drivers of risk, but not prospectively to design
adaptive triggers or contingent pathways. Future research could extend this work by using the PRIM
insights—particularly the strong influence of rooftop solar PV on capacity risks in 2049 and 2052—to
develop adaptive strategies. For instance, a trigger condition could be formulated such that if industrial
rooftop solar adoption exceeds a critical threshold by a certain year, a targeted investment or opera-
tional intervention is activated. This kind of dynamic strategy design would complete the full vision of
uncertainty-aware planning introduced in this study.

Directly comparing these results to other studies is difficult, as no other work has yet applied RDM
in this way at the distribution network level. The only partially comparable effort is the Gridmaster
HIC Rotterdam project [57], which applied RDM principles to transmission-level infrastructure planning.
However, it focused on different system scales and types of uncertainty, involving cross-vector infras-
tructure and regional coordination. Because of these fundamental differences, the results of this study
cannot be directly compared to those of Gridmaster. Notably, Gridmaster also did not implement adap-
tive triggers in investment decisions, highlighting a broader gap in the literature around truly adaptive
planning.

In summary, this research helps close an important part of the literature gap by demonstrating how
robust investment strategies for distribution expansion planning can be developed under deep uncer-
tainty using RDM. It also lays the groundwork for future research to explore adaptive mechanisms that
not only enhance the robustness of infrastructure decisions but also make them responsive to how
uncertainty unfolds over time—thereby helping to close a critical gap in the current literature.

Building on these insights, future research should also consider how the methodology developed in
this study could be scaled or generalized to larger segments of the energy system. While the current
model focuses on a single distribution network, its object-oriented architecture—built around modular
classes—allows for relatively straightforward expansion to include multiple substations and additional
network elements. This opens the door to applying similar robust planning principles across broader
regions or even the entire Dutch distribution grid. However, generalizing the model in this way will
require careful contextual adaptation. Each distribution network is unique in its topology, operational
constraints, and exposure to uncertainties, meaning that some assumptions or scenario elements used
here may not transfer directly. Consequently, localized adjustments to uncertainties, adoption ranges,
or input data structures will remain essential.

Moreover, extending the approach to the high-voltage transmission level introduces a different set
of challenges. Some of the demand-side uncertainties—such as the impact of rooftop solar PV—could
be less relevant for transmission operators, who deal with aggregated flows rather than local gener-
ation and load imbalances. In addition, uncertainties at the transmission level may relate more to
inter-regional electricity trade, centralized generation expansion, or geopolitical factors affecting sup-
ply chains and grid stability. Future research should therefore investigate how the model structure
and scenario design would need to evolve to suit these different system layers, and whether links can
be created between models at different voltage levels. This multi-layered approach could ultimately
support more integrated, uncertainty-aware infrastructure planning across the entire energy system.

Future research should also explore how alternative building block configurations—such as shift-
ing different rings to the new substation—might reduce implementation costs while maintaining similar
capacity benefits. These spatial optimizations could lead to more cost-effective network layouts, par-
ticularly if certain connections provide a better balance of load relief and construction complexity. To
properly assess such alternatives, a more detailed financial analysis would be needed, including ex-
plicit net present value (NPV) calculations. While this study assumed equal total investment costs
for both strategies, the timing of those costs differs: in the baseline plan, substation construction is
triggered adaptively once aggregate demand exceeds the 40 MW threshold, whereas the forward strat-
egy brings these costs forward to 2025. Because future expenditures are discounted more heavily,
early investments carry a higher NPV burden, potentially making the forward strategy less attractive
financially despite its operational robustness. Evaluating these trade-offs—both spatial and temporal—
would allow future work to refine investment decisions that are not only robust under uncertainty but
also economically optimized over time.



57

To maximize the practical value of these extensions, future research should also focus on devel-
oping interactive decision-support tools that actively engage decision-makers. Involving planners and
operators directly in generating and stress-testing solutions can help ensure that investment plans
remain flexible, locally relevant, and aligned with operational realities. Such participatory frameworks
would make robust planning methods like RDM more accessible and actionable for distribution network
operators facing deep uncertainty and rapid change.

For Stedin, these insights provide a valuable decision-support framework for navigating future grid
investments under uncertainty. By applying and further developing this type of analysis, Stedin can not
only improve the robustness of infrastructure decisions but also build toward a more adaptive, scalable
planning approach that aligns with both local realities and national energy transition goals.
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Conclusion

This research sets out to answer the central question: How robust is Stedin’s investment plan for
distribution network expansion under deep uncertainty?
To address this, the study examined three sub-questions:

1. What are the key characteristics of long-term uncertainty in distribution network expansion plan-
ning?

2. What is the design of a simulation model that can effectively stress-test a distribution network
expansion plan across multiple scenarios?

3. What actionable advice can stress-testing provide for Stedin’s investment decisions?

Starting with the first sub-question, the research identified several defining features of long-term
uncertainty in distribution network expansion. A particularly significant source of uncertainty lies in the
proliferation of PV systems—ranging from residential rooftop panels and installations on industrial build-
ings to large-scale solar parks. Each of these forms contributes differently to grid dynamics and capacity
challenges. In parallel, the accelerating electrification of sectors such as transport, heating, industry,
and greenhouses introduces additional complexity. The adoption of EVs, the shift from gas-based to
electric heating systems, the growing use of air conditioning, and the transformation of industrial and
greenhouse processes all contribute to rising and less predictable electricity demand patterns.

Furthermore, anticipated residential development will increase the number of grid connections and
the need for timely infrastructure upgrades. Additional uncertainties emerged from stakeholder input,
such as the potential role of shore power for port operations and the risk of delays in infrastructure
delivery due to permitting or labor shortages. These uncertainties affect both the magnitude and timing
of future capacity needs, and often interact in non-linear and compounding ways. Together, these fac-
tors create a dynamic and uncertain landscape for electricity demand, requiring careful consideration
in distribution network expansion planning.

To answer the second sub-question, a scenario-based simulation model was constructed using prin-
ciples from the RDM framework. The model simulates hourly electricity flows across substations and
network components from 2025 to 2052, assessing capacity stress under a wide range of future de-
velopments. Uncertainty is introduced through 30 parameters, each adopting one of three predefined
pathways (A, B, or C). Each pathway corresponds to fixed numerical parameter trajectories over time.
By randomly sampling combinations of these discrete pathways across multiple uncertainties, 1,000 di-
verse scenarios were generated, reflecting plausible yet deeply uncertain futures. The model’s modular
architecture is implemented in Python, with classes representing key network infrastructure elements.
Scenario design and experiment coordination are facilitated by the EMA Workbench, linking uncertainty
sampling with model execution. To manage data storage while retaining critical insights, only the daily
maximum and minimum values are recorded in the output files, preserving essential information on
peak load conditions and reverse power flow risks.

58



59

The model accounts for both centralized and decentralized developments, such as rooftop solar,
and simulates capacity risks on a daily basis. This setup allows for a thorough stress test of investment
decisions, evaluating how well they hold up across a wide array of demand and supply trajectories. The
result is a transparent and scalable simulation tool that enables strategic decision making by revealing
how infrastructure plans perform across a wide spectrum of deeply uncertain futures, highlighting vul-
nerabilities, trade-offs, and opportunities for timely intervention.

For the third sub-question, the stress-testing framework produced several valuable and actionable in-
sights for Stedin. Most notably, it revealed that the original, threshold-based substation construction
plan was insufficiently robust. Initiating substation development in 2025—regardless of whether de-
mand has reached a specific threshold—substantially reduced capacity risk, particularly in mid-term
years like 2034 and 2037. This recommendation was supported by PRIM, which clarified how clusters
of uncertainties (such as rooftop PV adoption and infrastructure delays) created high-risk conditions.
The analysis also highlighted the importance of operational contingencies: even minor delays in sub-
station construction could sharply increase exposure to capacity risk. Moreover, long-term challenges
such as reverse power flow due to decentralized generation were found to require non-infrastructure
solutions, including spatial zoning and storage. Importantly, the stress-testing approach also helped
differentiate between uncertainties that Stedin can act on and those that are largely exogenous, allow-
ing for more focused and strategic resource allocation.

Bringing these insights together, the central research question can be answered. The stress-testing
results indicate that the original, threshold-based investment plan is not robust under deep uncertainty.
Under this plan, the current substation experiences capacity risk in 100% of simulated scenarios, with
no scenario achieving zero risky days over the full simulation period. Even the addition of the new
substation under this original plan shows limited effectiveness, achieving zero capacity risk in only
47.3% of scenarios. A year-by-year breakdown reveals more about when these vulnerabilities are
most pronounced. For the current substation, nearly all scenarios show capacity risk in 2034 and
2037, highlighting these as critical years of mid-term exposure. Moreover, in the later years—2049 and
2052—capacity risk re-emerges, indicating that long-term challenges are not sufficiently addressed by
the initial plan. These patterns make clear that relying on demand thresholds to trigger substation
construction is inadequate for managing both mid- and long-term risks.

In contrast, the second iteration of the investment plan, which initiates construction of the new sub-
station in 2025 regardless of demand thresholds, shows marked improvement. Under this updated
approach, the current substation achieves zero capacity risk in 23.4% of scenarios, and the new sub-
station achieves this in 46.6% of scenarios. This represents a meaningful step forward.

Still, capacity risks persist in the majority of futures, indicating that even the updated plan is not fully
robust. Temporal analysis again reveals critical vulnerabilities. For the current substation, capacity
risks are concentrated in 2031 and 2034, then decline to minimal levels until re-emerging in 2049 and
2052. The new substation, in contrast, shows most capacity risk in the later years, particularly 2049 and
2052. Excluding those two years from the evaluation significantly increases the robustness of the new
substation, with 97.4% of scenarios showing no capacity risk. However, under the same condition, the
current substation still only avoids risk in 36.5% of scenarios, indicating deeper structural vulnerability
in the mid-term.

These patterns align with the insights derived from the stress-testing framework. Addressing capac-
ity risks at the current substation requires minimizing delays in infrastructure delivery, particularly in the
mid-term years 2031 and 2034. For the new substation, long-term risks—primarily driven by high levels
of decentralized generation such as rooftop solar PV—are less likely to be resolved by infrastructure
investment alone. Instead, a combination of spatial, operational, and infrastructure-oriented measures
will likely be required to manage these risks effectively. For example, conducting local grid impact as-
sessments prior to rooftop PV deployment, applying spatial zoning to prevent generation clustering in
vulnerable areas, and co-locating battery storage systems are operational and planning tools that can
reduce pressure on substations. While these measures are often implemented at the distribution level,
their aggregated impact can extend beyond local nodes, potentially affecting upstream transmission
infrastructure as well.

In summary, both the first and second iterations of the investment plan remain insufficiently robust
to confidently withstand a wide range of uncertain futures. Reducing short- to mid-term capacity risks—
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particularly at the current substation—requires timely implementation of the proposed infrastructure
package. For long-term robustness, especially under futures with high levels of solar PV adoption, a
combination of measures will be needed: construction of the new substation, controlled spatial dis-
tribution of rooftop PV through zoning and permitting, and operational strategies such as co-located
storage to limit local congestion impacts. Together, these targeted infrastructure, spatial planning, and
operational measures form a more robust and adaptable approach to distribution network expansion
under deep uncertainty.
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Focus group

A.0.1. Summary key findings

The focus group consisted of five participants with different specializations within Stedin. Two of them
worked in grid capacity management, each responsible for specific regions. Their job is to forecast
capacity demand using projections and to come up with technical solutions for bottlenecks. In addition,
an electricity strategist took part in the discussion, bringing expertise in security issues and short-term
calculations. There was also an expert in asset management and a strategist specializing in energy
systems and developments. The latter had extensive knowledge of scenario development and handling
uncertainties in investment planning.

Before discussing the specific uncertainties, the group first reviewed the method used to calculate
scenarios. It quickly became clear that there was a strong need to analyze not just a single scenario, but
multiple scenarios. Currently, investment plans rely too heavily on a single reference scenario, whereas
a broader analysis of uncertainties and variables would lead to more well-founded decision-making.

During the session, the predefined uncertainties were critically analyzed. Participants gave feed-
back on the defined uncertainties and their values and suggested potential missing factors. One of
the key topics was the heat transition in existing buildings. It was noted that district heating networks
are typically not installed per individual house but rather for an entire area or cluster of homes. This
means that implementing district heating is not a gradual process, but a binary decision: either an area
is connected, or it isn’t. Therefore, it was recommended not to define district heating coverage as a
percentage within an uncertainty, but rather as a separate variable.

In addition to the heat transition, solar energy was discussed in depth. The group emphasized the
importance of assessing the current situation accurately. For instance, if 20% of homes already have
solar panels and an additional 20% growth is projected, this could be an unrealistic assumption. It was
recommended to clearly define whether the forecast refers to absolute growth or to the total share of
homes with solar panels. There was also discussion about whether peak solar production should be
smoothed out, for example by eventually shifting toward centralized generation instead of panels on
individual roofs.

Another point of discussion was the impact of building age. Older houses may be demolished
and replaced with new construction sooner, which affects energy demand and investment planning.
Currently, only existing buildings are considered, but if redevelopment is a realistic factor, it would make
sense to include building age as a separate uncertainty. For example, neighborhoods with homes from
the 1960s are more likely to undergo large-scale redevelopment than those with 1990s houses.

The discussion then shifted to electric mobility. Currently, the focus is mainly on the growth of
electric vehicles without taking into account the total number of cars. This is a significant oversight,
as the total number of vehicles could decrease in the future due to increased use of car-sharing and
public transport. The uncertainty about the total number of vehicles may be just as important as the
uncertainty about the share of electric vehicles. Charging infrastructure was also discussed extensively.
The distribution of charging points strongly depends on the type of housing in an area. In high-density
housing areas, public charging stations will be more needed, while residents of detached or semi-
detached homes are more likely to have a private charger on their driveway. It was also mentioned that
charging infrastructure for public transport is often developed all at once—such as at a station—rather
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than gradually expanded. This means that the charging demand for electric buses increases in steps
rather than growing linearly.

After discussing electric mobility, attention turned to the industrial sector and renewable energy
generation. It was concluded that greenhouse horticulture is unlikely to have a major impact on grid
investments in this region. There is one customer with a large connection, but other greenhouse busi-
nesses have relatively low energy demand. Regarding renewable energy generation, it was noted
that a new solar park is planned in the area, as it has been designated a solar energy exploration
zone. Additionally, the potential for placing solar panels on the large roofs of industrial halls was high-
lighted. Current scenarios only consider houses and solar parks, even though commercial rooftops are
a realistic and logical location for PV installations. Moreover, the government discourages the use of
agricultural land for solar parks, making it more likely that future PV installations will focus on industrial
rooftops.

Finally, the topic of shore power was discussed. Currently, there are no shore power facilities in the
area, and there are no concrete plans to implement them in the short term. In theory, shore power could
play a role in the future since the area includes a small harbor. If it does happen, the power supply will
likely be connected to existing grid connections, which would limit the impact on grid capacity.

A final comment addressed the complexity of the analytical method used. Adding multiple uncertain-
ties and variables makes the model more detailed and realistic. At the same time, it was emphasized
that it is crucial to present the results in a visually clear way. If the method and results are not communi-
cated in an understandable manner, it could lead to low acceptance among decision-makers. However,
the major advantage of this method is that it allows identification of which uncertainties have a signif-
icant impact and which do not. This provides valuable insights for future scenario development and
investment decisions, as less relevant uncertainties can potentially be left out in future studies.

A.0.2. Protocol
Hello everyone, Before we begin the focus group, I'd like to start with a brief round of introductions.
Please introduce yourself, mention the department you work in, and your current role.

My name is Maryvonne Marang, and as you know, | am researching the robustness of an investment
plan by Stedin under deep uncertainty, specifically regarding the expansion of the electricity network
from 13 kV to 21 kV. The focus is on area X and the new substations Y. Currently, there is a distribution
station in the south and one in the east. Power flows from station Z into Y, and from there, it is transmitted
to area X. According to the master plan, two new substations are planned: one in the north and one in
the west.

The goal of today’s focus group is to identify, validate, and refine the key uncertainties surrounding
the expansion of the distribution network. This will help make the investment plan more robust and
ensure we are better prepared for future developments.

All opinions and ideas are welcome in this discussion—there are no right or wrong answers. | will be
taking notes during the session, and we will also be recording the meeting to make sure no important
details are lost. A summary of the findings will be shared with you afterward, giving you the opportunity
to review, suggest additions, or make corrections.

The focus group will last about one hour. We’ll spend around 40 minutes discussing the uncertain-
ties, and reserve the final 10 minutes for reflection and wrapping up.

To test how robust the plan is over time, it's important to map out the uncertainties associated
with expanding the distribution network. I've already prepared an initial draft of uncertainties. In this
session, I'd like to go through each of them with you, and hear your thoughts—especially regarding the
values assigned to them. The order in which we go through them is random and does not reflect any
prioritization. Let’s get started.

[Go through all the uncertainties]

Now that we've reviewed all the uncertainties, do you think any important ones are missing? Are
there other uncertainties you’ve encountered in your experience with distribution network expansion?

And finally, are there any other comments or suggestions you'd like to share regarding the uncer-
tainties we’'ve discussed?

Thank you very much for your participation. As mentioned, a summary of the key findings will be
sent to you first. This gives you the chance to make any corrections or additions before the results are
incorporated into the research.
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A.0.3. Informed Consent

You are being invited to participate in a research study titled Robust investment strategies for electricity
distribution network expansion: applying a Robust Decision Making method and EMA to address grid
congestion in the Netherlands. This study is conducted by Maryvonne Marang from TU Delft, in collab-
oration with Arjan van Voorden from Stedin, and a research team from TU Delft including Igor Nikolic,
Jan Kwakkel, and Ton Wurth.

The purpose of this research is to model whether an investment plan of Stedin is robust under
(extreme) uncertain conditions. The focus group will be held in person at Stedin and will take approx-
imately one hour to complete. The data collected will be used to identify uncertainties in distribution
network expansion planning and will serve as input for a simulation model. You will be asked to list
the uncertainties identified in the Stedin network, specify their values, and describe their impact on
investment decisions.

As with any online activity, there is a small risk of data breach. Although data will be anonymized
wherever possible, due to the small size of the focus group, it may still be possible to reidentify individual
participants. To ensure accuracy and protect participants, a summary of key points will be shared with
you prior to publication. This allows you to verify that the summary accurately reflects your input and
does not include any harmful or misleading content.

The session will be audio recorded, and key points will be summarized in a written document. This
summary will be sent to you, and you are welcome to suggest additions or changes. One week after
the summary is sent, it will be shared with the TU Delft research team and Arjan van Voorden. The
data collected will support scientific publication. Only anonymous quotes and aggregated results will
be used in any publication.

All personal data collected will be retained for up to two years following the completion of the master
thesis.

Your participation in this study is entirely voluntary, and you may withdraw at any time. You are free
to omit any questions. If you have any questions about the processing of your data, please contact one
of the researchers listed below.

Consent Statement:
| have read and understood the information above. | consent to participate in the study and to the
processing of the personal data described above.

| agree that my responses, views, or other input can be quoted anonymously in research out-
puts:
Yes|[ ] No[ 1

Name of participant (printed) Signature Date

TU Delft research team contact details for further information:
Maryvonne Marang

Igor Nikolic

Jan Kwakkel

Ton Wurth

Stedin contact details for further information:
Arjan van Voorden



List of uncertainties

Below is a list of all identified uncertainties. There are 13 categories in total, encompassing 30 un-
certainties that have been programmed into the simulation. Each uncertainty can take one of three
possible values, labeled A, B, or C. For the detailed numerical values corresponding to these options,
please refer to the file "Scenario space - uncertainties.xlsx” available on the GitHub repository.

Category Uncertainty A B Cc
a. Adoption new heating Fast Medium Slow
systems
1 b. Adoption hybrid heat pumps High adoption Medium adop- Low adoption
tion
c. Mix eHP, heat network, airco  20/40/40 40/40/20 20/60/20
(heat)
d. Life span of hybrid heat pump 10 years 15 years 20 years
2 a. Airco (cooling) Fast adoption Medium adop- Slow adoption
tion
3 a. Adoption system (PV) Fast adoption Medium adop- Slow adoption
tion
a. Growth of total vehicles Fast Medium Low
4 b. Growth of E-vehicles Fast adoption Medium adop- Slow adoption
tion
c. Mix cars/vans/buses/trucks 70/20/5/5 60/25/10/5 50/30/15/5
a. Growth of charging points Fast adoption Medium adop- Slow adoption
5 tion
b. Mix home/company/public 60/30/10 50/30/20 40/30/30
c. Public 70/30 50/50 30/70
decentralized/centralized
6 a. Grid aware/average/grid Fast Medium Slow
unaware (% of e-vehicles)
a. Growth of new buildings High Medium Low
7 b. Mix eHP, heat network 60/40 50/50 40/60
c. Airco (cooling) High Medium Low
d. Expansion/infill 60/40 50/50 40/60
8 a. Growth of new industry Increase Stay the same Decrease
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Category Uncertainty A B C
b. Mix electrification, 60/30/10 40/40/20 30/60/10
biogas/hydrogen, no industry

9 a. Growth of new greenhouse Increase Stay the same Decrease
horticulture
b. Mix electrification, 50/40/10 30/40/30 30/60/10
biogas/hydrogen/geothermal,
no greenhouses

10 a. Growth of solar park capacity High Medium Low
b. Production (% of max) High efficiency =~ Average effi- Low efficiency

ciency

a. Delay new substation High Medium Low

11 b. Delay relocation ring High Medium Low
c. Delay add new ring High Medium Low

12 a. Growth of shore power Fast adoption Medium adop- Slow adoption
connections tion
b. Electric ships Fast adoption Medium adop- Slow adoption

tion

13 a. Growth of suitable roofs Fast Medium Slow
(industry only)
b. Construction High Medium Low




XLRM framework

This appendix provides a detailed narrative of the relationships depicted in the XLRM framework (Figure
C.1). The focus is on tracing how the uncertainties affect two key system outcomes: M1: capacity risk
and M2: investment costs, and how infrastructure levers are used to manage these effects.

New buidings

|
Delay of grid expansion

it
- Relocation ring
N

~New ing
- New substation

Figure C.1: XLRM framework

Beginning at the top left of the framework, the heat transition in existing buildings refers to the shift
away from natural gas boilers, which are currently the dominant form of heating. As homes switch to
electric alternatives such as heat pumps, district heating systems, or air conditioning units with heating
functionality, electricity demand increases. This heightened demand places additional stress on the
distribution network, thereby increasing capacity risk.

Adjacent to this is the cooling transition in existing buildings, representing increased adoption of
air conditioning systems due to climate change or comfort expectations. Like the heating transition,
this also drives up electricity consumption and, as a result, capacity risk. There is an interdependent
relationship between heating and cooling transitions. Forinstance, certain electric heating solutions like
electric heat pumps may also serve as cooling devices, potentially eliminating the need for separate
installations. In contrast, other systems may still require standalone cooling units. Thus, whether
additional cooling demand arises depends heavily on the type of heating system adopted.

Next, the rise in EVs contributes to increased capacity risk through two channels: the number of
charging points and user charging behavior. As EV adoption grows, more charging points are installed,
each adding a localized load on the network. Furthermore, if user behavior is “grid-unaware”—that is,
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not aligned with off-peak times or dynamic pricing—it introduces greater variability in demand. This
behavioral uncertainty amplifies demand-side variability, which in turn increases capacity risk.

The electrification of industrial areas and greenhouse horticulture also significantly affects capac-
ity risk. Currently, these sectors are predominantly powered by methane. However, future scenarios
include transitions to electricity, biogas, hydrogen, or even a reduction in industrial or greenhouse activ-
ity. Regardless of the specific pathway, electrification leads to increased electricity consumption, thus
elevating capacity risk.

There is also an interdependent relationship between industrial expansion and solar systems on
large roofs. The potential for deploying solar PV at scale depends on the availability of suitable roof
space, typically found on industrial buildings. Therefore, more industrial expansion could enable greater
deployment of solar energy, which has mitigating effects on capacity risk.

In addition, shore power adoption—which allows ships to plug into the electricity grid while docked
instead of using onboard diesel generators—can only occur in port and industrial areas. Shore power
significantly increases local electricity demand and contributes to capacity risk.

New buildings further increase electricity demand, as they are required to be gas-free and typi-
cally include electric heat pumps, cooling, and rooftop solar PV. These technologies increase overall
consumption, especially during peak times, contributing to higher capacity risks.

Delays in grid expansion represent another source of increased risk. When planned upgrades (e.g.,
new substations or ring relocation) are postponed, existing infrastructure must continue to support
growing demand. As substations become increasingly overloaded, the risk of grid congestion or failure
rises, increasing capacity risk.

On the other hand, solar systems on existing buildings and solar parks tend to reduce capacity risk
by feeding electricity back into the local grid. This is based on the assumption that generation does not
exceed system limits or trigger curtailment. Within this framework, it is assumed that solar generation
helps to relieve some of the stress on the distribution network by offsetting local demand.

To manage these rising risks, the model includes three key infrastructure levers:

» Relocation of Ring — reorganizing the topology of the distribution network to better match current
and forecasted demand. This can help reduce congestion and improve system efficiency in areas
where demand has shifted geographically.

* New Ring — addding new cable loops into the grid to increase redundancy and load-balancing
capacity. This lever is often used to address increased demand from new developments or heavily
loaded zones.

» New Substation — building substations to add transformation capacity at critical locations. This is
the most capital-intensive lever but is essential when existing substations reach their operational
limits.

While these levers are effective at reducing M1 — capacity risk, they also significantly influence M2 —
costs, as each intervention involves substantial capital expenditure. The strategic deployment of these
levers is thus a balancing act between ensuring grid reliability and managing financial feasibility.



Behaviour uncertainties

This appendix explores how uncertainties are handled within the simulation model. The goal is twofold:
first, to verify that each uncertainty is correctly implemented and computed by the model; second,
to assess whether the resulting curve behaviors are plausible. Each uncertainty was tested using a
single scenario. While the specific scenario may vary between plots, the focus here is not on comparing
across scenarios but rather on confirming that the magnitude and pattern of each uncertainty’s effect
are reasonable.

D.0.1. Solar panels on existing houses

In the year 2025, the simulation assumes that 5,443 houses are equipped with solar panels. Each of
these houses is modeled to have 10 panels, with each panel producing 0.4 kW of power. Multiplying
these values gives a total installed capacity of 21,772 kW. To estimate the actual power output, an effi-
ciency factor is applied. Since the analysis focuses on peak hourly production, the maximum projected
efficiency by 2028—0.87—is used. Applying this factor gives 18,941 kW. This value represents the ex-
pected peak production, indicated as -18,941 kW in the simulation output (the negative sign denoting
energy being fed into the grid). The value shown in Figure D.1 is slightly lower, which is consistent
with the possibility of a lower efficiency being used in that specific scenario. This suggests that the
starting value in the simulation is reasonable and falls within the expected range. To verify the end
value, the scenario assumes that a maximum of 80% of all existing houses adopt solar panels. With a
total of 13,607 houses, this results in 42,236 kW.This estimate aligns closely with the final value shown
in the graph for the year 2052, confirming that the simulation accurately reflects the expected order of
magnitude.

The behavior of the graph shows a nearly linear increase in solar panel production over time. This
pattern is consistent with the model’s assumptions, where both the number of households adopting
solar panels and the efficiency of the panels increase steadily each year. Because adoption grows
at a relatively constant rate and the efficiency improvement progresses gradually—peaking at 0.87 by
2028—the result is a smooth, linear rise in total installed capacity. After the efficiency factor stabilizes,
the continued growth is driven solely by additional installations, which are evenly distributed across the
years. This avoids exponential or sudden shifts in output. The resulting linear trend in the graph is
therefore a logical outcome of the model inputs and reflects a realistic development trajectory for solar
adoption on existing houses.
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Figure D.1: Peak hourly production solar panels on existing houses

D.0.2. Heat transition in existing houses

In 2025, 97.8% of heating installations in existing houses are still gas boilers. This explains why the
peak gas consumption starts off very high, while the electricity consumption peak—which includes
heating networks, eHPs, HHPs, and air conditioners—starts near zero. In the model, gas boilers are
assumed to consume the most energy, with a demand of 8 kW per house per hour. Given that 13,307
existing houses are equipped with gas boilers, the total peak load from gas heating can be calculated
as 13,307 x 8 kW = 106,461 kW. Since peak values reflect winter conditions—where it is assumed that
100% of heating demand can be active simultaneously—this aligns well with the peak shown in Figure
D.2. Due to the planned heat transition, gas boilers are gradually phased out, with full removal ex-
pected by 2034, 2037, or 2040 depending on the scenario. This is clearly reflected in the graph, where
gas consumption drops to zero around 2037. At the same time, electricity-based heating becomes
dominant, causing the electricity peak to rise and then level off.

While one might expect the electricity peak to decline over time—since HHPs (which use 6 kW) are
eventually replaced by more efficient eHPs (4 kW)—this effect is not yet visible within the timeframe of
the graph. This is likely because many HHPs remain in use until the end of their lifespan, especially
in slower-transition scenarios such as C. With HHP lifespans of up to 20 years, units installed in the
late 2030s may still contribute significantly to peak demand into the late 2050s. Additionally, since the
graph reflects the maximum hourly load across all blocks, a few high-load areas can dominate the peak,
masking any broader efficiency improvements. Therefore, although a gradual decline is expected, it
may only become apparent beyond the simulated period.
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Figure D.2: Peak hourly heat consumption in existing houses

D.0.3. Cooling transition in existing houses

In 2025, 20% of existing houses are equipped with air conditioning, corresponding to 2,721 installations.
At this point in time, only large air conditioning units are considered, each consuming 2 kW. This results
in a total peak load of 2,721 x 2 kW = 5,442 kW, which aligns with the value shown in Figure D.3 for
the year 2025. By 2052, up to 95% of existing houses are projected to have adopted air conditioning
for scenario type A, equating to approximately 12,926 installations. In later years, both large and small
air conditioning units are present, with smaller units consuming only 1 kW. Assuming a mixed adoption
with an average load of 1.5 kW per unit, the total peak load would be around 12,926 x 1.5 kW = 19,389
kW. This is consistent with the order of magnitude seen in Figure D.3 for 2052. The trend in the graph
shows a steady, linear increase over time. This behaviour is expected, as the adoption of cooling
systems progresses gradually throughout the existing housing stock in the model.
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Figure D.3: Peak hourly cooling consumption in existing houses

D.0.4. Charging e-vehicles

In 2025, there are a total of 13,607 vehicles in the area, but only 1.85% of them are EVs. Thisresultsina
very small number of EVs, which explains why the electricity consumption due to EV charging in Figure
D.4 starts near zero. By 2052, the total number of vehicles is allowed to grow by 80%, reaching 24,492
vehicles. The model assumes that by this year, 100% of the fleet consists of EVs. Each vehicle type
has a defined average driving distance every three years—for example, passenger cars are assumed
to drive 45,000 km in that period. With an energy intensity of 0.15 kWh/km, this results in a total of
6,750 kWh per car over three years, or approximately 2,250 kWh per year.

To estimate the hourly electricity demand, the model considers charging power. It is assumed that
cars charge at a power rate of 11 kW, so each vehicle that is charging draws 11 kW during that time.
However, not all EVs charge simultaneously; their charging behavior is influenced by their load profile,
which falls into one of three categories:

1. Grid-unaware: these vehicles begin charging immediately when arriving home, typically between
17:00 and 19:00, and continue until fully charged. This creates sharp evening peaks in demand.

2. Grid-aware: charging is spread more evenly over low-demand periods, typically avoiding peak
hours. This results in a flatter, more grid-friendly demand curve.

3. Average: charging is distributed uniformly across all hours of the day, serving as a neutral refer-
ence profile.

These profiles are implemented as percentages of the total EV fleet in the simulation. The presence
of a significant portion of grid-unaware chargers strongly contributes to the peak demand visible in the
figure. The figure shows the peak hourly load, not the average usage. If a substantial fraction of EVs—
particularly those with grid-unaware behavior—are charging simultaneously during the early evening,
the aggregate load can spike. For example, if around 1,800 vehicles are charging concurrently at 11
kW each it will lead to 20,000 kW. This explains the peak shown in 2052. The graph reflects not just
the scale of electrification but also behavioral charging patterns, which play a crucial role in shaping
demand peaks.
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The behavior of the curve over time is also logical, as it reflects two compounding trends: the gradual
increase in the total number of vehicles and the steady rise in EV adoption. Early on, EVs make up only
a small share of the fleet, so the charging demand is negligible. As both the vehicle fleet expands and
the share of EVs grows—eventually reaching 100% by 2052—the electricity demand from EV charging
increases accordingly. This gradual growth pattern results in the steadily rising trend observed in Figure
D.4.
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Figure D.4: Peak hourly charging consumption

D.0.5. New buildings

In 2025, there are no newly constructed buildings yet, which is why all curves in Figure D.5 start at
zero. By 2052, up to 20% of all buildings are newly built, corresponding to approximately 2,721 houses.
Each of these houses is assumed to have 10 rooftop solar panels, each producing 0.4 kW. This results
in a total potential production capacity of 10,884 kW, which aligns well with the solar production peak
observed at the end of the graph. However, an efficiency factor must also be applied to account for
system losses. Assuming an efficiency of 0.97 in 2052, the effective production would be approximately
10,557 kW, which also matches with the observed production peak in Figure D.5.

Regarding energy consumption, new houses are assigned either an eHP or a connection to a heat-
ing network. Importantly, only houses connected to a heating network are assumed to also install large
air conditioners. Assuming that 50% of the new buildings are assigned to the heating network, this
results in approximately 1,360 houses. Of these, 80% are expected to adopt air conditioning by 2052,
giving a total of around 1,088 units. Each airco uses 2 kW, resulting in a peak potential cooling demand
of approximately 2,176 kW. This aligns closely with the observed value in Figure D.5 for 2052. There-
fore, the graph most likely represents a summer peak day, where cooling demand is fully utilized and
heating is zero. If it were a winter day with maximum heating demand the peak would be significantly
higher.

Finally, it can be observed that the total consumption peak closely matches the net consumption
peak in Figure D.5. While this might seem counterintuitive for a summer day—when solar production is
expected to be high—the key is that the graph likely shows maximum values per component across the
year, rather than values from the same representative day. In other words, the total consumption peak
likely occurs during a hot summer afternoon with full air conditioning demand, while the solar production
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peak might occur at a different hour (e.g., midday) or even on another day entirely. As a result, solar
production contributes little or nothing during the specific hour of maximum cooling demand, explaining
why the consumption peak is nearly equal to the total peak.
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Figure D.5: Peak hourly consumption and production of new buildings

D.0.6. Industry
In 2025, all 2,520 industries are still operating using methane for their energy needs. Each industry
consumes 850,000 kWh over a modeled period of three years. When this is averaged over the total
number of hours in three years (26,280 hours), the result is approximately 32 kWh per hour per industry.
Multiplying this by the total number of industries yields a peak hourly consumption of 81,506 kWh —
which matches the value shown in the Figure D.6 for methane consumption in 2025. Following this point,
methane use is gradually phased out, reaching 0% by 2049. As methane consumption declines, it is
progressively replaced by other energy carriers — primarily electrification and biogas/hydrogen. This
transition begins to reflect in the increasing peak hourly consumption values for these two categories.
Despite the complete transition away from methane and the growing reliance on alternative energy
sources, the total peak hourly consumption remains relatively stable throughout the modeled period.
Starting at just over 70,000 kWh in 2025, it slowly declines to approximately 64,000 kWh by 2050. This
slight decrease suggests that the total energy demand during peak hours remains relatively stable, likely
because the higher energy intensity of electrification is offset by the lower consumption associated with
biogas and hydrogen technologies.
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Figure D.6: Peak hourly consumption of industry

D.0.7. Greenhouses

In 2025, the total greenhouse area amounts to 74,300 m?, with all energy consumption still based on
methane. The modeled methane consumption is 1,350 kWh per m? over a three-year period, which
translates to approximately 0.05 kWh per hour per m2. Multiplying this hourly value by the total area
results in a peak hourly consumption of 3,715 kWh, which aligns with the starting point for methane
consumption in Figure D.7. A complete phase-out of methane in greenhouses is assumed by 2040. As
with industry, this reduction is offset by the increasing adoption of electrification and biogas/hydrogen
systems to meet energy needs.
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Figure D.7: Peak hourly consumption of greenhouses

D.0.8. Shore power

In 2025, no shore power connections are planned yet. From 2028 onward, connections are introduced
gradually and increase in discrete steps every few years for each industrial area (labeled A, B, and C).
Each new connection contributes a fixed amount of "hotel load” energy—non-propulsion power used
while a ship is docked. This load is calculated as the number of connections multiplied by a fixed energy
requirement of 30 MWh per ship per 3 years. In parallel, a growing share of these ships is assumed to
be electric. For these electric ships, an additional charging energy is included, calculated by multiplying
the number of shore power connections by the electric ship share (which increases over time) and then
by a fixed charging requirement of 80 MWh per ship per 3 years. These two components—hotel load
and charging load—are added together to yield the total shore power energy demand over each 3-
year period, per industrial block and per year. To represent peak hourly demand (as shown in the
figure), this 3-year energy total is distributed across all hours using a standardized daily usage profile.
The maximum value from this hourly distribution becomes the peak hourly shore power consumption
shown on the graph.
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Figure D.8: Peak hourly consumption of shore power

D.0.9. Solar parks

In 2025, there are no solar parks constructed yet, and although a small amount of solar capacity may
begin to grow in the years that follow, this early growth is too minor to be visible in Figure D.9. The first
noticeable impact occurs in 2040, when a large solar park with a total surface area of 400,000 square
meters is added. This park significantly increases solar energy production. Given that each square
meter of solar park area generates 360 kilowatt-hours of electricity over a three-year period, the total
energy produced by this installation equals 144 million kilowatt-hours (400,000 m? x 360 kWh/m3).
When this total is distributed evenly across the 1,095 days that make up three years, the average
daily output amounts to approximately 131,506 kilowatt-hours. This value closely matches the sharp
increase observed in the graph at the year 2040, after system efficiency losses are accounted for.
Following the introduction of this solar park, no additional large parks are added in later years, which
explains why the graph plateaus again after 2040, similar to the flat trend seen before that year.
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Figure D.9: Peak hourly production of solar parks

D.0.10. Solar panels on large roofs

Only industrial buildings are eligible for large rooftop solar panels in this model. In 2025, no panels are
installed yet, but over time, a growing portion of these industries will be deemed suitable for solar instal-
lations. By design, not every industry becomes suitable at once—each year sees a gradual increase,
based on a predefined growth rate. Then, from the pool of suitable rooftops, only a fraction actually get
solar panels constructed, governed by a separate construction rate.
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Figure D.10: Peak hourly production of solar panels on large roofs
D.0.11. All uncertainties together

The scenario below combines all uncertainties. It clearly shows that the solar park contributes the
lowest minimum demand by a wide margin, making it a significant factor in potential capacity risks.
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Figure D.11: Peak hourly consumption and production of all uncertainties



Calculation uncertainties

This appendix explains how electricity use is calculated for each of the uncertainties.

E.0.1. Solar adoption existing houses
This section describes the simulation of hourly solar electricity generation for existing houses, disag-
gregated by building block and simulated across multiple years. The generation depends on several
factors: the number of panels per house, panel capacity, and efficiency (all static), as well as dynamic
inputs such as the number of houses adopting solar each year and the expected solar production on
representative days.

The installed solar capacity per building block per year is computed using the following formula:

Installed capacity (kW) = Nsolar houses X Npanels per house X Ppanel

Where:  Nsolar houses = Number of houses with solar panels in that year
Npanels per house =10
Pranel = 0.4 kW

To obtain hourly solar generation, this installed capacity is multiplied by a normalized hourly solar profile
and an efficiency factor:

Hourly Generation = Installed Capacity x Profilenour X 7efiiciency

Where: neficiency = Year-specific efficiency factor from solar_park_efficiency

The hourly solar profile over the full 3-year period is constructed using representative days. Each
representative day includes 24 hourly solar generation values and an associated weight, indicating
how many actual days it represents. The complete 3-year profile is assembled by repeating each
representative day’s hourly values according to its weight and concatenating them sequentially.

E.0.2. Heating transition existing buildings

This section explains how hourly heating energy consumption is simulated for existing houses, broken
down by building block and year. The mix of heating systems evolves over time and includes gas
boilers, hybrid heat pumps (HHPs), electric heat pumps (eHPs), heat networks, and air conditioning
systems.

The model assumes constant hourly energy consumption (in kW) for each heating system type per
house:

» Gas boiler = 8 kW
« HHP =6 kW
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e eHP =4 kW
* Heat network = 3 kW
* Airco = 2 kW

Before 2028, the shares of each heating technology are taken directly from the attributes of each
building block. From 2028 onward, a portion of the existing gas boilers transition to other heating
technologies. This transition depends on the number of gas boilers present three years earlier, a
yearly heat factor that determines what share of those gas boilers transition, and a hybrid factor that
specifies what fraction of the transitioning systems become hybrid heat pumps. Additionally, there
is a lifespan-based logic to handle replacements of hybrid heat pumps once they reach the end of
their service life. The remaining transitioned systems — those not becoming hybrids — are distributed
among electric heat pumps, heat networks, and air conditioning systems. If a building block does not
have heat network infrastructure, the share allocated to heat networks is redistributed proportionally
between electric heat pumps and air conditioning. Previously installed hybrid heat pumps are tracked
over time and replaced at the end of their lifespan; these replacements are assumed to convert into
electric heat pumps.

To calculate hourly heating energy demand, the model uses a normalized 24-hour heating demand
profile (values sum to 1). This profile is scaled based on the number of each technology type and their
energy consumption:

Hourly Heating (kWh) = ZNi x E; x Profilepoyr

Where: N; = Number of houses using technology i
E; = Hourly energy consumption of technology i
Profileno,r = Normalized hourly demand pattern

Electricity and gas consumption are calculated separately: the energy consumption from electric-
based heating systems (hybrid heat pumps, electric heat pumps, heat networks, and air conditioning)
contributes to electricity use, while only gas boilers contribute to gas use.

Finally, to build the full three-year hourly heating profile, the model concatenates the weighted pro-
files of the representative days. Each weight corresponds to the number of real days that a represen-
tative day stands for.

E.0.3. Cooling transition existing buildings

This section describes how hourly cooling energy consumption is modeled for existing residential build-
ings, broken down by building block and year. The adoption of cooling systems evolves over time,
focusing on two categories of air conditioning units: small air conditioners and large (or “big”) air condi-
tioners. The model tracks the number of houses using each cooling system type within each building
block for every simulation year. Before 2028, the number of air conditioners in each building block is
fixed, based on the existing installations recorded in the building attributes. All of these airco’s are put
as big air conditioners.

Starting from 2028, cooling adoption increases as more houses install air conditioning systems.
The model identifies eligible houses for cooling adoption based on their heating system types. Houses
currently using air conditioning for heating and those with hybrid heat pumps or heat network heating are
considered eligible. A yearly adoption factor determines the share of these eligible houses that adopt
new cooling systems. New small air conditioners are assigned to houses already using air conditioning
for heating. Remaining eligible houses, mostly those with hybrid or heat network heating, are assigned
new large air conditioners. Existing large air conditioners from before 2028 are included in the total
count of big air conditioners.

To estimate the total hourly cooling energy consumption for a building block, the model assumes
that small air conditioners consume half the energy of large ones, leading to:

1
Ecooling = Nsmall X iEairco + Nbig X Eairco

where Eyico is the hourly energy consumption per air conditioning unit (typically 2 kW).
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Hourly cooling demand profiles are based on representative days with normalized 24-hour cooling
demand patterns, which sum to 1 over the day. The hourly cooling energy for each representative day
is obtained by scaling the total block cooling energy with this profile. Finally, these hourly profiles are
repeated according to the weight (number of actual days represented) of each representative day and
concatenated to form a full-year hourly cooling energy profile for each building block.

E.0.4. E-vehicles
The model estimates hourly EV charging demand by following several key steps. First, it estimates
the total number of vehicles for each building block and year. For years before 2028, this number is
predefined. From 2028 onwards, a growth factor is applied. An EV adoption factor is then used to
determine what share of the total vehicles are electric. These EVs are divided into categories (cars,
vans, buses, and trucks) based on fixed annual shares.

For each vehicle category, an average distance driven over 3 years is calculated as:

Dz(f; = Efo; x km_per_vehicle'®)
where:

. Dl(f; is the total distance (in km) driven by electric vehicles of category c in building block b during
year y,

. EVz(fg), is the number of electric vehicles of category ¢ in block b and year y,

. km_per_vehicle(c) is the average annual driving distance (in km) for one vehicle of category c,
assumed to be constant across time and location.

This distance is then converted into energy demand using a static energy consumption rate (in
kWh/km). To convert energy demand into charging hours, it is divided by a known charging power level
(in kW). This yields the total annual charging hours required per vehicle category.

Next, the total annual charging hours HISC; are distributed among three behavior groups: grid-aware,
average, and grid-unaware. This is done using predefined behavior shares ageh, where the sum of all

shares equals 1:
(¢) _ prlo beh ; beh _
Hb,y,beh =H,, o, with Zay =1
beh

To estimate daily charging needs, the annual hours are divided by the number of days in the repre-
sentative 3-year period:

(e)
(©) Hy) e
b,y,beh daysgy

The daily charging hours are then distributed across the 24 hours of a day, depending on the user’s
behavior:

» Grid-unaware users charge during peak hours (typically 17:00-19:00),
» Grid-aware and average users charge during non-peak hours (all other hours).

For each group, the total charging time is evenly spread across their allowed hours. The hourly
charging load for hour h is calculated as:

- (¢)
DailyHours;, | oroup

Pl
Hoursgroup x

Loadl(f; h=

where:
c)

i (
* DailyHours; o040

is the number of daily charging hours for behavior group group,
* Hoursgrup is the number of hours allocated for charging (e.g., 3 for peak hours),
+ P(9) is the charging power (in kW) for vehicle category c.

The result is a daily charging profile consisting of 24 hourly values per vehicle category and behavior
group. These profiles are assumed to remain constant across the 3-year representative period and are
scaled using representative day counts to produce a complete hourly charging demand for the year.
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E.0.5. New buildings
For each simulation year and for each building block classified as a building sector, the model calculates
the electricity consumption and solar energy production associated with newly constructed buildings.
The number of new buildings in a given year and building block is determined by comparing the
projected total building count against the base year (2025) count. These new buildings are assigned
heating technologies according to predefined shares, which can only be electric heat pumps (eHP) or
district heating networks. Then, a fraction of the buildings connected to the heating network adopt air
conditioning systems (airco) for cooling.
The hourly electricity demand for each technology is calculated by:

Eerp,y,b,h = NeHpy,b X FPheat,h
Eheatﬁnetwork,y,b,h = Nheatﬁnetwork,y,b X Pheat,h
EaircoA,y,b,h = Nairco,y,b X Peool,h

where

DPheat,,  is the normalized heating demand profile at hour h,

Peool,r, i the normalized cooling demand profile at hour h.

The total hourly electricity demand from new buildings is then the sum of these three components:

Edemand,y,b,h = EeHP,y,b,h + Eheatfnetwork,y,b,h + Eaircmy,b,h

Every new building is assumed to be equipped with solar panels of the same capacity per building
as existing buildings. The hourly solar energy generation for these panels is calculated by scaling the
normalized solar generation profile by the total installed solar capacity of the new buildings.

Finally, the net electricity demand from new buildings at each hour is calculated by subtracting the
solar generation from the total electricity demand:

Enet,y,b,h = Edemand,y,b,h - Esolar,y,b,h

This approach provides an hourly time series of net electricity demand for new buildings that accounts
for heating, cooling, and on-site solar generation.

E.0.6. Industry

The model calculates the electricity consumption of industrial sectors by projecting changes in industry
stock and their energy source mix over time, incorporating electrification, biogas/hydrogen adoption,
industry inactivity, and a complete phase-out of methane.

For each simulation year, the total industrial building stock within each industry block is estimated.
Before 2028, the model uses the baseline stock as-is from 2025. After 2028, the stock is adjusted
by applying an industry-specific growth factor to the 2025 baseline, reflecting growth, stagnation, or
decline.

The energy source mix for industry evolves as follows:

» Methane share declines linearly from 100% in 2025 to 0% in 2049.
* No industry share (representing closures or no industrial activity) is a fixed factor from inputs.

» The remaining share is divided between electrification and biogas/hydrogen according to their
projected shares.

The remaining shares are normalized within the remaining portion of the industry stock to ensure
they sum to 100%:

Selectrification,y

Selectrification,y = X Sremaining,y

Selectrification,y 1 Sbiogas/hydrogen,y
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Sbiogas/hydrogen, y

Sbiogas/hydrogen,y = X Sremaining,y

Selectrification,y 1 Sbiogas/hydrogen,y

where sgjectrification,y @Nd Spiogas/hydrogen,y are the projected shares calculated as increasing functions
of time (starting at 30% electrification and 10% biogas/hydrogen in 2025, increasing by 5% and 3% per
interval, respectively, capped at 100%).

The annual energy consumption per heat source, per unit of industry stock, is fixed as:

* Electrification: 900,000 kWh/year

* Biogas/Hydrogen: 750,000 kWh/year
* Methane: 850,000 kWh/year

* No industry: 0

To convert these annual values to hourly consumption rates, each is divided by the total number of
hours per simulation period (26,280 hours). Finally, the hourly energy use of each heat source in an
industry block during a given year is calculated by multiplying the heat source’s stock size by its hourly
consumption rate.

E.0.7. Greenhouses

The calculation of electricity use for greenhouses follows the same methodology as that for industrial
electricity consumption. The primary difference lies in the specific energy use assumptions for green-
houses, which are as follows:

« Electrification: 1200 kWh/m?/year
+ Biogas/Hydrogen: 1000 kWh/m?/year
+ Methane: 1350 kWh/m?/year

+ No greenhouses: 0 kWh/m?/year

E.0.8. Solar park
The model estimates solar park electricity production by projecting the available solar surface area and
applying efficiency and time-profile factors to generate hourly energy outputs.

The initial solar surface area in 2025 is set to a base value of 1 square meter. This base allows the
model to simulate growth over time. From 2025 until 2028, the solar surface area remains constant at
this base level. Starting in 2028, the surface area increases every 3 years by applying a growth factor
specific to each year:

Ay =Ay s+ (Ay-3 < gy)

where g, is the solar park growth factor for year y, and A, _s is the surface area three years prior.
The energy yield per square meter over a 3-year period is fixed at 360 kWh/m?. This means that
the total electricity production by the solar park in 3-year span is:

E, = A, x 360 x 1,

where 7, represents the solar panel efficiency for year y. For years before 2028, the efficiency is
held constant at the 2028 value.

To convert this 3-year total energy into hourly production, the model uses representative days
weighted by their occurrence within the year. Each representative day has an hourly solar produc-
tion profile normalized (value between 0 and 1). These hourly profiles are repeated according to their
weights, representing the number of days each profile stands for, and concatenated to form a fully
hourly time series for the year.

From 2040 onwards, the model includes building block-specific solar production. Certain building
sectors have fixed solar surfaces assigned (for example, Sector 2.1 has 400,000 m?). For Sector 2.2,
solar surface growth can be enabled by overrides after a defined year, with a surface area of 60,000 m?
when active. The production for these blocks is calculated with the same energy yield and efficiency
parameters, applying the representative day profiles to generate their respective hourly outputs.
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E.0.9. Shore power

The electricity demand from shore power is estimated for industrial building blocks starting from the year
2028. For all years before 2028, no shore power usage is assumed, and both the number of connections
and energy use are set to zero. From 2028 onward, the number of shore power connections increases
in steps every three years. The number of connections in block b and year y, denoted Cj, ,,, is calculated
as:

Obyy = Cb7y_3 + ACy

where AC, is the stepwise increase defined externally per year. If a block is not classified as
industrial (i.e., its name does not start with Industry), it is excluded from the calculation entirely.

Once the number of connections is known, the total annual energy demand from shore power, £ ,,
is calculated by combining two components: the hotel load and the charging load. The hotel load
represents the non-propulsion energy needs of ships while docked and is assumed to be a fixed value
per connection. The charging load accounts for electric ships that require energy while at shore. Let
s, be the share of electric (shore power-compatible) ships in year y. Then, the annual energy use
becomes:

Eyy = Cpy X Ehotel + Cpy X 8y X Echarge

where Ejpqel is the annual energy use per ship for hotel load (in kWh), and Echarge is the daily charging
energy required per electric ship (also in kWh). This means that the total energy use is made up of the
total number of ships using shore power multiplied by the hotel load, plus the number of electric ships
times the charging energy required over the year.

To convert this annual energy demand into an hourly profile, a fixed daily load shape is used. This
shape, represented by values p;, for each hour, defines the relative share of energy consumed in each
hour of the day. These 24 values are normalized over the full 3-year period. Let days;, be the total
number of days in the representative 3-year period. The hourly energy demand for hour h on any day
is given by:

ey,dh = Eby X =33 &
hi—o Pn X days;,

This results in a consistent 24-hour load shape that is repeated for each day of the 3-year period.
The same daily profile is assumed for all industrial blocks and does not vary across days or seasons.
Consequently, the hourly shore power usage is evenly distributed across the 3-year period according
to this fixed daily shape.

E.0.10. Solar panels on large roofs

The calculation for solar panels on large roofs follows the same approach as for solar panels on existing
buildings. The key difference is that this calculation is applied exclusively to building blocks classified
as Industry. Additionally, each roof is assumed to have 20 solar panels, with each panel generating
500 W. Apart from these distinctions, the methodology remains identical.

E.0.11. Total hourly demand

The total hourly demand for each building block and year is computed by aggregating various compo-
nents of electricity use and generation on an hourly basis. This includes electricity consumption from
heating, cooling, electric vehicle charging, new buildings, industrial electrification, greenhouses, shore
power usage, and subtracting local solar energy generation from different solar sources. Some com-
ponents, like industrial electrification and greenhouse electricity use, are assumed constant over all
hours in the simulation period, while others vary hourly according to representative profiles. Since all
created data dictionaries already contain hourly values per building block, implementing this aggrega-
tion is straightforward. This calculation is performed for every hour over the simulation period, for each
building block and year, producing a comprehensive time series of combined electricity demand.
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Hourly value 2025 per building block

This appendix presents the hourly power (kW) values for various building blocks throughout the year
2025. Each figure illustrates the electricity consumption or feed-in patterns on an hourly basis. The
x-axis represents the time (datetime) spanning the full year of 2025, while the y-axis represents the
power in kilowatts (kW). Positive values indicate electricity consumption, while negative values indicate
instances where electricity is being fed back into the grid (i.e., net generation exceeds consumption).
First there will be looked at all the building sectors.

Figure F.1 illustrates relatively stable electricity demand throughout the year. While minor fluctu-
ations are present, the overall pattern does not show a strong seasonal trend. During the summer
months, a few instances of negative values appear, indicating limited feed-in to the grid. However,
these are rare, suggesting that this sector is primarily a net consumer of electricity. Among all sectors,
this building exhibits the lowest overall electricity consumption.

Hourly value_kw trend for Building Sector 1 in 2025
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Figure F.1: Building sector 1 hourly value 2025

Figure F.2 displays a clear seasonal pattern, with significantly higher electricity consumption in the
winter and lower demand during the summer months. Notably, the electricity values fall well below
zero in spring and summer, suggesting that this building sector regularly feeds electricity back into the
grid—likely due to on-site generation such as solar PV. This sector also exhibits the highest peak hourly
electricity values among all analyzed sectors.
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Hourly value_kw trend for Building Sector 2.1 in 2025
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Figure F.2: Building sector 2.1 hourly value 2025

Figure F.3 shows a similar seasonal trend: electricity use is highest in winter and decreases dur-
ing summer. There are numerous negative values, especially during the warmer months, indicating
frequent instances of electricity being fed back into the grid, likely from renewable generation sources.

Hourly value_kw trend for Building Sector 2.2 in 2025
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Figure F.3: Building sector 2.2 hourly value 2025

Figure F.4 closely resembles the pattern in Figure F.3. It features a pronounced seasonal load
profile, with reduced demand during the summer and higher consumption in winter. Several instances
of negative values occur, particularly in the summer, again indicating periodic feed-in to the grid.
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Hourly value_kw trend for Building Sector 3 in 2025
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Figure F.4: Building sector 3 hourly value 2025

Following the analysis of the building sectors, the focus shifts to the greenhouse sectors. Figure
F.5 displays the hourly power values for Greenhouse 3 in 2025. Notably, the data for this greenhouse
was incomplete—several data points were missing throughout the year. To address this, the available
data from the first three months of the year was repeated to fill the remainder of the timeline. As a
result, the trend shown in the plot reflects a repeating pattern that mimics the initial period, rather than
representing actual measurements for the entire year. The power values fluctuate significantly, with
both large consumption peaks and notable periods of feed-in (negative values), suggesting intermittent
operation.
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Figure F.5: Greenhouse 3 hourly value 2025

In contrast, Figure F.6 illustrates a relatively stable pattern over time, with frequent fluctuations. How-
ever, there is a distinct and notable dip in power values during March, where the data drops sharply
and frequently into negative values. This deviation suggests an unusual operational period or anomaly
during that time. After this dip, the power values stabilize into a more consistent pattern for the re-
mainder of the year. During the colder months towards the end of the year, the power consumption
increases and remains consistently positive, indicating higher electricity demand likely due to heating
requirements, with no instances of feed-in observed during that period.
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Hourly value_kw trend for Industry/agriculture/greenhouse 1 in 2025
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Figure F.6: Industry/agriculture/greenhouse 1 hourly value 2025

Next, the industry sectors will be discussed. The plot for Industry Sector 1.1 shows a consistent
hourly power pattern over 2025, with values generally ranging between 0 and 300 kW. There’s a slight
decline in usage leading into mid-year, followed by a gradual increase toward the end of the year.
While fluctuations are frequent, the power remains mostly positive with few instances dipping below
zero, indicating continuous consumption with very limited or no feed-in.

Hourly value_kw trend for Industry Sector 1.1 in 2025
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Figure F.7: Industry sector 1.1 hourly value 2025

Figure F.8 shows a much higher power range than sector 1.1, with values peaking above 1500 kW.
A distinct drop in power consumption begins around March and continues into the middle of the year,
after which the trend stabilizes at a lower level until consumption increases again in the final months.
The middle period even includes occasional negative values, suggesting brief feed-in events. The
pattern clearly follows a seasonal cycle.
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Hourly value_kw trend for Industry Sector 1.2 in 2025
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Figure F.8: Industry sector 1.2 hourly value 2025

Industry Sector 1.3 reveals a dramatic shift. The early part of the year shows high variability and
extreme swings, including strong feed-in values (down to -1000 kW). Around March, there is a signifi-
cant and abrupt decline in both positive and negative extremes, after which the pattern becomes more
stable but flatter. Toward the year’s end, power usage begins to increase again, though more gradually.
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Figure F.9: Industry sector 1.3 hourly value 2025

In Industry Sector 2.1, the pattern is similar to sector 1.3. Early in the year, power values vary widely,
often ranging between -3000 kW and +3000 kW. After March, there’s a pronounced stabilization with
much lower fluctuations. As with the other industrial plots, a slow increase in power consumption
is visible in the final months. This sector appears to switch from volatile usage and feed-in to more
consistent demand.
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Hourly value_kw trend for Industry Sector 2.1 in 2025
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Figure F.10: Industry sector 2.1 hourly value 2025

Industry Sector 2.2 exhibits the same overall shape: intense variability early in the year, followed
by stabilization through summer and an upward trend into the winter months. Negative values (feed-in)
dominate the early months, indicating possible on-site generation, while later in the year, consumption
overtakes and remains stable.

Hourly value_kw trend for Industry Sector 2.2 in 2025

3000 A

2500 1

2000 A

1500 A

1000 A

Value (kw)

500 4

=500

—1000 4

2025-01 2025-03 202505 202507 2025-09 2025-11 202601
Datetime

Figure F.11: Industry sector 2.2 hourly value 2025

Figure F.12 shows the hourly power values for Industry Sector 2.3 in 2025. Like Greenhouse 3,
the data for this sector was incomplete, with substantial portions of the year missing. To address this
issue, the available data from the first three months was repeated to fill the remainder of the year. As a
result, the visualized trend reflects a looping pattern rather than actual continuous measurements. The
recorded values range from approximately 2500 kW to 3750 kW, with several notable dips that likely
reflect operational pauses or fluctuations in production demand. Despite the artificial repetition, the
data suggests a relatively stable consumption profile without instances of feed-in, indicating the sector
primarily consumes electricity.
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Hourly value_kw trend for Industry Sector 2.3 in 2025
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Figure F.12: Industry sector 2.3 hourly value 2025

Industry Sector 2.4, depicted in Figure F.13, shows a full year of hourly power data and exhibits
a clear seasonal consumption pattern. Power usage peaks in the early months and declines steadily
through spring and summer, during which negative values (feed-in) are frequent—suggesting active
on-site generation, likely solar. The trend begins to rise again toward the end of the year, although the
magnitude of fluctuation remains high throughout. The sector transitions between being a net generator
and a net consumer depending on the season.
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Figure F.13: Industry sector 2.4 hourly value 2025

Figure F.14 presents the hourly power trend for Industry Sector 3 in 2025. Like sector 2.3, the data
for this sector was incomplete. To create a full-year representation, the available data from the first
three months was repeated for the remaining months. This repetition results in a recurring pattern that
reflects the characteristics of the initial period rather than actual variation across the year. The power
profile shows extreme fluctuations with sharp peaks reaching above 2000 kW and near-zero troughs,
consistent with an intermittent or batch-based operational process. No feed-in is observed, implying
that the sector is strictly a power consumer.
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Hourly value_kw trend for Industry Sector 3 in 2025
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Figure F.14: Industry sector 3 hourly value 2025

Lastly, there will be looked at the Train networks. The plots for Train Network 1 and Train Network
3 (Figures F.15 and F.16) display nearly identical patterns, both in shape and in absolute power levels.
These networks exhibit by far the lowest electricity consumption and production across all sectors con-
sidered in the analysis, with values mostly fluctuating between -50 kW and +120 kW. A faint seasonal
trend is visible: higher power values appear at the beginning and end of the year, while the summer
months show a modest decline in both magnitude and variability. Despite the noise in the data, both
networks demonstrate relatively stable, small-scale operation with occasional instances of negative
values—suggesting minor feed-in events. The similarity between the two trends implies they serve
comparable functions or operate under nearly identical schedules and usage profiles.
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Figure F.15: Train network 1 hourly value 2025
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Hourly value_kw trend for Train Network 3 in 2025
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Figure F.16: Train network 3 hourly value 2025

All'in all, the hourly power data for 2025 show clear differences between the building blocks. Most
building sectors use more electricity in winter and occasionally feed power back into the grid during
summer, likely due to solar panels. Among them, Building Sector 2.1 stands out with both the highest
overall consumption and frequent feed-in. In the industry category, Industry Sector 2.1 recorded the
highest power peaks, reaching up to 4000 kW early in the year. Some other industry sectors and
greenhouse profiles showed incomplete data, which was filled by repeating the first three months—
these patterns should be interpreted with caution. Greenhouses generally displayed variable demand,
with some feed-in during certain periods, but overall they remained electricity consumers. In contrast,
the train networks showed the lowest overall power values with nearly identical seasonal patterns and
very limited feed-in, indicating a relatively small and stable electricity footprint.
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