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PREFACE 

Experimentists in various disciplines, such as anatomy, physics, chemistry, 
physiology, psychophysics and psychology, have been carrying out their studies 
in order to increase our knowledge and understanding of sensory perception. To 
profit maximally from the results, obtained from these different viewpoints 
each should take the work of the others into account. The need for intensive 
cornmunication is, therefore, ever present. 

In 1969, in the field of auditory research, this need resulted in Plomp's 
initiative to organizing an international symposium "Frequency analysis and 
periodicity perception in hearing". Considering the lively discussions and the 
numerous references in literature to the proceedings of this Driebergen 
symposium, the meeting clearly fulfilled its need. It was clear at the time 
that this sort of symposium should be held regularly. This resulted in meetings 
in 1972 (Eindhoven), 1974 (Tutzing) and 1977 (Keele). At the meeting in Keele 
it was agreed that the next one should be held in 1980, again in the Nether
lands. 

With regard to the program, we decided to carry on the - now expanded -
tradition of including anatomy, physiology, psychophysics and the development 
of models in the program, but to pay more attent ion to the behavioural aspects 
of hearing at the same time. As aresuIt, some contributions on animal 
behaviour have been included in the program. One of the great advantages of 
this sort of symposium is, that one has the opportunity of paying imrnediate 
attention to topics that are of current interest at the time. 

The interest in the present symposium exceeded our original estimation, 
as did the number of contributions. We had to make a choice between two 
alternatives: one that we should refuse a relatively large number of them; 
the other that we accepted all of them but divide them into regular papers and 
smaller research messages. We feIt that younger scientists, in particular, 
should not be discouraged, but in fact quite a number of our older col leagues 
chose to comrnunicate by means of a research message. The difference in the 
proceedings can be seen only in the lengths of the contributions: up to eight 
pages for a paper and up to four pages for a research message. The opportunity 
to cornment on a contribution, as allowed during previous meetings, has been 
adopted unchanged. 

We were fortunate in that the NATO Special Programme Panel on Human 
Factors was willing to sponsor this meeting and are grateful that this panel 
gave us complete freedom in the organization. Some expenses that according to 
NATO rules, were not covered by this grant, were paid from additional funds, 
provided by the University Fund of the Erasmus University Rotterdam and by the 
Delft University of Technology. 

We want to express our gratitude to the organizing cornmittee, consisting 
of our col leagues ten Kate, Raatgever, Rodenburg, Verschuure and of Miss Maters, 
who acted as general secretary. Their joint efforts were essential for the 
organization. Mrs. M. Mulder - van Nouhuys, Mrs. G. Pruymboom-van Aalst, Miss 
E. Nieuwenhuis and Mrs. J. Middelkoop-Hoek also contributed in a valuable way 
in the administration. Finally we would like to acknowledge the pleasant and 
constructive contacts with Mr. P.A.M. Maas of Delft University Press. 

Rotterdam/Delft, April 1980. 

G. van den Brink, 
F.A. Bilsen. 

v 



<: 
H 

46 

J ':,~ 



LIST OF PARTICIPANTS (Numbers refer to pho tograph) 

ALLEN, J.B.,Bell Laboratories, Murray Hill, N.J. 07974, USA. (38) 

BEZEMER, ~., Institute for Perception Research, P.O. Box 513, Eindhoven, 
the Netherlands. (77) 

BILSEN, F.A., Applied Physics Department, University of Technology, 
Lorentzweg I, Delft, the Netherlands. (66) 

BLAUERT, J.P., Ruhr-University Bochum, Universitätsstrasse ISO, 4630 Bochum I, 
Germany. (44) 

BOER, E. de, Wilhelmina Gasthuis, Fysisch Laboratorium, KNO-kliniek, 
Ie Helmersstraat 104, 1054 EG Amsterdam, the Netherlands. (67) 

BRINK, G. van den, Dept. of Biol. & Med. Physics, Erasmus University Rotterdam, 
P.O. Box 1738, 3000 DR Rotterdam, the Netherlands . (19) 

BUUNEN, T.J.F., St .Canisius -Wilhelmina Ziekenhuis, St. Annastraat 289, Nijmegen 
the Netherlands. (23) 

COLBURN, H.S., Massachusetts Institute of Technology, 77 Massachusetts Avenue, 
Cambridge, MA 02139, USA. (45) 

CORNELIS, J.G., Fysisch Laboratorium, KNO-kliniek, Wilhelmina Gasthuis, 
Ie Helmersstraat 104, 1054 EG Amsterdam, the Netherlands . (20) 

DALLOS, P., Auditory Physiology Laboratory (Audiology), Frances Searle Building, 
North Western University, 2299 Sheridan Road, Evanston, Illinois 6020 1, 
USA. ( 70) 

DRESCHLER, W.A., Vakgroep KNO-Heelkunde en Audiologie, Academisch Ziekenhuis 
der Vrije Universiteit, de Boelelaan 1117, 1007 MB Amsterdam, the 
Netherlands. ( 49) 

DUIFHUIS, H., Institute for Perception Research, P .O. Box 513, Eindhoven, 
the Netherlands. (60) 

EGGERMONT, J .J., Lab. voor Medische Fysica en Biofysica, Geert Grooteplein 21, 
6525 EZ Nijmegen, the Netherlands. (69) 

EVANS, E.F., Dept. of Communication, University of Keele, Keele, Staffs . ST5 
5BG, Great Britain. (72) 

FASTL, H., Institute of Electroacoustics, Technical University München, 
D-8000 München 2, Arcis s trasse 2 1, Germany. (62) 

FESTEN, J.M., Vakgroep KNO-Heelkunde en Audiologie, Academisch Ziekenhuis der 
Vrije Universiteit, de Boel e laan 1117, 1007 MB Amsterdam, the 
Netherlands. (51 ) 

FETH, L., Dept. of Audiology and Speech Sciences, Purdue University; Heavilon 
Hall, West Lafayette, Indiana 47907, USA. ( 30) 

FRITZE, W., AIIgemeines Krankenhaus der Stadt Wien, 11 Universitätsklinik für 
Hals-Nasen- und Ohrenkrankheiten, Alserstrasse 4, A- I097 Vienna, Austria. 

GERLACH, R.E., Drittes Physikalisches Institut, Universität Göttingen, 
Bürgerstrasse 42-44, D-3400 Göttingen, Germany. ( 8) 

( 43) 

GOLDSTEIN, J.L., Bioengineering Program, Dept. of Interdisciplinary Studies, 
School of Engineering, Tel-Aviv University, Ramat-Aviv, Tel Aviv, Israel. 

(85) 
GREENWOOD, D.D., Division of Audiology and Speech Sciences, University of 

British Columbia, Vancouver, V6T IW5, Canada. ( 76) 

VII 



RAFTER, E.R., Dept. of Psychology, University of California, 3210 Tolman Hall, 
Berkeley, CA 94720, USA. (42) 

HENNING, G.B., Dept. of Experimental Psychology, South Parks Road, Oxford 
OXI 3UD, Great Britain. (57) 

HEUSDEN, E. van, Instituut voor Zintuigfysiologie, Kampweg 5, 3769 DE 
Soesterberg, the Netherlands. (11) 

HOEKSTRA, A., Audiologisch Centrum Amersfoort, Zangvogelweg 150, 3815 DP 
Amersfoort, the Netherlands . (58) 

HOKE, M., Ear, Nose and Throat Clinic, University of Münster, Kardinal-von
Galen-Ring 10, D-4400 Münster, Germany. (9) 

HORST, J.W., Audiologisch Instituut, Academisch Ziekenhuis, Oostersingel 59, 
9713 EZ Groningen, the Netherlands. (33) 

HOUTGAST, T., Instituut voor Zintuigfysiologie TNO, Kampweg 5, 
3769 DE Soesterberg, the Netherlands. (41) 

HOUTSMA, A.J., Mas sachusetts Institute of Technology, 77 Massachusett s Avenue, 
Cambridge MA 02139, USA. (3) 

JOHANNESMA, P.I.M., Lab. voor Medische Fysica en Biofysica, Geert Grooteplein 
Noord 21, 6225 EZ Nijmegen, the Netherlands . (48) 

JOHNSTONE, J.R., Dept. of Physiology, University of Western Australia, 
Nedlands 6009, W. Aus tra lia. (75) 

KATE, J.H. ten, Applied Physics Department, University of Technology, 
Lorentzweg I, Delft, the Netherlands. (64) 

KEMP, D.T., Institute of Laryngology and Otology, Gray's Inn Road, 
London WCIX 8EE, Great Britain. (4) 

KIM, D.O., Washington University, School of Medicine, Dept. Physiology & Bio
physics, 660 South Euclid Avenue, Saint Louis, MO 63110, USA. (22) 

KLINKE, R., Zentrum der Physiologie, Theodor-Stern-Kai 7, D-6000 Frankfurt am 
Main 70, Germany. (18) 

KOHLLÖFFEL, L.U.E., Inst. für Physiologie und Biokybernetik, Universitätsstrasse 
17, Erlangen D-8520, Germany. (14) 

KUWADA, S., Dept. of Neurophysiology, University of Wisconsin, Medical School, 
Medical Sciences Building, Madison, Wisconsin 53706, USA. (16) 

LONG, G.L., Central Institute for the Deaf, 818 South Euclid Avenue, Saint 
Louis, Missouri 63110, USA. (84) 

MANLEY, G., Inst. für Zoologie der Technische Universität, Arcisstrasse 21, 
D-8000 München, Germany. (56) 

McFADDEN, D., Dept. Psychology, University of Texas, Mezes Hall 330, Austin, 
TX 78712, USA. (29) 

MOORE, B.C.J. (The Psychological Lab.) Dept. of Experimental Psychology, 
University of Cambridge, Downing Street, Cambridge CB2 3EB, Great Britain. 

NARINS, P.M., Dept. of Biology, University of California, Los Angeles, CA (36) 
90024, USA. (46) 

NASSE, H., Drittes Physikalisches Institut, Universität Göttingen, 
Bürgerstrasse 42-44, 4300 Göttingen, Germany. (82) 

NELSON, D.A., University of Minnesota, Dept. of Otolaryngology, 2630 
University Avenue, SE, Minneapolis, MN 55414, USA. (24) 

PATTERSON, R.D., MRC Applied Psychology Unit, IS Chaucer Road, Cambridge, 
CB2 2EF, Great Britain. (73) 

VIII 



PICK, G.F., Dept. of Cornmunication & Neuroscience, University of Keele, 
Keele, Sta,ffs. ST5 5BG, Great Britain. (78) 

PICKLES, J.O., Neu r ocommunications Research Unit, The Medical School, 
Birmingham University, Birmingham, B15 2TJ, Great Britain. (1) 

PLOMP, R., Vakgroep KNO- Hee lkunde en Audiologie, Academisch Ziekenhuis der 
Vrije Universiteit, de Boelelaan 1117, 1081 HV Amsterdam, the Netherlands. 

PRIJS, V.F., Academisch Ziekenhuis Leiden, Afd. KNO, Rijnsburgerweg 10, 
2333 AA Leiden, the Nether l ands . (61) 

RAATGEVER, J ., Applied Physics Department, University of Technology, 
Lorentzweg 1, Delft, the Netherlands. (63) 

(10) 

RITSMA, R.J., Audiologisch Instituut, Academis ch Ziekenhuis, Oostersingel 59, 
9713 EZ Groningen, the Netherlands. (53) 

RODENBURG, M., Afdeling KNO, Erasmus Universiteit, Postbus 1738, 3000 DR 
Rotterdam, the Netherlands . (55) 

RUTTEN, Iv.L.C., Afdeling KNO, Academisch Ziekenhuis Leiden, Rijnsburgerweg 10, 
2333 AA Leiden, the Netherlands. (31) 

SACHS, M.B., The John Hopkins University, Dept. of Biomedical Engineering, 
Neural Encoding Laboratory, 720 Rutland Avenue, Baltimore, MD 21205, USA. 

( 81) 
SCHARF, B., Audito ry Perception Laboratory, Northeastern University, Boston, 

Massachusetts 02115, USA. (52) 

SCHREINER, C., Max-Planck- Institute for Biophysical Chemistry, Am Fassber g Abt. 
11, Postbox 968, D-3400 Göttingen, Germany. (7) 

SCHROEDER, M.R., Drittes Physikalisches Institut, Universität Göttingen, 
Bürgerstrasse 42- 44, D 3400 Göttingen, Germany. (79) 

SIEBEN, U., Drittes Physikalisches Institut, Universität Göttingen, 
Bürgerstrasse 42-44, 4300 Göttingen, Germany. (6) 

SMITH, R.L., Institute for Sensory Research, Syracuse University, Merrill Lane, 
Syracuse, NY 13210, USA. (86) 

SMOLDERS, J., Zentrum der Physiologie, Theodor- Stern-Kai 7, D-6000 Frankfurt 
am Main 70, Germany . (39) 

SMOORENBURG, G.F., Instituut voor Zintuigfysiologie TNO, Kampweg 5, 3769 DE 
Soesterberg, the Nether lands . (12) 

STERN Jr., R. M., Depts Electrical Engineering, Carnegie MeIIon University, 
Pittsburgh PA 15213, USA. (74) 

STOPP, P.E., Neurocornmunications Research Unit, the Medical School, University 
of Birmingham, Birmingham B15 2TJ. Great Britain. (50) 

TERHARDT, E., Institute for Electroacoustics, Technical University München, 
D-8000 München 2, Arcisstrasse 21, Germany. (5) 

TYLER, R.S., MRC Institute of Hearing Research, The Medical School, University 
of Nottingham, Nottingham NG 7 2UH, Great Britain. (80) 

VERSCHUURE, J., Afdeling KNO, Erasmus Universiteit, Postbus 1738, 3000 DR 
Rotterdam, the Netherlands. 

VIEMEISTER, N.F., Dept. of PsycholoBY, University of Minnesota, Elliott Hall, 
75 East River Road, Minneapolis, Minnesota 55455, USA. (17) 

VIERGEVER, M.A., Technis che Hogeschool Delft, Afdeling Wiskunde, Julianalaan 
132, 2628 BL Delft, the Netherlands . (34) 

IX 



VLAMING, M.S.M.G., Applied Physics Department, University of Technology, 
Lorentzweg I, Delft, the Netherlands . (35) 

WEBER, D.L., MRC Applied Psychology Unit, IS Chaucer Road, Cambridge, CB2 2EF, 
Great Britain. (71) 

WHITFIELD, I.C., Neurocommunications· Research Unit, the Medical School, 
University of Birmingham, Birmingham BIS 2TJ, Great Britain . (37) 

WIGHTMAN, F.L., Auditory Research Laboratory (Audiology), Northwestern 
University, Evanston, Illinois 60201, USA. (27) 

WILSON, J.P., Department of Communication and Neuroscience, University of 
Keele, Keele, Staffs. STs sBG, r.reat Britain. (13) 

WIT, H.P., Aud iologisch Instituut, Academisch Zi ekenhuis, Oostersingel 59, 
9713 EZ Groningen, the Netherlands. (15) 

YATES, G.K., MRC Institute of Hearing Research, University of Nottingham, 
Nottingham NG7 2UH, Great Britain. (21) 

YOST, W. A., Parmly Hearing Institute, Loyola University of Chicago, 6525 
Sheridan Road, Chicago, IL 60626, USA. (28) 

ZANTEN, G.A. van, Lab. voor Experimentele Fysica, Afd . Medische Fysica, 
Princetonplein 5, 3508 PA Utrecht, the Netherlands . (59) 

ZWICKER, E., Institute of Electroacoustics, Technical University München, 
D-8000 München 2, Arcisstrass e 21, Germany. (26) 

ZWISLOCKI, J.J., Institute for Sensory Research, Syracuse University, Merrill 
Lane, Syracuse, N.Y. 13210, USA. (68) 

ADMINISTRATIVE STAFF: 

Petra MATERS, general secretary (Rotterdam). (25) 

Gabriëlle PRUYMBOOM - VAN AALST (Rotterdam). (65) 

Marjan MULDER - VAN NOUHUYS (Delft). (2) 

Els NIEUWENHUIS (Rotterdam). 

Joyce VAN MIDDELKOOP - HOEK (Delft). 

x 



CONTENTS 

SECTION I. COCHLEAR FUNCTIONING 

E. DE BOER. Dimensionality of cochlear waves. 

Page 
number 

2 

D.O. KIM, S.T. NEELY, C.E. MOLNAR and J.W. MATTHEWS. 7 
An active cochlear model with negative damping in the part~t~on: 
comparison with Rhode's ante- and post-mortem observations. 

J.J. ZWISLOCKI. Two possible mechanisms for the second cochlear 
filter. 

16 

G.A. MANLEY and A. KRONESTER-FREI. The electrophysiological profile 24 
of the organ of Corti. 

D.T. KEMP and R.A . . CHUM. Observations on the generation mechanism of 34 
stimulus frequency acoustic emissions - two tone suppression. 

J.P. WILSON. The combination tone, 2f l -f2 , in psychophysics and 43 6 
ear-canal recording. 

H.P. WIT and R.J. RITSMA. On the mechanism of the evoked cochlear 53 
mechanical response. 

G. VAN DEN BRINK. Cochlear mechanics as the possible cause of 
binaural diplacusis ? 

64 

W.L.C. RUTTEN. Latencies of stimulated acoustic emissions in normal 68 
human ears. 

P.I.M. JOHANNESMA. Functional identification of auditory neurons 
based on stimulus-event correlation. 

J.B. ALLEN. A cochlear micromechanic model of transduction. 

77 

85 

M.A. VIERGEVER. Quantative model analysis of bas ilar membrane mot ion. 96 

J. SMOLDERS and R. KLINKE. Phase response versus be s t frequency in 101 
caiman auditory nerve discharges. 

SECTION II. FREQUENCY- AND TI~-RESOLUTION 105 

D.L. WEBER, D. JOHNSON-DAVIES and R.D. PATTERSON. The use of 106 
psychophysical tuning curves to measure frequency selectivity. 

J.O. PICKLES. Psychophysical frequency resolution in the cat studied 118 
with forward masking. 

J.R. JOHNSTONE. Chronic anoxia and auditory nerve fibres. 127 

G.R. LONG. Some psychophysical measurements of frequency processing 132 
in the greater horseshoe bat. 

D. McFADDEN and E.G. PASANEN. Altered psychophysical tuning curves 136 
following exposure to a noise band with steep spectral skirts. 

R.D. PATTERSON and R. MILROY. The effect of age on auditory filter 140 
shape. 

J.W. HORST and R.J. RITSMA. Auditory filter bandwidth derived fr om 144 
direct masking of complex signais. 

XI 



L.L. FETH, E.M. BURNS, G. KIDD and C.R. MASON. Effects of noise 
exposure on freque,ncy selectivity in normal and hearing
impaired listeners. 

J.J. EGGERMONT. Narrow-band AP studies in normal and recruiting 
human ears. 

Page 
number 

149 \.-

153 

E. VAN HEUSDEN. Effects of acute noise traumata on cochlear response 16 2 
times in cats . 

V.F. PRIJS. Narrow-band analysis: a link between single-fibre and 166 
whole-nerve data. 

J.H. TEN KATE. AP-tuning curve and narrow-band AP following 
acoustic overstimulation. 

D.A. NELSON and C.W. TURNER. Decay of masking and frequency 
resolution in sensorineural hearing-impaired listeners. 

T. HOUTGAST and T.M. VAN VEEN. Suppression in the time domain. 

N.F. VIEMEISTER. Adaptation of masking. 

G.K. YATES and D. ROBERTSON. Very rapid adaptation in auditory 
ganglion cells. 

G.A. VAN ZANTEN. Temporal modulation transfer functions for 
intensity modulated noise bands. 

171 

175 

183 

190 

200 

206 

SECTION III . LATERAL SUPPRESSION AND DISTORTION PRODUCTS 211 

C. SCHREINER. A psychoacoustical approach to pulsation threshold. 212 

B.C.J. MOORE. Detection cues in forward masking. 222 

J. VERSCHUURE and M.P. BROCAAR. Pulsation patterns of · two-tone 
stimuli. 

P. DALLOS, D.M. HARRIS, E. RELKIN and M.A. CHEATHAM. Two-tone 
suppression and intermodulation distortion in the cochlea: 
effect of outer hair cell lesions. 

H. DUIFHUIS. Psychophysical three-tone suppression. 

230 

242 

253 

A.W. BEZEMER. Some results of a band-widening experiment obtained 257 
with a lateralisation paradigm. 

H. NASSE and R.E. GERLACH. Investigation ofmonaural phase effects 262 
by measuring binaural masking thresholds. 

E. ZWICKER. Cubic difference tone level and phase dependence on 268 
frequency difference and level of primaries. 

G.F. PICK and A.R. PALMER. Responses of cat cochlear nerve fibres 274 
to cubic difference tones. 

M. HOKE, B. LUTKENHÖNER and E. BAPPERT. Psychophysical tuning curves 
for the difference tones f 2-f 1 and 2f 1-f2 • 

XII 

278 -i 



SECTION IV. INTENSITY CODING AND DYNAMIC RANGE 

Page 
number 

283 

M.B. SACHS, E.D. YOUNG, T.B. SCHALK and C.P. BERNARDIN. Suppression 284 
effects in the responses of auditory-nerve fibres to broadband 
stimuli. 

J.L. GOLDSTEIN. On the signal processing potentialof high threshold 293 
auditory nerve fibers. 

E.F. EVANS. "Phase-locking" of cochlear fibres and the problem of 300 
dynamic range. 

R.L. SMITH and M.L. BRACHMAN. Dynamic response of single auditory- 312 
nerve fibres : some effects of intensity and time. 

P.M. NARINS and E.F. EVANS. Spectral resolution of comb-filtered 320 
noise by cochlear fibers in the cat: preliminary results of 
comparisons with their rate-level functions. 

J.L. HALL and M.R. SCHROEDER. Loudness of noise in the presence of 329 
tones: measurements and nonlinear model results. 

SECTION V. PITCH PERCEPTION 333 

H. FASTL. Pitch strength and masking patterns of low-pass noise. 334 )( 

A.J.M. HOUTSMA. Influence of masking noise on the pitch of complex 341 
tones. 

E. TERHARDT. Toward understanding pitch perception: problems, 353 ~ 
concepts and solutions. 

I.C. WHITFIELD. The relation between pitch and frequency in complex 361 
tones. 

W.A. YOST. Temporal properties of the pitch and pitch strength of 367 
ripple noise. 

T.J.F. BUUNEN. The effect of stimulus duration on the prominence of 374 
pitch. 

F.A. BILSEN and J.L. WIEMAN. Atonal periodicity sensation for comb 379 
filtered noise signaIs. 

SECTION VI . BI NAURAL HEARING 385 

G.B. HENNING. Lateralization of complex waveforms. 386 

E.R. HAFTER, R.H. DYE, Jr. and J.M. NUETZEL. Lateralization of 393 
high-frequency stimuli on the basis of time and intensity. 

S. KUWADA, T.C.T. YIN, L.B. HABERLY and R.E. WICKESBERG. Binaural 401 
interaction in the cat inferior "colliculus: phydiology and 
anatomy . 

H.S. COLBURN and R. HAUSLER. Note on the modeling of binaural 412 
interaction in impaired auditory systems. 

J. BLAUERT. Modelling of interaural time and intensity difference 421 
discrimination. 

XIII 



Page 
number 

J. RAATGEVER. Binaural time processing and time-intensity trading. 425 

B. SCHARF and G. CANEVET. Role of frequency selectivity in 429 
localization and lateralization. 

U. SIEBEN and R.E. GERLACH. Interactions between two-tone complexes 433 
and masking noise. 

R.M. STERN and E.M. RUBINOV. Subjective laterality of noise-masked 438 
binaural targets. 

F .L. WIGHTMAN and D.J. KISTLER. A new "look" at auditory space 
perception. 

SECTION VII. PSYCHOACOUSTICAL AND PHONETICAL INTERRELATIONS 

J.M. FESTEN. Relations between auditory functions. 

R.S. TYLER and A.Q. SUMMERFIELD. Psychoacoustical and phonetic 
measures of temporal processing in normal and hearing-impaired 
listeners. 

W.A. DRESCHLER. Reduced speech intelligibility and its 
psychophysical correlates in hearing-impaired subjects. 

R.J. RITSMA, H.P. WIT and W.P. VAN DER LANS. Relations between 
hearing loss, maximal word discrimination score and width of 
psychophysical tuning curves. 

XIV 

441 

449 

450 l' 

458 

466~ 

472 ~ 



FIRST AU THOR INDEX (Comments in itaZics ) 

Pa ge Comments and repZies 
number 

ALLEN, J.B. 85 15, 94 

BEZEMER, A. 257 

BILSEN, F.A . 379 

BLAUERT, J.P. 421 189, 392 

BOER , E. d e 2 

BRINK, G. van den 64 67 , 350 

BUUNEN ; T.J.F. 374 272 

COLBURN , H.S. 412 311 , 420 

DALLOS, P. 242 32, 42, 94, 251 , 252 

DRESCHLER, W.A. 466 

DUIFHUIS, H. 253 

EGGERMONT, J.J. 153 161 

EVANS, E.F. 300 126, 131, 143, 161, 182, 250, 311, 41 0, 420 

FASTL, H. 334 229 

FESTEN, J.M. 450 

FETH , L. 149 

GOLDSTEIN, J.L. 293 

RAFTER, E. R. 393 

HALL, J.L. 329 

HARRIS, D.M. 220 

HENNING, G.B. 386 

HEUSDEN, E. van 162 

HOKE, M. 278 

HORST, J.W. 144 / 

HOUTGAST, T. 183 

xv 



HOUTSMA, A.J. 34 1 349, 352 

JOHANNESMA, P.I.M. 77 62 

JOHNSTONE, J.R. 127 

KATE, J.H. ten 171 326 

KEMP, D.T. 34 75 

KIM, D.O. 7 15, 51, 241 

KLINKE, R. 33, 170 

KUWADA, S. 401 410, 410 

LONG, G.L. 132 

MANLEY, G. 24 33 

McFADDEN, D. 136 409 

MOORE, B.C.J. 222 148, 238 

NARINS, P.M. 320 

NASSE, H. 262 

NELSON, D.A. 175 116 

PATTERSON, R.D. 140 

PICK, G.F. 274 470, 476 

PICKLESS, J.O. 118 126 

PRIJS, V.F. 166 

RAAT GEVER , J. 425 

RITSMA, R.J. 477 

RUTTEN, W. L.C. 68 74 

SACHS, M.B. 284 

SCHARF, B. 429 261 

SCHREINER, C. 212 

SIEBEN, U. 433 

SMITH, 312 204 

XVI 



SMOLDERS, J. lOl 

STERN Jr., R.M. 438 411 

STOPP, P.E. 252 

TERHARDT, E. 353 199, 348 

TYLER, R.S. 458 292, 340, 471 

VERSCHUURE, J. 230 114, 240 

VIEMEISTER, N.F. 190 383 

VIERGEVER, M.A. 96 

WEBER, D.L. 106 115 

WHITFIELD, 1. C. 361 309 

IHGHTMAN, F. L. 441 

WILSON, J.P. 43 52, 67, 72, 126, 378, 383 

WIT, H.P. 53 251 

YATES, G. K. 200 205 

YOST, W.A. 367 

ZANTEN, G.A. van 206 

ZWICKER, E. 268 

ZWISLOCKI, J.J. 16 94 

XVII 





Section I 
Cochlear Functioning 

This section begins with the consideration of cochlear mechan
ics. Mathematical models rather than measurements have received 
most attention over the last five years . New proposals for models 
are presented, the results of which are now being compared much 
more carefully with experimental data . Mechanisms of neural trans 
duction and the physiology of the organ of Corti are then discuss -' 
ed, as is the possible site of a sharpening mechanism in the fre
quency domain, the second filter. Stimulated acoustic emissions or 
cochlear echoes, a recentlu discovered aspect of cochlear function 
ing, are dealt with in the second part . Their origin as well as pos
sible relations with known psychoacoustical phenomena appear to be 
matters of great interest. 



DIMENSIONALITY OF COCHLEAR WAVES 

E. de Boer 

Physics Lab., ENT Clinic , AZUA Wilhelmina Gasthuis , 
Amsterdam, The Netherlands 

I. INTRODUCTION 

A most important basis for cochlear frequency analysis is mechanical res
onance. In the 'classical' type of (linear) cochlea model the basilar membrane 
(BM) is described by way of its mechanical impedance z(x) and this is made to 
show resonance for each frequency at a frequency-specific location. The im
pedance z(x) in such a model contains a stiffness component that varies as an 
exponential function exp (-ax) of location x, and a mass component that is con
stant. As aresuIt, the radial frequency wr and the location xr at which res
onance occurs for that frequency are related as wr ~ exp (-axr /2) -- t his deter
mines the "cochlear frequency-to-place map". 

Wave motion between the coch l ear windows and the locus of resonance can be 
weIl understood from a one-dimensional model. The pressure varies as exp (-ax/4) 
and the BM velocity as exp (l ax) . Near the locus of resonance, however, the 
condition for one-dimensionality (the local wavelength should be much l arger 
than the diameter h of the cochlear channel) is not met any more and models of 
higher dimensionality must be studied. Mathematically, this is rather difficult 
and useful results can only be obtained when certain simplifications are made. 
A two-dimensiona l model is then found to have a type of response that is 

1 
h 

1 

z 

-b_ 

incompatible with experiment al 
results ([SWW,DEEP]X). Henc:.e it 
is neces sary to study three
dimensional mod e Is. This paper 
presents some typical results 
from a theor e tical s tudy in 
this direction. To conserve 
space, all mathematical der i va 
tions have been left out, only 
starting points and r esult s are 
given. Suffice it to say that 
the study was focused on res
onance phenomena in the cochlea; 
consequently, the results 
presented pertain only to the 
resonance reg i on of the cochlea 
model. 

2. MODELING 

Fig . l . Rectangular block model of the cochlea . 

Fig.) shows a schemat ic 
two-channel model of the coch
lea in the form of a r ectang
ular block. The longitudinal 
dimension (not drawn to scale) 

x) The acronyms, SWW, DEEP, CYL, BLOCK and DIGSOL, refer to a series of papers 
on cochlear mechanics written by the author. 
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Dimensionality of cochlear waves 

is designated as the x-axis. A fraction - to be called E - of the width (b) of 
the cochlear partition is flexible: the basilar membrane (BM); the rest is 
rigid. The physics of the model is considered in its most simplified form: the 
fluid is incompressible, inviscid and linear; the BM is linear and assumed to 
be completely described by its mechanica 1 impedance z(x) (cf. Viergever, 1978). 

In the one-dimensional model the kinetic effects of all fluid movements 
except those in the x-direction are neglected. In a two-dimensional model the 
influence of fluid movements in the y-direction is neglected. At first sight 
this assumption seems weIl justified because the BM is a very narrow strip. How
ever, on closer inspection things turn out differently. The two-dimensional mod
el can be visualised by erecting vertical walls at the edges of the BM, see the 
dashed lines in Fig.l. Actually, appreciable fluid movements in the y-direction 
may be expected ne ar the edges and close to the membrane, hence the validity of 
a two-dimensional model is questionable. It appears, therefore, useful to try 
to solve a three-dimensional model in such a way that the nature of fluid move
ments ne ar the BM can be judged. This, then, is the reason for choosing the 
rectangular bloek structure for this study. 

3. SOLUTION METHOD 

The response of the model is the result of the interaction between the ba
silar membrane (BM) and the fluid. The f Zuid Zaad depends very much on the geo
metry of the fluid columns; caleulating it necessitates the solution of a 
particular boundary value problem. The lat ter can be written in the form of an 
integral equation, the "Siebert equation", see [SWWJ for the two-dimensional, 
and [CYL,BLOCKj for the three-dimensional cases. The equation reads: 

+00 . . +00 

z~x) J W(k)Q(k) e -~kxdk ; 2~P J Wek) e -ikXdk 
-00 -00 

( I ) 

where z(x) is the BM impedance, p the fluid's density, w the radial frequency, 
Wek) the Fourier transform of the BM velocity w(x) and Q(k) is a 'form factor' 
depending on the geometry. For a two-dimensional model Q(k) is of the form 
(Siebert, 1974, [SWW]) 

Q(k) k tanh kh ' 

where h is the height of the coehlear channel. For three-dimensional models 
Q(k) is a more complicated function, see [CYL,BLOCK]. 

(2) 

The Siebert equation can be solved in a closed form for certain functions 
z(x). For this paper we use the following - 'hyperbolic' - approximation to the 
impedance function: 

(3) 

where Mo, C2 and xa are appropriately chosen constants. This approximation is 
fairly accurate in the region of resonance, cf. [DEEP]. With no great loss of 
accuracy, z(x) can be made into a periodic function of x via use of the z
transform ([DIGSOL]); the corresponding solution for Wek) consists of a 
discrete series of spectrum values Wn' Then the method of [DIGSOL] for solving 
eq.(I) can be applied using the z(x) function of eq.(3); the result is a recur
rence relation between the components Wn: 

(4) 

MI and C3 are constants derived from those mentioned above: MI;Mo /2p and 
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C3=C2/2w2p. Eq.(4) can readily be sölved: we assume first Wn=O for n ~ 0, 
(implying there are no waves r~nning to the left), then take W)=) and compute 
all the other Wn • Af ter introducing damping as outlined in [SWW], the result is 
Fourier transformed and the desired w(x) is obtained. 

4. RESULTS 

Fig.2 shows typical response curves for various modeis, magnitude (a) and 
phase (b). The abscissa shows the x-reg ion around the locus of resonance (for 
each frequency considered the coordinate system is chosen so that the BM res
onates at x=O; response curves are identical when the fundamental cochlear para
meters IDa, a and hare the same). In contrast to the findings reported else
where, it is not the spatial derivative but the BM velocity w(x) itself which 
is plotted. Curves land 2 are shown to provide a frame of reference, they 
correspond to a one- and a two-dimensional model, respectively. For these 
curves the damping constant 6 is chosen as 0.05. Other parameters are (see the 
cited papers and Fig.! for their meaning): 

A=0.075; h=b=O.I; a=3.0; 8=0.1; mo=0.05; Mo=2.4 mo' 
The character of the two response curves! and 2 is entirely different. In 
curve) the resonance of the BM (x=O) is the most manifest. Curve 2 shows a 
less pronounced peak, located relatively ~ar away from x=O. This response is 
better characterised by its steep cut-off slope than by its peak. Note also the 
excessive phase variations in this case. 

The three curves 3-A,B and C show three-dimensional responses, computed 
for the rectangular block model of Fig.l. The three curves correspond to damp
ing constants ( 6) of 0.02,0.05 and O.I. Note that the cross-section of each 
channel is square and that only 0.1 of the width is taken up by the BM. The 
block model appears to give rise to a well-pronounced response peak, situated 
between those of curves land 2. This response shows only moderate phase varia
tions in the region of the magnitude max~mum. 

MAGNITUDE OF : PARTITION VELOCITY 

70. 

DB 

60. 

50 . 

40 . 

30. 

2 0. 

10. 

O. ~~~~~~~~ __ L-~~~~~~~ 

-5.0 -2.5 0.0 2.5 

a LOCATION X CMM l 

PHASE OF PARTITION VELOCITY 

5 . PI 

O. 

-5 . PI 

- 10. PI 
-5.0 -z . S 0.0 z.S 

b LOCATI ON X CMMl 

Fig. 2. Response curves in the resonance region . Part (a) : magnitude; part (b) : 
phase. Vertical dashed line indicates locus of BM resonance . Sloping 
dashed line in part (a): asymptotic behaviour for x < - 0 .5 (cm) . 
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It should be emphasised that the computed response refers solely to the 
resonance region. The asymptotic nature of the response in the remaining part 
of the cochlea (which can be considered as a one-dimensional wave propagation 
medium) is indicated by the dashed line. This has a slo~e of 19.5 dB per cm, 
corresponding to a velocity variation of the form exp (4 ax) with a=3.0. It is 
observed that the response peak is weIl elevated from the dashed line, this is 
a typical three-dimensional effect, related to the fact that only a small frac
tion of the cochlear partition is flexible ([CYL,BLOCK]). In fact, the energy 
flux carried by the fluid must be focused in the direction of the centre line 
y=O, and this is the physical reason behind the peak. 

Curve 4 is the response of another ty~e of three-dimensional model, namely 
one with a cylindrical cross-sectoÏon ([CYLJ), computed for 0=0.05. lts para
meters are slightly different (mo=0.045) and the response is seen to be almost 
the same as curve 3-B. Apparently, this model por trays typical three-dimen
sional effects in quite an accurate way. 

To illustrate the fundamental differences between a two- and a three-dimen
sional model, we compute at various locations in the x-direction the pressure 
distribution across the width. Fig.3 presents typical results, the pressure at 
z=O is plotted as a function of y in the interval from y=O (the centre) to y=~b 
(one of the walIs). The labels of the curves correspond to the x-coordinate of 
the cross-section inspected (see legend). Each of the magnitude curves (upper 
part) is normalised with respect to its own average across the width, the scale 
is linear. The phase values are plotted in the lower part of the figure. The 
figure is computed for the t ypical damping value: 0=0.05, and corresponds to 
the situation of curve 3-B of Fig.2. 

It is seen that near the response peak of the velocity (which occurs 
around x=-1.5 mm), the pressure magnitude at the centre (y=O) of the BM rises 
to 2-3 times its average value. Phase variations over the width remain moderate. 
Furthermore, there is a noticeable pressure gradient around the edge (y=4bE) of 
the BM which means that there are appreciable fluid movements in the y- direc
tion across this edge. This implies that it is not legitimate to replace the 

RELATIVE AMPLITUDE 
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three-dimensional structure by a two
dimensional model with vertical walls 
at the edges of the BM (the dashed 
lines in Fig.I). It might be possible 
to construct an equivalent two-dimen
sional model but then the effects of 
the pressure enlargement near y=O and 
the spreading-out of the fluid in the 
y-direction must certainly be taken 
into account, with the result that 
the effective parameters must be al-
tered. 

5. DISCUSSION 

The results presented in Figs. 2 
and 3 confirm that in the reg ion of 
resonance the response is far better 
represented by a three- than by a two
dimensional model. From one- as weIl 
as two-dimensional models it is known 
that they do not lead to response 
forms that agree in all respects with 
experimental findings (Zweig et al, 

Fig. 3. Pressure distribution across the width. Upper part: relative amplitude of 
pressure, lower part: phase (scaled between -rr and +rr). Curves 1 through 
5 correspond to x = -1.0,-1.5,-2.0,-2.5 and -3.0 (cm), respectively. 
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1976, [sww]). In [CYL] it is shown that the form of the response peak in three 
dimensions agrees in all respects with experimental data. Moreover, this agree
ment is only possible for a response in three dimensions. In this respect, the 
present results leave little to be desired. 

The type of model that is considered here, belongs to the most simple spec
imina of mechanical structures that can mimick the mechanics of the cochlea. 
Despite the simplicity, it is difficult to get much physical insight into what 
is going on, the reason being that the mathematics is of ten formidably complex 
and opaque. Yet it seems certain that more effort should be directed at the 
evaluation of influences that have mostly been neglected so far, such as: the 
presence of the tectorial membrane, the structure of the organ of Corti, etc. 
Furthermore, physiological processes may cause significant feedback effects 
(Kemp, 1978) and this may lead to completely new developments in the theory of 
cochlear action. 
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AN ACTIVE COCHLEAR MODEL WITH NEGATIVE DAMPUIG IN THE PARTITlON: 

ABSTRACT 

COMPARISON WITH RHODE'S ANTE- AND POST-110RTEM OBSERVATIONS 

D. o. Kim, S. T. Nee l y , C. E. Mo lnar, 
and J. W. Ma tthews 

Washington University 
St . Louis, Missouri 63110, USA 

Result s are pr esen t ed from a t wo-dimensiona l model for cochlear mechanics 
with active proper ties r epr ese nted by the i nclus ion of negative damping in the 
impedance of the cochlear partition over a limited r eg i on, or with passive 
properties without nega tive damp ing . Mode l solutions were obtained using bo th 
a finit e-di ffe r e nce method in the frequency domain and a Gr een ' s-function 
method in the time domain. Results from our ac tive model are s imila r to 
Rhode ' s a nt e-mor t em observations of basila r-membr a ne motion in the squirrel 
monkey, and results from Dur pass ive model are similar t o Rhode's post-mortem 
observations. We suggest from these results: 1) tha t an active sou r ce of 
mechanical e ne r gy in the cochlear partition may underlie normal cochlear 
mechanical response; 2) that the l oss of thi s e nergy source upon death nay be 
respons ible for the early post-mortem broade ning of tuning and peak shift; and 
3) tha t a later reduction in the stiffness of the cochlea r partition may be 
responsible for further shifts of the amplitude peak and of the phase pa tt ern 
occurring hour s af ter death. 

I NTROD UCTION 

We present in this paper our r ecent result s from a model for cochlear 
rilechanics where ac tive mechanical behavior is incorporated. A nove l feature 
of our mode l is the presence of a controlled ene r gy sour ce in the cochlear 
pa rtition repr ese nted by negative va lues of the dampi ng of the partition 
i mpedance over a certain l ocali zed region of the par titi on. Our results 
demons trate, in a plausible cochlear mechanical model, a marked influence 
exerted by the presence of a source of mechanica 1 ene r gy in the cochlear 
partition upon the sensitivity a nd s harpness of tuning observed near the peak 
of the respons e to a single-tone stimulation. Cochlear-partition raotion in 
our active model shows higher sensitivity and sharper tuning than in a 
conventional passive model where damping values are assumed to be positive 
everywhere along the partition. In the following sections of th is paper, we 
describe the assumptions of our model and compare the model cochlear-pa rtition 
displacement with Rhode's (1973) experimental data from the squirre l monkey . 
We note close similarity between our active model r esults and Rhode 's ante
mortem observations, and between our passive model results a nd Rhode's post
mortem observations. In addition, we show profiles of power flux density over 
the basal and partition boundaries of the model for the active and pas s ive 
conditions of the model. 

MODEL 

Two implementations of a cochlear model (Neely, 1978; Matthews, 1979) 
have been adapted for the present study. Both versions make the same set of 
assumptions about the cochlea: 
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TWO-DIMENSIONAL COCHLEAR MODEL 

HO 1-'1 ----------------------~ . . .... » X 

-H~--------------------------------~ o 
BASE 

L 

APEX 

Fig. 1. Diagram of a 
two-dimensiona l 
cochlear model. 

1) All quantities of the model are constant with respect to the z axis, 
and the cochlea is represented as a two-dimensional, rectangular chamber 
filled with fluid and divided into two symmetrie halves (scalae) by a 
partition (Figure 1); 
2) The fluid is incompressible, inviscid and satisfies Laplace's 
equation, V2P(x,y)=0, where p(x,y) is the pressure at (x,y); 
3) The up per and lower walls are rigid; 
4) At x=L, corresponding to the apical end, we have P(L,y) - P(L,-y)=O, 
for O .. y"H, where H is the height of each scala; 
5) At x=O, corresponding to the basal end, we have 

dP(O,y) 
dX 

_ dP(O,-y) 
dX 

where p is the fluid density, A is the amplitude of the stapes 
acceleration, and w is the anguYar frequency of excitation; 
6) The partition dis placement is very small compared with the scala 
height; 
7) There is no longitudinal coupling within the partition; 
8) The partition dynamic characteristics are linear, and described in the 
frequency domain by impedance parameters, Z(x) = R(x) + j[wM(x)-K(x)/w) 
where R(x), M(x), and K(x) are the damping, mass and stiffness parameters 
of the partition. 

We have used the following parameter values: 
1) cochlear length, L = 2.2 cm; 
2) scala height, H = 0.1 cm; 
3) fluid density, p = 1.0 gm.cm-3; 
4) partition mass, M(x) = 0.01 gm.cm- 2 for al l x; 
5) partition stiffness, K(x) = K exp(-4.5x) dyne.cm-3 where x is 
distance from the base in cm,andoKo = 109,0:: 0.4 X 109 ; 
6) partition damping, R(x) = 200 dyne. sec· cm 3 for all x, or R(x) = fR(x). 

The two cochlear model implementations of this study use different 
solution methods: a finite-difference method in the frequency domain (Neely, 
1978); and a Green's function method in the time domain (Matthews, 1979). For 
the conventional case of passive partition characteristics without negative 
damping, the solutions obtained from the two methods are in excellent 
agreement. Comparison of the solutions for the active cases will be made in 
the Discussion section. 

RESULTS 

In Figure 2-A and -8, model results of amplitude and phase of the ratio 
of the cochlear-partition dis placement to the stapes displacement are shown 
for one stimulus frequency of 1550Hz versus distance along the cochlea for 
thr ee conditions: 1. The partition damping R(x) has negative va lues over a 
certain region as shown in Figure 3 §nd the stiffness parameter Ko is equal to 
109 ; 2. R(x)=200 for all x and Ko=10 ; 3. R(x)=200 for all x and Ko=0.4 x 
109 • From Figure 2-A, it can be noted that the model response amplitudes for 
conditions 1 and 2 are similar in the basal region but quite different in the 
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Fig . 2. A and B: AmpZitude and phase of cochZear- partition dispZacement reZa
tive to the stapes dispZocement of the modeZ (fr equency- domain soZution) for 
a stimuZus frequency of 1550 Hz versus distance from the stapes . The three 
conditions correspond to different parameter vaZues cf the partition . For aZZ 
three conditions, the x position was represented by 400 points and the y posi
tion was represented by 16 points . For the phase , positive senses are the 
inward dispZacement of the stapes , and the dispZacement of the partition to 
the scaZa tympani. C and D: AmpZitude and phase of basiZar-membrane dispZace
ment reZative to the stapes dispZacement for one position aZong the basiZar 
membrane of the squirreZ monkey versus a Zogarithmic scaZe of stimuZus fre 
quency . C and D are redrawn from Fig . 3 of Rhode (1973) . 
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Fig . 3. Damping profil es 
for the three conditions 
used for the model results 
shown in Figur e 2-A and - E. 
The profi le of condition 1 
is referred to as fR(x) 
in the text. 

region around the peaks. The response for condition 1 shows a sharper peak 
which is shifted slightly toward the apex and larger in amplitude than the 
response for condition 2 where there was no negative damping in the 
partition. In spite of the marked difference in response amplitudes near the 
peaks, the response phases for conditions 1 and 2 (Figure 2-B) are quite 
similar in most of the regions except in the phase plateau region apical to 
the peaks. In this region, condition 1 shows a larger amount of total phase 
shift than condition 2. Model responses for conditions 2 and 3 in Figure 2-A 
and -B show that a decrease in the stiffness coefficient Ko leads to a basal 
shift of both the amplitude and phase , with little change in the shapes of the 
response curves. 

In Figure 2-C and -D, Rhode's (1973) experimental results of amplitude 
and phase of the ratio of the basilar-membrane displacement to the stapes 
displacement are shown for one position along the basilar membrane versus a 
logarithmic scale of stimulus frequency for three conditions. The antemortem 
response shows a sharper peak which i s shifted slightly to the high-frequency 
side and larger in amplitude than the postmortem responses. Differences in 
the response amplitudes for the antemortem and the 1-Hr postmortem conditions 
are quite prominent in the frequency region ne ar the peaks but are 
inconspicuous in the frequency reg ion below the peaks. The 7-Hr postmortem 
response appears to be of similar shape to the 1-Hr postmortem r esponse but 
shifted to the low-frequency side. 

A complication in comparing the model and experimental results shown in 
Figure 2 is that the horizontal axes of the two cases are different: A linea r 
scale of distance from the stapes for the model results, and a loga rithmic 
scale of stimulus frequency for the experimental r esults. We do not yet have 
model results for different stimulus frequencies. However, plots of basilar
membrane displacement on a linear scale of distance a long the cochlea for one 
stimulus frequenc y are expected to be fairly similar to plots of bas ilar
membrane dis placement on a logarithmic scale of the stimulus frequency f or one 
position of the basilar membrane. This general similarity is expected from 
the "shift invariance" property observed in experimental results (Bekesy , 
1960, p. 461-462; Rhode, 1971, Fig. 8), as weIl as in cochlear models (e. g ., 
Sondhi, 1978). To the extent that the shift invariance is areasonabie 
approximation for our comparison of results in Figure 2, we note that the 
salient features of postmortem changes observed in the animal are fairly weIl 
reproduced by the model results in Figure 2-A and -B. Re sults of thi s model 
suggest that the rapid changes in basilar-membrane motion af ter death may be 
due to the loss of an internal energy source in the cochlear partition a nd 
tha t the slower changes occurring over several hours from dea th may be due to 
a decrease in the stiffness of the partition. 

In Figure 4, we show profiles of power flux density, i.e., the time
averaged power per unit area, over the basa l a nd partition bounda ries . Here, 
positive flux densities correspond to f low of energy into the fluid; nega tive 
densities to flow of energy from the fluid (into the cochlear pa rtition). For 
steady state conditions with sinusoidal excitation as we consider here, the x
component of the power flux density, Ex(O,y), over the basal bounda ry is (de 
Boer, 1979) 
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Active cochlear model 
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Fig . 4. Profiles of power flux density normalized with E for the thr ee con
ditions used f~1 the_~odel results shown in Figure 2-A an§ -E. Eo is equal t o 
0. 43 erg · sec . cm which corresponds to the power f lux densi ty at x=O, and 
y=H_tor condition 2. For all three conditions, a constant s t apes displacement 
( 10 cm ) i s applied. Positive values correspond to energy flow into the fluid 
and the negative values correspond to energy flow from the fluid into the 
partition . 

Ex(O,y) = 0.5 p(O,y) • Vx(O,y) • cos[81(y)], 

where P(O,y) and Vx(O,y) are the peak amplitudes of sinusoidal time variation 
of pressure and x-component of velocity at position (O,y), and 81(y) is the 
phase difference between P(O,y) and Vx(O,y). Plots in Figure 4 for the basal 
boundary show [Ex(O,y) + Ex(O,-y)] versus y for H>y>O. The left-most cross 
hatched areas in Figure 4 thus represent total power into the fluid through 
the basal boundary, i.e., the power into the fluid through the oval wind ow 
minus the power out of the fluid through the round window. 

Similarly, the y-component of the power flux density over the upper 
surface of the partition is 

and over the lower surf ace of the partition 

Ey(x,O-) = 0.5 p(x,O-) • Vy(x,O-) • cos[83(x)]. 

Plots in Figure 4 for the partition boundary show [Ey(X,O+) - Ey(X,O-)] versus 
x for O>x>L. This represents the total power into the fluid from both sides 
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of the partition .at position x. The E (x,O-) part is subtracted from E (x,O+) 
because the y-component of the power flux at the lower surface is pointlng 
into the partition from the fluid. 

The middle cross-hatched area above zero in Figure 4-1 represents the 
power delivered from the negative-damping region of the partition into the 
fluid, and the right-most cross-hatched area below zero in Figure 4-1 
represents the power dissipated in the positive-damping region of the 
partition. The lower two panels of Figure 4 show profiles of power flux 
density for conditions 2 and 3 where the damping is positive everywhere along 
the partition (Figure 3). The major difference between these conditions and 
condition 1 is that, for conditions 2 and 3 over the partition boundary, there 
is only a region of power dissipation and no region of power source. We have 
verified that, for each condition shown in Figure 4, the total power into the 
fluid is equal to the total power taken from the fluid, as expected from 
conservation of energy. It is interesting to note that, for condition 1, the 
total power delivered from the negative-damping region of the partition (i.e., 
the middle cross-hatched area of Figure 4-1) is 1.5 timesthe total power 
delivered through the basal boundary (i.e., the left-most cross-hatched area 
of Figure 4-1). This gain in power through the internal energy source of the 
model underlies the substantial increase in the response near the peak for 
condition 1 of the model. 

DISCUSSION 

The hypothesis of active mechanica 1 behavior of the cochlea was suggested 
by Gold (1948) and Kemp (1979). Strong support for this hypothesis is 
provided by a form of tinnitus where spontaneously emitted tones can be 
detected in the ear canals of some human subjects whose thresholds of hearing 
are in the normal range (Kemp, 1979). Our model results presented in this 
paper demonstrate specific effects of incorporating a source of mechanical 
energy into the partition of the model. To the extent that our active and 
passive model results shown in Figure 2 simulate Rhode's ante- and post-mortem 
observations, our model results support the hypothesis of active mechanics in 
a normal cochlea. It is unknown what kind of mechanisms may underlie the 
hypothesized internal energy source in the cochlear partition. Our conjecture 
is that energy available through cellular metabolism in the cochlear partition 
may be somehow transduced into mechanical energy. [Note: The appearance of 
negative damping in the cochlear-partition point impedance could also 
conceivably be produced by some form of longitudinal coupling within the 
cochlear partition. Longitudinal coupling could not, of course, produce 
spontaneous oscillations in the absence of external energy input through the 
stapes.] 

The hypothesis of active cochlear mechanics is compatible with the 
hypothesis of bidirectional coupling of electrophysiological and mechanical 
processes in the cochlea. Bidirectional coupling has been suggested from 
various observations of physiologically vulnerable behavior: 1) in the ear
canal sound pressure, regarding "echoes" in response to brief transient 
stimuli (Kemp, 1978; Anderson and Kemp, 1979) and regarding distortion 
products in response to continuous two-tone stimuli (Kim, 1980); 2) in 
basilar-membrane mot ion (Rhode, 1973; Robles, Rhode and Geisier, 1976; Lepage 
and Johnstone, 1980); and 3) in psychoacoustic (Smoorenburg, 1972) and neural 
(Siegel, Kim and Molnar, 1977; Kim, Siegel and Molnar, 1979; Kim, Molnar and 
Matthews, 1980) responses regarding distortion products which are interpreted 
to be associated with basilar-membrane motion. [For further discussions of 
bidirectional coupling, see Kim, Molnar and Matthews (1980), and Kim 
(1980).] The hypotheses of active mechanics and bidirectional coupling in the 
transduction in the cochlea are consistent with various observations that 
noxious disturbances reduce sensitivity and frequency selectivity of 
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individual inner hair cells (Sellick and Russeli, 1978) and of single cochlear 
neurons (e.g., Kiang, Moxon and Levine, 1970; Robertson and Manley, 1974; 
Evans, 1974; Dallos and Harris, 1978; Robertson and Johnstone, 1979). 

As stated earlier in this paper, the solutions obtained from the two 
implementations of the model are in excellent agreement for conditions 2 and 3 
which have no negative damping in the partition. For condition 1, which has 
negative damping in the partition, the time-domain solution was not stabie. 
The time-domain solution of the model to a smoothly-gated sinusoidal stimulus 
initially approached the pattern obtained with the frequency-domain method, 
but the model response subsequently entered into irregular, unstable 
oscillations rather than remaining in a steady-state condition. We have not 
yet determined whether this instability of the model response is due to an 
instability of the physical condition modeled, or due to inaccuracies in the 
model implementation. However , we did observe that, for damping profiles with 
less pronounced negative values, the time-domain solution was stabie and in 
good agreement with the frequency-domain solution. 

In addition to further study of the stability properties of active models 
and their computational implementations, other extensions of this work are 
needed. We fee I that the most important extension is the incorporation of 
both active and nonlinear behavior into the same model for cochlear 
mechanics. This may be helpful in understanding how a damping profile such as 
that shown in Figure 3 might arise under a particular condition of 
stimulation. Such an understanding would allow us to examine model response 
for various stimulus frequencies for a fixed position along the cochlear 
partition which can be compared with Rhode's observations more directly. In 
view of the success of nonlinear cochlear models having increases in damping 
with increasing response for repr oducing a wide range of nonlinea r phenomena 
observed (Kim, Molnar and Pfeiffer, 1973; Hubbard and Geisier, 1972; Hall, 
1974; Matthews, Cox, Kim and Molna r, 1979), it should be inte r esting to 
investigate cochlear models where similar nonlinear behavior is combined with 
active behavior, for example, with respect to the questions of cochlear 
mechanical stability and the tendency to sponta neous oscilla tion. 
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COMMENT 

COMMENT ON: "An active cochlear model with negative damping in the partition: 
comparison with Rhode's ante- and post-mortem observations". (D.O. Kim, 
S.T. Neely, C.E. Molnar and J.W. Matthews) ' 

E.F. Evans 
Dept. of Communication & Neuroscience, University of Keele , U.K. 

Your remarks avoid a continuing inconsistency in the data: that the 
majority of divert measures of basilar membrane vibration (by Rhode and others) 
do not indicate nonlinear behaviour of the magnitude you require. Secondly, even 
Rhode's squirrel monkey data at 7 kHz do not account for the magnitude and time 
course of the loss of sensitivity and tuning of cochlear fibres in hypoxia (see 
Evans (1975). Normal and abnormal functioning of the cochlear nerve. In: Sound 
Reception in Mammals (ed. by R.J. Bench, A. Pye & J.D. Pye) pp. 133-165. Aca
demic Press, London). 

COMMENT ON "An active cochlear model with negative damping in the partition: 
comparison with Rhode's ante- and post-mortem observations" (D.O. Kim, 
S.T. Neely, C.E. Molnar and J.W. Matthews). 

J.B. Allen 
Bell Laboratories, Murray Hill, New Jersey 07974 , U.S.A . 

You have indicated (persona l communication) that the shape of the damping 
profile as shown in Fig. 3 was carefully chosen to avoid instable results in 
thetime domain model. In fact the damping va lues were chosen to give a good 
fit to Rhode's data with the input being a tone of 1550 Hz. Given this extra 
degree of freedom, namely R(x,f ) with the damping a function of both place x 
and the input frequency f , it îs not surprising that you were able to fit 
Rhode's data, given also ~hat the model comes very close without this adjust
ment. The problem I have is that when many stimulus frequencies are present 
simultaneously, you will not have this degree of freedom available to you. 

REPLY TO COMMENT OF J.B. ALLEN 

D.O. Kim 
Washington University, St . Louis, Missouri 63110, U. S. A. 

The strategy that we have taken in this modeling study i s to demonstrate 
quantitatively specific consequences arising from a specified premise regarding 
cochlear mechanics. We have demonstra ted in this paper that the premise express
ed by the damping profile of our Fig.3 leads to interesting consequences. 
At the present time, we are not aware of any evidence that rules out our pre
mise. Rather, the observed spontaneous acoustic emissions from the ear, as cited 
in the paper, partially support the premise. If the premise should turn out to 
be false, the model should obviously be modified. ' If the type of premise is 
generally true, however, it is expected to be possible to find a damping profile 
appropriate for a particular multi-frequency stimulus. Physiological mechanisms 
producing the damping profile of Fig.3, if present in the actual cochlea, need 
to be investigated. Our present model results provide a specific motivation in 
our search for such a mechanism, implausible as it may appear to some. Until 
subsequent research in this area clearly demonstrates that such mechanisms are 
absent or unnecessary to postulate, we feel it worthwhile to continue with this 
approach. 
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TWO POSSIBLE MECHANISMS FOR THE 
SECOND COCHLEAR FILTER 

J. J. Zwislocki 

Institute for Sensory Research, Syracuse University, 
Syracuse, New York 

In the past years the main attention was paid to cochlear macromechanics 
in which the basilar membrane and the structures attached to it were consid
ered as a unitary body whose parts vibrated in phase with each other (e.g. 
Békésy, 1960; Ranke, 1942; Zwislocki-Moscicki, 1948). Formally, the structure 
was represented as a second-order system consisting of a stiffness, a mass, and 
a resistance connected in series (e.g. Zwislocki-Moscicki, 1948; Peterson and 
Bogert, 1950). Although attempts at considering relative motions within the 
organ of Corti were made since the mid-nineteenth century (for review see 
Wever, 1949, Békésy, 1960), they do not seem to have provided germinal insights 
except for the belief that the cochlear hair cells are excited as a result of 
radial bending of stereocilia, a process that must be accompanied by a radial 
shear motion between the tectorial membrane and the reticular lamina (e.g. 
Békésy, 1960). This belief has been decisively strengthened by recent experi
ments of Hudspeth and Corey (1977) on the hair cells of the frog's vestibular 
system. Of course, if a shear mot ion takes place between the tectorial mem
brane and the reticular lamina, the structures attached to the basilar mem1)rane 
cannot be considered as a unitary body. 

According to older views (e.g. Békésy, 1960), the tectorial membrane was 
supposed to pivot around an axis located at the spiral limbus and be incapable 
of performing any radial motion. Under these conditions the shear motion 
would be due almost entirely to radial motion of the reticular lamina result
ing from the perpendicular vibration of the basilar membrane. Deformations of 
the tectorial membrane seen. in histological preparations of the cochlea sug
gest, however, that the tectorial membrane can be easily deformed in the radial 
direct ion and that, at least in the mammaIs, it is only weakly mechanically 
coupled to the limbus. Accordingly, in several preceding articles (Zwislocki, 
1979, 1980a,b; Zwislocki and Kletsky, 1979, 1980) we pointed out some possible 
consequences of a radial mot ion of the part of the tectorial membrane overly
ing the organ of Corti, assuming that its viscoelastic coupling to the organ 
was stronger than to the spiral limbus. Such an assumption appears to be con
sistent with the morphological relations which point to multiple attachmentsof 
the tectorial membrane to the organ of Corti, the strongest appearing to be 
through the stereocilia of the outer hair cells (e.g. Lim, 1972). The latter 
are probably quite stiff, as can be inferred from the experiments of Flock 
(1977) and Hudspeth and Corey (1977). On the assumption that the relevant 
part of the tectorial membrane is more strongly coupled to the organ of Corti 
than to the limbus, we were able to demonstrate mathematically that the shear 
motion between the tectorial membrane and the reticular lamina had to be the 
strongest relative to the displacement amplitude of the basilar membrane where 
the cochlear wavelength was the shortest and the weakest where the wave length 
was the longest (Zwislocki, 1979, Zwislocki and Kletsky, 1979). The mathemat-· 
ical derivations, which can be found in Zwislocki and Kletsky (1979) indicatethe 
intuitively expected re sult that, where the wavelength is long, the radial 
force exerted on the tectorial membrane by its attachments to the organ of 
Corti is oriented in the same direct ion over a substantial length of the mem
brane, so that the spatial integral (convolution integral) of this force is 
large. In addition, adjacent parts of the tectorial membrane tend to move in 
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the same direction so that their motion is minimally opposed by the viscoelas
tic coupling between them. As aresuIt, the tectorial membrane is maximally 
entrained by the organ of Gorti and the radial shear motion is minimized. 
Wh ere the wavelength i s short, adjacent portions of the tectorial membrane 
tend to be driven in opposite directions and to move in opposite directions so 
that their motion is s trongl y opposed by the viscoelastic coupling between 
them. Gonsequently, the t e ctorial membrane is nearly immobilized and theshear 
motion is maximized. Since the shortest waves occur near the vibration maxi
mum of the bas ilar membrane (e .g. Rhode, 1971; Kohllöffel, 1972a), the maximum 
is s harpened in the shear mot ion. These r elationships are schematized in the 
upper two traces (A,B) of Fig . 1. 

Fig . l . Schematic representation 
of the wavelength and amplitude of 
the reticular lamina (solid line ) 
and the tectorial membr ane (das hed 
line) at the Zocation of the ou te r 
hair ce ZZs , according to wo math
ematicaZ modeZs . Tr aces A and B 
be long to a mode Z (see text ) in 
which the mass of the tectoriaZ 
membrane is negZected. Trace A 
hoZds for frequencies far beZow 
CF; trace B, for those near CF. 

A 

• 

C 

- RETICULAft LAM, 
- - TECTORIAL IIEII . 

x 
SHEAR IIOT. 

Tr ace C beZongs to a modeZ in whi ch a resonan ce of the tectoriaZ membrane and 
its viscoe Zastic attachments to the or gan of Corti is incZuded (see text). The 
arrows with filled heads indicate the dire ct i on of radiaZ e lastic for ces act
ing on the tectorial membrane . The arrows wit h unfiZled heads show the mag
nitude of the shear motion between the tector iaZ membrane and the reticuZar 
Zamina. 

The mathematical derivations of the shear mot ion were made under the as
s umption of a viscoelastic coupling between the tectorial membrane and the 
organ of Gorti , of a coupling with the same phasor angle betwen adjacent por
t i ons o f the tectorial membrane, and by neglecting the mass of the tectorial 
membrane. As a consequence, the result showed the tectorial membrane to move 
approximately in phase with the reticular lamina . It has become increasingly 
clear, however, that the mass of the tectorial membrane can be substantial 
(e.g. Zwicker , 1971; Kronester-Frei, 1979) and is not negligible . Such a mass 
together with its viscoelastic attachments must be capable of resonance if the 
damping of the system is smaller than aperiodic. That the latter may be true 
was shown in two preceding articles on the basis of purely morphological con
siderations and approximately known physical constants (Zwislocki, 1980a,b) . 
On the assumption that the resonance of the tectorial-membrane system took 
place near the maximum of the basilar-membrane vibration, it was possible to 
calculate approximately the QlOdB of the system. The obtained values were 
about 1/2 the values measured by Evans and Wilson (1973) for the guinea-pig 
neural tuning curves and by Schmiedt (1977) and Schmiedt and Zwislocki (1980) 
for those of Mongolian gerbils at all characteristic frequencies (GFs). The 
smaller values do not mean a disagreement since the neural tuning curves in
clude all the mechanisms that may be involved in cochlear frequency analysis. 
However , it must be noted that the constants entering the calculations are 
known only approximately, and the assumption that the resonance frequency of 
the tectorial-membrane system coincides approximately with the maximum of bas
ila r-membrane vibration has not been tested experimentally. If the resonance 
takes place at the assumed location, it could contribute materially to the 
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sharpening of the frequency analysis in the cochlea. It could occur coinci
dentally with the wavelength mechanism mentioned above (Zwislocki, 1979; 
Zwislocki and Kletsky, 1979). 

To partially test the hypothesis of a radial resonance of the tectorial
membrane system, I would like to consider some quantitative relationships en
tering the cochlear mechanisms. These relationships are probably qualita
tively similar for all mammaIs, but their quantitative consideration requires 
a specific example. Because of the availability of certain relevant data, the 
human cochlea is chosen, but these data have to be supplemented by inferences 
from other mammalian cochleas. 

It is convenient to begin with the compliance of the basilar membrane. 
Békésy (1960) measured it in human and several other mammalian species, post
mort em. Ris results indicate that it varies by a factor of about 1 to 1000 
from the base to the apex, although in one experiment on a human cochlea a var
iation of only about 100 was found. The smaller variation is difficult to 
reconcile with measurements of the travel time and of the location of the max
imum of basilar-membrane vibration. As a consequence, the larger variation 
seems to be more accurate, although 1 accepted the smaller one in the past 
because its measurement was described in greater detail (Zwislocki-Moscicki, 
1948; Zwislocki, 1953, 1965). It follows from dynamic measurements of 
Kohllöffel (1972b) and Rhode (1973) that the compliance increases post-mortem 
by up to an order of magnitude. From neural and CM latencies, it could be cal
culated that the compliance measured by Békésy (1960) post-mortem was increased 
by a factor of 4 to 8 (Zwislocki, 1974; Schmiedt and Zwislocki, 1977). 
Békésy's measurements indicate that the compliance increases approximatelyex
ponentially from the' cochlear base to the apex. Accordingly, with the more 
conservative correction by a factor of 4 for postmortem changes, the acoustic 
compliance measured at the basilar membrane may be expressed approximately by 
the formula 

where P means the pressure amplitude, V--the amplitude of the basilar-membrane 
volume displacement per centimeter length, Co--the compliance at the basal end 
of the basilar membrane, and S--a coefficient reflecting the rate of change of 
the compliance with distance. 

The second essential parameter is the effective acoustic mass measured ~t 
the basilar membrane, which is determined for sinusoidal motion by MBa = p/w V, 
where w·= 2nf is the angular frequency and w2V means the acceleration associa
ted with the volume displacement. It is known in acoustics that the acoustic 
mass is equal to the mass divided by the square of the area exposed to sound 
pressure, in symbols, MBa = MB /b2,where MBa means the acoustic mass per cm 
leng th of the basilar membrane~ MB --the effective mass per unit length and 
b--the width of the basilar membra~e. To calculate the effective mass MBm,we 
must know the transversal mode of motion of the basilar membrane. In accor
dance with the morphological impression, Békésy (1960) observed that this mo
tion resembIed that of an elastic beam clamped at the spiral osseous laminaand 
supported at the spiral ligament. Over the section supporting the major part 
of the organ of Corti, such a motion can be approximated very roughly by a 
stiff beam rotating around an axis located at the edge of the spiral lamina 
(Zwicker, 1971) and marked by 0 in Fig. 2. The approximation cannot be used 
satisfactorily for all relationships but should be permissible for a rough 

estimation of the effective mass. The figure shows a drastic simplificationof 
the cochlear structures in cross section, which are essential for our cal cu
lations. According to this approximation, the inertia moment per unit length 
acting on the basilar membrane is equal approximately to 
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wU 
h B max 

p b 

kb 

-31 PhwUB k\2 max 

where MBM means the moment, p--the average density of the tissue of the basilar 
membrane and of the structures attached to it, h--the average height of the 
organ of Corti, UB --the maximum velocity of the basi1ar membrane assumed to 
occur roughly at th~a~uter edge of the basilar membrane, b--the width of the 
basilar membrane, kb--the width occupied by the main mass, and z--the cross
sectional length coordinate. To obtain the effective mass, the moment has to 
be divided by the ave rage acceleration wUB max/2 and by the associate d lever 
arm b/2, giving MBm = (4/3)phk3b. To obtain the acoustic mass in the same frame 
of reference, we have to divide the latter formula by the width of the basilar 
membrane squared: MBa = (4/3b2)phk3b. In this expression hkb is the cross
sectional area of the tissue associated with the bas ilar membrane, which was 
measured by Wever (1949). According to these measurements the area grows ap
proximately in direct proportion to the width of the basi1ar membrane. This 

Fig . 2 . A high~y simplified sclw 
matic drawing of a cross section 
through sca~ media with some per
tinent coordinates. For the ~imited 
purpose of ca~cu~ating the effective 
mass ~oading of tlw basi~ar mem
brane , this membrane is assumed 
to rotate as a stiff beam around 
tlw axis O. UB means tlw ve~ocity 
of tlw basi~ar membr ane and UR--
tlw radia~ ve~ocity of tlw retic
u~ar ~amina at the midd~ row of 
tlw outer hair ceUs . Otlwr sym
bo~s shou~ be se~f-exp~anatory 
(a~so see text) . 

means that the acoustic mass wou1d grow in inverse proportion to the width of 
. the basilar membrane if k were constant and h did not change with the eoordin
ate z (Fig. 2). Neither is entirely true, and histo1ogica1 sections seem to 
indicate that the mechanical mass is concentrated increasing1y toward the 10-
cation of maximum displacement of the basilar membrane in the cross seetion. 
This wou1d tend to increase the effective mass and, with it, the acoustiemass. 
As a eonsequence, to the first order of approximation, the acoustic mass asso
ciated with the basi1ar membrane appears to be independent of the distance 
from the basa1 end of the cochlea. For a distance of about 0.7 cm from the 
basa1 end, where h is still reasonab1y constant over the cross section and 
k ~ 1, Wever gives b ~ I.S·10-2 em and hb ~ 7·10-Scm2 . Assuming th at p 
102g/cm3, we obtain MBa" 0.S g /cm 3• 

Using the estimates of Ca and MBa it is possib1e to calculate the reso
nance frequency of the basilar membrane loaded with the organ of Corti and 
other tight1y coupled masses, it is f =1/2Tf~B C. lts re1ation to the 

r a a 
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Fig . 3. Locus of maximwn bas iZar
membrane vibration as measu~d by 
Békésy pos t -mortem (cr osse s ClYld 
intermittent Zi ne ). Locus of ma:x:i
mum basiZar-membrClYle v ibr at ion in 
vivo as inf erred f r om hearing Zoss 
ClYld coch Zear Zesions (circ Zes ClYld 
soZid Zine ). The oreticaZ Zocus of 
basi Zar-membrane re sonance when t he 
effect of the tèctoriaZ membr ClYle i s 
negZected (dash- dot Zine ) and when 
the effect of r adiaZ motion of the 
tectoriaZ membrane is incZuded 
(verticaZ cros s ) . Ca--comp ZicClYlce 
of the basiZar membr ane ; ~a--
effective acoustic mass or structu~s di~ctZy attached to the basiZar membrane ; 
MTa--effective acoustic mass Zoading due to r adiaZ motion of the tector iaZ mem
brClYle (further exp Zanation in text) . 

l oca tion in the cochlea is s hown in Fig. 3 by the dash-dot line. For compa ri
s on, the crosses and dashed line show the location of the maximum vibration 
amplitude of the basila r membrane measured by Békés y (1960) post-mortem. The 
f ille d c ircles and s olid line indica te the rela tionship between the frequency 
of the maximum hearing loss and the location of maximum cochlear damage based 
on the data of Crowe, Guild, and Polvog t (1934). If it is assumed that the 
f r e quency of maximum hea ring loss coinc ides a pproximately with the maximum o f 
basilar -membrane vibration, these data s uggest that the maximum is displaced 
somewha t in vivo toward the cochlear apex by comparis on to Békésy's post
mortem obser va tions. Such a dis placement is cons istent with the findings of 
Kohllö f f e l (1972b) and Rhode (1973) on postmortem effects. The figure suggests 
tha t the r esonance frequency of the basilar membrane i s s ubstantially higher 
than the frequenc y of it s vibration maximum; The followin g section shows, 
however, that the difference disappears if the mass load resulting from a pos
s ible r adial motion of the tectoria l membrane is taken into consideration. 

The e ff ect of a radia l mot ion of the tectorial membrane, which has been 
demons tra t ed qualitative l y on mechanical mode ls (Zwislocki, 1980a; Zwislocki 
and Klet sky , 1980), can be derived with the help of Fig. 2. From the simpli
f ied geome try of the organ of Corti it follows that the radia l velo city o f the 
reticular lamina at the location of the outer hair cells i s UR = UBh/d, where 
d i s the radia l distan c e of the apical parts of the outer hair cells fr om the 
edge of the spira l l amina and h is the height of the organ of Corti. (Allen, 
1978 ). The r adi ca l mechanica l fo r ce per unit l ength exerted by the tectoria l 
membrane on the r e ti cul a r l amina i s FR = ZTmUR ' wher e ZTm i s the me chani cal 
impedance pe r unit l en gth of the t ec torial membrane t oge ther with it s e l as tic 
a ttachments to the s pira l limbus and the organ of Corti. The me chani ca l moment 
exert ed by this for ce on the bas il ar membrane i s on the orde r of MTM = h.FR, 
and the e ff ec tive loading of the basilar membrane 4F h 

Z = _R _ _ 
Ta b3U 

max 

Exp r ess ing the force in terms of ZTm' UB' hand d, we obtain 

20 



Mechanisms for second filter 

From the histological sections it can be estimated that h ~ d, d ~ b/2, and 
UB ~ Umax/2. Therefore, ZTa = ZTm/b2 • We are interested in the mass loading 
of the basilar membrane, and it can be shown that, below the resonance of the 
tectorial membrane system, this mass load~ng is MTa = qMrm/b2, where Hrm is 
the effective mass of the tectorial membrane,and q = 1 at low frequenc~es and 
grows with Q near the resonance frequency according to the formula 

q = (X/Q)2 + (1_X2) 

(X/Q)2 + (1_X2)2 ' 

with X standing for the ratio between a given frequency and the resonance fre
quency, f/f r . Both the length and thickness of the tectorial membrane grow ap
prec iably with distance from the basal end, a fact that has been demonstrated 
particularly clearly for the domestic pig by Zwicker(197l) but appears to be 

Fig . 4. PartiaZZy mid-modioZar 
section through the cochZea of 
a Mongo Zian gerbi Z. Note the 
increasing size of the te c toriaZ 
membrane with distance from the 
base , i n spite of shrinkage due 
to dehydr ation and other prep
aration artifacts . 

gene rally true for the mammalian cochlea. Figure 4 shows this growth in the 
Mongolian gerbil as an example. We cannot go very wrong by assuming that the 
tectorial-membrane mass is an approx imately constant fraction of the massasso
ciated more directly with the basilar membrane. In primates (e.g. Engströmand 
Angelborg , 1974) and in humans (e. g . Schuhknecht, 39742, the cross~sectional 
area of the tectorial membrane appears to be about 1/4 of that of the structures 
associated more directly with the basilar membrane when standard histological 
procedures are used. According to Kronester-Frei (1979), such procedures re
duce the area by a factor of 2.5 to 3 .5, so that in vivo the area of the tec
torial membrane should be at least 1/2 the area of the cell mass associated 
with the basilar membrane. As al r eady mentioned, the latter is approximately 
7.l0-5cm2 for a distance of about 0.7 cm from the basal end, so that we obtain 
3.5·l0-5cm-2 for the area of the tectorial membrane. The density of the tec
torial membrane, which consists to a large extent of proteins should beslight
ly higher than that of the organ of Corti, say 1 . 3g/cm3 (previously a slightly 
larger densit y was assumed, Zwislocki, 1980a,b). Accordingly , the mass of the 
tectorial membrane corresponding to the above cross-sectional area should be on 
the order of 4.5.l0-5g/cm and, with the width of the basilar membrane at the 
corresponding -Ïocation being approxirnately -b ~ l'5'10-2cm, the effective acous
tic mass of the tectorial membrane loading the basilar membrane should amount 
to Mra = q.0.2g/cm4 . 

To calculate q, it is necessary to know the resonance frequency and the 
effective resistance. According to Fig. 3, the resonance frequency should be 
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around 7 kHz for a distance of 0.7 cm. The resistance can be calculated approx
imately from the hydrodynamics of the gap between the tectorial membrane and 
the reticular lamina (Allen, 1978; Zwislocki, 1980a, b). It is given by the 
formula R = d n /h , where dg is the gap width, hg--the gap height and ne-- the 
coefficient or ~is~osity. According to previous considerations (Zwislocki, 
1980a,b), the follow-approximate numerical values should hold for the given 

-2 . . h h cochlear location: dg ~ 75 vm, h ~ 2 ~m and ne ~ 1.10 cgs un~ts. W~t tese 
values we obtain R ~ 0.37 dynes ~ec/cm and Q = 2nfMTm/R ~ 5. With this Q the 
maximum q is on the order of 3 and the maximum MTa ~ 0.6g/cm4 • 

The maximum loading of the basi1ar membrane by the tectoria1 membrane 
shou1d increase the tota1 acoustic mass to Ma = MEa + MTa and shou1d changethe 
resonance frequency by a factor of (MBa/Ma)lt2 ~ (0.5/1.1)1/2 = 0.67. Accord
ing to Fig. 3, this wou1d mean a change in resonance frequency from 11 kHz to 
7.35 kHz indicated by the vertica1 cross. lts approximate coincidence withthe 
maximum of basi1ar-membrane vibration, as inferred from hearing 10ss and coch-
1ear 1esions, suggests th at the ca1cu1ated mass 10ading by the tectoria1 mem
brane is of the right order of magnitude. 

For the ca1cu1ated Q of the tectoria1 membrane the maximum mass 10ading 
occurs just be10w the resonance frequency of the tectoria1 membrane system . It 
is not known if the resonance of th is system actua11y occurs at the correct 
frequency-10cation combination. However, the hypothesis that it does is con
sistent with experimenta1 findings avai1ab1e thus far, as has been brought out 
in this and three preceding papers. . 

At the 10cation of maximum mass 10ading, the tectoria1 membrane shou1d 
move with an enhanced amplitude and 180 0 out of phase with the reticu1ar 1am
ina, thereby contributing to an increased shear motion, as is indicated sche
matica11y at the bot tom of Fig. 1 (trace C), and to the sharpening of coch1ear 
frequency ana1ysis. 

The above derivations show that the suggested resonance of the tectoria1-
membrane system is consistent with the approximate1y known va1ues of coch1ear 
constants, However, its existence can be proved on1y by a direct experiment or, 
indirect1y, by measuring the stiffness of tectoria1-membrane attachments to the 
organ of Corti and the spiral limbus. 
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THE ELECTROPHYSIOLOGICAL PROFILE OF THE ORGAN OF CORTI 
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I. INTRODUCTION 

This paper briefly outlines data obtained from electrophysiological re
cordings in the guinea pig cochlea. A more detailed report is in preparation. 
This work was performed in order to more closely investigate the influence, 
if any, of the tectorial membrane on the distribution of potentials in scala 
media. The tectorial membrane of mammals has been recently shown to consist 
of an agglomerate of protofibrils of varying degrees of hydration. In the 
mouse, two kinds of protofibrils are distinguishable from their ultrastruc"è 
ture, and are systematically distributed in the tectorial membrane 
(Kronester-Frei, 1978). In situ, the marginal zone of the tectorial membrane 
is in close contact with the surface of the organ of Corti and appears to 
morphologically separate off the subtectorial space from the scala media 
proper (Kronester-Frei, 1979a, b). 

Conceptions as to the electrical environment of the subtectorial space 
have ranged from regarding the whole of the tectorial membrane as at zero 
potential, i.e. the same as that of the perilymph space of scala tympani 
(Lawrence et al, 1974; Lawrence, 1975) to regarding the endocochlear poten
tial as being present in the subtectorial space in direct contact with the 
upper surfaces of the hair cells (Davis, 1968; Tanaka et al, 1977). The dif
ficulty of obtaining the necessary precision in specifying the location of 
the electrode tip led Sohmer et al (1971) to conclude that it was not possi
bIe to make any detailed association of the recorded electrical events during 
a penetration of the organ of Corti with the structures of this organ. This 
uncertainty in the localization of the electrode tip at any given point in 
time sterns from the unknown degree of tissue distortion caused by the pene
tration itself and the alterations in the tissue caused by the subsequent 
histological preparation procedure. 

We have described (Manley and Kronester-Frei, 1980) a new technique for 
observing the organ of Corti in the living animal, which allows a sufficien~ 

tly exact quantification of electrode depth and position for determining 
potential distributions in the organ of Corti. The tissues and the electrode 
are observed through a monocular microscope via a minute, high-quality mirror 
which is inserted into scala vestibuli. A micrometer scale in the eyepiece 
makes it possible to measure the tissue dimensions in the individual animal, 
the exact angle of penetration and the position of the electrode tip as weIl 
as the angle of observation. The electrode tip is thus locatable in two di
mensions to an accuracy of at least + 2 ~. This method thus made it worth
while to re-investigate this question with the realistic possibility of ob
taining more reliable data. 

2. METHODS 

The experiments were carried out on coloured guinea pigs (180 - 350 g) 
which were anaesthetized according to the technique described by Evans (1979). 
The techniques of exposing the cochlea and observing the organ of Corti and 
the e~ectrode position have been described elsewhere (Manley and Kronester-
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Frei, 1980). A hole is made in the bone of scala tympani through which the 
basi1ar membrane of the basa1 turn of the cochlea is i11uminated by a light 
fibre. The light fibre and the mirror can both be moved by micromanipulators 
in order to obtain the best i11umination and contrast. A recording electrode 
(glass micropipette) was passed through the basi1ar membrane from the scala 
tympani side, having been first visua11y positioned as seen through the tis
sues of the organ of Corti. Sometimes a second electrode, for recording and 
current injection, was passed in the same region of the cochlea through the 
stria vascu1aris into scala media. In a few experiments, the chain of midd1e
ear ossieles and the eardrum with its bony tympanie ring were 1eft intact, 
to enab1e acoustic stimu1ation to be carried out. Thus the changes in phase 
of the coch1ear microphonic during the penetration cou1d be measured. In 
some cases, the compound action potentia1 evoked by short tone bursts with 
rapid onset times (0.1 ms) were recorded by a si1ver-b a11 electrode on the 
round window. In most experiments, however, the midd1e ear was removed to re
duce the tota1 preparation time of the observation and recording systems . 

In order to estab1ish the various dimensions of the guinea-pig organ of 
Corti in this region of the basa1 turn in the unfixed state, the cochlea was 
removed from the animal and rapid1y prepared for observation with Nomarski 
opties according to the technique of Kronester-Frei (1979a). 

SL IS TM IHC OHC HC 

Fig . 1. Scale drawing of the unfixed organ of Corti in the basal region of 
the guinea- pig cochlea. The basilar membrane is here about 150 ~ wide. 
SL - spiral limbus; IS - inner sulcus; TM - tectorial membrane; IHC - inner 
hair cell; OHC - outer hair cells; HC - Hensen 's cells; B - bone; 
H - Habenula perforatà; IT - inner tunnel; SV - spiral blood vessel; 
DC - Deiter 's cells; BM - basilar membrane; BC - Boettcher ' s cells. 

The drawing in Fig. I shows the dimensions of the organ of Corti and te cto
rial membrane under these conditions. The endo1ymph and peri1yroph remain in 
their normal locations. The basi1ar membrane in this region is norma11y about 
150 ~ wide. This drawing was the basis of the electrode depth comparisons in 
Figs. 3 and 4. 

3. RESULTS 

On opening the scala tyropani, the compound action potentia1 to a 14 kHz 
tone with a rise-time of 0.1 ms suffered an average 10ss of sensitivity of 
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6 dB. Opening the scala vestibuli produced an additional average loss of 7 dB. 
In some cases the loss of sensitivity was also noted at frequencies which ex
cite areas of the cochlea outside the operated area, indicating a general 
loss of sensitivity perhaps associated with interference with the cochlear 
blood supply or general deterioration in the condition of the animal. An aver
age loss of sensitivity of 13 dB is, however, considering the gravity of the 
operation, acceptable. 
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Fig . 2. Schema tic repr esentation of the potentiaZs recorded by an eZectrode 
passing through the or gan of Corti i n the i nner suZcus region, as described 
in t he text . The t race i s int errupted four t i mes, so the time scaZe is for 
re f er ence onZy . At cc the capacity compensation controZ on the preampZi f ier 
was t urned through i ts whoZe range i n or der to vi brate the eZectr ode tip . 

A schematic representation of the potential changes observed during one 
electrode penetration is illustrated in Fig. 2. The electrode was advanced 
in 2 ~ steps at irregular intervals. Portions of the trace are omitted four 
times, during which no essential changes occurred. The electrode resistance 
was measured repeatedly. In this case contact with two, or possibly three, 
cells was obtained for short periods. No effort was made in this experiment 
to hold the cells or to use fine electrodes for this purpose. On other 
occasions, cells were held for 5 - 10 min. The capacity-compensation control 
of the pre-amplifier was fully turned on several occasions to vibrate the 
electrode tip. This led on one occasion to the penetration of a cell and on 
the last occasion to the sudden appearance of the endocochlear potential (EP). 
It was found that a step-wise movement of the electrode, together with the 
use of the capacity-compensation control, facilitated the movement of the 
electrode through the tissues with little distortion. Shortly af ter contact 
(K) with the basilar membrane was achieved at the correc t location for an 
electrode path through the inner sulcus, current pulses of about 3 ~A and 
repetition rate 0.5 Hz were passed through the second electrode into scala 
media. It can be seen that the sudden appearance of the endocochlear poten
tial is accompanied by a ten-fold increase in size of the pulse recorded by 
the electrode in the organ of Corti/tectorial membrane complex. A brief 
hypoxia was then induced to demonstrate that the electrode was definitely 
recording the EP. The EP became smaller in a step-wise fashion upon with
drawal of the electrode through reversing the stepping motor. Apart f rom 
contacts with cells, the potential in the organ of Corti with reference to 
that of scala tympani was zero. 

Af ter correcting for the angles of penetration with reference to the 
organ of Corti, using the data gathered from measurements of the observed 
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positions of the electrode during the penetration, it was possible to de ter
mine accurately the electrode tip location at the point of the first appear
ance of the EP. Of 16 animals where the penetration was chosen to pass through 
the inner sulcus, the EP first appeared in 13 cases upon contact with the un
der-surface of the tectorial membrane. Six cases of the 13, selected because 
they display a wide range of EP values, are illustrated in Fig. 3. The lines 

Fig . 3. Schema tic drawing of the path of an electrode through the inner 
sulcus in six different preparations arranged in order of the magnitude of 
the final measured EP . The electrode path through the inner sulcus is drawn 
accurately for each case. A crossed line at the end of each pa th indicates 
the point of first contact with the EP. 

indicating the paths of the electrodes are drawn exactly for each case from 
the measurements taken during the respective penetrations. Even in case A, 
where the EP is negative (the animal had died a few minutes previously) the 
point of EP contact is the same. The inner sulcus itself was at zero poten
tial. In the remaining three cases (two are shown in Fig. 4), the EP was 

Fig. 4 . Schematic representation of two cases where the EP was found as soon 
as the electrode penetrated the inner sulcus. In B, a second penetration 
was made through Claudius ' cells . C - contact with a cell . 

found as soon as the electrode entered the inner sulcus. Fig. 4B also shows 
a later penetration through the outer region of the organ of Corti. 

In many cases it was possible, using a relatively slow, stepping pene
tration, to barely contact the EP - that is, to leave the electrode in a 
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position where partial EP's were recorded. One such case where a continuous 
record was taken for more than 20 min is illustrated in Fig. 5. This portion 
of the record shows spontaneous changes in the recorded EP with the electrode 
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Fig . 5 . Part of t he r ecord of uns tabZe potentiaZs recor ded with the eZectrode 
just at the point of contact wit h EP and not being moved. 'POS, 2 ' indicat es 
a r ecor ding path ending near the top of t he inner hair ce ZZs . The time scaZe 
is f or reference onZy . The potentiaZ was s t abZe during t he 3 min break indi
cated . 

not being intentiona lly move d. It is evidently possible to record partial 
EP's, whi ch ar e unst able pre sumably bec aus e tiny r e lative motions of the 
e le c trode and ti. s sue s canno t be eliminated. At the same time, phase measure
ments of the cochlea r mi c r ophonic, with reference to the phase in scala 
tympani , we re r e corde d by means of a phase mete r using long tones of frequen
cy 12 kH z and I' kHz. Essen t i a lly identical data are indica ted for ano ther pre
paration in Fig. 6 . The phase shi f ts back and forth, up to 160 - 1800 , accor
ding to the momenta r y value of the recorded EP. 
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In one case , using the current
inj e ction elec trode also as a re
cording electrode ( e lectrode A in 
Fig. 7), the rate of the potential 
changes induced by anoxia was in
ve s tigated. In the first case 
(records AI and BI), the electrode 
through the organ of Corti (BI) was 
just touching the underside of the 
tectorial membrane (depth 69 ~ ) , 
i.e. contact with the EP had just 
been obtained (position shown i n 
Fig . 3D). An anox i a of 2 min dura
tion produced a more r apid decline 
of the EP f or the s cala medi a elec-

Fig . 6 . Phase of the 12 kHz micro
phonic with refer ence to that in 
the scaZa tympani as dependent on 
t he magnitude of the r ecorded EP . 
Data are from two bZocks of time 
in a Zong unstabZe recording 
simiZar to that of Fig . 5. 'POS . l ' 
indicates a penetration through 
the inner suZcus . 
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Fig. 7. Differential effect of a 2 min anoxia on the EP recordEd from elec~ 
trodes in the scala media or tectorial membrane, as dEscribed in the text. 
The dEcay slope is measUY'ed between the arrows and the recovery slope during 
t .he 0 .5 min foUowing the second aY'row. The mV scale is a relative one, the 
traces are staggered for clarity only. 

trode (AI, ra te of fall berween the arrows 21 mV/min) than for the organ of 
Corti - tectorial membrane electrode (BI, rate of fall 15 mV/min). The same 
difference can be noted for the recovery rates. It should be noted that the 
ordinate scale is a relative one in Fig. 7 and the traces have been stag
gered at the origin for clarity - the initial EP magnitude is the same. The 
organ of Corti electrode was then pushed deeper, through the tectorial mem
brane to a depth of 188 ~. A second anoxia gave virtually identi cal fall and 
recovery times for the EP at both electrodes (A2 and B2) in this case. The 
distance between the electrodes in both cases was probably the same, about 
4-500 ~. 

4. DISCUSSION 

An "organ of Corti potential" as reported by various authors was never 
observed - the only negative potentials could be reasonably attributed to the 
penetration of celIs. They were normally unstable and of short duration and 
were gained and lost through small movements of the electrode. The "organ of 
Corti potential" should be regarded as an artifact connected with the mode of 
electrode motion and perhaps other factors. 

Our experience indicated that penetrations can be made with little tissue 
distortion and small backlash on drive revers al (e.g . the EP is gained and 
lost at the same depth + 2 - 4 ~) when small, rapid steps of the electrode 
are made. The deeper the penetration, the larger the backlash. A single deep 
penetration destroys the reliability of any additional penetrations. Experi
ments not reported here, recording from the outer hair cell region of the 
organ of Corti indicate that tissue distortion during recordings in this area 
are larger than those encountered with the electrode near the bony inner 
edge and that it will be more difficult to obtain reliable recordings from 
the sub-tectorial hair-cell space. 
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It i s , of course, impossible to carry out such radical surgical proce
dures on the cochlea without damage . Experience allows such damage , r ef l ec ted 
in a loss of sensitivity of the cochlea, to be kept to a minimum, although 
less than a 10 dB loss in sensitivity is probably impossible to achieve. The 
observation method used, although diffi cult, brings the one great advantage 
that it can be stated with confidence where the electrode tip was located at 
a particular time of the recording . Thus it is possible to determine that, 
in the region of the inner sulcus, the lower surface of the tectorial mem
brane is the limit of the EP - space. The three cases where the EP was found 
in the inner sulcus, i.e. as soon as the electrode had penetrated the inner 
hair cell area (Fig. 4), can reasonably be regarded as aberrant and induced 
by surgical damage to the organ of Corti/tectorial membrane region, which 
would not necessarily manifest itself in an obviously poor EP. The ma terial 
of the tectorial membrane which isolates the subtectorial space from the 
scala media proper is probably easily disturbed (Kronester-Frei, 1979a). 

The fact that under normal conditions the EP is not present in the inner 
sulcus has important implications for models of inner-ear function. It means, 
for example, that the tectorial membrane is so constructed that it can form 
an electrical barrier. This barrier is at the underside of the tectorial mem
brane and not, as suggested by Lawrence et al , (1974) and Lawrence (1975) at 
the upper surface. The upper surf ace of the tectorial membrane has an open 
structure, whereas the lower surface, or basal layer, consists of an approx
imately I ~ thick layer of parallel, closely-packed protofibrils (Kronester
Frei, 1978). It is possible that the charges on these molecules can under 
certain conditions inhibit ion movements. The data of Fig. 7 indicate that 
an electrode just touching the undersurface of the tectorial membrane reacts 
more slowly to potential changes in the EP space than one in the scala media 
proper. 

The above speculations are limited to the extent that the recordings 
only apply to the inner sulcus region. The anatomical data (Kronester-Frei, 
1979b) indicates not only that the subtectorial space is morphologically 
separated from the scala media proper, but also that the material which makes 
up the Hensenls stripe of the fixed tectorial membrane may connect in life 
the tectorial membrane to the organ of Corti and thus separate the sub
tectorial hair-cell space from the inner sulcus. Thus the conditions directly 
above .the hair cells could also be different, although the basal layer of the 
tectorial membrane is continuous through the whole area. The actual ionic 
make-up of the fluid in the subtectorial spaces needs to be experimentally 
analyzed in the living animal. 

This data could be relatively easily obtained from the inner sulcus 
with ion-specific electrodes. It will be important to compare such data with 
that derived from x-ray microanalysis of rapidly frozen andfreeze-dried 
cochleas (Ryan et al , 1980). A knowledge of the potentials and of the ionic 
make-up of the environment of the hair-cell surf aces is important for 
theories of hair-cell stimulation. 

If the EP is not directly available to the hair cells, the function of 
the organ of Corti/tectorial membrane complex can be reconsidered along at 
least two lines. Firstly, it is possible that the cilia tips alone are in 
contact with the EP through their morphological contact with the tectorial 
membrane and that under some conditions ion transfer from the tectorial mem
brane can occur. Secondly, it is possible that the ionic and potential 
milieu of the endolymph space is necessary for the functional integrity of 
the tectorial membrane, as originally speculated by Davis (1968). Certainly, 
the tectorial membrane is highly sensitive to ionic disturbances in its 
milieu (Kronester-Frei, 1979b) and shows irreversible shrinkage on exposure 
to perilymph. Such profound structural alterations must be considered to have 
been involved in previous results of the exchange in vivo of endolymph for 
other fluids. Thus, the fact that cobalt ions injected into scala media are 
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able to produce a sulphurated deposit in the inner sulcus does not necessari
ly mean that the inner sul cus is continuous with the scala media proper 
(Tanaka et al , 1977). It is likely that 200 a~ Cobalt chloride has a dramatic 
effect on the structure of the tectorial membrane, destroying its normal po-
s i tional rela tionships. The Alcian-blue marking data of Tanaka et al (1977) 
show blue spots produced on contact with the EP ei ther at the underside of the 
tectorial membrane or on the upper surf ace of the inner sulcus and are thus 
compatible with the present data. 

It is obvious that the tectorial membrane has in the pas t been under
e stimated, being viewed as playing only the primitive rele of a shearing 
partner for the organ of Corti. We now know enough about its structure to 
suggest that it probably plays important additional reles. It is also obvious 
that more experimental evidence is needed before these functions can be 
clearly defined. 
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COMMENT 

COMMENT ON "The Electrophysiological Profile of the Organ of Corti" CG.A. 
Manley and A. Kronester-Frei). 

Peter Dallos and Xke Flock 
Auditory PhysioZogy Laboratory, Northwestern Vniversity, Evanston, IL. USA 
and Department of PhysioZogy II., KaroZinska Institutet, Stockhobn, Sweden. 

We would like to support and amplify two contentions in the above paper. Our 
information is based on several hundred penetrations of the organ of Corti in 
guinea pig cochleas with hyperfine microelectrodes. The majority of recordings 
were obtained from the third turn of the cochlea, but some tracks have been 
made in the second and fourth turns as weIl. Detailed results on both extra
and intracellular electrical characteristics will be published soon. We ap
proach the organ of Corti through a fenestra made in the cochlear wallover the 
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ina. The figure shows the dc 
profile of a representative 
penetration. At ~ the elec
trode goes through the stria 
and records the EP+. At b 

h -:i-----?l: 
! 
I~-----------------g--

Hensen's cell is penetrat;d 
and the intracellular negativi
ty may be maintained for any 
desired period. An advance of 
the electrode brings its tip 
into the outer tunnel (~) where 
the potential is zero or very 
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~) could be accomplished with regularity with a 
We thus concur that it is possible to penetrate 
without unduly distorting it. 

Note that insertion into 
and withdrawal from the organ 
of Corti at the Hensen cell-en
dolymph boundary (points ~ and 
hysteresis of less than 10 ~m . 

the organ wi th fine electrodes 

The second matter that we wish to comment on is the existence of the so
cal led organ of Corti potential. We concur that there is no such entity. The 
large nega tive voltages that some investigators have measured should be con
strued as artifacts. This point has been repeatedly made in the literature 
but the notion still persists. 

Supported by NIH, Swedish MedicaZ Research CounciZ , the Guggenheim Foundation. 
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COMMENT 

COMMENT ON "The electrophysiological profile of the organ of Corti" 
(G.A. Manley and A. Kronester-Frei). 

R. Klinke 
Centre of PhysiaZagy, J.W. Gaethe University, D-6000 Frankfurt, Germany. 

I am having difficulties. You teIl us that the inner sulcus is at zero po
tential. Ryan et aZ. (Hearing Res. 2, 1-20, 1980) however report about high po
tassium concentration in the subtectorial fluid. If that is correct, you would 
either have to expect a positive (endolymphatic) potentialor a negative po
tassium diffusion potential in the subtectorial space and inner sulcus. Can 
you resolve this discrepancy? Have you considered the possibility that the 
three cases where you recorded a positive potential in the inner sulcus repre
sent the normal situation rather than being "aberrant"? 

Would a zero potential in the subtectorial space not require either the 
fluid to be perilymph-like or an additional energy-consuming barrier between 
the subtectorial space and the endolymphatic space, that is, for your data pre
sented, at the lower surface of the tectorial membrane? 

REPLY TO COMMENTS OF P. DALLOS AND A. FLOCK AND OF R. KLINKE 

G.A. Manley 
Institute of ZaaZagy , TechnicaZ University, D-8000 Munich, w. Germany. 

The fact that a hysteresis of less than 10 ~m is obtainable upon insertion 
and withdrawal of a fine electrode is possible indicates only that no major 
irreversibZe distortion was produced by the penetration. It does not, however, 
al low the conclusion that no reversible distortion is caused by the electrode 
passage -i .e., that the tissues may be some extent pushed or dragged along by 
the electrode on penetration and then relax again on withdrawal. I would 
expect such an effect to be more of a problem in Dallos and Flock's lateral 
approach to the organ of Corti than in an approach through the basilar 
membrane. Thus the identifications of structures given in their figure can 
only be accepted as reliable where deposited dye marks were recovered. Any
thing further requires an observation technique to control for angles of 
penetration, distortion and also to allow accurate localization. It remains 
true, however, that a single deep penetration destroys the value of later 
penetration due to the production of irreversible distortion. To Klinke's 
comment, I can only say that I believe the chances are very high that it is 
not possible to prepare the tectorial membrane for examination by the ion 
probe technique so as to exclude a high probability of contamination of the 
underside by endolymph. Our data and that of others indicates that the 
tectorial membrane is easily disturbed from its normal position. Thus, until 
measurements of ionic concentrations in the sub-tectorial space are made with 
double-barreled ion-specific electrodes under visual control, I do not see any 
point in attempting to assess the need of additional pumping mechanisms. 
That the three cases found with the positive potential in the inner sulcus 
could be the 'normals' had, of course, occurred to us. However, since no 
amount of mental gyrnnastics could produce areasonabie explanation as to how 
damage could excZude the normally-present ions and/or potential, we adopted 
the opposite hypothesis as the only reasonable one. To what extent and under 
what conditions the lower surface of the tectorial mernbrane forms a barrier 
to ion transfer remains to be investigated. In the recordings we describe, 
however, the inner sulcus did not behave like a part of the endolymphatic 
space. 
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OBSERVATIONS ON THE GENERATOR MECHANISM OF STIMULUS 
FREQUENCY ACOUSTIC EMISSIONS -

TWO TONE SUPPRESSION 

D.T. Kemp and R.A. Chum 

Institute of LaryngoZogy and OtoZogy 
RoyaZ NationaZ Throat, Nose and Ear HospitaZ 

Gray's Inn Road, London welK BDA 

1. INTRODUCTION 

Acoustic excitation of the healthy ear evokes an active mechanical 
response within the cochlea which results in the re-emission of sound from 
the ear (Kemp, 1978 and 1979, Kemp and Chum, 1980, Anderson and Kemp, 1979, Wit 
and Ritsma, 1979 and Wilson, 1980a). These stimulated acoustic emissions 
comprise frequency components present in the stimulus, and also (for complex 
stimuli) some distortion products (Kemp, 1979a, Kim, 1980 and Wilson, 1980). 
The nature of the evoked cochlear mechanical response, which gives rise to 
this phenomenon, is not known but its relationship to and involvement in the 
cochlear filtering and transduction process is of considerable interest. 
This paper particularly concerns the steady state generation of stimuZus
frequency acoustic emissions (SFE) by human ears and the form and significance 
of the two tone suppression behaviour exhibited by the generating mechanism. 

Input-output functions for acoustic emissions reveal the presence of a 
strong, compressive nonlinearity in the generating meehanism. Suppression 
effects, which theoretically must accompany such nonlinearity, have been obs
erved using tone-on-tone (Kemp, 1979 ), transi ent-on-transient (Kemp and Chum, 
1980) and other paradigms (Wilson, 1980, Wit and Ritsma, 1979). These data 
indicate that, between absorption and re-emission, the stimulus signal has 
been separated into its frequeney components and then recombined. The narrow 
band channels identified in this way appear, . to a first approximation, similar 
to those of the known cochlear filter. Such a relationship is supported by 
the parallel vulnerability of the cochlear filter and acoustic emission ehan
nels (Kemp, 1978 and Anderson and Kemp, 1979). The group latency of acous tie 
emissions (5-15 ms) is however, somewhat longer than might be expected from 
the observed coehlear filter (Anderson, 1980). Transient suppression exper i
ments have shown that the majority of this lateney must have been developed 
before the strong nonlinearity is activated (Kemp and Chum, 1980). Their 
model, in which a compressive nonlinearity followed eaeh steep- sloped narrow
band filter, in an ensemble of sueh filters, proved useful in accounting for 
observed latency and suppression effects but to a first approximation only. 
Detailed time domain observations showed an additional nonlinearity which could 
only be assoeiated with the filter response itself. This further similarity 
with the cochlear filt er, i.e. its inherent nonlinearity, will be explored 
further using the frequency domain observations reported here. The empiri
cally determined configuration of elements in the aeoustie response generator 
will be eompared with those of the cochlear filtering chain. 

2. METHODS 

Most of the work that has been performed on stimulated acoustie emissions 
has employed stimuli of a duration shorter than the response time of the gen
erating mechanism. This technique has the advantage of permitting the ident-
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Fig .1. Vector analysis of the sound pressur e in 
the closed ear canal during continuous tonal sti- quadrature 
mulation . The ' true s timulus ' OC, is defined as 
the sound pressure in the absence of acoustic 
emissions, CA . Exper imentally, CA rotates rapidly 
around poin~C as a function of frequency, see 
r esults . 

true stimulus 

emission 
pressure 

ification of the acoustic emission or 'cochlear 
echo ' on the basis of its latency. The data 
thus obtained relates to the transient r esponse 
of the generating mechanism which, despite the 
apparent absence of adaptation (Kemp, 1978, 

r---c"'anal sound 
pressure 

inphase 

Rutten, 1980 and Anderson 1980) can not be used to predict steady-state behav
iour, because of the complex nonlinearity involved. 

The steady- state generation of stimulus-frequency acoustic emissions (SFE) 
has previously been observed by Kemp (1979b), Kemp (1980) and Wilson (1980a) 
via the ripples caused in the intensity-frequency plot of the sound pressurein 
the c losed ear cana l when stimulated with a high impedence low level sound 
source. These ripples are due to the addition of the high lat en cy SFE to the 
stimulus sound. In this study we fully separated the SFE from the ear canal 
sound pressure by a vec tor subtraction technique which exp loits the nonlinear 
proper ties of the emission generator. 

During continuous tonal stimulation the inphas e and quadrature components 
of the closed meatal sound pressure were recorded. A 3 Hz bandwidth, two 
comp onent BROOKDEAL analyzer was used to acqu ire the stimulus frequency sound 
signal. The analyzer was phase locked to the electrical ~ignal driving the 
acoustic stimulator. For the survey reported in section 3 -(i), the stimulus 
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frequency was slowly swept , 8 times, 
across the frequency range. The digi
tally averaged inphas e and quadrature 
s i gnals were obtained as a function of 
frequency.. The meat a l probe was as 
described by Kemp (1978) and the noise 
floor for measurements was -10 dB SPL. 
Stimulus l eve l s of 40 dB SPL were gen
e rally us ed. 

Referring to figure 1 the meatal 
sound pressure corresponds to vector OA. 
This sound is the vector sum of the -
'true' stimulus sound pressure OC and 
the acoustic emission, CA . The-true 
stimulus OC was determined from measure
ments of OA obtained with a stimulus of 
70 or 80 dB SPL . At this level the 

Fig. 2. Acoustic analysis of ear, J.A. 
right . (a) The inphase (solid line) and 
quadrature phase components of the SFE 
sound pressur e (CA). (b) The magnitude 
of the true stimulus (OC) . (c) The phase 
angle of OC with reference to the stimu
lus source-driving voltage . (d) The 
magnitude of the SFE from (a) and in ( e~ 
its phase angle . The 2n discontinuitie s 
are for graphical convenience only; the 
phase variation is contiguous at these 
frequencies. 
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saturating nonlinearity of the emission generator ensures that CA is v ery small 
compared to OC. The vector subtraction ' required to ' obtain the-emission v e c tor 
CA from OA measured at lower levels, was performed digitally. 
-- Suppression of the SFE by a second 
tone was studied experimentally by obs
erving with the frequency analyzer, the 
stimulus frequency component of OA as 
the intensity of the suppressor tone, M, 
was logarithmically increased over 10 
seconds from 20 dB below the stimulus 
level to 40 dB above it. The frequen
cies of both tones, fs and f m, remained 
fix ed. For fm near to fs, OA changes 
to approach OC, (the tone stimulus sound 
pressure), aS-the emission v ector CA 
reduces due to suppression. Eventually 
OA attains a steady value equal to OC so 
that the behaviour of the SFE (CA) with 
suppressor intensity , can be computed . 

3. RESULTS 

(a) Continuous stimulus-frequency emiss
ions (SFE) . E'ight ears from six normally 
hearing subjects were ex amined initially 
over the restricted frequency range 500 
to 1524 Hz . Only one subject did not 

Fig . J . (a ) The phase of SFE f or subject 
DK left, at various stimu lus levels . 
System noise is the most pr obable cause 
of the inflections at 20 dB SPL stimula
tion . (b) Magnitude of t he SFE as a 
f unction of stimulus frequency, at 
vari ous levels . 
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yield consistent r esults. This was traced to a non-stationary ear drum imped
ance and the subject was excluded from the analysis. Figure 2 illustrates the 
analysis for one normal ear. Au SFE intensity of between 10 and 20 dB SPL is 
found for 40 dB SPL of stimula tion. The staggered , oscillatory form of the 
two phase components of the SFE ( 2a) as a function of frequency corre sponds to 
the clockwise rotation of the SFE vector CA around C as stimulus frequency is 
increased. This progressive increase of-Phase lag with frequency signifies a 
delay in the SFE with respect to the . stimulus, as would be expected from prev i
ous transient stimulus investigations. 

Transient measurements (cochlear echo technique, Kemp, 1978) typically 
r eveal several natural frequencies of oscillation of the echo generating mech
anism, which are characteristic of each ear. These same dominant emission 
frequencies are strongly present in the SFE at low stimulus levels ( e . g . 20 dB 
SPL) but not at moderate levels (e.g. 60 dB SPL). Figure 3b illustrates this 
for another ear and also shows the nonlinear growth of SFE with stimulus level. 
In contrast, the phase of the SFE remains relatively steady with stimulus 
level (3a). 

Figure 4a and b shows data from 6 ears (plus data for a synthesized SFE). 
With 40 dB SPL stimulation an SFE was found at most frequencies for each ear. 
The characteristic delayed nature of the SFE is evident both in the two compo
nent and phase displays. There is a 3:1 variation in the amplitude of the 
SFE generated, both with frequency in each ear, and between ears; even those 
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Fig. 4. (a) Two component amplitude and (b) phase measurement for the SFE from 
6 ears, and for the stimulus af ter transmission through a 10 ms analogue delay 
line . (x) For the ear s, stimulation was 40 dB SPL . 

belonging to the same subject. The general level per ear might depend stron
g l y on middle ear admittance. Small differences in impedance were found but 
strong frequency dependance is not likely to be a middle ear property du e to 
its inherent damping. 
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Fig.5 (upper). Latency values for 
the 7 ears as a function of frequ 
ency. Lower (solid line) averaged 
raw SFE magnitude data for 7 ears 
with 40 dB SPL stimulation. Dotted 
line; mean of the ratio of the 
equivalent SFE volume velocity 

-10 source at the drum (U) , to the 
stimulus pressure at the drum (P) 

dB computed for each subject (cgs 
units) . viP does not involve the 

-~ volume of the closed meatus; one 
source of inter- subject variabil
ity. The K- scale represents the 
estimated ratio of SFE to stimulus 

KO signal pressure at the stapes 
(s ee Kemp, 1980). 
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Figure 5 summarises the data collected. The latency Lof the SFE was 
derived from the sloP 'is of the phas e plots for each subj ect at rrequencies 
wherever the phase 0 dropped monotoni cally with frequency for more than TI r ad
ians (L= -d0/dw). The mean latency in this octave frequen cy range is 10 ms 
and there is a slight tendency for it to decrea s e with increas ing fr equency. 
Mean SFE intensity was 10 dB SPL, i.e. 30 dB below the stimulation level. 
Af ter cor re ction for middle ear transmission (Kemp, 1980) the mean ratio, K, of 
the emission pressure due to the stimulus at the s'tapes to the cochlear input 
was found to be 0.1. This degree of retrograde energy transfer must cause 
small but significant perturbations of the basilar membrane excita tion pattern. 

;~~ 
.~ t ~:imUIUS 40dB spi. 101kHz E ~ ~oMoreo 
5100 ---

'iii 50 
I/) 

'E 0 ~--:----~~~~"?""-=-
W 

20 30 40 50 60 70 80 

Suppressor level. dB spi 

Fig . 6. Suppression of the stimulus fre 
quency emission by a suppressor tone . 
Raw data for ear BM, right at 1 100 Hz , 
40 dB SPL stimulation. Suppr essor fre 
quency is marked. For inset, see text. 
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(b) TWo tone suppression . Figure 6 
illustrates how the SFE for a fixed 
stimulus, S, of frequency, fs, and 
intensity, Ps , is reduced by the pres 
ence of a second t one, M, of frequen cy 
fm and variabie intens ity, Pm. Referr
ing to the inset diagram; as the sup
pressor i s increased the tot a l sound 
pressure vector OA is modified through 
OB to equal OC; the 'true' stimulus 
level. The-rnagnitude of the SFE red
uces from CA through CB t o zero. 
From figure-6 it will~e noted that 
suppression deve l ops mor e sharply for 
f m l ess than fs (6, upp er) than for fm 
grea ter than f s (lower). Thi s was 
observed at all stimulus frequencies 
and leve l s employed. 
Also, suppression occurs a t higher 
levels of M for fm further from fs, 
i. e. the generator of SFE at fs has a 
tuned response. 

Suppressor level. dB re. stimulus 

Fig . ? Centre and right; suppression of the SFE at 1 250 Hz , 40 dB SPL stimu
lation for subject DK le ft, as a function of suppressor level and for various 
suppressor frequenci es . Left; prediction of two tone suppression for a system 
with t r ansmission ga in G dependent on total input power, p2 by G~A(p2)C. (Kemp 
and Chum, 1980) . Va lues of constant C near - 1 correspond to near- saturated non
linearity, and those near 0, to linearity . C va lues are marked on the theoreti
cal curves. 

In figure 7 (right and centre) dat a from an other subj ec t, has been aver
aged and replotted on a dB scale so that the asymp totic suppression rat e, can 
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be seen. Theoretical curves appear in figure 7 (left). Thes<: are based on 
the experimentally observed power law compressive nonlinearity of the emission 
generator for click stimulation (Kemp and Chum, 1980). The fm-above-f s supp
ression can clearly be accounted for by this type of model only if the degree 
of nonlinearity is allowed to be frequency relation dependent. The fm-below
fs suppression is greater than one and too sharp to be explained by any simple 
power low nonlinearity model. It is as though the suppressor suffered relat
ive expansion before interacting with the stimulus in the compressive nonlin
earity. 
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shows how this rate varies with frequency 
from 'super-compressive' rates below fs to 
0.6 octaves above fs. 

Fig.8 . A population 
of 6 dB suppression 
con tours for subj
ect DK left. The 
stimulus and obser
vation frequency 
for each curve is 
marked wi th a circ Ze. 

' Straight line seg
ments join data 
points. 

The asymptotic supp
ression rate is app
roached at about 10 
dB of suppression. 
Figure 9 (lower) 

for the two subjects. It drops 
near zero nonlinearity for fm about 

The phase of the SFE was monitored throughout the suppression sequence. No 
evidence of change was found. Referring again to figure 6, inset; point B was 
always found to be co-linear with A and C (± 10°), i.e. the SFE vector did not 
rota te during progressive suppression. This contrasts with the rotation cau
sed by stimulus frequency change, 360° per 100 Hz, and the frequency dependance 
of the ~onlinearity. 

(c) Generator fr equency selectivity . By determining the leve l of suppressor 
required to produce a particular degree of SFE suppression, as a function of 
suppressor frequency, the generator selectivity can be examined (Kemp, 1979b). 
Figure 8 shows a population of equi-suppression curves for one subject, based 
on a 6 dB of suppression criterion. These confirm previous reports that a 
substantial degree of frequency selectivity is possessed by the SFE generator. 
The mean QIO dB was 5.1; comparable with cochlear filter measurements. 

It appears from figure 8 that for this ear, SFEs for frequen cies of 1 050, 
1 150 and I 250 derive much of their strength from a single,frequency selective 
channel at around 1 250 Hz. A channel at around 1 700 also seems to serve a 
wide frequency range. Significantly these two frequencies are the dominent 
fr equencies revealed for this ear by click stimulation and also spontaneous 
cochlear oscillation occurs near these two frequencies (Kemp, 1979a and b). 
However, at least 5 other distinct channels can be identified, and this indi
cates that an irregular continuum of channels might exist . 

From figure 8 it can be seen that the tip of the suppression curve rarely 
occurs at the stimulus frequency. Of the 11 stimulus frequencies used, none 
resulted in an SFE from a channel tuned to a frequency below fs. The mini
mum of the 6 dB suppression curve was on average 90 Hz above the stimulus 
frequency. This statis tically significant bias has implications for the 
structure of the generator channel, discussed later. 
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Fig. 9. Upper .• Mean 6 dB isosuppl'ession 
curve from figure 8. • No ti ona l 100% and 

g 
00 

• 0% suppression curves derived by linear 
extrapolation from the 50% suppression reg
ion of 'figure 6 type' plots for the same 
subject. Cl Mean leve l for total psycho
physical masking of the stimulus by the 
suppressor. Lower. Solid line and unfilled 
data points - Suppressionrate for the SFE 
between the 6 and 12 dB suppression levels. 
Long-dashed line; Comparable suppression 
rate data computed from Sellick and Russell 
(1979) from intracellular A.C. receptor 
potential suppression measurements; guinea 
pig (fs=17 Hz). Short-dashed line; Compar
able suppression rate data from figure 8 
Abbas and Sachs (1976) from single nerve 
two tone suppression measurement in cat at 
CF~ 17. 8 kHz. Here~ firing rate was equated 
to output amplitude. 

~ 10 a. a. 
:::I 

Cl) 

Figure 9 (upper) shows the mean 6 dB 
equi-suppression curve for ear, DK left. 00 

-~ The curve's generality has been confirmed on 
several other ears. This measure of gener- ~ 
ator tuning is of course dependent upon the 
suppression criterion used. The two extre
me curves are shown, for '100%' and 'zero' 
suppression respectively (see figure legend). 
It is considered highly significant that the 
'100%' acoustic suppression curve 'in figure 
9 matched closely the mean psychophysical 
tone-on-tone tot al masking curve, derived 
for this ear over the same frequency range. 
There was a small positive correlation 
between psychoacoustical and acoustical QIO 
dB values. The psychophysical masking 
curves did not show the irregularities or the 
off-tune bias of the acoustic curves. 

4. DISCUSSION 
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This study has supported the propos~t~on that in most healthy humans ears 
stimulus frequency acoustic emissions are continuously produced during contin
uous stimulation over a continuum of stimulus frequencies, Because the input 
output function is nonlinear it is possible to use a suppression technique to 
explore the tuning of the system responsible for the re-emission of each test 
frequency. We found almost as many distinct channels as test frequencies 
used but surprisingly the tips of the tuning curves rarely ·coincided with the 
test frequency . An off-tune output could result from the absence of a gener
ator precisely at the test frequency or from the presence of a more efficient 
generator at a neighbouring frequency. The clustering of curves around 
1 250 Hz in figure 8 could be an example of this. However, at stimuli of 85~ 
950, 1 350 and 1450Hz (figure 8) it seems that channels tuned to or slightly 
below the stimulus are not used whilst more distant channels tuned above the 
stimulus are used. 

To interpret this bias we note that the suppression technique reveals only 
the tuning up to the nonlinearity. If additional filtering follows the non
linearity then the peak of the transmission curve need not coincide with the 
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tip of the suppression curve. The additiona1 1inear filter must be of syste
matica11y lower frequency than the first to exp1ain the observed offset bias 
in emission generator tuning. 

The frequency ratio dependance of acoustic emission suppression rate 
(figure 7 and 9) shows that the transmission non1inearity is intimate1y invo1-
ved with the frequency selective mechanism. This behaviour is a1so true of 
the coch1ear filter and is theoretica11y mode1ab1e on the basis of non1inear 
damping of cochlear me chanics (Kim et . al, 1973). E1ectrophysio1ogica1 supp
ression rate data from Se11ick and Russe11's (1979) measurements of inner hair 
cel! A~C. component suppression is given in figure 9 (lower) for comparison 
with the acoustic data. In their work,as in our experiments, narrow band 
acquisition of the stimulus frequency excitation component allowed the measur
ement of two-tone suppression into the excitory reg ion. Considering the 
species and frequency differences, the correspondence between acoustic and 
hair cel1 data is good. Abbas and Sachs' (1976) data from single coch1ear 
nerves is a1so shown and also compares favourably. Therefore, not on1y is 
the QIO dB of emission generators simi1ar to coch lear filter va1ues, but a1so 
the inherent non1inearity has very simi1ar characteristics. 
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COHMENT ON "Observations of the Generator Hechanism of Stimulus Frequency 
Acoustic Emissions " (D. T. Kemp and R. Chum). 

P. Dallos 
Auditor y PhysioZogy Laboratory, Northwester n University , Evanston, I L. USA 

It may be of interest to remember tha t we demonstrated many years ago that 
acoustic emissions by the eardrum can be obtained, corresponding to certain 
distortion components that arise in the cochlea (Dallos, 1966, 1973). The 
distortion, fractional s ubharmonie pairs, appears in the sound field and in 
the cochlear microphonic response. The process is demonstrably related to 
hydromechanical nonlinearities and is strongly coupled to the drum via the 
middle ear. This is a high-level phenomenon and probably not directly relat
ed to the "Kemp-effec t". Yet, its existence has provided an early indication 
that vibratory events originating in the cochlea can be detected in the sound 
field . 
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THE COMBINATION TONE, 2f l - f 2, IN PSYCHOPHYSICS 
AND EAR-CANAL RECORDING 

J.P. Wilson 

Dept. of Communication & Neuroscience, University of Keele, 
Yeele, Staffs., u. K. 

1. INTRODUCTION 

Intermodulation distortion between two primary tones at frequencies f l 
and f produces a cubic difference tone (CDT) at 2f l - f 2 which under suitable 
conditions is clearly audible as an extra tone, can be matched or cancelled, 
shows strong dependence on the ratio f 2!f l , and is relatively constant in 
level relative to equal-level primaries (Zwicker, 1955, Goldstein, 1967, 
Smoorenburg, 1972). These proper ties imply an origin within the frequency
selective part of the auditory system, i.e. within the cochlea. The most 
popular current model (deriving from Goldstein, 1970, Smoorenburg, 1972) is 
that the basilar membrane vibrates nonlinearly generating the component 2f l -
f 2 over the region where f l and f 2 produce large vibration amplitudes. Th1S 
CDT component then propagates along the basilar membrane as a secondary trav
elling wave developing maximal amplitude at the place maximally responsive to 
2f l - f 2 in a manner indistinguishable from a single tone at this frequency. 
The stimulus-like nature of this component is emphasized in the work of 
Goldstein et al (1978) which shows that it can act as a primary for inter ac
tion with another external tone to produce a secondary CDT. The main diffi
culty for this model is that direct measures of basilar membrane. motion have 
not revealed the CDT at anywhere near the expected levels (Wilson & Johnstone, 
1973, Rhode, 1977). Furthermore, measurements of the CDT phase relative to 
the primaries shows strong level dependency for the human psychophysical res
ults (Goldstein, 1967, Smoorenburg, 1972, Hall, 1972, Goldstein et al, 1978) 
whereas cochlear nerve fibre recordings in cat show no phase dependency 
(Goldstein & Kiang, 1968). Recently CDTs have been observed in acoustic ear
canal recordings and thought to be of cochlear origin (Kemp, 1979, Kim et al, 
1980, Wilson, 19~Ob). The present report presents a parametric study of 
psychophysical CDTs using cancellation techniques with corresponding ear
canal recordings in man in order to try and resolve some of these difficulties. 
Preliminary experiments revealed that CDTs in ear canal measurements appear 
strongest when 2f l - f 2, rather than flor f 2, lie at the frequency of a 
strong single tone re-emission. Exper1ments were therefore performed with 2f

l - f 2 held constant at this frequency. 

2. PSYCHOACOUSTIC MEASUREMENT OF CDTs BY CANCELLATION 

The CDT frequency (2f l - f 2) was set at 800 Hz, a frequency of strong 
cochlear re-emission in the subject used. Signal f l was generated by a 
LevelI TG 150 oscillator, and 2f l - f 2 by a variabIe phase oscillator 
(Feedback Ltd VPO 230). To genera te f 2, f was squared and passed to a wide
band quadrature network and 2f - f

2 
passeà to a second quadrature network; 

the in-phase and quadrature ou!puts of these networks were cross-multiplied 
and the difference gave the required component,f2 • This was filtered by a 
B & K 2020 slave filter set at 10 Hz bandwidth to eliminate residuals. The 
levels of f l and f 2 were set equal and the relative level and phase of the 2f l - f 2 component couId be adjusted by the subject on the variabIe phase output 
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Fig. 1. PsyahophysiaaL aanceLLation cf CDT at 2fl - f 2 = 800 Hz 
(a) aanaeLLation level reLative to primaries vs. ratio f./f lVith SL 

of t.1 eaui f 2 as parameter (b) aanaeUation level vs. SL of f 1 cinf1. ~ with 
fzl11 as parameter (a) phase of CDT (reLative to primaries) vs. rat-z.o f2i.fl 
w~th SL of f 1 and f 2 as parameter (d) phase of CDT vs. SL of f 1 and f 2 witn 
f 2i f 1 as parameter. 

of the oscillator to obtain cancellation. The reference zero for phase was 
obtained by applying f and f to a pair of back-to-back diodes: electrical and 
acoustic phase shifts Seyond this point were small at these frequencies. Sig~ 
nals were presented monotically to the right ear over an electrostatic ear
phone (Wilson, 1968) with a flat response on the ear (+ldB) over the range used 
(800 Hz - 1.7 kH~). Sensation levels given represent an average value over 
this range (=2 dB SPL): no attempt was made to allow for audiogram fine
structure which varied by +6 dB . 

Fig. 1 shows the relative amplitude levels in (a) and (b) and phases in 
(c) and (d) of the CDT, which was assumed to be equal and opposite to the 
cancellation tone; these are plotted in (a) and (c) as a function of frequency 
(ratio) and in (b) and (d) as a function of sensation level of the stimulus. 
In (a) the usual strong CDT level dependency up on the ratio f 2/f l is observed 
although not down to the lowest ratios at the lower levels. In general the 
curves are shifted downwards at the higher levels, although all curves appear 
to converge on about -10 dB at the lowest ratio of 1.06. The level dependency 
at each ratio is shown in (b) and is greater at the three higher ratios where 
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the overall level is less . 
Fig. l(c) shows that the CDT phase advance increases with frequency sepa

ration on the components and is much greater at lower sensation levels. At 
f2/fl=1.06 there is very little relative phase shift. In Fig. l(d) it can be 
seen that the level dependency is much greater for large f2/fl ratios and all 
the curves appear to converge on a level just above 80 dB 8L tsay 90 dB SPL). 

The amplitude and phase features of these data are consistent with the 
earlier findings of Goldstein (1967), Smoorenburg (1972), and Hall (1972). The 
convergence onto small values of phase shift at low f2/f1 ' ratios implies that 
the CDT is cancelled either at source or, if at the poinf of reception, with 
very little delay, and that the nonlinearity is compressive (Schroeder, 1969). 

3. EAR-CANAL RECORDED CDTs 

Attempts were made to obtain recordings of CDTs from the ear canal of the 
same subject. The primary components at f l and f 2 were produced as in the 
previous experiment but were fed to the ear canal from two separate B & K 4134 
drivers via one half of a divided 5 mm i.d. tube of 3 cm. length. The other 
half of the tube fed back the signals and any distortion products to a spec
ially-developed sensitive condenser microphone (Wilson, 1980a). The output of 
the microphone preamplifier was fed to a quadrature pair of Brookdeal 401 
Lock-in Amplifiers. The reference for this was the signal being measured 
which could be f l , f 2 or 2f l -f

2
• 

a) AmpLitude LeveL aharaateristias 

The results are plotted in Fig. 2 in a similar manner to Fig. 1 but, 
because of the lower levels of CDT,the range of possible measurements was more 
limited. The maximum level was 40 dB below the primaries with a decrease 
towards smaLL f2/f ratios as well as towards large ratios. Under the most 
favourable cond~ti5ns the level of CDT approached closest to the primaries in 
the region of 20 dB SLo If allowance is made for the strength of a single 
tone (ST, fig. 2) cochlear re-emission at the 2f l - f 2 frequency, these levels 
are only about 6 dB below the psychophysical cancellaEion levels over the 
range 20 - 50 dB SLo The difference appears greater at 10 dB SL but psycho
physical values are subject to uncertainty near threshold for the simple can
cellation method used. 

In view of the limited range of stimulus parameters possible with this 
subject further measurements were made in two other subjects selected for 
strong single-tone cochlear re-emissions (Figs. 3 and 4). In both cases the 
level of ear-canal CDT was much higher than for the first subject and minim
ally 12 - 14 dB below ST, i.e., again comparable with accepted levels for 
cancellation and only 3 dB lower than that for subject JPW-R (but at 1200 Hz 
frequency rather than 800 Hz). These subjects also demonstrated the tendency 
for the ear-canal CDT to be strongest near 20 dB SL at least for lower values 
of f 2/f l • Thus the level of CDT in the ear canal is approximately what might 
be expected from psychophysical cancellation levels and the level behaviour 
for a single tone cochlear re-emission at the CDT frequency. In detail, 
however, there are discrepancies. In all three subjects the highest levels 
were not obtained fDr the lowest f 2/f l ratios but for ratios between 1.1 and 
1.2. In fact there appears to be a tendency for the negative (and positive) 
slopes of the function to shift towards higher values of f 2/f l for higher SLs. 
In the psychophysical data, on the other hand, the shift tends to be in the 
opposite direction, towards lower f 2/f l ratios at higher SLs. 

The presence of a peak in the ear-canal data is clearest in Fig. 4(a) 
where measurements have been extended to ratios below unity, if f

2 
is defined 

as the remote frequency (or 2f2 - f
l
, if f 2 is defined as > f

l
). It is also 

apparent from this figure that leve s of 2f2 - f
l 

are less than for 2f
l 

- f
2 
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at comparable frequency separations and that the level of Zf Z - f l also de
creases strongly with frequency separation. Although Zf Z - f l is not normally 
heard as a separate tone its influence has been measured by Zurek & Sachs 
(1979) and the levels reported appear comparable. Pick & Palmer (this vol.) 
failed to find evidence of response to this component at the cochlear fibre 
level in cat. 

Although many of the measurements have not been extended to higher SLs 
(Fig. 2-4(b» those that have appear to decrease quite rapidly. A diagonal 
line through co-ordinates (0, 0 dB) and (60, 60 dB) (not illustrated) would 
represent a CDT level corresponding to threshold. Most of the measurements 
are below such a line and maximum levels are about 10 dB SLo This can be com
pared with a maximal level for a single tone cochlear re-emission of about 
20 dB SPL (Kemp, 1978, Wilson, 1980b). By contrast, Kim et al (1980) report 
CDT levels approaching 50 dB SPL in cat ear canal for 90 dB SPL stimulation. 
In view of this apparent discrepancy careful experiments were made with subject 
GFP-L at levels up to 100 dB SPL and a f 2/f l ratio of 1.15, (Zf 1 - fZ=1167 Hz). 
At the higher levels, measurements were Iim1ted by the equipmenE to -70 dB 
relative to the primaries. The highest stimulus levels at which CDTs were 
distinguishable from instrumental limitations were 85 and 75 dB SPL giving -68 
and -58 dB relative to the primaries, respectively, i.e. 17 dB SPL. Below 
this the absolute level decreased whereas the relative level increased. It 
appears from our results that the maximum level of re-emitted CDT is limited 
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for another subject. 

by the same compression mechanism operating for single tone re-emission. Taken 
with the preliminary observation that CnT re-emission is greatest at frequen
cies where ST re-emission is strongest it appears likely that cnT re-emission 
occurs via the Zf l - fZ site and not directly from the region of interaction. 

b) Phase Characteristics 

The variations in phase with respect to frequency ratio are shown in Figs. 
Z-4(c). 

The phase of the cnT in the ear canal with respect to the primaries can be 
seen to be strongly dependent upon f 2/f l ratio (Figs. Z-4(c». This dependen
cy appears to be similar at all SLs Dut shows greater overall phase lag at the 
higher SLs, i.e. a parallel shift downwards in Figs. Z-4(c). In comparison 
with the psychophysical cancellation-phase-functions (Fig. l(c» the agreement 
is excellent at ZO dB SLo In detail, however, it is clear thatt the cancellat
ion data converge onto a single phase value for all SLs at low fZ/fl ratios 
whereas the ear-canal phases do not. This discrepancy is also seen clearly in 
the phase functions with respect to SL with ratio f 2/f l as parameter (Figs. 
1-4 (d». The slopes of these functions are strongly dependent upon fZ/fl 
ratio in the cancellation data and range systematically from -0.01 to -0.q4 
cycles/10 dB but there is no such tendency for the ear-canal recordings. For 
the same subject (JPW-R) the mean slope is -0.19 ~O.OZ cycles/10 dB and for 
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the other two -0.125 +0.02 cycles/IO dB each. These phase/level dependencies 
can be compared with those for a single tone re-emission which range from 
-0.02 to -0.15 cycles/IO dB for various subjects and various frequencies but 
are usually about -0.06 cycles/IO dB (see Figs. 2 and 4 (d». Thus the level 
dependency of the CDT phase is probably greater than that for a single tone 
re-emission. These phase dependencies can also be compared withhe psycho
physical data of Goldstein (1978) et al at _60 to -lOc/dB (~0.17 - 0.28 
cycles/IO dB) who do not indicate whether their values depend upon f 2/f l ratio 
and Hall (1972) whose data depend on f 2/f l and also on f l • There is obviously 
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disagreement with .the physiological data of Goldstein & Kiang (1968) who find 
no phase/level dependency in cat cochlear nerve fibre responses to CDTs. 

4. DISCUS SION AND CONCLUSIONS 

Greenwood (1977) has suggested that cancellation methods may overestimate 
the CDT level owing to suppression effects. The present experiments, however, 
indicate that objective levels of CDT may be only of the order of 3 - 6 dB 
below cancellation levels. The slight discrepancies between cancellation and 
ear canal CDT properties reported here may nevertheless be explicable as a 
suppression phenomenon. Taken with the absence of CDTs in basilar membrane 
vibration (Wilson & Johnstone, 1973, Rhode, 1977) it appears necessary to con
sider alternative modes of propagation for CDTs. This could either be mechan
ical via some other structure in the cochlea, e.g. the tectorial membrane, or 
electrical via current return paths (Wilson, 1977). In the latter case the 
distortion need not be mechanical but could occur in the first transduction 
process. This would be consistent with a model for cochlear re-emission based 
on synchronous ha ir cell swel1ing (Wilson, 1980c). This could account for the 
limited magnitude of coch1ear re-emissLon of about 20 dB SPL for a single tone 
stimulation (Kemp, 1978, Wilson, 1980b) but would require further assumptions 
concerning compression mechanisms to account for the "unlimited" magnitude of 
CDTs observed in cancellation experiments. The most consistent model would 
appear to be mechanical propagatian via a structure other than the basilar 
membrane. One final, but unlikely, mechanism would appear to be ruled out. 
The propagation of CDTs via the coch1ear re-emission process and internal 
ref1ection from the middle ear would limit psychophysical CDTs to about 20 dB 
SPL and invo1ve large additional phase 1ags even fDr small f 2/f l ratios. 

5. SUMMARY 

Psychophysical cancellation level and phase properties of CDTs confirm and 
extend earlier findings. 

Ear-cana1 CDTs are greatest in subjects with strong single-tone cochlear 
re-emissions at the CDT frequency. CDT levels can be predicted to a first app
roximation from psychophysical cancellation levels attenuated and compressed by 
the coch1ear re-emission mechanism, but there are significant discrepancies. 

Phase measurements of the ear-cana1 CDT agree with psychophysical measure
ments at 20 dB SL, and therefore disagree with cochlear-fibre measurements, but 
do not show the same level dependency as psychophysics. 

The combination tone, 2f 2 - f l , has been observed at a lower level than 
2f 1 - f 2 at co:responding primary frequency separations and shows dependence 
upon f2lf1 rat1.o. 

Imp1~cations for propagation of CDTs within the cochlea are discussed. 
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COMMENT ON.: "The combination tone, 2f I - f2' in psychophysics and ear-canal 
recording" (J.P. Wilson) 

D.O.Kim 
Washington University, St. Louis 63110, USA. 

From comparisons of the acoustic distortion product (2fl - f2) observed 
in the cat ear canal using an iso-(2fl - f2) paradigm (Fig. 10 of Kim, 1980) 
with analogous human acoustic data in panel a) of Figures 2 to 4 of the above 
paper by Wilson, the following can be noted. 
I) As f2/fl increases from near 1.0 to higher values, the general tendency of 

both sets of the data is that the acoustic (2f l - f Z) level initially 
increases. This is in contrast to the psychoacoustic results (Fig . I-a of 
Wilson, 1980; Zwicker, 1980), where the (2f l - f 2) level decreases in this 
region of f 2/f l . 

2) As in Kim's cat acoustic data, non-mono tonic behaviour (i.e. the notches in 
the curves) is noticeable in Wilson's human acoustic data. 

3) The overall maximum value of the relative level of the acoustic (2fl - f2) 
in the cat observed by Kim with primary sound pressure levels of 70 dB is 
-38 dB. This value is within the range of · -40 to -20 dB obs e rved by Wilson 
from the human with primary sound pressure levels of IZ to 4Z dB. More data 
for higher primary levels a re needed t o determine the overall maximum of 
the absolute level of the human acoustic di s tortion produc t (2fJ - f 2). 

The discrepancy between the (2f l - f 2) behaviour observed acoustically 
and psychoacoustically described in I) above could be due in part to a partial 
transmission of the (2f l - f 2 ) signal from the basal end of the cochlea through 
the middle ear ossicles into the ear canal and to a partial reflection of the 
(2f l - f 2) signal at the basal end back into the cochlea (Matthews, Cox, Kim 
and Molnar, 1979). 

The nonmonotonic behaviour in the acoustic (2f l - f 2 ) level obtained with 
the iso-(2fl - f2) paradigm may be an indication of interactions between two 
sources of (2f l - f 2 ) s ignal in the cochlea: one at the primary-frequency 
region and the other a t the distortion-frequency region (Kim, 1980). 
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ADDITIONAL COMMENT ON: "Model of cochlear function and acoustic re-ernission" 
(J.P. Wilson), and "The combination tone, 2f l-f 2 , in psychophysics a nd ear
cana l recording" (J.P. Wilson). 

D.O. Kim 
Washington Univer sit y, St . Louis 63110, USA . 

Wilson suggests that cochlear-echo and distortion-product (2f l -f Z) signals 
may be mechanically propagated in the cochlea but only "via a structure other 
than the basilar membrane". As many of us discussed in the "round t able" session 
on cochlear nonlinearity and active behavior during this symposium, a mechanical 
signal detected in the ear-canal sound pressure, regardless how the signal 
rea ched the ear canal, must inevitably have a correlate in the motion of the 
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cochlear partition including the basilar membrane. This correlate in cochlear
partition motion is expected because of the asymmetric coupling of the middle 
ear to the cochlea with respect to the oval and round windows. Therefore, 
Wilson's "non-basilar-membrane" propagation hypothesis (absence of (2f\-f2) 
signal in basilar-membrane mot ion) is contradicted by the presence of cochlear
echo and (2f\-f2) signals in the ear canal. Physiological origin in the cochlea 
for the acoustic (2f\-f 2) signal is now weIl established (Kim, \980; Kemp, \979; 
Wilson, \980). Since the presence of (2f\-f2) signal in basilar-membrane motion 
is a clear indication of a nonlinear behavior, the often-used modeling approach 
of describing basilar-membrane motion with a linear filter (without "backward" 
coupling of cochlear-partition nonlinearity) is inconsistent with the experi
mental evidence. Although further studies of quantitative characterization of 
nonlinear behavior in cochlear-partition motion with direct mechanical measure
ments are needed, it is no longer tenable to postulate a strict linear behavior 
of cochlear-partition motion in a normal cochlea. 
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REPLY TO COMMENT OF D.O. KIM 

J.P. Wilson 
Department of Communications & Neuroscience, University of Keele , Keele, 
Staffs ., U. K. 

lagree that in principle it would be impossible for there to be no 
(2f l -f 2) on the basilar membrane. My point is merely that this may not be the 
primary transmission channel and if so the actual level could be small and make 
no significant difference to function whether it be doubled in magnitude or 
halved. Under such conditions the deviations from linearity of the basilar mem
brane could be small and not important. 
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ON THE MECHANISM OF THE EVOKED COCHLEAR MECHANICAL RESPONSE 

I. INTRODUCTION 

H.P. Wit and R.J. Ritsma 

Institute of Audiology, University Hospital 
Groningen, The Netherlands 

The existence of emission of acoustical energy from the human auditory 
system was first demonstrated by Kemp (1978). Shortly afterwards more papers 
about this subject were published (Anderson and Kemp (1979), Kemp (19 79), Wit 
and Ritsma (1979)). The reader is referred to these articles for details about 
the evoked cochlear mechanical response (ECMR), as it was cal led by Kemp. 

About 30 years ago Gold (1948) already supposed acoustical energy to be 
emitted by the auditory system and he proposed an experiment - somewhat differ
ent from Kemp's method - to measure it. According to Gold this acoustical ener
gy should be a by-product of positive feedback of an active filter somewhere 
in the mechanism that transforms acoustical energy into nerve fiber activity 
in the cochlea. This feedback mechanism was in his opinion responsible for the 
extra frequency sharpening within the cochlea, nowadays cal led the "second 
filter" (Evans and Wilson, 1973). 

To explain the observed properties of the ECMR Kemp (1979) proposed a 
reflection model. In this model mechanical energy is supposed t o be conducted 
through the middle ear to the cochlea, along the basilar membrane to a place of 
partial travelling wave reflection, ·then back to the basal end and out through 
the middle ear. 

It i s the aim of this paper to show that the ideas of Gold and Kemp can 
be combined to give a possible explanation for the generation of the cochlear 
mechanica l responses, as was already suggested by Kemp in his first arti cle 
about the subject (1978). For this purpose two cochlear models were constructed: 
a simple electrical model (Schroeder, 1973) and a hydromechani ca l model (Helle, 
1974). With these models it could easily be demonstra ted that the vibration pro
cess in the cochlea can be reversed. Driving the stapes with a vibratory stimu
lus sets the basilar membrane in motion. When in turn a small area of the basi
lar membrane is set in motion, the stapes starts to move somewhat later. Al
though many cochlear models were made in the past and also today such models 
are used to enlarge the insight into the hydromechanics of the cochlea , this 
revers ion property has in our knowledge never been investigated before. (A good 
survey of the work done on cochlear models was recently g iven by De Boer (1979). 

One of the properties of the ECMR is the fact that its latency, the time 
between stimulus onset and response onset, depends on the frequency of the res
ponse: The lower the response frequency, the longer its latency. This property 
supports the idea that the response is generated by a process somewhere on the 
basilar membrane. However the observed latencies are so large, that they yield 
travel times for the wave along the basilar membrane that do not correspond to 
travel times obtained from experiments of other types. This problem will be dis
cussed in the last part of this paper. 

2. THE ELECTRICAL MODEL 

A simple one-dimensional model of the cochlea was constructed by connec
ting in series 12 "basilar membrane seements" as given in fi g. I. From "base" 
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towards "apex" the capacity C (membrane compliance) had ' an increasing value. For 
practical reasons 1 had the same value in each segment and 11 was equal to 1. 
The Q-factor of each RLC-network was made equal to about 1 by giving R the 
proper value. This chain of 12 basilar membrane sections was connected at the 
basal end to another RLC-network, representing the middle ear. (A similar, but 
more complicated, model was a.o. described by Flanagan (1965». 
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t--- fj X (L.oÇJth o f BoS .lo r Mrmbr on. Sectlord ----t 

Fig. 1 EZectricaZ network 
representing one section of 
the basiZar membrane. 
From Schroeder (1973) . 

By stimulating the model with a short rectangular pulse (50 IJ s) at its 
input (equivalent to a sound pressure pulse at the eardrum), the well-known 
results given in fi g. 2a were obtained: The further a membrane section is away 
from the "stapes", the more the maximum of the signal - representing membrane 
displacement - is delayed. The results are, apart from a scale factor, similar 
to those obtained by Tonndorf (1962) with a hydromechanical cochlear model 
after . stimulating this model with a step function stapes displacement. 

l 
a 
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Fig . 2 SignaZs measured 
in the eZectricaZ modeZ 
af ter stimuZation with a 
short rectanguZar puZse . 
a ) "membrane di sp Zacement" 
for successive sections 
(1,3,5, ... ) af ter stimu
Zating the "eardrum". 
b) "stapes dispZacement " 
af ter stimuZating the 
'membrane " in successive 
sections (for the sake of 
cZarity the verticaZ 
scaZe was chosen equaZ 
for aZZ signaZs). 

If in turn a short pulse is applied to the capacitor in a section, simu
lating a short displacement of the basilar membrane, the signals given in fig. 
2b ca n be measured at the "stapes" of the model. Speaking in terms of a compu
tational model (Flanagan, 1965) the input and output of it are reversed in this 
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latter case. (We expected that this reversion property 'of a linear system could 
mathematically be treated in a simple way; unfortunately this expectation seems 
to be wrong). 

If the capacitor in a section is shortcircuited and a pulse is applied 
to the input (eardrum) of the model then no voltage can be present across this 
capacitor . This results in reflection of the signal at that membrane position 
back towards the input (fig. 3). The total delay of the reflected signal is 
equal to the delay on the way towards the locus of reflection plus the delay 
on the way back (fig. Za and Zb). Similar reflections occur in transmission 
lines at impedance mismatches. 

n 
' ~X5 

~-----7----l;2ms 

Fig . 3 Reflection of a short pulse applied at the "ear
drum " af ter shortcircuiting a section of the electrical 
model. 
a) signal at "stapes" terminals. 
b) the same signal af ter 5xamplification and clipping. 

Capacitor at section 8 shortcircuited. 
cJ same signals as b ., no capacitor shortcircuited. 
dj signal bminus signal c ; vertical scale enlarged by 

another factor 16 . This signal is the result of 
reflection in section 8. 

The result shown in fig. 3 supports Kemp's reflection model for the 
ECMR . However, the frequency spectrum of the reflected signal (fig. 3d) is much 
broader than that of the ECMR in many cases . (Evoked cochlear mechanical 
r es ponses are of ten tone burst-like signais). This means that reflection alone 
cannot account for the generation of evoked cochlear mechanical responses. 

---------voltage proportional 
to membrane 

diSpldc.m~ __ ;c-"'-1~ ______ _ 

3. POSITIVE FEEDBACK 

Fig . 4 Detail of membrane section in electrical 
cochlea model. Active filter with positive 
feedback coup led to "membrane". 

To simulate the "second filter" the signal across the capacitor in a 
membrane sect ion was bandpass filtered (fig.4). The frequency selectivi t y 
of a filter can be greatly improved by feeding a fraction of its output signal 
back to the input. (positive feedback). In the circuit of fig. 4 this is done 
by resistor R. (This resistor and the amplification factor of the filter were 
given such values that the quality factor of the filter was about 10 with closed 
switch) . Such a positive feedback mechanism was proposed by Gold (1948) to ac
count for the fact that the observed frequency selectivity of the cochlea is 
much higher than can be expected for "a passive cochlea, where elements are 
brought into mechanical oscillat ion solely by means of the incident sound". Fig. 
5 shows the frequency selectivity, with and without filter, of the membrane 
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section to which the filter was connected. 
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Fig .5 Frequency selectivity of membrane section ? of the 
electrical cochlea model . 
a ) without fi lter (see f ig . 4). 
b) with fi lter; switch open. 
c ) with f i lter; switch closed, positi ve feedback. 
A sine wave of constant amplitude was appli ed to the in
put of the model. 

As a consequence of this positive feedback part of the output signalof 
the filter is present across the capacitor. This signal travels back towards 
the input of the circuit, comparable to the results shown in fig. 2b. 50 if a 
click is applied to the input of the model, reflection of a signal with a narrow 
frequency band occur s , as fig. 6 shows clearly. Perhaps the ECMR is generated 
by a similar mechanism. 

~X8 
o 10 

Fig . 6 Reflection of signal with narrow frequency band if 
positive feedback is present in a section (no . ?) of the 
electrical model . Short rectangular pulse applied to in
put of the model. Signal measured at "s tapes ". 
a) switch (see fig . 4) closed; positive feedback . 
b) switch open; no feedback. 
c) signal a minus signal b . Vertical scale enlarged. 

4. THE HYDROMECHANICAL MODEL 

The advantage of an electrical cochlea model is the fact that signals 
can easily be applied to it and easily measured. The electrical model described 
above, however, is a crude simplification of the real cochlea. Although a hydnr 
mechanical model is still a simplification, it is the physical model that comes 
closest to the natural situation. 

The hydromechanical model we have built to investigate the reversionpro
perty of the cochlea is a copy of the model decribed by Helle (1974). It is 
20 times larger than the real human cochlea. The basilar membrane in de model 
was made from a latex sheet with a uniform thickne6s of about 0.3 mm., glued 
without tension onto the wedge-shaped slit between scala vestibuli and scala 
tympani. The model was filled with a glycerin-water mixture (viscosity 20 cén-
tipoise). . 

The "oval window" of the model was driven by an electromechanical trans
ducer (Bruel and Kjaer type 4810 "minishaker). A thin stainless steel needie 
(0.5 rrnn) could be placed, through a small hole in scala vestibuli, on top of the 
membrane at different positions. Vibrations of the membrane were guided through 
this needie to a piezo-electric transducer. (As we were primarily interested 
in travel times along the membrane, the extra loading of the membrane by the 
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needIe was no problem). If a short (1 ms) electrical pulse was applied to the 
driving transducer at the oval wind ow , vibrations of the membrane could be re
gistered af ter 30 to 110 ms, depending on the position of the needle (fig.7a). 
Due to . imperfections of the model all vibration patterns shown in fig. 7a have 
about the same central frequency, but clearly can be seen that travel time of 
the vibration towards a certain place on the membrane is larger, the further 
this place is away from the windows. (The magnitude of the observed travel 
times - more than 100 ms for position 4 - excluded direct transportation of the 
vibra tion through the fluid or the solid materials of the model as an explana
tion) . 

a 

o 0.1 0 .26 

Fig.? Vibrations in the hydromechanicaZ modeZ af ter stimuZation with a short 
transient signaZ at t =o. (NormaZized verticaZ scaZe). 
a) ovaZ window stimuZated. Registration of membrane vibrations at 4 different 

positions, subsequentZy 24, 34, 44 and 54 cm from the basaZ end. (totaZ 
membrane Zeng th 66 cm). 

b) membrane stimuZated at the same 4 di fferent positions. Registration of 
window vibrations . 

If the situation is reversed, which means that the membrane is driven by 
the needle to which the mini shaker is attached and the vibration of a window 
is registered by the piezo-electric transducer, then the results of fig. 7b are 
obtained. Conclusion: travel time for transient signals from the oval window 
towards a certain position on the membrane is about equal to the travel time 
back from this membrane posi tion towards the windows. (It would be interesting 
to know whether a two-dimensional mathematical model - e.g. Lesser and Berkley 
(1972) or Schlichthärle (1978) - yields the same results. In our knowledge such 
models have only been worked out for the situation that the oval window is dri
ven by a continuous sine wave). 

An experiment to detect membrane vibrations with a transducer in which 
positive feedback is incorporated, was in progress at the time this paper was 
written. 

5. RESPONSE LATENCY 

For 9 normal hearing subjects the latency of the acoustical response -
the time between stimulus onset and response onset - was measured as a function 
of response frequency. Several methods were used: click stimulation in those 
cases where single frequency responses could be registered, stimulation with a 
transient signal with the same central frequency as the response, masking of 
a click stimulus with a noise band in order to suppress responses of certain 
frequencies. Fig. 8 gives the results of these latency measurements. A linear 
regression line fit yielded In t = 2.41 - 0.83 In f R = - 0.91 as the 
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equation for the straight line in this figure. In some cases it is difficult 
to decide on the exact moment of onset of a response, therefore uncertainties 
of about one period of the response signal should be taken into a ccount (e . g . 
I ms at I kHz). 
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Fig . 8 Latency of the evoked cochlear mechani
cal response as a function of response fre 
quency . Also given are results f rom Kemp 
(1 978 ) . 

If the reflection n~del is the proper model to account for the ob served 
response latencies, then the latency of the response of a certain frequency 
should be two times the travel time along the basilar membrane towards the 
place of reflection plus the time spent in the reflection me chanism its e lf. Es
timations of the total travel time (vice versa), ba sed on values for the ve lo
city of the travelling wave along the cochlear partition as given by s eve r a l 
authors (Eggermont and Odenthal,(1974), Elberling (1974), Parker and Thornton 
(1978), Zerlin (1969)) give values that are about half the observed response 
latencies. Details about this travel time estimation were given in a preceeding 
paper (Wit and Ritsma, 1980). 

If part of the reflection mechanism indeed would be a filter - with or 
without positive feedback - then the delay time due to this filter would have 
to be many milliseconds for the lower response frequencies, unless extra time 
is spent in other parts of the reflection mechanism. For a filter with a central 
frequency of I kHz and a bandwidth of 100 Hz the response time is about 10 ms. 
However what is meant here by response time, is the time it takes before a 
semi-infinite sine wave with a sudden onset reaches its final amplitude. If a 
short transient signal, e.g. two full sine waves of I kHz , is applied to such 
a filter then the total delay of the signal is not more than 1-2 ms, depending 
on how this delay is defined. 

50 we are still left with a discrepancy between the observed response 
latency values and the values based on estimations using the reflection model. 

6. FREQUENCY SPECTRUM (preliminary results) 

In order to obtain frequency spectra of click ev~ked acoustical re 
sponses, a time window (20 ms) was set between the main amplifier of the micro
phone signal and ,the averager. The analogue output signal from the averager 
memory was stored on tape and analysed with a real-time spectrum analyser 
(Ubiquitous UA-6B). The results for 3 different normal hearing subjects are 
given in fig. 9. (For comparison a pure sine wave of 3.00 kHz was analysed under 
the same conditions). 
These frequency spectra suggest that the ECMR is generated by a bank of very 
sharply tuned resonators, 100-200 Hz apart. 
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FREQUENCY SPECTRA OF ECM R 

110dB ~ , , , 
0 3 4 5 6 o 10 20 

frequency (kHz ) time(ms) 

Fig . 9 Frequency spectrum of click evoked ECMR- signal between t =5 and t =25 ms 
for 3 subjects (stimulus at t=O, rise - and fall - time of the time window 5 ms ). 
The signals are given at the right-hand side of the figure , their frequency 
spectrum at the left . A calibration signal of 3. 00 kHz with its spectrum is 
also given . 
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ADDENDUM to: On the mechanism of the evoked cochlear mechanical response 

H.P.Wit 

Institut e of Audiology, Universi ty Hospi tal , 
9713 EZ Groningen, The Nether l ands. 

The mathematical description of the reciprocity property of a linear network -
cal led revers ion property in the foregoing paper - is not as complicated as 
I thought it to be at the time that paper was written. 

Consider an m-port network, having m pairs of terminals. The voltage at 
the j-th pair is given by Vj, the current through this terminal pair by Ij. 
Then the network can be described by the vector pair 
(~,!), in which ~T = (VI' V2, .•••••••• , Vm) and 

!:..T = (1
1

, 12 , ••••••• , Im) (T means "transpose") 

If (~I' !I) and ' (V , I ) are two pairs belonging to this network, it is 
cal led reciprocal if -2 -2 

V T*I = V T * I 
-I _2 ..:...2 -I 

(reciprocit~ relation 

(~T * ! :J ~T (t - T) 

(I) 

in the time domain) 

! (T) d T =. ~ J 00 VJ· (t - T) IJ· (T) d T ; 
J= I 

- 00 

the convolution of V and !' being both functions of time t) 

If in the frequency domain V and I are connected by means of an admittance 
matrix Y , ! = Y.~, then it can easily be shown that the reci~rocity relation 
is fullfilled if this admittance matrix is symmetrical (Y = Y ). 
In that case (I) is replaced by 

T T 
~I • !2 = ~2 • !I (2) 

(reciprocity relation in frequency domain) 

A network consisting of reciprocal elements R,L,C - being I-port networks - is 
a reciprocal network. 
This means that an R,L,C-network model of the cochlea is reciprocal. 

One of the consequences of this property is the following fact: 
If a (transient) voltage signal is applied to the input ("eardrum") of the 
electrical cochlea model and the current is measured in one of the sections 
(being proportional to basilar membrane velocity), then the same current signal 
(proportional to eardrum velocity) will be present at the input, if this voltage 
signal is applied to that particular section. 
(This voltage signal is proportional to eardrum pressure in the first experiment 
and to the pressure at the membrane section in the reverse experiment). 

The reciprocity 
(without transforming 
cal system, for which 

relation can also be proven 
it into a network) if it is 
the Laplace equation ~~ = 0 

directly for the cochlea 
considered as a closed acousti:
holds. ( ~ is the velocity 

potential) • 
To do so one should start from Green's reciprocity theorem: 

J ( ~ a<P L ~ a~ I) dS = 0 
I dn 2 an 

S 

in which ~ I and ~2 are t wo solutions of the Laplace equation, ful f illing the 
boundary conditions. 
The integral is the surface integral over the boundary . 
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As ~ is the derivative of ~ in the direction' perpendicular to the boundary 
it LS equal to the fluid particle velocity in that direction, which is equal 
to the velocity of the boundary at that position. 
Recently the reciprocity property of the cochlea was also discussed by 
Sondhi (1979). A more general survey of the acoustical reciprocity relation was 
given by Ten Wolde (1973), who kept his treatis·e of reciprocity restricted to 
the frequency domain. 
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COMMENT ON : I) "Observations on the generator mechanism of stimulus frequency 
acoustic emissions - two tone suppression (D.T. Kemp and R.A. Chum). 
2) "On the mechanism of the evoked cochlear mechanical response (H.P. Wit and 
R.J. Ritsma). 

P.I.M. Johannesma 
Workgr oup Neurophysics , Lab . of Medical Physics and Biophysics, University of 
Nijmegen, Nijmegen, The NetherZands . 

Narrow band filters and active resonators. 

The elementary form of a resonator is given by a linear second order dif
ferential equation 

Ay + By + Cy = x(t) ( 1 ) 

The input to the resonator is given by x(t). The descriptive variabie is y(t): 
displacement for a mechanical system, pressure for a hydrodynamical, voltage 
for an electrical and concentration for a chemical syst em. 

The behaviour of the resonator is deterrnined by the parameters A, Band 
c. For a mechanical system A corresponds to mass, B to damping and C to 
stiffness. Without loss of generality A can be taken equal to one. The value 
of C determines the resonance frequency; this parameter has to be posLtLve 
otherwise the system diverges to infinity. The value of damping B determines 
strength and width of the resonance. 
B » C : strong damping, weak and wide resonance. 
o > B < < C: weak damping, strong and narrow resonance. 
B = 0 : no damping, infinity strong resonance. 
B> 0 : negative damping, spontaneous oscillations with increasing amplitude. 

For the description of a resonator which shows a saturation for large 
input signals the damping B can be made a function of the system variabie y. 
A polynomial expression including terms up to second degree gives 

2 
B(y) bo + bI Y + b2y (2) 

In order to ensure stability B(y) should be positive for all y; this is the 
case if 
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The equation for the nonlinear resonator reads th en 

y + (b
o 

+ b2y2)y + Cy = x(t) (3) 

COMMENT 

For this system tuning will be sharp if b has a small positive value, 
saturation will be strong for large b 2 • Tgis choice of b then also ensuresthe 
functional stability of the resonator. A consequence of ~he nonlinear damping 
is a decrease in frequency selectivity for an increase in signal amplitude. 

In biological systems changes in metabolism may lead to changes of system 
parameters. The structural stability of a system is given by the changes in 
its behaviour for small variations of the parameters. A small change in C will 
induce a small change in the resonance frequency. Likewise a small change in 
b

2 
leads to a small change in saturation and tuning width for large signals. 

However a small change in b may have drastic consequences. A small absolute 
increase in b may relativeîy be large; because of the small value of b this 
leads to a reîativelY great change in the sharpness of tuning for smallOsig
nals. A small decrease of b leads to increasing sharpness of tuning but if 
b crosses the zero value aOcatastrophe occurs. The stable point (0,0) in the 
(?,y) state-plane becomes unstable. 

For negative b Eq (3) may be recognized as the Van der Pol equation; it 
describes a nonlinegr or relaxation oscillator characterised by an unstable 
singular point in the origin and a limit cycle around it. This implies that 
the system exhibits spontaneous oscillati~ns with a fixed amplitude and 
frequency determined by the systemparameters b , band C. 

The foregoing considerations lead to the gonctusion that a narrowly 
tuned saturating resonator usually will be structurally unstable. The same 
conclusion holds if the damping B is dependent on velocity y instead of dis
placement y. In this case the resulting relaxation oscillator is described by 
the Rayleigh equation. Comparable phenomena occur if damping B is dependent on 
both y and y and even when stiffness C is a function of y. 

Given the general tuning properties of the peripheral auditory system it 
can be expected that spontaneous auditory sensations occur. Those sensations 
will be approximately tonal and have a constant or slowly varying amplitude. 
If the peripheral auditory system up to the resonators is to some extent 
reciprocal then the spontaneous relaxation oscillations should not only be 
subjectively but also obj ec tively detec table. 
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I. INTRODUCTION 

COCHLEAR MECHANICS AS THE POSSIBLE CAUSE 
OF BINAURAL DIPLACUSIS ? 

G. van den Brink 

Dept . of Biologiaal & Mediaal Physias, 
Erasmus University Rotterdam, the Netherlands 

Over a period of about fifteen years the authorhas been involved in 
studies on binaural diplacusis and the perception of pitch of pure tones and 
complex sounds. The phenomenon of binaural diplacusis has turned out to be a 
us eful a id in s tudying the relations between the pitch of pure tones and that 
of the residue, because the fine structure in the relation between diplacusis 
and frequency provides some sort of a pitch label as a function of the fre
quency. 

The general conclusion from this series of experiments is, that the pitch 
of a complex sound is determined by the pitches of the individual components 
under all circumstances, either normal conditions, or with pitch shifts 
induced by fatigue (van den Brink, 1972) or by partially masking noise (van 
den Brink, 1975). The components contr ibute to the pitch of a complex sound 
with different weights, those around the dominan t frequency range having the 
l arges t weight. Rec"ently, evidence has been found that this rule may be valid 
for unfiltered periodic pulse tra ins too: these signals contain harmonics as 
weIl as their fundamental (van den Brink, 1980). 

The apparently existing correspondence between binaural diplacusis on one 
hand and the threshold difference between the left and the right ear on the 
other hand (van den Brink, 1970) suggest arelation between the two phenomena. 
In sp ite of the use that has been made of the phenomenon of binaural diplacu
sis, no decisive answer has been given yet on the question what causes both, 
diplacusis and thresho ld fine struc ture. It has been assumed that a fine 
structure in the mechanical proper ties of the inner ears might be the .origin. 
In a per sona l communication, Tonndorf (1974) mentioned the existence of small 
bloodvessels at the edge between basilar membrane and bony tis sue which might 
possibly cause such a fine-structure. Whatever the cause may be, it is a cer
tainty that the effects are more or l ess alike for both ears but not identical 
(van den Brink, 1970, 1980). 

Kemp (1978) suggested a connection between echoes or acoust ic reflections 
from within the ear and the fine structure in the auditory sensit i vi t y as a 
function of the frequency. At the Symposium on "Non-linear and active mechan
ical proces ses in the cochlea" in 1979 it has been reported by Wilson (1979) 
that the occurrence of echoes depends on the position of the body. 

The influence of body position on echoes must be due to impedance changes. 
Impedance diffe rences should result in changes in the threshold fine struc ture, 
and different threshold fine-structures might be attended with a change of 
diplacusis versus frequency. These facts led me to carry out a small experi
ment wherein the difference between thresholds as weIl as diplacusis in lying 
and upright position have been measured. 

2. THRESHOLDS IN LYING AND IN UPRIGHT POSITION 

The auditory threshold has been measured in exactly the same way as 
before (van den Brink, 1972), except that they were determined by turns in 
lying and upright position for each frequency. The threshold curves were very 
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much alike those measured earl ier , be it that 
siderably steeper. The difference be tween the 
shuwn in Fig. 1. 
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thresholds in both positions is 
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Fig . 1 
Difference be
tween threshoZds 
in Zying and up
right position 
(subject GB) 

Compared with the effect that had to be measured, the accuracy of the re
sult is rela tive l y bad. The peaks in the separate threshold curves range f r om a 
f ew up t o abo ut 8 dB. Since the threshold curves in both positions show a l arge 
degree of correspondence, so tha t the difference between them i s relatively 
small, the effect is hardly to be called s i gnificant. The apparent correspon
dence between the results of the right ear and the l eft ear were, however, en
couraging t o draw broken lines through the measuring points. Although astrong 
effect cou ld hardly be expected, the results indicate tha t, indeed, the auditory 
thresho ld depends on the position of the body . 

3. DIPLACUSIS IN LYING AND IN UPRIGHT POSITION 

Binaural diplacusis was measured too, according to the method used before 
(van den Brink, 1972). The relat ive frequency dif ference, necessary for equa l 
pit ch, was measured as a function of the frequenc y of the signal in the l ef t 
ear, for a lternating tone bursts of 0.4 s each . The result s are shown in Fi g . 2 . 

Fig . 2 
BinauraZ dipZacusis 
in Zying (A) and 
upright (B) posi
tion (subject GB) 
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For frequencies up to 2500 Hz the difference between the two curves is not 
spectacular at all. There seems to be a slight trend of a shift of minima and 
maxima to higher frequencies for the results in lying position as compared 
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with the results in the upright pos1t1on. This shift is of the same sort as 
has been found by changing the intensity in one ear (van den Brink, 1979). 
Beyond 2500 Hz, however, the effect is very convincing: in some cases, the 
shift is such that the signs of the extremities are even opposite at the same 
frequencies. Clear examples exist at 3900 Hz, 4200 Hz and 4600 Hz. The experi
ence that echoes are Ie ss clear for low frequencies may, therefore, not be due 
to the fact that their origin is farther away from the oval window; it is 
possible that they are less pronounced. The largest difference occurs at 3500 
Hz, where diplacusis is 0.0 and -0.02 in lying and upright positions, respect
ively. Setting a relative frequency difference of -0.01, the signal in the 
right ear was clearly perceived as being higher than the left ear signal while 
sitting upright, whereas it sounded distinctly lower while lying down. 

It can be concluded that the frequence - pitch relations in either of the 
ears are not only differing mutually, but that they dep end on the position of 
the body as weIl. 

4. DISCUSSION 

Echoes as weIl as thresholds and the pitches that are being attributed to 
frequencies all seem to depend upon the position of the body. Although it has 
been tried only casually, the effect seems to be even stronger in the upside 
down position. This has only been tried out incidentally. 

The discussion on the possible origin of the effects as weIl as the 
development of mathematical models are in full progress at the moment by many 
experimentists. The dependence upon body position seems to make it worthwhile 
to consider the possibility that fluid pressure and/or blood circulation in 
the inner ear might be a factor of importance. Day to day changes in binaural 
diplacusis as weIl as the role of body position could easily be accounted for 
in that case. If the pressure changes of the blood circulation penetrate in 
the inner ear and pressure in the inner ear influences its functioning, it 
might be worthwhile to measure thresholds and diplacusis with tone pulses that 
are triggered with a person's cardiogram, using different delays. 

A decisive conclusion about the origin of binaural diplacusis may be 
within reach if the cause of echoes can be traced down. 
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GOMMENT 

GOMMENT ON: "Gochlear mechanics as the possible cause of binaural diplacusis ?" 
(G. van den Brink) 

J.P. Wilson 
Dept. of Communication & Neur oscience , University of KeeZe , Eng Zand. 

I think that there are some differences in our results on the influence of 
body posture on threshold fine-structure. My effect was a systematic disappear
ance and then reversal of peak position as "more-inverted" postures were taken 
up. As these effects occurred only for frequencies below I kHz, I interpreted 
them as being due to increase in middle ear stiffness, which would be still 
espected to have most effect in the frequencies. Your changes at higher fre
quencies might imply a more direct effect on cochlear prope rties. 

REPLY TO GOMMENT OF J.P. WILSON. 

G. van den Brink 
Dept . of BioZ . & Med . Physics , Erasmus University Rotterdam, Rotterdam, The 
NetherZands . 

As long as there is no evidence of the contrary, I am inclined to assume 
that a) threshold fine structure, b) binaural diplacusis, c) echoes and d) ir
regularities in the relation of phase and amplitude of combination tones versus 
frequency, are all subject to a cornrnon mechanism. I have always been inclined 
to seek this mechanism in the mechanics of the cochlea, although von Békésy, in 
a per s onal discussion, mentioned the large number of degrees of freedom in the 
middle ear trans~ission as a possible source of fine structures as a function 
of frequency. 

The large time constants in echo's, however, provide evidence against the 
middle ear as the source of these phenomena. I agree, therefore, that the phe
nomen a I measured are, indeed, likely to be due to cochlear properties. 

It is even less clear, what happens at low frequencies. Because diplacusis 
reproduces badly below 500 Hz (large day to day differences), I always measured 
beyond 500 Hz, where the results are surprisingly consistant over a large peri
od of time. Evidentely there is something going on at low frequencies that does 
not affect the results at higher frequencies. Could that be due to the middle 
ear? 
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I. INTRODUCTION 

LATENCIES OF STlMULATED ACOUSTIC EMISSIONS 
IN NORMAL HUMAN EARS 

W.L.C. Rutten 

ENT Dept" Uni v'. Rasp., 10 RijnsbUX'geY'Weg, 
Leiden, The NetherZands 

In this paper we intend to explain measured latencies of stimulated acoustic 
emission ("echoes") by comparison of measured echo-Iatencies with narrow-band 
act ion potential (NAP) latencies and with theoretically calculated echo-laten
cies. In order to perform these lat ter calculations it is necessary to work with 
a model for the generation of echoes. Echo-Iatencies may be built up out of 
several parts, for example I) travelling wave delays along the basilar membrane 
2) cochlear filter delays 3) neural delays etc. 

Experiments by Kemp (1978) and Rutten(1980) showed that in the echo gene
rating mechanism, neural processes are not involved. This is based on I) laten
cies of echoes are almost completely stimulus-intensity-independent 2) the 
emissive responses follow phase inversion of the stimulus 3) adaptation of the 
echo responses (i.e. attenuation of the response upon diminishing the inter
stimulus interval) is absent. Therefore, in comparing echo-burst latencies with 
NAP latencies, one has to correct the latter for the neural synaptic delay, 
,which is about 0.8 ms (Eggermont, 1979). Taking this correct ion into account, one 
finds (for normals) NAP latencies between 2.5 and 5 ms at I kHz in response to 
90 dB pe SPL clicks (Eggermont, 1979). These values compare unfavourably to the 
I kHz echo-burst (onset) latencies of about 10 ms (Kemp, :1978; Rutten, 1980) or 
the 1.4 kHz-latency of 10 ms, reported by Wit and Ritsma (1979). One reason for 
these large discrepancies might be that a comparison with NAP responses to 90 dB 
pe SPL clicks (corresponding to 70 dB SL in normals) is not appropriate, since 
the echo ph en omen a are essential low-Ievel phenomena. However, NAP latencies at 
1 kHz in response to low level 30 dB SL clicks are about 5 ms (see further), 
which is still a factor of about two smaller than the echo latency. This might 
already suggest that the echo latency is built up out of more than the sum of 
travelling wave delay and cochlear filter delay. 

It should be noted th at experiments show that echo-bursts with a particular 
frequency f h do not emerge at a fixed latency. Just as for neural l a tency data 
there will ec °be a considerable interindividual spread. However, the amount of 
available echo-Iatency data is still limited. The above mentioned discrepancy 
might thus be due to the unknown interindividual spread in echo latencies. There
fore, we performed echo-experiments in a group of 19 normal human ears. Comparison 
between echo data and NAP data seems more justified then. A fit of calculated to 
measured echo latencies, considering various "echo generation pathways" (see also 
de Boer, 1980) may provide valuable information about the generating mechanism. 

2. METHODS 

Experimental methods for the detection of emissions up to 2 kHz have been 
described elsewhere in detail (Rutten, 1980). In order to detect echo bursts with 
characteristic frequencies higher than 2 kHz we employed an intrameatal assembly 
of miniature telephone and microphone. This widens the frequency range up to 
about 6 kHz. The sampling rate of the DATALAB averager was increasedto 33 kHz and 
amplifier passbands were 300-10000 ,Hz (cf. Rutten, 1980). All subjects were normal 
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Figure 1. Examples of averaged 
responses (512 sweeps),containing 

.echo-bursts. The upper trace 
(subject sro 39) is a response to 
click stimulation. The middle 
trace (spo 151) is also a response 
to click stimulation; it shows a 
first and a second echo. The 
dot t ed trace is a repeated recor
ding, indicating good reproduci
bility. The lOü.ler trace (dbo 208) 
is a response to t oneburst 
(1050 Hz) stimulation . Four 
repeated echo bursts can be 
distinguished. 

hearing persons: audiograms within 10 dB from normal (ISO 1964). As stimuli were 
employed clicks (pulse width 60 ~s) and tonebursts (trapezoIdal envelopes 
0.1-4-0. I ms below 2 kHz, or 0.5-1-0.5 ms above 2 kHz). 

3. RESULTS 

Figure I shows three typical response patterns: I) a response to click stimu
lat ion 2) a high-frequency response to click stimulation showing a first and a 
second echo 3) a low-frequency response to toneburst stimulation, showing four 
repeated echoes. Below 2 kHz, identification of a response as an echo was per
formed mainly (but not solely, see Rutten, 1980), on basis of the non-linear 
input-output behaviour. Above this frequency the non-linearity is no longer a 
valid criterion because echoes in that frequency-range (with latencies of about 
5 ms) show an almost linear input-output behaviour. Moreover, in many ears the 
acoustic impulse response bf outer and middle ear has not yet completely gone to 
zero at that latency, which makes visual identification of a superimposed echo 
very difficult and unreliable. Therefore, only in ears with a short acoustic 
impulse response « 3 ms) identification of high-frequency echoes was possible, 
albeit not on basis of non-linearity. 

All latency (T h) data have been plotted versus frequency (f h) in fi
gure 2. Data belowec 

0 17 ms are first echoes, those above 17 ms ec 0 are second 
or third echoes. In the following we shall restrict ourselves to first echoes. 
Latencies of first echoes below 2 kHz seem to lie in the T-f range, confined by 
the two dashed lines, the extrapolation of which up to higher frequencies is of 
course rather arbitrary. 

For comparison with NAP data and calculated values it is convenient to express 
the data between the dashed lines in figure 2 in number-of-periods versus frequen
cy. This has been done in figure 3 (open and closed circles) on a log-log scale. 
N.denotes th: nu~ber of periods: N = Techofecho' A~ain,.the two dashed lines con
f~ne the reg~on ~n the N-f plane in wh~ch f~rst-echo-responses occur. 

4. DISCUSSION 

NAP latency data (responses to 90 dB pe SPL clicks, Eggermont 1979) of nor
mals, converted to number of periods, have been drawn also in figure 3 (shaded 
area). These data are corrected for neural synaptic del ay by subtracting 0.8 ms 
before convers ion. Within the shaded area the latency data of an individual are 
drawn also (triangles, click 90 dB pe SPL). The other two drawn lines, connecting 
open and filled squares, are for 50 dB pe SPL (30 dB SL) and 40 dB pe SPL (20 dB 
SL) clicks respectively, again for the same individual (Rutten, unpublished). It 
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is obvious that this person may be consi
dered as representative for the average 
normal hearing subject. Unfortunately it 
is not possible to obtain reliable NAP 
data at 10 or 0 dE SLo Extrapolation of 
available data to these low levels sug-
gests that even at threshold the NAP 
latencies are smaller than the average 
echo latencies, especially for frequencies 
belowabout I.S kHz. This then implies 
that the echo latency is built up out of 
more than the sum of travelling wave delay 
and cochlear filter response time. On the 
other hand, average echo-number-of-periods 
seem to be smaller than twice the low
level NAP data. In its turn, this means 
that in order to evoke an echo it is not 
necessary to stimulate the cochlear filter 
in a retrograde way, at least not again up 
to the maximum of its impulse response (it 
is tacitly assumed that at low stimulus in· 
tensities the filter impulse response is 
excited up to its maximum value, about 4 
periods, to achieve neural - as well as 
echo - excitation; see Goldstein et aZ ., 
1971) . 

Figure 2 . Onset Zatencies of echo 
bursts, in response to cZick- (e) 
or toneburst (0) stimuZation, ver
sus f h. First echoes Zie within 
the ec °area, confined by the two 
dashed Zines, second or repeated 
echoes Zie outside this area. 

From the foregoing one may possibly 
conclude that three latency-parts form to
ge ther the echo-latency: 1) forthgoing 

travelling wave delay along the basilar membrane Tb 2) cochlear filter response 
time Tf 3) back going travelling wave delay Tb. Thus, T

echo 
= T

f 
+ 2T

b 
or, 

N h = Nf + 2N
b

• Using "Cochlear Filter" theory (tuning-curve-two-segment-appro
xiffia~ion; Goldstein et aZ., 1971; Eggermont, 1979) one is able to calculate NF: 

2 2 
N =l....[it:.!.L 6 • 9

Q -1][l~~Q +2] F 2 Y 1 2 10dE n y 1 2 10dE 
'Ir 

(In this theory "Cochlear Filter" refers to the combined action of what we called 
(basilar membrane) mechanical filter + (haircell second) cochlear filter. Thus, 
the corresponding delay is NF = Nb + Nf ). 

Figure 3. Conversion to number of 
periods N of Zatencies of echoes and 
narrow band action potentiaZs (NAP), 
versus frequency. 0 and e : data of 
fig. 2 (onZy those between the two 
dashed Zines), converted to N. Shaded 
area : range of NAP Zatencies, conver
ted to number of periods for normaZ 
hearing subjects (Eggermont, 1979). 
Ó. , 0 and .: NAP-number-of-periods 
for one normaZ hearing subject in 
response to 90 dB pe SPL clicks (6), 
50 dB pe SPL clicks ([JJ and 40 dB pe 
SPL cZicks (IV. Drawn Zines, ZabeZZed 
"caZc. 1" and "caZc . 2 ", connect 
theoreticaZ N-vaZues, caZcuZated at 
.5, 1, 2, 4 and 8 kHz. 
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Stimulated acoustic emissions 

Eggermont (1979) estimates Tb on basis of data in recruiting ears as: 

Tb = 1.9f-0 . 7 or Nb = 1.9f+0 . 3 (f in kHz). 

For B we take B = I (the response time is assumed to be up to the maximum of the 
impulse response). y equals the ratio: high frequency slope of the tuning curve/ 
low frequency slope; y = 2 is areasonabie value for normal ears. For QIOdB we 
take: Q = 5 at 500 Hz, 6.5 at I kHz, 7 at . 2 kHz, 9 at 4 kHz and 11 at 8 kHz 
(for example, see Vogten, 1978; also: Evans, 1975; Eggermont, 1979). By adding N

F and Nb we obtain N h . The result of the calculations at these five frequencies 
is shown in figureec 

0 3 : the five points are connceted by the drawn line, marked 
IOcalc. I". It is to be noted that these N h (= NF + Nb) values lie much better 
in the experimental echo-range than wouldec °do N h = 2 NF (not drawn for clari-
ty, but easily to be checked). ec 0 

One may object that such a quite direct type of feedback mechanism ("from hair
cell output via a differential wave to the oval window") would lead to "fundamen
tal system instabilities" (cit. de Boer, 1980). 

Possibly one circumvents this problem by adding a constant (frequency-indepen
dent) delay between filter output and retrograde wave. Calculation shows that this 
delay should be about .5 ms, in order to keep the calculated N h along the 
"centre line of gravity" of the experimental data-assembly: se~c °drawn line in 
figure 3, marked "caic. 2". 

Resuming, we think to have presented some evidence for a3-stage echo-Iatency 
model, as described above, based upon experimental NAP latency data and theoreti
cally calculated echo-Iatencies. Physiologically this might imply that an echo is 
generated when haircells are "vibrating" as a consequence of electrical stimula
tion (in a retrograde way,perhaps by their own electrical output). Possibly 
contractile proteins (Flock, 1979) play a role in this electro-mechanical trans
formation. This transformation should occur almost instantaneously (i.e. a hypo
thetical filter, representing this transformation should have a low qualityfactör). 

This work was supported by the Heinsius Houbolt Fund. Comments of V.F. Prijs 
and P. Kuper are gratefully acknowledged. 
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COMMENT ON "On the mechanism of the evoked cochlear mechanical response'" 
(H.P. wit and R.J. Ritsma) AND O~ "Latencies of stimulated acoustic 
emissions in normal human ears" (W.L.C. Rutten). 

J .P. Wilson 
Department af Cammunicatians & Neurascience , University af Keele , Keele , 
Staffs ., ST5 5Ea, U. K. 

"M00.el of cochlear function and acoustic re-emission" 

An active local mechanical teedback onto basilar-membrane (BM) displacem
ent appears to be (i) unlikely, (ii) unsuitable as a sharpening mechanism, and 
(iii) unnecessary. 
(i) The local feedback would have to be strong in order for the ear-canal-rec
orded re-emitted SPL to approach that of the stimulus (within 1.7dB, see Wilso~ 
1980a). As the loss, passing twice through the middle ear, almost certainly 
exceeds this value, output must exceed input, and with phase shifts occurring 
along the BM, the system is unlikely to be stable. Areverse travelling wave 
model could not explain a delayed cochlear microphonic correlate of the acoust
ic re-emission (Wilson, 1980c). 
(ii) As the cochlear re-emission appears to saturate at about 20 dB SPL (Kemp, 
1978, Wilson, 1980b, 1980d) sharpening would become negligible at higher sound 
levels. Furthermore, thresholds are on average, not lower in frequency regions 
of strong re-emission. 
(iii) A qualitative model has been proposed (Wilson, 1980c) based on tuned hair 
cells with concomitant volume changes. Such volume changes could react on the 
middle ear without producing strong local feedback to the BM. 

Support for this model has been found on two fronts . (a) HilI et al. 
(1977) reported changes in crayfish giant axon diameter concurrent with action 
potentials. If the electro-chemistry and mechanics of the excitable hair-cell 
membrane is analogous to that of the crayfish axon, if the outer hair cell is 
assumed to be more sensitive than found by Russeli and Sellick (1978) for the 
inner hair cell, and if saturation of oscillation is set at about 40 dB SPL 
input (20 dB SPL output) by the electrical potential limits, then there is 
reasonable quantitative agreement between the magnitudes reported by HilI et a~ 
(1977) and the required volume changes postulated by Wilson (1980c). Fettipla
ce and Crawford (1978) have provided evidence (in reptile) for electrica-
lly tuned hair celis. (b) A further aspect of the model concerns variability 
between subjects and variability across frequency within a subject for the str
ength of the acoustic re-emission. It was postulated (Wilson, 1980c) that this 
might be due to irregularities in the "mapping" of hair-cell tuning onto BM 
"placet'. Computer simulations with G.J. Sutton have shown that slight irregul
arities in mapping slope can lead to enormous increases in summed activity at 
these frequencies. The BM response was based on a one-dimensional model of de 
Boer (1980) followed by a series of single resonant "second filter" elements 
(Q=4) spaced at 0.035mm intervals and the total response of all elements summed. 
If a 0.5mm length is tuned to the same frequency, the response is 44 times that 
for a uniformly distributed system. The bandwidth of the enhanced summed acti
vity and its phase/frequency characteristics model the observed properties of 
cochlear echoes remarkably weIl. Notably the phase response indicates a long 
delay which is not inherent in the individual filter responses or the summed 
activity of a uniformly distributed system. It would appear that phase cancell
ation eliminates the early part of the summed response. Somewhat surprisingly 
the frequency and phase characteristics of the response are not strongly depend
ent upon the extent or degree of the irregularity although, of course, the mag
nitude is. Similar properties have also been obaerved in an electrical model 
of the BM (24 sections) and second filter (48 sections), but with less delay 
(fig. 1.). 

Simple-resonant second filters were chosen for simplicity and to model kn
own membrane proper ties (~~uro et al. 1970) but give an unrealistic filter sha-
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pe and transient response (Wilson, 1977). The difference signal, either betwe
en neighbouring segments, or between one channel and the average of its neighb
ours (on the electrical model), however, gives much more realistic results. 
In the cochlea this would imp1y that neural activity wou1d be determined not 
only by a single (inner) hair ce11 but a1so by return current paths either from 

- 10ngitudinal1y neighbouring hair ce11s or from radia11y neighbouring outer hair 
ce11s. This approach then not on1y accounts for the unusual properties of co
ch1ear echoes, including their long de1ay, but a1so for norma1 cochlear funct
ion (and electroreception) in a wide variety of species without recourse to any 
radical new mechanisms unsupported by observation. 
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Fig. 1. Elect1'ical model: (a) BM impulse response at 2.7 kHz pZace, (b) BM 
plus re sonant "second filter', (c) difference between 2.7 and 2.95 kHz places, 
(d) summed response of all 48 "second filters', (e) as (d) with positions of 
2.95 and 2.52 kHz filters reversed - note introduction of deZayed waves at 
2.7 kHz, (f) Nyquist plots (1 - 11 kHz) of summed responses with and without 
filters reversed - no te increased radial amplitude and rapid phase shift, encl
osing origin, with reversal, (g), (h) and (i) frequency r esponse curves for 
(a), (b) and (c) respectively. 
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REPLY TO COMMENT OF J.P. WILS ON 

W.L.C. Rutten 
ENT Dept., University Hospital, Leiden, the Netherlands . 

Contrary to Wilson's suggestion, my paper did not primarily discuss the 
active aspects of the echo-generation mechanism. The paper is just an attempt 
to calcula te echo latencies on basis of a simple linear filter model, supple
mented by experimental ( travelling wave) latency data. This does not imply tha t 
active and/or nonlinear contributions to the process are absent. Possibly thé 
active contribution comes in af ter the second filter, as indicated by the arrow 
labelled A, in Fig. I . 

stapes 

Fig . 1 

echo pathway 

tb 
second 
filter 

extra 
delay? 
.5 ms 

neuron 

SM 

Echo pathway, as described in Rut ten 
(this volume) . The arrow A indicates the 
p lace where possibly active processes 
("ener gy " ) have to be considered in 
futur e models . For other symbols, see 
Rutt en (this volume ). 
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Ad i) and iii): about reverse 
travelling waves and a haircell
swelling model. Haircells are 
(strongly ) coup led to the basilar 
membrane, to each other, to the 
liquid, to the tectorial membrane 
and to supporting celIs. There fore, 
it seems highly unlikely that 
swelling ha ircells will not interact 
with the basilar membrane (unless 
haircells are right in the "center 
of mass" of the organ of Corti). In 
other words: haircell-volume changes 
will influence BM motion and proba
bly cause travelling waves along BM 
thereby causing ul t ima tely also 
(as would do our model) instability 
bec ause of feedb ack to the input. 

Ad ii): about the sa turation 
value of 20 dB SPL. We observed this 
rather low saturation va lue of echoes 
only in about 20% of the number of 
ears, which showed echoes (see 
Rutten, 1980). In thes e ears the 
input-output behaviour is about 
linear at low stimulus int ensities 
and seems to approa ch saturation 
(a ctually a power l aw behaviour with 
p = 1/3 approx imates the curves 
rat her weIl) at about 20 - 30 dB SPL 
(see Fig . 2). 

The rema ining 80% of ears shows 
either higher saturation values 
(exceeding in some cases 45 dB SPL) , 
or a power-law input-output behav
iour, p, (therein va rying between I 
and 0 as a function of echo latency 
(see Rutten, 1980). See also Wit & 
Ritsma (1979): their data seem to 
show a trend to saturation above 
25-30 dB SPL. 

Fig . 2. I nput- out put behaviour of echo-bur st responses in 20% of the number of 
echo ears (see Rutten, 1980 ). Power p=l indicates lineap input-output behaviour. 
Sat uration will be at about 20- 30 dB SPL. These ar e l~J sat uration values , 
compared to the r emai ning 80% of echo ears. 
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Fi g . 3 
Frequency and intensity of echo- bur st 
responses versus s timu l us - (tone-burstJ i 
frequency i n a normal human ear. 

Ad iii b): about the "mapping" of hair
cells and the computer model. It would be 
interesting to compare the computer simula
tion of Wilson with experimental data of Fig. 
3. This figure shows the output frequency and 
-amplitude of an echo-burs t versus the input
burst frequency. It shows a rather broad 
"tuning" (upper half of t he figure) and a 
constant echo frequency in the input-fre
quency-interval where the echo response is 
maximal. This might support the idea of 
irregularities ("clustering") in the mapping 
density of haircells along BM. A quantita
tive comparison of these experimental data 
with Wilson's computer-model results (and 
-parameters) would be useful. 

Rutten, W.L.C. (1980). Evoked acoustic emissions from within normal and 
abnormal human ears. Hearing Res . 2 (in press). 

Wit, H.P. and Ritsma, R.J. (1979). Stimulated acoustic emissions from the 
human ear. J . Acoust . Soc . Am. 66, 911-913. 

COMMENT ON "On the mechanism of the evoked cochlear mechanica l response" 
(H.P. Wit and R.J. Ritsma) and on "Latenties of stimulat ed acousti c emissions 
in normal human ears" (\~ .L.C. Rutten) , following the comment of Wi lson on 
"Mode l of cochl ear function and acous tic r e- emission" . 

D.T. Kemp 

Ins titute of Laryngology and Otology, Royal National Throat , Nose and Ear 
Hospi tal Gray's I nn Road, London WC1X BDA, Gr eat Britain . 

The signif ance of a coustic emissions 

In their papers, Wit and Ritsma, and Rutten have adopted and developed the 
suggestion of Kemp (1978) that the mode of propagation of the mechanical dis
turbance giving rise to stimulated acoustic emissions, is areverse travelling 
wave from the site of the evoked cochlear mechanical activity, back to the 
middle ear. This hypothesis has the advantaged of doubling the contribution of 
travel time to emission latency, which otherwise presents some problems for 
modelling. It is also makes minimal assumptions about the primary source. 

Wilson has reported that the summation of the contributions from an array 
of independent elemental tuned emission generators can, under certain circum
stances result in group latency values greater than those of the individual 
elements. This additional source delay is also of value in attempts to model 
emissions. 
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A third contribution to latency could be that the elemental generators are 
each tuned to a frequency sligtly above the basilar membrane resonance for 
their place, i.e. that the tuned nonlinear mechanical activity is most strongly 
present on the high frequency slope of the response curve for each point on the 
basilar membrane. Travel time is greater to there. There is some support for 
this idea from the new observations of Le Page and Johnstone (1980) and also 
from the emission generator tuning bias reported by Kemp and Chum (this vol
ume). The latter bias could indicate that the emission energy from sharply 
tuned generators is transmitted back via a more linear system tuned to a lower 
frequency i.e. the basilar membrane at place. 

The purpose of this comment is not to support any one particular source of 
extra latency at the exclusion of the others. Clearly they must all be con
sidered in relation to the evidence. However, Wilson would specifically exclude 
the hypothesis of reverse travelling waves in his assessment of acoustic 
emissions as purely an epiphenomenon. His argument will be examined. 

Wilson postulates synchronous volume changes of the haircell as the pri
mary source of acoustic emissions. This is a useful concept and gains support 
from Kemp and Chun's observations of very similar nonlinearities in intracel
lular and acoustic responses. However Wilson then presurnes that this motion 
would not be coupled to the organ of Corti in which the hair cell resides. This 
implies radially symmetric mechanical loading of the hair cell by the organ of 
Corti. From anatomical evidence it is extremely unlikely that this specific 
condition is fulfilled. Therefore direct coupling of this type of motion to the 
basilar membrane, and therefore the creation of reverse travelling waves would 
almost certainly occurr in parallel with the compression wave postulated by 
Wilson. Hence, in the light of acoustic emissions, active mechanical feedback 
into the basilar membrane is extremely likely. The postuation of cellular 
swelling does not allow this issue to be bypassed. 

This fact undermines Wilson's case against involvement of this mechanical 
activity in the cochlea filtering process. Such a stand is premature in any 
case. The primary mechanical source of acoustic emission has yet to be deter
mined experimentally and the particular sharpening mechanism, rejected by 
Wilson, is in practice only just being tested and developed theoretically 
(Kim 1980). Other more stabIe and subtle models should also be considered 
before the whole idea is rejected. 

Of course it is possible that acoustic emissions result from an epiphenom
enon of the transduction process. However until the lat ter process is fina lly 
understood we should keep an open mind concerning the implications and possible 
role of feedback of cochlear filter output back through the organ of Corti onto 
gross basilar membrane mot ion. Since the existence of this effect is very 
strongly indicated by acoustic enissions. 
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I . INTRODUCTION 

FUNCTIONAL IDENTIFICATION OF AUDITORY NEURONS 
BASED ON STlMULUS-EVENT CORRELATION. 

P.I.M. Johannesma 
Workgroup Neurophysias , 

Lab. of MediaaZ Physias and Biophysias, 
University of Nijmegen, Nijmegen, 

The NetherZands. 

The neural representation of sound has two complementary aspects: pro
cessing and transmission of auditory information. Synaptic, dendritic and so
matic potentials reflect information processing inside a neuron; act ion poten
tials represent information transmission between neurons. Action potentials of 
a given neuron do not vary systematically in form, amplitude or duration, they 
form a sequence of unitary pulses: the neural events. In the mathematical 
theory of stochastic processes this is known as a point process wh i ch is com
pletely specified by the moments of occurrence of the events: t , n = I,N. The 
activity of a neuron in the interval (0, T) is then written as n 

N 
z(t) = E 

n=1 
15( t-t ) 

n 
( I ) 

where o (t-t ) is the Dirac deltafunction and N is the total number of events 
in the obse~vation interval (0, T). Since repetition of the experiment will 
not lead to precisely identical results, z(t) has to be considered as a reali
sation of a stochastic process. A sensory neuron then forms a stochastic, time 
invariant nonlinear system. 

The correlation procedure has been introduced into sensory neurophysio
logy by De Boer (1968) under the name reversed or triggered correlation. First 
and second order correlation functions have been studied for auditory neurons 
(De Boer and Kuijper, 1968; Johannesma, 1972; Grashuis, 1974; De Boer and De 
Jongh, 1978; De Jongh, 1978; Aertsen and Johannesma, in preparation). Also for 
visual neurons the method has been applied (Schellaert and Spekreyse, 1972; 
Marmarelis and McCann, 1973; Marmarelis, 1978; Von Seelen and Hoffman, 1976, 
1979; Gielen, in preparation). 

For auditory neurons responding to Gaussian white noise the first order 
stimulus-event correlation forms a "characteristic stimulus" of the neuron; 
the second order forms a time-dependent autocorrelation function specifying an 
ensemble of characteristic stimuli. From this autocorrelation function the 
spectrotemporal receptive field of the neuron can be derived (Johannesma, 1972; 
Johannesma and Aertsen, 1979; Aertsen and Johannesma, 1979). 

2. STlMULUS-EVENT CORRELATION 

The general 

R{<P, z} = 4-
form of a stimulus-event correlation is 

T 
f dt <P(x; t-T I' •.. , t-Tm) . z(t) 

o 
(2) 

where <P is a functional of the stimulus x(t) constructed from the mvalues of 
the stimulus at times t-T I , ••. , t-T • This stimulus functional multiplied 
with the neural events is integratedmover the duration T of the experiment. 
For the experimental determination of R we make use of Eq(I). Substitution of 
Eq(l) in Eq(2) leads to 

N I N 
r·'N E 

n=1 
<P( t t -T ) = ~ . < <P > x; n -T I' .•• , n m T e (3) 

where N/T is the average firing frequency of the neuron and < <P >e is the ave-
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rage value of the stimulus functional ~ taken over the Pre-Event Stimulus En
semble (PESE). The PESE is defined as the ensemble of stimuli preceding a neu
ral event (Johannesma, 1972). As such it forms a subensemble of the stimulus 
Ensemble (SE). Eq(3) leads to the conclusion that correlation of stimulus 
functional ~ and neural activity is identical in form with the average value 
of this functional over the PESE. 

The general formulation of the correlation given in Eq(2) and Eq(3) can 
be related to the specific forms of correlation in system theory by 

m 
~m = ~(x; t-T

I
, 0'" t-T ) = II X(t-T.). 

m i=1 l. 
(4) 

Also different forms of ~ can be used as base for a correlation. M~ller 
(1973) used instantaneous envelope and frequency of the stimulus, De Boer 
(1979) took Hermite polynomials as stimulus functionals, Johannesma and Aert
sen (1979) used the spectrotemporal intensity density of the stimulus. 

These signal characteristics, and more complicated ones such as combina
tions of amplitude and frequency modulation, can be taken as the functional ~. 
Crosscorrelation of this ~ and the neural events z(t) then measures the pre
sence of this feature in the PESE. Comparison of the relative abundance of ~ 
in PESE and SE forms an indication of the feature selecting properties of the 
neuron. Different features are represented through corresponding functionals ~ 
over the stimulus. 

3. PROBABILISTIC FORMULATION OF STIMULUS-EVENT CORRELATION. 

The stimulus-event correlation defined in Eq(2) is a temporal average of 
the product of the output-events and functionals of the input-stimulus. As 
shown in Eq(3) it is, in the case where the output is a series of events, 
equal to the product of average pulse frequency and the average of the stimu
lus functional ~ taken over the PESE. These averages are the experimental es
timates of the expected values. Averages are the operational counter parts of 
the conceptual values. Expected value of a variabie is the mean value of a 
stochastic variabie with respect to its probability distribution. This leads 
to a probabilistic approach. 

In order to be able to use probabilities instead of probability densities, 
both time and signal value are made discrete. Time changes its value with 
small increments n; e.g. 10 or 100 ~s. The value of the stimulus during a 
given interval is not specified as a function x(t) but by a finite row of num
bers: a vector ~. The Dirac deltafunction ö(t) transforms into a variabie z 
assuming the value zero if no event occurs and one if an event occurs in the 
given interval. Finally the stimulus vector assumes only a finite number of 
discrete values. This procedure as a whole is precisely the one used in ana
logue-digital convers ion. 

In this context five probabilities can now be defined: 
= probability that stimulus ~ occurs in the stimulus ensemble. 

probability that stimulus ~ occurs in the SE and that an event oc
curs irnrnediately following ~. 

fOt) 
pot, e) 

1f(~1 e) probability that stimulus ~ occurs just preceding a neural event; 
probability distribution of PESE. 

g(eIJt) neural response function indicating the probability of a neural 
event given the preceding occurrence of stimulus ~. 

h(e) probability of occurrence of neural event irrespective of stimulus. 
The discrete stochastic form of stimulus-event correlation is 

R{~, p} = E E ~ (x) • z p(~, z). 
~ z 

(5) 

Since z assumes only the values zero and one Eq(5) can be simplified into: 

R{~, p} = 1 ~(~) p(~, e). (6) 
x 
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The five probabilities are interrelated 
ditional probabilities: 

by the relation of Bayes for con-

7 + + +1 f(x) g(elx) = p(x, e) = h(e) u(x e). (7) 

Substitution of the righthand side of Eq(7) for p in Eq(6) leads to: 
-+ -+1 R{h, ~, u} = h(e) . ~ ~(x) u(x e) (8) 

x 

which forms the theoretical image of the experiment definition of R given by 
Eq(3). 

A different form emerges from the substitution of the lefthand side of 
Eq(7) for p in Eq(6): 

R{f, ~, g} = ~ f(;) ~(;) g(el;) (9) 
ït 

Eq(9) states that the stimulus-event correlation is the product of stimulus 
feature ~ and neural response g for stimulus ~ summated with proper statisti
cal weight f over the stimulus ensemble. 

The correlation procedure based on Eq(9) is then as follows: 
I. select distribution f of stimulus ensemble .• 
2. present SE to animal and record events of neuron 1. 
3. select stimulus functionals ~ , k = I,K. 
4. compute correlations ~l = R{!, ~k' gl} making use of Eq(3). 

Two different, rather complementary, ways of application of the correlation 
approach will now be sketched: the neuro-ethological based on the study of be
haviour and the neurophysiological departing from the individual sensory neu
ron. 

4. NEURAL REPRESENTATION OF SENSORY STIMULI. 

Ethological studies of animal behaviour supply information on relevant 
acoustic features of sound. Most animals generate sounds for the purpose of 
communication and are influenced in their behaviour selectively by sounds from 
other animals and from the environment. Identification and localisation of 
sound sources in a complex acoustic environment has a large survival value. 
Selective adaptation of phonation and audition has taken place in the evolu
tion of the species. The study of acoustic behaviour leads to a description of 
the bio-acoustic dimensions of the natural acoustic environment (acoustic bio
tope) of a given animal (Suga, 1972; Scheich, 1977). 

For the study of the neural representation of natural sounds a simplifi
cation of the acoustic biotope is taken to define the probability distribution 
f (x) of the: stimulus ensemble (Worden and Galambos , 1972; Bullock, 1977 . ; Aert
sen e.a., 1'979; Smolders e.a., 1979). The bio-acoustic dimensions may then be 
taken as the base for the stimulus functionals ~k. Correlation of functionals 
~k with the activity zl(t) of neuron 1 leads to the neural feature matrix ~l· 
Ttiis matrix gives the representation of feature set ~k; k = I,K in the neura 
activity patterns zl (t); 1 = I,L. 

The mutual correlations of different stimulus features have to be defined 
with respect to the stimulus ensemble. An acceptable measure appears to be 

-+ -+ -+ 
Ckk , = i f(x) ~k(X) ~k'(X) (10) 

where C gives the degree of correlation or the two features. This definition 
may give a way to investigate the orthogonality of the bio-acoustic dimensions 
of a biotope. If the stimulus functionals are independent th en the matrix ele
ments ~l for different neurons indicate a functional distance of different 
neurons ~n this acoustic biotope. 
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5. FUNCTIONAL IDENTIFICATION OF A SENSORY NEURON. 

For the study of the function of a sensory neuron suggestions from system 
theory can be applied. The distribution of the stimulus ensemble is chosen as 
vague and wide as possible: Gaussian white noise. The stimulus functionals are 
the mth order products of the stimulus (the moment functions) or simple combi
nations of these (the cumulant functions). 

The goal of functional identification of a neuron is the determination of 
the neural response function g(el~) for arbitrary stimulus ~. An apparently 
simple solution for this problem is to use Eq(7) in the form 

g(el~) = h(e) 1Ti7i~) . (11) 

For an arbitrary stimulus ~ TI(~le) and f(~) can be estimated from the frequen
cy of occurrence of ~ in PESE and SE. However, the number of actually occur
ring stimuli in an experiment with a duration of e.g. IS minutes is only a mi
nute fraction of the number of possible stimuli. Use of Eq(ll) for general de
termination of g leads to experiments longer than the lifetime of the observed 
anima I and the observing experimenter. + 

A second solution is the determination of g(elx) from the correlation as 
given in Eq(9). This implies that Eq(9) has to be inverted or transformed in 
such a way that 

g = g{R, f, ~ } (12) 
forms an explicit expression for g as function of R, f and ~. In general this 
appears impossible. However, for certain classes of neural response functions 
g it is possible to choose stimulus ensemble f and functionals ~~ such that 
the free parameters of g within this functional class can be der~ved from R. 
This means that functional correlation determines uniquely the characteristic 
parameters of the neuron. 

As a consequence we come to an adaptive procedure for the functional 
identification of a sensory neuron: 
A. make an initial qualitative functional model of the neuron based on physio

logical knowledge and aimed at mathematical simplicity: section 6. 
B. verify the model qualitatively: section 7. 
C. choose stimulus ensemble f and stimulus functionals ~k such that the neural 

response function g can be derived from correlation Rk' k = I,K and use the 
correlations ~ to quantify the model: section 8. 

D. verify the model quantitatively by confrontation with independent experi
mental data: section 9. 

6. MODEL OF A PRlMARY AUDITORY NEURON. 

The approach sketched in sections 3 and 5 is now applied on a primary 
sensory neuron: a transducer followed by a pulse generator. The transducer 
transforms the physical variabIe x of the sensory stimulus, e.g. the pressure 
variations of sound, into the receptor potential y. The transducer includes 
linear or nonlinear filtering. This part can be described as a deterministic, 
time-invariant, continuous, linear or nonlinear system V. The event generator 
is a probabilistic system: the probability of an event is a continuous, posi
tive and monotonically increasing function of the receptor potential y. Since 
all temporal integration and filtering of the stimulus is included in the 
transducer V, the event generator has as argument only the instantaneous value 
of the receptor potential. Leaving aside adaptation and refractory properties 
the event probability is taken as an eXPQnential function of the receptor po
tential (see fig. 111-10 in Grashuls, 1974). 

The model of a primary sensory neuron is then as represented in fig. 1. 
The response function of the neuron is 
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~<~----Z~(-t)~~_E_G __ ~[( y(t) ~[ ___ v __ ~I~~~--x-(t-)------
neural events receptor potential sensory stimulus 

g(ely) = g exp y o 
y(t) V(x(s), s ~ t) 

Fig. I: model of a primary sensory neuron. 

or in vector notation for sampled signals 

1

7 7 
g(e x) = goexp V(x) (13b) 

More specifically for a primary auditory neuron (PAN) the transducer V 
may be thought to consist of a linear band-pass filter followed by a rectify
ing nonlinearity followed again by a linear low-pass filter (Johannesma, 1971; 
De Jongh, 1978). This model of the transducer is shown in fig. 2. 

< y ] k(cr) f v r(u) ~ u I h(1) ~ x 

y(t) = Jds k(cr) v(t-cr) u(t) Jd1 h(1) X(t-1) 

r(u) = rlu 
2 

v + r
2
u 

Fig. 2: model of the auditory transducer V. 

If the rectifier r(u) is taken as second degree, th en this PAN-model may 
show strong phase-lock for low-frequency choice of h, partial phase-lock for 
medium frequency and no phase-lock if the spectral content of h is completely 
above that of k. The generator potential y(t) can be expressed as a second de
gree functional of the stimulus 

(14a) 

where the kernels Hl and H2 In vector form this reads 
are simply related to h, k, r

l 
and r

2 
of the model. 

y = V(~) = ~.~ + ! ~ D ~ (14b) 

where ~ is a vector related to the linear response to an impulse and D a ma
trix related to the quadratic response to pairs of impulses. 

Combination of transducer of Eq(14) and event generator of Eq(13) leads 
to the hypothetical neural response function 

g(el~) = g exp(~.~ + ! ~ D ~) 
o 

where ~ and D are unknown. Since the dimensionality of ~ is ~ 
may contain of the order of 100, the matrix D of the order of 
parameters. With Eq(15) a qualitative form of a PAN-model has 

7. QUALITATIVE VERIFICATION OF THE PAN-MODEL. 

(IS) 
7 

100 the vector c 
10.000 unknown 
been formulated. 

The second step is the qualitative verification of the model. This can be 
based on the following theorem: 

it the response function is g(el~) = g exp V(~)~ 
and the stimulus ensemble is Gaussian,o 
then the Pre-Event Stimulus Ensemble is also Gaussian, 
it and only it V(~) is first or second degree function of ~. 

The proof of this theorem is based on the fact that a Gaussian distribution of 
~ can be written as an exponential function of a second degree functional of ~ 
and on some algebraic manipulation of the relation of Bayes given by Eq(7). 

In recordings made from single units in the cochlear nucleus of the anes
thetised cat Gaussian noise, spectrally flat up to 5 kHz, was presented as 
stimulus (Van Gisbergen, e.a., 1975). For unit 59-5, which showed a primary-
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like character and may have been an auditory nerve fiber, the distribution of 
stimuli in the PESE has been investigated in detail. The results are presented 
in fig. 111-1 in Grashuis (1974). The distribution TI(~le) of stimuli in the 
PESE cannot be seen to deviate from Gaussian. As a consequence we take as wor
king hypothesis that a Primary Auditory Neuron in a Gaussian wide band statio
nary auditory environment may be modelled by a second degree transducer follow
ed by an exponential event generator. 

8. PARAMETER EST1MAT10N OF THE PAN-MODEL. 

-+ 
For the estimation of the parameter vector c and the parameter matrix D 

the stimulus ensemble f and stimulus functionals ~k have to be selected in 
such a way . that the parameters can be computed from the correlations ~.' Sub
stitution of the estimated va lues of tand D in Eq(15) then supplies the neu
ral response function g(el~). This function g then may be used for prediction 
of PSTH's and for descriptions of the structure of the receptive field. 

A possible choice, not necessarily the only one, is given again by a 
Gaussian distribution of the stimulus ensemble. 

-+ -+-+ -1-+-+ 
f(x) = foexp - Hx-a) B (x-a) (16a) 

where 
-+ 
a ~ ~ f(~) is expected value of SE 

ït 

B = ~ ~~~ f(~) - ~A~ LS covariance of SE. 
-+ x 

The distribution of the Pre-Event Stimulus Ensemble is also Gaussian 

where 

-+ -+-+ -1-+-+ 
p(x, e) = poexp - ~(x-m) S (x-m) 

-+ 
m ~ ~ p(~, e) is expected value of PESE. 

-+ x 

( 16b) 

(I6c) 

(17a) 

(17b) 

-++ -T -+-+ 
S = 1 X'X p(x, e) - mAm is covariance of PESE. (17c) 

x 
The relation of Bayes gives again the possibility for determination of ~ 

and D. Combination of Eq(7), (IS), (16) and (17) and use of the symmetry of 
the covariance matrices Band S leads to 

-+ -1-+ -1-+ 
c = S m - B a (18) 

for the neural vector, and 
D = B- I - S-I 

for the neural matrix. 

(19) 

Eq(18) and (19) give neural vector ~ and matrix D characterising the PAN
model as function of expected value and covariance of SE and of PESE. Both à, 
B and ~, S are experimentally observable. The expected value ~ of SE will nor
mally be zero, S is the autocorrelation function of the SE. The expected value 
~ of PESE is equal to the first order stimulus-event correlation as defined by 
Eq(3) and (4a); the covariance S of the PESE can be derived directly from the 
second order stimulus-event correlation defined in Eq(3) and (4b). 

Several conclusions can be drawn for the PAN-model defined by Eq(15) in a 
Gaussian stimulus environment: 
1) PESE is Gaussian. 
2) modelparameters a and D can be determined completely from first and second 

order stimulus-event correlation. 
3) neural matrix D is zero if and only if covariance S of PESE is equal to co

variance Bof SE. -+ 
4) the expected value m of PESE is equal to the convolution of covariance S of 
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PESE and neuraZ vector d. 
5) the covar iance S of the PESE ~epends on neuraZ matrix D and covar iance B of 

SE, but not on neuraZ vector c . 
6) the expected vaZue ~ of PESE depends on neuraZ vector d, covariance B of SE 

and on neuraZ matrix D. 
7) if neuraZ matrix D equaZs zero, than expected vaZue ~ of PESE i s equaZ to 

the convoZution of covariance B of SE and character istic vector t . 
9. QUANTITATIVE VERIFICATION BY RESPONSE PREDICTION. 

-+ 
From stimulus-event correlation the neural paramete rs c and D can be de-

rived. Substitution in Eq(15) suppl ies the response function g( el t ). This 
function predicts the neura l probabil i t y of an event (PSTH) for s t a tionary 
wideband stimuli. 

Verification has been made for 10 units in the cochlear nuc l eus of the 
anesthetised c a t; long sequenc es of ps eudo-random Gauss ian noi se with a spec
trum flat up to 5 or 15 kHz were pre s ented . Stimulus-event corr e l a t i on suppli ed 
a t entative r esponse func tion. Independent short ps eudo-random noise s equences 
(5- 80 msec) wer e repeat edly present ed and the PSTH of t he neuron was construc
ted. Compari son of predic t ed and measured res pons e showed a good agr eement. The 
characteristic frequenc y of the units varied between 800 and 6.000 Hz; they 
showed different amount s of phaselock . The r esults a r e pres ent ed in fig. 111-
II t o 111-26 in Grashui s (1 974). 

The conclusion of these experiment s i s : for s imple auditor y unit s in the 
cochlear nucl eus the r esponse t o a wi deband s tationar y s timulus i s gi ven by 
Eq ( 15) where t a .m ( 20a) 

'" '" and D b. {;;~;; + ;; ~~ (20b) 

'" In this expression ;; is the Hi lbert-trans f or m of ;; : a s timulus equa l in tem-
poral and spectra l envelope but differing 90 degr ees in phas e for a ll frequen
cies. 

Narrowband and nons tationa r y stimuli have been used to inv es tiga te the 
behaviour of the neuron with respect to propertie s not contained in the model 
(Van Gisbergen, 1975). With these stimuli a numb er of neurons demons trated 
more complex r esponse func tions which could only partly be described in a for
mal way . 

10 . DISCUSSION AND CONCLUSI ONS. 

A model has been presented for a primary auditory neuron cons isting of a 
s econd degree transduce r followed by an exponential event genera t or. It turns 
out that first and second order stimulus-event correlation for a Gauss ian sti
mulus ensemble supply sufficient information to det ermine all parameters of the 
model. It can be shown tha t the same conclus ion holds, but with different ma
thematical r elations, for a second degree transducer followed by a linea r event 
generator. In this case however a Gaussian SE does not produc e a Gaussian PESE. 

The approach given here can also be applied on models of secondary audi
tory neurons . The mathematic s becomes more complicated and the number of para
meters increases; however, it may give an important contribution to the inpre
tation of stimulus-event correlations. A combination of model formulation and 
correlation procedure appears an effective approach to identification of ne u
ral function. A qualitative study of the distribution of the PESE gives sup
port for a qualitative model of the neuron, quantitative properties of the 
PESE as expressed in correlation functions give the parameter estimation. 

Verification of the quantitative model has to be made inside the domain 
of validity (e.g . Gaussian stimuli). Comparison of model and neuron outside 
this domain (e.g. tones, vocalisations) indicates improvement of the model: 
higher order nonlinearities, time vary ing parameters as in adaptation. These 
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considerations suggest ~n approach starting . from global properties based on 
stimulus-event correlation for a wideband stationary stimulus ensemble and di
verging into more specific neural properties investigated with specific stimuli. 
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A COCHLEAR MICROMECHANIC MODEL OF TRANSDUCTION 

1. INTRODUCTION 

J. B. Allen 
Bell Laboratories 

Murray Hill, New Jersey 07974 

The cochlea is the organ which converts low level pressure variations 
into electrical (neural) signaIs. lts ma in function is to filter the stapes 
input signal through a continuum of very narrow, bandpass filters. These 
narrowband signals are then half-wave rectified and modulate the firing rate 
of a large number of neurons, which in turn signal the central nerves system. 

While this basic outline has long been weIl documented [Kiang, et . al., 
(1965); RusselI & Sellick, (1978)], certain critical details are as yet un
explained. Existing models of basilar membrane (BM) motion appear to be in 
reasonable agreement with experimental BM velocity measurements [Allen, (1979), 
Allen & Sondhi, (1979)]. These models give rise ta a low- pass frequency 
response whose cutoff frequency varies with position along the BM. From obser
vations of the differences between mechanical and neural response, a final 
transforma tion from low pass to bandpass appears to take place during the 
mechanical to neural transduction process at the ha ir cell level [Evans, E. F. 
(1977): Hall, J. L., (1977); Allen, J. B. (1977)]. 

2. THE "SECOND-FILTER" 

For introductory purposes, we present in this section results which argue 
for the validity of modeling the transfer function between mechanical and 
neural response by a second order spectral zero. In Figs. l(a-c) we show 
model calculations which compare model tuning curves with measured neural 
tuning curves [Kiang & Moxon, (1974)] a t different characteristic frequencies 
(CF's). The model tuning curves were computed using the two-dimensional 
mechanical model of Allen and Sondhi (1979), followed by a spectral zero 
systematically located b e low the CF (and a po Ie above CF). Our experience 
has been that any measur ed neura l tuning curve may be closely matched by 
adjustment of the model spectral zero. 

10-2~--.--r-r.-rrTT-----r--'-'-'-rTTT'----'~ 

10- 6 

Fig. 1. In this series 
of figures we make com
parisons between cat 
neural data as measured 
by Kiang and Moxon(1974) 
and the mechanical model 
of Allen and Sondhi 
(1979) modified to in-
.e lude the transduction 
filter HT(x,s); Eq . 1. 
a) The model neural mag
nitude response at the 
transduetion filter 
output . 

In Fig. 2 we show 
(solid line) the cochlear 

-6~ __ ~~~~~~~~~~~~~~~~~~~~~ 
0.5 x 10 0.15 0 .2 0.5 1.0 2.0 5.0 10.0 25.0 map for model CF values. 

f(kHZ) 
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Fig. lb. A speeifie 
eomparison between 
the model and a neural 
tuning curve at a CF 
of 3.5 kHz. 

This curve · agrees 
quite closely with pub
lished values of the 

10-6 cochlear map of the cat. 

05 10-6 '-:~L-~~~ __________ ~ ____ -L __ ~ __ -L~L-~~~ The dashed line gives 
. x 0.5 1.0 2.0 5.0 ~O.O the location of the 

assumed spectra l zero fre
quency fz of the model 

trans duction filter us ed in computing the tuning curves. The curve labeled f 
will be discussed. More s pecif i cally we define p 

f (kHZ) 

x = positional eoordinate along BM 
f = stimulus frequeney 

i 
s 

VBM(x,s) w = 21ff 

0(x, s) 

2 2 
s +2~z(x)s+wz(x) 

s2+2~ (x)s+w2(x) 
p p 

V-ï 
iw 
BM veloeity 

= hair eell exeitation (tuning) 

( 1) 

wh er e HT(S,x) is the transduetion filter which rela tes 0 to VBM by the rela
tion 
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Fig . le . A eomparison between 
the model and a neural tuning 
curve for a low frequeney CF . 

The roots w of the num-z 
erator of HT (x, s) are the zeros 
of the transduction filter of 
the model . The damping ratio 
~ (x) defines the bandwidth 
(aepth or sharpness) of the zeros 
For Fig. 2, we have assumed 
~(x) = 0 in defining the root 
frequencies w (x) and w (x). 
Since the pol~ frequenJ? w is 
above CF and is therefore ~n the 
cutoff region, it is a less inter 
es ting feature. Thus we will 
concentrate on the zero for the 
present. 
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Fi g. 2. We compare her e the 
cochlear maps of the zer o and 
pole of the mode l t ransduction 
f ilter to that of CF. 

fz (X)J---- __ _ 

f -- In Fig. 3 we plot the 
CF(x) --10~~~--L-~L-~L-~ __ ~ __ ~~~ __ ~____ phase of 0 (w,x) for several 

0.0 0.22 1.1 2.2 model tuning curves. Each curve 
is for a different place x on 
the BM. As a result of the 

transduction filter ze ro, the phase will jump by a s much as TI radians (depending 
on ~z ) at w

z
• Since we have placed the zero in the l e ft half s pl ane, the phase 

s l ope a t w = w is posi tive (with increasing frequ ency ). A zero to the right 
o f the iw ax isz would have caused the phas e to decreas e acros s the zero. The 
phas e r esponse to a singl e f r equency tone as a function of pla ce x as found by 
the model has a v ery s imila r s ha pe . 

x(cm) 

1.0 

0.0 

-1.0 

F:: -2.0 
...... 
w 
(f) 

-3.0 
<1: -4.0 
I 
~ -5.0 

-6.0 

- 7.0 

-8.0 
1.0 2.0 3.0 I 5.0 10K 

Fig . 3 . As with the magnitude 
response, the phase , whether 
plotted as a function of l og (f ) 
or place x , is qui te simi lar. 
This figure shows phase as a 
function of frequency for f our 
different measurement locations . 

In Fi g . 4 we reproduce a 
figure s howing phase a s found by 
Kim, Siege l, and Molnar (1979). 
Using their measurement technique 
they det ermined the pha se due to 
a single tone s timulus over a 

l a r ge numb e r of units in a single animal. 
n euron' s res ponse against the neuron's CF. 

They th en plotted the phase of each 

o-,--------------------------------~ Fig. 4. This figure shows 
cochlear neural phase r esponse 
to a single tone of f r equency 
620 Hz plotted as a f unction of 
estimat ed place along the BM 
[Kim, Siegel , Molnar, (1 979) J. 
Note the phase jump for CF 's of 
2 kHz. 

ei 
<1: 
Cl:: 471" 

c 

W 671" 
(f) 

<l: 
I 871" a.. 

1071" 

1271" 

50 

f s=620 Hz 

Ls= 
45 db. 

6,7 SR 215 SIS 

+,x SR < 15 SIS 

I 
0.1 

In th is way they approximately 
dete rmined the phase of the 
neural excitation due to the 
input tone as a function of 
position along the length of 
the cochlea, since CF is relat
able to the inervation point on 

CF (kHz) the BM by i:he cochlear map. As 
~-rl,i -rl ,i -rl,i-rl ,i-'I ,i -'I "-'I Ti -'--r--r--'-~I may b e seen in Fig. 4, Kim et . al . 

20 40 60 80 100 found a positive TI phase shift 
I 
0 

ESTIMATED DISTANCE FROM STAPES ("10) (at 2 klJz ) for CF' s above the 
input stimulus frequency in agree
ment with the spectral zero model 
TI phase shift (Fig. 3 and Eq. 1). 
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Thus the second-filter model of a left hand plane spectral zero gives ex
cellent agreement with both the neural tuning magnitude (stapes pressure for 
threshold neural iso-ra te) and phase. 

From the above evidence it appears that (a) the transduction filter H is 
required from a modeling point of view; (b) the transduction filter is equiva
lent to a spectral zero; (c) in some sense the cochlea transduction mechanics 
acts as a linear system since linear system theory concepts are applicable (e.g., 
zeros make up the transfer function). 

As a result of the cross correlation measurements of deBoer (1973), Evans 
(1977), M611er, (1977) it appears that the above conclusions are valid at levels 
weIl above threshold. 

3. A SIMPLE MODEL FOR RADIAL SHEAR 

A concept that hes been prevalent throughout the recent (last 20 years) 
history of cochlear modeling is the concept of radial (transverse) shear motion. 
In the following we present a simplified model of radial shear motion (which we 
will need later) in order to reveal what we feel are basic principles. 

Fig. 5. A cross-section showing the 
BM displaced. Since AB and DG are 
equal in length in this simplified 
model3 BG remains parallel to AD 
af ter any BM displacement ç. As a 
result3 triangles abc and atb'c' are 
similar3 and displacement ó is pro
portional to the BM displacement ç. 
We define this ratio as the shear 
gain G3 namely G(x) = ó(x)/ç(x). 

The basic question we ask is 
the following: assuming that the BM 
is displaced by an amount ç, what is 
the relative shearing displacement 

between TM and RL. We pick points on TM and RL that are opposite each other 
in the rest condition and define the distance Ó as their relative radial or 
transverse (~ direction) separation when the BM is displaced by ç. The dis
placements of the model are defined in Fig. 5. 

A simple analysis of the geometry shows that triangles abc and a'b'c' are 
similar. For small angles at vertex a we then have the proportionality 

BM displacement 
radia Z- shear-disp Zacement· 
length AB : length ab 

E 

h 
subtectoriaZ dimension 
organ of corti height. 

In the following we assume that E is given by the length of the outer 
hair cell cilia, since these cilia appear to be firmly fixed to both TM and 
RL, and that W

1 
: W/2, where W(x) is the BM width. 
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We now define a new variabIe G(x) which we call the shear gain: 

G(x) = ~(x)/~(x) . (5) 

For purposes of the present definition we assume here that the TM is 
rigid, arestriction which we shall later relax. Thus ~ is the displacement 
between the RL and the rigid TM. 

Note that the relation between ~ and ~ is linear (proportional) and in
stantaneous (frequency independent). It is equivalent to a lever having a 
displacement gain of G. 

Thus according to the above assumptions and Eq. 's (3-5) 

since E « h . 

G(x) - 2h(x) 
W(x) 

4. THE RESONANT TECTORIAL MEMBRANE MODEL 

(a) ~e Physical Model 

( 6) 

In order to introduce a zero into the transfer function between BM motion 
~ and TM-RL s hear ~ it is necessary that the tectorial membrane move indepen
dently and not be locked to BM motion through the radial shear lever gain G, 
Eq. (5). With th is end in mind we introduce an elastic connection between 
the body of the ' TM and the scala wall as shown in Fig. 6. 

~~~~~~~~~~~§§~~~~~~~Fig . 6. In this figure we have fur-~ th er abstracted the physical model 
of Fig. 5. by specifically specifying 
the BM restoring force KB' the BM 
mass mB' the tectorial mass mT, the 
cilia stiffness k , and the sUbtec
torial damping r ~ Furthe~ore we 
have added the t~ctorial stiffness 
and damping kT and r T as discussed in 
the text. By allowing the XM to move 
independently of BM displacements, 
with its own resonant frequ~ncy as 
dete~ined by kT and mT, it is pos-

~~~~~~~~~~~~~~~~~~~~~ sible to introduce a zero into the transfer function between XM-RL shear 
displacements and BM displacement . 

The cilia stiffness k represents stiffness with respect to radial shear; it 
may be thought of as ~ bar clamped at the RL end and pinned at the TM end. 
Since the space between TM and RL, the subtectorial space, is only 2-6 ~m, the 
equation of motion between these two surf aces must include a viscous force 
which is shown here as the dashpot labeled r. The tectorial membrane mass 
is labeled m , while the elastic connection lo the scala wall is kT ' For 
reasons whict will become obvious it is necessary to include adamping loss 
across kT labeled rT' 

The basic principle of this model is that the spring-mass system of the 
TM, namely kT and mT' may resonate independently from that of the basilar 
membranee system of KR and mB' When conditions are right the TM can move in 
phase with the RL proaucing zero relative motion. We will show that this 
condition will give rise to a spectral zero as assumed in Section 2. 
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(b) The RectiZinear MechanicaZ ModeZ 

In order to analyze the physical model of Fig. 6 it is helpful to redraw 
it in rectilinear form as shown in Fig. 7. Those not acquainted with this 
procedure should refer to the book of H. Olson (1958), Chapter 4. The solid 
lines represent hinged rigid massless rods in the rectilinear circuit, the 
coils are springs, and the boxes are masses. The radial shear model has been 
included as a lever having a mechanical advantage of G(x) (see Eq. 5). The 
mass on the left is the sum of mB and mT since vertical BM motion is loaded 
by both masses, assuming the outer hair cel 1 sterocilia are rigid to vertical 
forces. 

F~ 

VERTICAL 
MOTION 

• 

KS 

SHEARING Fig. 7. In order to anaZyze the 
MonON mechanicaZ system described by Fig. 6 

.. __ ... ~ we redraw it in rectiZinear form. The 
soZid Zines represent massZess rigid 

rods or Zinkages . 

I":::::.. The verticaZ rod 
G vC+vT /, rT ZabeZed G is a Zever 
1P ...... ~-1~~ .... 1t .. ~::::~ having a mechanicaZ 
~ kc advantage of G. It 

f represents the 
kT r adiaZ shear modeZ 

which transforms verticaZ BM motion to 
radiaZ shearing motion (Fig. 6). Springs 
are represented by coiZs, masses by boxes 

rand rT. The pressure drop 
v~Zocity vBM. 

and the two viscous dash pots are ZabeZed 
across the BM gives rise to force F and thus to 

(c) The EZectricaZ EquivaZent Circuit 

A straightforwavd and simple method for finding the electrical equivalent 
network is to use the mobility method (see Olson, Chapter 14). The mobility 
equivalent circuit may be drawn by inspection from the rectilinear model. 
The classical electrical network is th en found by forming the dual network 
(interchange current and voltage, Land C, Rand G and pa r a llel with series ). 
Af ter performing these operations we find the classical mechanical analogue 
circuit shown in Fig. 8. 

5. ANALYSIS OF THE MODEL 

(a) The Second FiZter 

Fig. 8 . The more common form 
of mechanicaZ- eZectricaZ ana
Zogue is the force=voZtage 
anaZogue . The mechanicaZ 
modeZ of the cochZear duet , 
as shown in Fig . 6, has thereby 
been r educed to the eZectricaZ 
circuit of this figure. 

The principle question of interest is: What is the transfer function which 
relates V (w,x) to VBM (w,x)? The quantity V is defined as the shear velocity 
between T~ and RL, arid it is a quantity thatSmight weIl drive inner ha ir cell 
cilia. According to observations these cilia do not seem to be connected 
directly to the TM; however, the cilia would be displaced by fluid flow across 
them (as sea grass bends in a gentIe wind). 
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The transfer function in question may be identified as the second filter, 
and from the current divider law, can be shown to be 

Ó smT+rT+k~s 
HT(X,s) = V/VBM = G ( (k k smT+ rc+rT)+ c+ ~/s 

(7) 

As in Section 2 we call HT(x,s) the transduction filter. The transfer function 
HT consists of a zero at Irequency f and a po Ie at frequency f where z p 

(8) 

Note that f > f since k + kT > kT' P z c 
The significance of this result is that a spectral zero, which is required 

to account for the difference between the mechanical and neural response, naturally 
follows from the model. This point is the main result of th is paper. 

(b) Basilar Membrane Impedance 

A basic quantity of importance in cochlear macromechanics is the BM impedance, 
defined as the ratio of pure tone trans-BM pressure to steady state normal velocity. 

The impedance is usually assumed to be of the form 

ZBM = KB(x)/s + R(x) + SMO' 

(9) 

(10) 

All results in this paper have in fact assumed a BM impedance of this form. 
We hope therefore that the input impedance of the model proposed in Fig. 6 will 
be in some way consistent with Eq. (10). In a sense this is true, however 
a rigorous analysis is somewhat difficult (Allen, 1980). If the input impedance 
to the right of the transformer were real, then Eq. (10) would hold exactly. 
In fact, according to the model of Fig. 6. 

K 
ZBM(x,s) = s(mT+mB) + ! + 

Therefore a rigorous analysis of BM 
significantly more complicated than 
the time differential equations are 
order. 

2 (rc+k~s)(k~s+rT+smT) 

G (X)(kc+kT)/s+(rC+rT}+smT . (11) 

motion assuming the model of Fig. 6 is 
previous BM macromechanical models since 
fourth order in time rather than second 

6. A NONLINEAR MICROMECHANICAL MODEL 

The nonlinear properties of the cochlea have been weIl documented in the 
recent literature. Clearly, for any micromechanical model to be useful it 
must account for these nonlinear properties, such as combination tone gener
ation, two-tone suppression, and known threshold and QlO variations with input 
level. Toward this end we propose that the stereocilia stiffness k be a 
decreasing function of signal level (i.e., the cilia become limp wiih increased 
SPL). We feel that there are many qualitative justifications for such a 
proposal: (a) Flock (1977) has pointed out that the outer hair cell sterocilia 
are composed of the protein actin. Based on the structural composition of the 
actin filaments Flock has proposed that the cilia bending moment (k ) could 
possibly be variable (personal communication), (b) The sterocilia a~pear to 
grow limp af ter strong sound stimulation, (c) Stimulation of the COCB efferent 
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neural system, which terminates at the outer hair cells and thus might effect 
kc directly, seems to modify neural tuning in a way which is consistent with 
decreased k in the model, (d) The deep null and TI phase shift observed in the 
rate functign reported in Kiang et. al. (1969) (Nelson's noteh) for large sound 
pressure levels is consistent with decreased k with SPL (e.g., let k go to 
zero in Eq. 7), (e) The rapid loss of the tip gf the tuning curve of fhe receptor 
potential curve near CF is a1so consistent with th is hypothesis since as kc goes 
to zero the CF appears to decrease toward the zero of H , (f) The apparent 
increase in BM damping might be accounted for by decreared k since as k decreases 
r is "turned on" in the sense that a greater velocity is alÎowed acrossCthe 
TM-RL interface (increasing the effective mechanical losses). 

The ultimate test of these ideas must await a proper simulation of this 
model. For technical reasons we have not yet been successful in comp1eting 
this simulation. 
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ADDENDUM TO: "A cochlear micromechanical model of transduction" 

J. B. Allen 
BeZZ Laboratories, Murray HiZZ, New Jersey, USA. 

I would like to clear up how the zero is introduced into the spectrum, 
based on simple physical arguments. 

The amplitude of the radia l mode of TM oscillation is limited only by 
dashpot rT. Without this element the resonance would become unbounded. The 
elements kc' mT and kT' when redrawn in rectilinear form comprise a spring
mass-spring-ground system, with TM element kT representing the grounded spring 
and TM mass mT representing the mass element. When excitation is applied to kc 
at RL below the pole resonance frequency, given by /<kT + kc)/mT' the mass 
moves in phase with the excitation. At low frequencies the mass must move by an 
amount less than the drive point. As the resonance frequency is approached, the 
mass velocity becomes unbounded. Thus at some point the shear, given by the 
velocity across kc' must be exactly zero, in the lossless case. 
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COMMENT ON: "A cochlear micromechanical model of transduction" 
(J .B. Allen) 

P. Dallos 
Auditory PhysioZogy Laboratory, Northwestern University , Evanston, U. S. A. 

One of the critical points of your argument is that the model reproduces 
the notch in FTC's at the juncture of the tip and the tail segments that was 
shown by Kiang and Moxon (1974) for cat nerve fibers. I would like to point 
out that such notches are not seen in Chinchilla FTCs and only rarely in 
Guinea pig responses. In my opinion, any model that depends critically on an 
idiosyncratic feature seen in the response of a particular species can not 
have general validity. 

REPLY TO COMMENT OF P. DALLOS 

J. B. Allen 
BeZZ Laborator ies, Murray HiZZ, New Jersey 07974, U. S .A. 

The notch present in high frequency units in cat can fall below the 
middle ear response. 
Th is was, I fel t, a clue that a spectral zero might exist. When the zero 
moves very close to the iw axis in the complex s plane the depth of the notch 
in the spectrum is very deep. As the zero moves away from the iw axis, the 
influence may still be strong on the spectrum, but is not as obvious. For 
example in Fig. Ib the zero has the effect of about 30 dB of attenuation at 
2 kHz and the notch is not appearent. 

COMMENT ON "A cochlear micromechanic model of transduction" (J.B. Allen) 

J.J. Zwislocki 
Institut e for Sensory Research, Syracuse Univers i ty, Syracuse, New York, U.S. A. 

I have three comments that concern the origins of some of the fundamental 
ideas used by Allen. 

To the best of my knowIedge, the model of Fig.6, in which the tectorial 
membrane is assumed to be rigid and to rotate around the rim of the spiral lim
bus, ~vas first proposed by Ter Kuile in 1900 to explain shear motion between 
the tectorial membrane and the reticula:clilmina ... A modification . of this model, 
allowing a radial motion of the tectorial membrane, as shown in Allen's Fig.7, 
was proposed by myself at a 1978 meeting of the Acoustical Society of America 
over Allen's objections and later published in Acta Otolaryngologica (1979) 
and in Science (1979). Some essential consequences of the assumed radial motion 
of the tectorial membrane, including a 1800 phase shift, were discussed on all 
three occasions. Finally, the possibility of a resonance of the tectorial-rnem
brane-stereocilia system was proposed by me at a symposium held at the 50th 
anniversary meeting of the Acoustical Society of America, Spring 1979, again 
over Allen's strong objections. I quote two summary statements from the text: 
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11 it seems that local resonance of the stereocilia-tectorial-membrane system 
is within the realm of possibilities." and " ... a significant loading of the 
basilar membrane by the transversal motion of the stereocilia and associated 
structures would convert it from the usually assumed second-order system to a 
fourth-order system." All the papers of that symposium are being published in 
the May, 1980, issue of the Journalof the Acoustical Society of America. I am 
glad to learn that the same ideas are now espoused by Allen (Figs. 7, 8 and 9). 
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QUANTITATIVE MODEL ANALYSIS OF BASILAR MEMBRANE MOTION 

Max A. Viergever 

Dept. of Mathematics, Delft University of Technology, The Netherlands 

1. INTRODUCTION 

In the operation of the inner ear two stages can be discerned: 
I The response of the basilar membrane (BM) to stapes movements, 
11 The excitation of receptor cells due to membrane motion, followed by the 

activation of nerve fibers. 
Up to now, the theory of cochlear mechanics has mainly concentrated on the 

first - macromechanical - process. The reasons are obvious: the second process 
cannot be analysed until the first is sufficiently understood, and validation 
of models that aim to explain (part of) the second process is· as yet not 
feasible for lack of experimental data. 

Although in the last few years much insight has been gained in the 
mechanisms governing cochlear macromechanics, there are still several important 
problems to be solved: 
a. BM motion is nonlinear in intact cochleae. How is this accounted for ? 
b. Which dimensionality is most appropriate in cochlear modelling ? 
c. Are exact solution methods necessary, or can we content ourselves with 

asymptotic techniques ? 
d. Is it possible to fit the measured BM vibration data quantitatively ? 
In this paper these items will be briefly discussed. 

2. NONLINEARITY OF BM MOTION 

Whether or not BM motion in living mammals is nonlinear has been a point 
of discussion for a long time. Rhode's (1971, 1978) measurements with the Möss
bauer technique revealed a significant nonlinearity of the saturating type in 
the mid-frequency region of the living squirrel monkey. In all other experiments, 
including Rhode's observations in the high frequency regions of the squirrel 
monkey and guinea pig cochleae, the response of the BM was linear. 

Very recently, however, Le Page and Johnstone (1980) reported nonlinear BM 
behaviour in the basal turn of the guinea pig cochlea. They used a capacitive 
probe technique in their experiments. The nonlinearity was of the type shown 
by Rhode in the squirrel monkey; its presence was very much dependent on the 
physiological integrity of the cochlea, also in conformity with Rnode's (1973) 
findings. Accordingly, BM nonlinearity is not, as sometimes thought, an artefact 
of the Mössbauer technique, nor is it species-linked or observable only in 
limited frequency regions. Very likely, BM motion is essentially nonlinear in 
properly functioning cochleas, and becomes linear only by the invasiveness of 
the measuring techniques. 

The nonlinearity in BM vibration seemingly necessitates the use of a non
linear model in the study of cochlear macromechanics. Yet, other recent 
observations suggest a different approach. Kemp (1978) observed that sound 
energy is re-emitted by the auditory system, into the outer ear canal, following 
acoustic stimulation. This phenomenon is almost certainly due to an active, 
physiologically vulnerable mechanism in the mechano-electrophysiological 
transduction process. This process takes place in the organ of Corti / 
tectorial membrane (OC/TM) complex, at or ne ar the point of maximum response 
of the BM. In order to explain the echo in the auditory canal, there has to be 
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a feedback from the OC via the BM to the outer ear. 
The physiological vulnerability of both the mentioned active mechanism 

and BM nonlinearity, together with the existence of a feedback path from the 
site of the former to that of the latter, indicates that nonlinearity is not 
originally present in BM motion, but only as a result of this feedback. Hence I 
suggest that the inner ear performs a frequency analysis as sketched in Fig. I. 
In consequence, when one wants to study the first filter per se (i.e. without 
information f.ed back from the OC/TM complex), a linear model approach suffices. 

I I 

stapes 8M OC/TM nerve fibers ... -
Linear non Linear 

Fig. 1. Suggested functioning of the cochlea filtering process. The feedback 
loop changes the character of the BM filter from linear to nonlinear. 
(It should not be ruled out that the feedback mechanism also affects the 
sharpness of tuning, and increases the low frequency slope of the amplitude 
curve just before the characteristic frequency. The first filter thus gets the 
bandpass-like appearance as observed by Rhode). 

3. DlMENSIONALITY OF COCHLEAR MODELS 

From the position of mathematical modelling, the question of how many 
dimensions a cochlear model should have is a very crucial one. It is by now 
weIl established that one-dimensional (I-D) models are suitable only to 
illustrate general qualitative features, such as frequency selectivity and 
travelling wave character of BM motion. For quantitative purposes a multi
dimensional treatment is compulsory, but whether two or three dimensions are 
required is yet uncertain. 

There are two points in favour of 2-D modeIs: The dimension lateral to the 
BM is the least important for the mechanics of the system, because averaging of 
fluid pressures in this direction does not essentially alter the loading of the 
membrane, whereas averaging in the direction perpendicular to the BM changes 
the driving force of the membrane from a pressure difference across it to a 
difference of pressure averages. Furthermore, the point-impedance characteri
zat ion of the BM is the analogue in (I-D and) 2-D models of a visco-elastic 
plate, and hence has arealistic physical background (Viergever, 1978). 

The only comparison of 2-D and 3-D model results has been made by Steele 
and Taber (1979b). They argue that fluid motion in the cochlea is fully three
dimensional; their numerical calculations show that nevertheless the 2-D 
approximation estimates the response quite weIl. Therefore I consider a 2-D 
approach provisionally the most suitable. For a final conclusion as regards the 
appropriate dimensionality more research on 3-D models is needed. 

4. EXACT VS. ASYMPTOTIC SOLUTION TECHNIQUES 

The values of most parameters appearing in cochlea models are known only 
roughly. This is especially true for the mechanical proper ties (mass, resistance, 
and stiffness) of the BM. Consequently, in order to match model results quan
titatively with axperimental data, extensive parameter variation seems inevita
bIe. Thus we are left with the task of finding a both accurate and fast solution 
technique for the model equations. 

Solution methods can either be exact or asymptotic. By 'exact' I under
stand all methods that are non-asymptotic; in particular are numerical 
approximations exact by this standard. Exact methods are intrinsically accurate, 
but, except for the I-D model, slow. An accurate solution of the 2-D model 
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requires at least several minutes of computer time. 
Asymptotic approximations are computationally fast. As contrasted with 

exact methods, however, these approaches make use of a priori assumptions about 
the character of the solution, which entails that the solutions have only a 
limited validity. This property effectively eliminates long wave and short wave 
methods as satisfactory solution techniques in quantitative 2-D model analysis 
of the inner ear. More promising in this respect is the Liouville-Green (LG) 
approximation, of ten - but less accurately - cal led WKB or WKBJ method. 

The LG approximation is based on the assumption that the BM wave travels 
in a medium of which the propagation properties do not vary much within one 
wavelength. In the cochlea, this requirement is reasonably fulfilled. Steele 
and Taber (1979a) showed that the accuracy of LG is indeed sufficient, which is 
corroborated by our results. Computer time involved is an order of magnitude 
less than that of exact methods. The LG method moreover relates pre-eminently 
to the physics of the , problem, and thus provides excellent insight into the 
mechanisms whereby the observed behaviour is brought about. 

In summary, I conclude that LG is the most appropriate technique for the 
2- D cochlear model. The method is discussed in detail in Viergever (1980). 

5. QUANTITATIVE MODEL ANALYSIS 

The functioning of the cochlea as suggested in Fig . I logically implies 
that, for both qualitative and ,quantitative analysis of the first filter, the 
expe rimental data to be used as reference frame should be linear. In the 
measurements of Rhode, for instance, the feedback path is at least partially 
intact, which makes the data "too good" for a study of the BM filter per se. 
Of the various linear measurement results available, I shall consider in this 
paper the guinea pig data of Johnstone and Yates (1974, Fig. 3), which were 
obtained with the Mössbauer technique. 

The ma thematical model employed in the analysis is, in accordance with the 
preceding sections, the standard 2-D model as first described b y Lesser and 
Be rkley (1 972), and the LG approach has been used to solve the model equations. 
The numerical implementation is simple and straightforward; the program output 
is directly in the form of the measurement results: frequency is the running 
variabie, and the point of observation on the BM is kept fixed. 
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quantitative model of BH motion 

The parameters appearing in the equations are: observation point ~, fluid 
density p, channel height h, BM mass Mexp(rnx), BM resistance Rexp(rx), BM 
stiffness Sexp(sx); x is the coordinate longitudinal to the membrane. Of the 
nine constants thus introduced, six have been estimated for the data at issue 
(see Fig. 2 for values), a.o. from Fernandez' (1952) measurements of BM thick
ne ss and width in guinea pigs, and from relations be tween these quantities 
and the impedance components (Viergever, 1978). The remaining parameters M, R 
and S were determined by a curve fitting procedure. 

Fig. 2 presents the outcome of the curve fitting. The model results conform 
qualitatively to the experimental data of Johnstone and Yates. The quantitative 
agreement is poor, however: the amplitude and phase characteristics cannot 
simultaneously be matched with one set of parameters. A reasonable fit to the 
amplitude data is obtained with parameter set I, but the corresponding phase 
curve is much to steep. Besides, the resonance frequency of the BM, at prec isely 
which frequertcy the plateaus begin, is too high (21.3 kHz). On the other hand, 
the measured phase curve is approximated very weIl with set 2, but th en the 
amplitude is far off. The resonance frequency is in the latter case 19.5 kHz, 
and the amplitude plateau is at -30 dB. The difference in M, Rand S between 
the two parameter sets cannot substantially be diminished by changes - within 
acceptable limits - of the parameters m, r, s, h, p and ~. 

A previous attempt to fit BM vibration data quantitatively was made by 
Allen and Sondhi (1979). They tried to cover Rhode's (1971) results, but could 
not obtain simultaneous matches of amplitude and phase. The present results 
indicate that this failure should not be ascribed solely to the nonlinear 
character of Rhode's data. 

I conclude with discussing two possible explanations for the discrepancy 
between model results and measurement results: 
a. Inaccuracy of the data. In particular are phase characteristics equivocal, 
because they have an ambiguity of 2TI radians at each input frequency. The 
Mössbauer technique even has a phase ambiguity of TI radians (Rhode, personal 
communication). Therefore, phase curves may be steeper than usually indicated, 
especially when the number of input frequencies is small. This might reduce 
(but probably not remove) the mentioned discrepancy. 
b. Incompleteness of the model. The many simplifications leading to the standard 
2-D model have been investigated one by one in Viergever (1980). Two of them may 
have caused significant deviations, viz. omitting the third dimension and not 
taking into account the OC in the representation of the BM. Inclusion of these 
effects and of the OC-TM interaction in the model will be the main purposes of 
the mathematical theory of cochlear mechanics in the coming years. 
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PHASE RESPONSE VERSUS BEST FREQUENCY IN CAIMAN AUDITORY NERVE DISCHARGES 

J. Smolders and R. Klinke 

Zentrum der Physiologie, J. W. Goethe-Universität 
D-6000 Frankfurt, Germany 

1. INTRODUCTION 

Comparative investigations of caiman primary auditory fibres (Klinke & 
Pause, 1977, 1980) have revealed a number of similarities between these and 
mammalian primary afferents. One major difference, however, is that the CF 
of caiman fibres shifts downwards with decreasing body temperature (Klinke & 
Smolders, 1977). Similar results were reported from the toad (Moffat & Capra
nica, 1976) and the gecko (Eatock & Manley, 1976). No temperature shift was 
found in cat primary fibres (Smolders & Klinke, 1977) nor in psychoacoustic 
experiments in humans possessing absolute pitch (Emde & Klinke, 1977). There
fore we wondered if this difference reflects a difference in the basic mecha
nical properties of the ear of mammalian and sub-mammalian vertebrates. This 
hypothesis is supported by Peake & Ling (1979) who doubt the existence of 
mechanical tuning in the basilar papilla of the alligator lizard on the basis 
of their Mössbauer measurements. 

We therefore checked for the existence of a travelling wave in caiman. It 
was decided to use the method of Pfeiffer & Kim (1975) and Kim & Molnar (1979). 
This method makes use of the phase lock of the neuronal discharges from which 
the wave pattern of the basilar membrane motion can be reconstructed. It suf
fers from the disadvantage that it is an indirect method but offers the ad
vantage that the inner ear need not be disturbed. A second advantage is the 
fact that the single fibre data provide information about a large proportion 
of a single basilar papilla, quite in contrast to the available mechanical 
measurements where data were collected only from single locations. 

2. METHODS 

The general scheme of the approach was described by Pfeiffer & Kim (1975) 
and Kim & Molnar (1979). As many single primary fibres with different CFs as 
possible have to be collected from one ear in order to cover a large enough 
range of the basilar papilla with sufficient resolution. The test stimulus, a 
pure tone of fixed frequency and intensity is identical for each fibre. This 
means that in all cases identical vibration patterns of the basilar membrane 
are achieved as any phase and amplitude distortions introduced through the 
acoustic system and the middle ear are identical for all fibres. 

For the present study 3 caiman (Caiman crocodilus) were used. The proce
dure of preparation, acoustic stimulation and data collection is described in 
Klinke & Pause (1980). Ten different test stimuli were used: 88, 177, 354, 707 
or 1414 Hz at 25 dB or 35 dB attenuation (0 dB attenuation corresponds to 110 
dB SPL). Best frequency was determined using iso-intensity-frequency contours 
recorded at about 20 dB above threshold. The contours were smoothed using a 
hanning window and the maximum was accepted as best frequency (BF ~ CF). Ad
ditionally spontaneous rate and click responses were recorded. Period histo
grams were computed in 256 bins/period and Fourier-transformed. Four response 
measures were used: Spontaneous discharge rate (SR), average response rate 
(R0), amplitude and phase of the first harmonic of the Fourier transform (Rl 
and PI). SR, R0 and Rl are measured in spikes/s; PI in radians. Phase was cal
culated relative to the positive zero crossing of the electrical signal. 
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Phase vs primary fibre CF in caiman 

Details are found in Kim & MOlnar (1979). 
From these four response measures average rate (R~/SR) and phase locking 

response measures (RI/SR or RI/R~) were derived to allow comparison between 
the different fibres. These response measures were plotted as a function of BF 
since the spatial distribution of CF on the caiman basilar papilla is unknown. 
Data point select ion depended upon estimates for the standard deviation of am
plitude {RLIMIT = 12!N} and phase {PLIMIT = I/A· RLIMIT} were A is the nor
malized phase locking measure (RI/SR or RI/R~. see Littlefield. 1973; Pfeiffer 
& Kim. 1975). Values of RLIMIT accepted were 'from 0.100 - 0.058 and of PLIMIT 
between 3.142 - 0.220 rad. 

3. RESULTS 

The data presented here are based on one of the experiments where 409 
neurones (about 7 % of the total population) were recorded from one auditory 
nerve. Fig. 1 illustrates typical results. The stimulus consisted of a steady 
pure tone of 354 Hz at 35 dB attenuation. The most restrictive seleetion cri
teria were applied. RLIMIT was 0.058 (i.e. period histograms based on less 
than 600 spikes were discarded). PLIMIT was 0.220 rad (0.035 . 2 TI rad = 12.6 
deg.). The first panel of fig. 1 (R~/SR) is the normalized average response 
rate as a funetion of the neurones' BF. With the intensity level used nearly 
all of the fibres were activa ted. The second panel (RI/R~) and the third one 
(RI/SR) give a phase loeking measure for the stimulation frequeney (remember 
RI is the amplitude of the phase loeked response in the period histogram and 
R~ is the average rate). It ean be seen that a wide range of the fibres is 
aetivated by the stimulus used. In the lowermost panel the phase PI is plotted. 
Negative values represent phase lag. As the eumulative phase is unknown the 
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points were plotted modulo 2 TI. Panel 4 shows that there are significant phase 
changes in fibres of BF near stimulus frequency where phase lock is high. The 
phase lag decreases towards higher BFs at about 1.7 TI rad/oct. 

If stimulation frequencies are lower or higher than the 354 Hz used for 
fig. I it becomes clear that there is hardly a phase change in neurones the 
BF of which is much lower or much higher than the stimulus frequency. This is 
illustrated in fig. 2 where stimulation was performed with 177 Hz. 

4. CONCLUSIONS 

The data do not exclude a travelling wave mechanism in caiman and would 
rather be compatible with the presence of a travelling wave. 
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SectionIl 
Frequency and Time Resolution 

One of the main function s ascribed to theperipheraZ part of 
the auditory system is the pe r formance of frequency anaZysis on in 
coming acoustic signaZs. From direct measurements and caZcuZations 
on cochZear mechanics (section IJ and cochZear nerve phsysioZogy, 
the first stage is aZready evident . Further psychophysicaZ, physio 
ZogicaZ and behaviouraZ evidence is given in the present section. 
This information is mainZy based on tuning curves obtained with va 
rious techniques . Diffe r ent factors affecting the shape of tuning 
curves have been studied, Zike the physioZogicaZ conditions of the 
preparation , exposure to intense sounds, the effects of hearing im
pairment, and of age . Time resoZution is coupZed with frequency re 
soZution. TemporaZ aspects , such as cochZear response time , decay 
of masking, are deaZt wi th in the second part . 
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THE USE OF PSYCHOPHYSICAL TUNING CURVES TO MEASURE FREQUENCY SELECTIVITY 

D.L. Weber, D. Johnson-Davies and R.D. Patterson 

MRC Applied Psychology Unit , l5 Chaucer Road, Cambridge, England 

1. INTRODUCTION 

The traditional physiological tuning curve shows the level that a sinu
soid must have to elicit a criterion firing ra te in a single fibre of the 
eighth nerve (e.g. Kiang, 1965). This relation typically has the form of a V, 
and the point of the V defines the fibre's characteristic frequency. Since 
the measurement is made in a primary auditory fibre and since the criterion is 
gross firing rate, it seems reasonable to use the tuning curve as a measure of 
the frequency selectivity provided by the cochlea. Vogten (1974) and Zwicker 
(1974) pointed out that it might be possible to obtain an analogous psycho
physical measure in humans by presenting a low-level sinusoidal probe with 
constant frequency and amplitude, and tracing out the locus of the sinusoid 
with just suffic~ent power to mask the probe. It was argued that if the 
probe was near absolute threshold there would be minimal spread of the probe's 
excitation. In this case, the psychophysical tuning curve would be suffi
ciently analogous to the physiological tuning curve to justify use of the 
psychophysical curve as a measure of auditory frequency selectivity. Indeed, 
the gross characteristics of the two types of tuning curve are quite similar; 
both exhibit a V-shape and the asymmetry in the slopes of the two branches is 
the same in both cases. Unfortunately, the analogy breaks down under closer 
examina ti on because the psychophysical measure reflects not only peripheral 
but also central processing. There are at least two aspects to this general 
problem as evidenced by a) the phenomenon óf off-frequency listening, and b) 
the phenomena associated with interactions between the probe and masker. An 
example of the latter is beats which listeners will use whenever they assist 
probe detection. This improvement, which alters the shape of the tip of the 
tuning curve, is presumably based on temporal information in the neural firing 
pattern -- information that is not represented in the gross firing rate. This 
paper is primarily concerned with problems arising from masker/probe inter
actions but we will begin with a brief review of the off-frequency listening 
issue for perspective. 
a) Off-frequency listening 

Stated in terms of a simple filter-bank model,this problem with the psy
chophysical tuning curve arises because the central processor, whose mandate 
is to maximise performance, uses the information obtained from all of the fil
ters in the bank, not just the one centred on the probe. And whenever the cen
tral processor finds it efficient to use different members of the auditory 
filter-bank in different conditions of the experiment, the analogy between the 
psychophysical and physîological tuning curve will fail. Johnson-Davies and 
Patterson (1979) demonstrated that off-frequency listening plays a major role 
in these experiments by comparing the traditional psychophysical tuning curve 
with a 'restricted-listening' tuning curve. The latter tuning curve was gen
erated just like the former except that a second, low-level, stationary masker 
was positioned either 0.2 kHz below or above the probe. The probe was a 2.0-
kHz sinusoid presented at about 15 dB SLo The stationary masker alone did not 
mask the probe. The individual data for two of the listeners have been re
plotted in Fig. 1; the experimental paradigm is presented schematically in the 
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righthand column of the figure -- arrows indicate the expe rimental variables 
and the probe is identified by a circle on the baseline. The figure shows 
that when the primary and stationary maskers were on the same side of the 
signal, the st ationary masker had little effect, as would be expected. But 
when they were on opposite sides of the probe, the stationary masker depressed 
the tuning curve dramatically. 

Johnson-Davies and Patterson (1979) explained their findings in terms of 
e xcitation patterns. Beginning with the traditional psychophysical tuning 
curve, they argued that the probe has a reasonably wide excitation pattern even 
when presented at a low level, that when the primary masker is below the probe 
frequency it swamps the lower portion of the excitation pattern, and thus, that 
the data on the lower branch of the traditional tuning curve actually reflect 
activity occurring a significant distance above the probe frequency. The in
sertion of the stationary masker above the probe restricts the listening reg
ion to the area close to the probe wi t h the result that when the primary masker 
is below the probe frequency, a much lower masker level is required to render 
the probe inaudible. Similarly, a low-level stationary masker inserted below 
the probe frequency restricts listening when the primary masker is above the 
probe, and so depresses the upper branch of the tuning curve. The authors COlL

clude that the data on the two branches of the traditional tuning curve rcl1ect 
information carried in different populations of neurons, and that, if thepsy
chophysical tuning curve for the probe frequency could be measured in isolation, 
it would have a rounded tip and be almost twice as wide as the traditional 
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tuning curve. 
In terms of the filter-bank analogy, the problem with the traditional psy

chophysical tuning curve is that when the masker is below the probe frequency, 
the listener can be expected to use a filter centred somewhat above the probe 
frequency because it could attenuate the masker more than the filter centred on 
the probe without attenuating the probe significantly. Thus, the off-frequency 
filter would provide a better signal-to-noise ratio on which to base a response. 
And when the masker is above the probe a filter somewhat below the probe would 
provide the best signal-to-noise ratio. Thus the two branches of the tuning 
curve represent different groups of filters and the two sets of data cannot 
properly be joined at the probe frequency. The insertion of the stationary 
masker on the side of the probe opposite the primary masker eliminates the ad
vantage of off-frequency listening and so restricts the listener to the probe 
region. 
bJ Masker/probe interactions 

The original psychophysical "tuning curves were generated in a simultaneous 
masking paradigm; in this case the interaction of the signal and masker can 
give rise to beats, combination tones, and suppression, all of which may in
fluence the shape of the tuning curve. The beats can be eliminated by using a 
narrow-band noise as masker and/or probe, the combination tones can of ten be 
masked with a secondary, low-level masker, and the effects of both can be mini
mised by using very brief, low-level probes, but suppression cannot be avoided 
in simultaneous masking. Suppression of the probe does not occur in forward 
masking; however, forward masking introduces its own difficulties. In parti
cular, threshold changes with probe duration, temporal separation between the 
masker and probe, and overall masker level, so that a variety of tuning curves 
can be generated for the same probe frequency. Furthermore, forward-masking 
tuning curves are still subject to the problem of off-frequency listening 
(O'Loughlin and Moore, 1979). The same temporal difficulties arise with the 
pulsation-threshold method. In addition, there is new evidence (Moore, 1980) 
to indicate that the interpretation of forward masking data is further compli
cated by the fact that there are pitch changes at the termination of the masker 
which the listener can use to perform the task in some instances. Thus, until 
we can evaluate the significance of the effects of the stimulus parameters in 
forward masking and control the pitch-shift cues, the psychophysical tuning 
curve will remain an interesting analogy but an impractical method for esti
mating peripheral frequency selectivity. 

In this paper we review two experiments designed to compare the tradition
al psychophysical tuning curve produced with a sinusoidal masker with the 
tuning curve generated by a .narrow-band noise masker. The first experiment was 
intended to assess the effect of beats on the shape of the tip of the traditilln
al tuning curve. A simultaneous-masking paradigm was used with a long-duration 
probe (400 ms). The experiment, reported by Johnson-Davie s (1979), also exam
ines the effect of probe level. In the second experiment (Weber, 1980) the 
effect of beats is further investigated by reducing probe duration to 35 and 5 
ms, and the simultaneous tuning curves are then compared with their forward
masking counterparts to assess the role of suppression in these situations. 

2. METHOD 

The two experiments had similar methods of stimulus generation and similar 
procedures. As in Johnson-Davies and Patterson (1979), the narrow-band noise 
masker resulted from the multiplication of low-pass filtered white noise and a 
sinusoid. The masker bandwidth was twice the -3 dB cutoff of the filtered 
noise; the frequency of the sinusoid was the centre frequency of the noise 
masker. Individual programmabie attenuators varied the masker level for each 
observer. The probe was cosine gated with 100-ms (Johnson-Davies) or 5-ms 
(Weber) rise/fall times. In simultaneous masking, the masker occurred for at 
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least ZOO-ms before' and af ter the probe presentation. In forward masking, the 
offset-onset time measured at the half-pressure (6-dB down) values was 5 ms 
(0 ms between the O-pressure values). 

Thresholds for young normal observers were estimated using an adaptive 
two-interval forced-choice procedure af ter Levitt (1971). A typical run re
quired roughly 80 trials and contained 15-20 turnarounds whose ave rage pro
vided the threshold estimate for that run. Each datum reported here is the 
mean of at least two such estimates per observer averaged across at least four 
observers. 

Johnson-Davies used a 2-kHz sinusoidal probe at 10, 20, and 30 dB SLo 
The bandwidth of the noise masker in this experiment was 100 Hz. A low-level, 
low- pass noise prevented the detection of combination tones. Weber used a 
probe frequency of 1 kHz. The bandwidth of the noise masker was 50 Hz. The 
5-ms probe was presented at 38.5 dB SPL (power) for all observers. The 35-ms 
probe was presented at two levels to provide both equal-energy and equal
power comparisons with the 5-ms probe; the 35-ms probe levels were, therefore, 
30.0 and 38.5 dB SPL (power) respectively. These levels ranged from 5 to 16 
dB SL for different observers. There were no audible comb ination tones in this 
experiment. 

3. RESULTS AND DISCUSSION 

Probe levels of 10, 20, and 30 dB SL yielded the three tuning-curve com
parisons shown in Fig. 2; the noise-masker data are represented by squares and 
the sinusoidal-masker data by circles. For masker frequencies immediately 
above and below the 2-kHz probe, noise is a better masker than a sinusoid re
gardless of probe level. For masker frequencies roughly .8 to .95 times the 
probe frequency, noise is a better masker at the higher probe levels, but the 
difference is much smaller at the lowest level. For masker frequencies below 
.8 times the probe frequency, the difference between the two types of masker 
actually reverses! No differences are observed for maskers above 1.05 times 
the probe frequency. A similar pattern appears in the simultaneous-masking 
tuning curves for a 35-ms probe at approximately 15-20 dB SL (Figs. 3a and 3b). 
The noise produces more masking than the sinusoid in the region of .8 to 1.15 
times the probe frequency, 1 kHz. The reversal in the effectiveness of the 
two types of maskers for frequencies below .8 times the probe is not, however, 
sa clear. These differences between sinusoidal and noise maskers are in 
excellent agreement with those present in the classic masking patterns of Egan 
and Hake (1950) who attribute the difference near the probe frequency to the 
presence or absence of beating between probe and masker. This hypothesis is 
further supported by the 5-ms simultaneous-masking data (Fig. 3c) and all of 
the forward-masking data (Fig. 3d-f) where these differences between the two 
types of tuning curve do not appear. 

Comparisons of tuning curves in simultaneous and forward masking (Wightman 
et al, 1977; Moore, 1978; Vogten, 1978) have shown that except for maskers near 
the probe frequency, forward masking requires much higher masker levels than 
simultaneous masking. This difference is usually attributed to a nonlinear 
interaction between masker and probe which occurs only when they are simultan
eous1y present and which tends to make probe detection more difficult (Fastl, 
1975). One such process is suppression (Houtgast, 1972, 1974), and a simple 
exp1anation of the tuning curves is that maskers near the probe frequency mask 
or swamp the probe, but that other 'maskers' actually suppress the probe. 
Thus, tuning curves in simultaneous masking confound results from two different 
processes whereas only one process is represented in forward-masking tuning 
curves (e.g. Wightman et al, 1977). 

Accepting such an explanation, the difference between noise and sinusoidal 
maskers in the lower branch of the tuning curve would be interpreted as a 
difference in the amount of suppression they produce. But this hypothesis 
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Figure 2. Psychophysical tuning curves generated with a sinusoidal masker (0 ) 
or a narrow-band noise masker (0). The probe was a 2. 0- kHz sinusoid at 
(a) 30~ (b) 20, or (c) lO dB SL o The data show the ave rage thresholds for five 
listeners. 

encounters DNO difficulties: First, the relative effectiveness of the two 
types of suppressors varies with the frequency difference between masker and 
probe. Second, the difference in the effectiveness of the two types of 
suppressor disappears at the brief signal duration (Fig. 3c). Although it is 
possible that there is an interaction between suppressor variability and 
effective suppressor level that could account for the first problem, the 
difference in the arnount of suppression should also appear with the 5-ms probe 
and i t does not. 

That the difference in the low-frequency branch appears for the 400- and 
35-ms probes but not for the 5-ms probe sugge sts that the suppression inter
pretation is invalid - a conclusion that r ece ives further support from the 
absence of a difference between the low-frequency branches of the simultaneous
and forward-masking curves associated with the 5-ms probe (compare Figs. 3c 
and 3f). Although the data for the 35- ms probes show the usual difference 
between simultaneous and forward masking (for maskers .8 to .95 times the probe 
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Figure 3. Psychophysical tuning curves gener ated with a sinusoidal masker (O) 
or a narrow- band noise masker ( D ) . The probe was a l . O- kHz sinusoid with a 
duration of either 35 ms, in which case the pr obe level was 38 . 5 or 30 dB SPL 
(first two columns ), or 5 ms, in which case the probe level was 38 . 5 dB SPL 
(third column) . The data show the average threshold for four listeners. The 
simultaneous- and forward-masking results ar e plotted in the upper and lower 
halves of the figure r espectively . 

frequency, the ave rage difference is about 6 dB), the 5-ms data show at best 
a much reduced difference (no difference for maskers in the .8 to .95 range). 
Wightman et al (1977) used a 10-ms probe and show a small difference; all 
other experimenters use probes 20 ms or longer, and report data similar to our 
35-ms data. 

Although Duifhuis (1973) has convincingly summarised psychophysical 
measures of forward masking, and Harris (1977) has shown parallel behaviour in 
the eighth nerve response, this information only applies to maskers and probes 
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of the same frequency. We have very little information about the effect of 
parameters such as masker level, probe duration, and offset-onset time for 
off-frequency maskers. Thus, it may be th at the apparent loss of the suppress
ion effect, i.e., the difference between simultaneous and forward masking, may 
be a characteristic of off-frequency forward-masking. But it is difficult to 
see how this could account for the disappearance of the difference between 
sinusoidal and noise maskers at brief probe durationsin simultaneous masking. 

4. CONCLUSIONS 

The analogy between the physiological tuning curve and the traditional 
psychophysical tuning curve is not sufficiently strong to support the use of 
the psychophysical tuning curve as a measure of peripheral frequency selectivi
ty. The difficulty is that the psychophysical measure reflects central as weIl 
as peripheral processing. In particular: 
1. It is of ten to the listenerb advantage to base decisions concerning the 

presence of the probe on activity in frequency channels below or above the 
nominal probe channel. As aresuIt, off-frequency listening occurs and 
the traditional tuning curve overestimates the frequency selectivity 
available. 

2. For some combinations of masker and probe the stimulus contains timing 
information (beats/modulation) that provides the listener with a cue 
that does not exist in the physiological tuning-curve exp~riment. The 
listener's use of the timing cue raises and narrows the tip of the psycho
physical tuning curve artificially. 

3. The co-existence of the masker and probe in the traditional paradigm means 
that the swamping and suppression effects of the masker are confounded in 
this case. 
The traditional paradigm can be improved by adding a low-level stationary 

masker to restrict off-frequency listening, by adding a low background noise to 
mask potential combination tones, and by using brief probes and narrow-band 
noise maskers to re duce and obscure the beàts between the probe and masker. 
But the confounding of the suppression and swamping effects of the masker can
not be avoided in simultaneous masking. 

Since suppression does not effect the signal in forward masking, it would 
appear that if the stimulus parameters are chosen carefully, forward masking 
can provide an accurate estimate of masker excitation in isolation (i.e. the 
swamping effect without the suppression effect). When the probe is brief and 
the masker/probe separation is small, the forward- and simultaneous-masking 
paradigms produce essentia11y the same thresh01d va1ues (Figs. 3c and 3f) .and 
the growth of forward masking is very simi1ar to that of simu1taneous masking. 
Thus we would suggest that the psychophysica1 tuning curve most ana10gous to 
the physi010gica1 tuning curve is the forward-masking, restricted-1istening 
tuning curve, generated with narrow-band noise maskers and a brief probe that 
is separated from the masker by a minima1 gap. 
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GOMMENT ON "The use of psychophysical tuning curves to measure frequency selec
tivity" (D.L. Weber, D. Johnson-Davies and R.D . Patterson). 

J . Verschuure 
Dept . of Oto-, Rhino-, LaryngoZogy, Erasmus University Rotterdam, 
P. O. Box 1738, Rotterdam, The NetherZands. 

Weber èt al. · discuss in their paper the pros and cons of simultaneous 
masking, postmasking and pulsation; they stick to simultaneous masking for the 
time being. I discussed the pros and cons of the methods in my thesis 
(Ver s chuure, 1978) and came to the conclusion that for studying frequency sel
ectivity pulsation is the best method . The difference in outcome can be ex
plained from the following arguments : 
Firstly, Weber et aZ . state that pulsation would suffer from the same problems 
with regard to temporal conditions as postmasking does. Verschuure et aZ . 
(1976) explored the existence conditions of the continuity phenomenon. They 
showed that within certain limits the pulsation pattern does not depend on 
temporal presentation conditions . Secondly, pitch cues are important in post
masking but not in pulsation (Verschuure and Brocaar, this volume). Thirdly, 
the problem of off- frequency detection should not be used against postmasking 
and pulsation. There is evidence of its presence in all three methods. I de
scribed a model (Verschuure, 1977, 1978) in which it could be taken into ac
count in a quantitative way. I think this is also possible in postmasking but 
not in simultaneous masking (Verschuure, 1980). 

As last remark a theoretical consideration. In interpreting masking pat
terns. we use the superposition theorem. In the theorem we assume that the ac
tivity of two sine waves (stimulus and probe) is the sum of the activities of 
the separate sine waves. This cannot be fulfilled in masking because of non
linear phenomena as suppression and combination tones . The superposition the
orem is not needed for interpreting pulsation patterns, because of the alter
nated presentation of the sine waves. 

For clarity 1 ,.;rant to stre that I don 1 t want to suggest that simulta
neous masking i s not a useful method. The choice of method depends largelyon 
the question on which an an wer is to be found. I think that simultaneous 
masking is not a very good method to investigate the frequency resolving power 
of the auditory system; rt can be an excellent method to investigate e.g. loud
ness surnmation . 

A second point of~the cornment regards the use of an output method (psycho
physical tuning curve) for the measurement of frequency selectivity . This 
method is of ten used because of the similarity of its results with neurophysi
ological tuning curves or frequency threshold curves. We know, however, that 
the auditory system is nonlinear in many ways, including a change of the slopes 
of excitation patterns with level (Verschuure, 1977, 1978, 1980): this intro
duces the possibility of off-frequency detection. The slope-level nonlinearity 
is apparent in simultaneous masking (e.g. Wegel and Lane, 1924), postmasking 
(e.g. Gardner, 1947) and pulsation . It will depend up on the detection criteria 
us ed in the various methods whether the nonlinearity will actually result in 
off-frequency detection. I think it cannot be ruled out beforehand. The non
linearity is governed by the pulsator/masker level. In the determination of 
output patterns this l evel is a variable and thus the nonlinearity changes with 
the variable level; this could lead to strong overestimations of the tuning 
properties. If we use an input method, one possible source of error is elimin
ated, although off-frequency detection will still be a complicating matter. 
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REPLY TO COMMENT OF J. VERSCHUURE 

D. L. Weber and R.D. Patterson. 
MRC Applied Psychology Uni t , Cambridge , England. 

There appears to be some misunde rstanding. Verschuure seems to criticize 
us for advocating the use of simultaneous masking when, in fact, we recommend 
the use of nonsimultaneous techniques in order to obtain the best analogue to 
the physiological tuning curve. However, except for this, we interpret his 
comments as support for the arguments which we have brought together in our 
paper. Many of these issues have been discussed by others in earlier papers, 
and we apologize to any who feel that they should have been acknowledged. We 
regret that Ve rschuure was unable to attend this meeting since we are confident 
that our apparent confusions could have been quickly resolved. 

Verschuure points out, as most of us would agree, that the appropriate 
method of measuring frequency selectivity depends on the use to which the 
attenuation characteristic is to be put. In this paper we have restricted our 
discussion to the question of how to obtain the tuning curve most analogous to 
the physiological, single-unit curve and we have decided in favour of non
simultaneous masking . For the sake of completeness we would like, briefly, to 
mention the other side of the issue, raised by several peop l e at this symposium 
(Wilson, Zwieker, Piek and Moore). 

If the purpose of meas uring auditory frequeney seleetivity is to obtain a 
frequency weighting funetion th at ean subsequently be used to prediet masking, 
then simultaneous methods of measurement a re more appropriate beeause most 
everyday masking is simultaneous masking. Furthermore, the most appropriate 
frequency weighting funetion is probably not the psyehophysieal tuning curve 
but rather the "auditory filter shape" as estimated by Patterson and Nimmo
Smith (1980), Houtgast (1977), or Piek, Evans and Wilson ( 1977). 
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COMMENT ON: "The use of psychophysical tuning curves to measure frequency 
selectivity" (D.L. Weber, D. Johnson-Davies and R.D. Patterson) 

D.A. Nelson 
Dept . of Otolaryngology, University of Minnesota, Minneapolis , U. S .A. 

It has been suggested by Weber, Johnson-Davies and Patterson (1980) and 
by Moore (1980) that forward-masked tuning curves are subject to the problem 
of off-frequency listening. That problem is particularly evident in forward
masked tuning curves obtained with high sensation-Ievel probe tones. One such 
series of forward -masked tuning curves , obtained at progressively higher 
probe-tone levels using the method described by Nelson and Turner (1980), is 
shown in Fig. I. At low probe l evels the tuning curve is sharp. As probe level 
is increased from 10 dB Sensation Level (SL) to 40 dB SL the tuning curves 
become less sharp. More masker level is, of course , required to mask higher 
level probe tones. But, since the slope of the growth of forwa rd masking is 
more gradual for maskers near the probe in frequency than for maskers remote 
from the probe in frequency (Widin and Viemeister, 1979), the rate of increase 
in masker level required to mask increased probe levels is much grea t er for 
maskers nearest to the probe frequency. 
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Fig . 1 Forward-masked 
tuning curves at four 
different probe levels. 

One explanation for broader tuning curves at the 
higher probe levels involves the concept of off- fre
quency listening . At higher probe levels, the spectral 
side lobes of the short 20- msec probe tones are we Il 
above detec tion thre shold at their respective frequency 
regions. Consequently, the leve l of the masker must be 
increased sufficiently to mask not only the energy at 
the probe frequency but a lso the "splatter" at remote 
frequen ci es . 

If this is the case, the introduction of an 
appropriate addi tional masking noise should eliminate 
much of the information contained at off frequencies 
and should result in a spectrally-restricted 
forward-masked tuning curve similar to that obtained 
at very low sensation levels in quiet, where the off
frequency splatter informat ion was weIl below detec
tion threshold. 

The effects of adding a background noise are 
shown in Fig. 2. The continuous white noise was 10 dB 

less than the level of white noise required to just mask each probe tone, i.e., 
the probe tones were all at 10 dB sensation level in white noise. Two forward
masked tuning curves are displayed for each of three probe sound pressure 
levels. The top tuning curve in each case was obtained in quiet and the bottom 
curve was obtained in background noi se. The difference between the two tuning 
curves is shaded to show the effect of the additional masking noise. 
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Fig. 2 
Forward- masked tuning curves in quiet (top curve~ 
and in the presence of background noise (bottom 
curves) at a noise level 10 dB below the noise 
level that just masks each probe tone . The shaded 
area shows the effects of masking the presumed 
off- frequency listening cues. 

Presumably, by masking the off-frequency 
components of the 20 msec probe tones, the 
characteristics of the tuning curves for high
level probe tones were nearly restored to the 
sharp characteristics obtained with low sound 
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pressure level probe tones. 
The fact that the restricted-listening tuning curves for high-level probe 

tones were still characteristically different from the low-level (20 dB SPL) 
tuning curve obtained in quiet (Fig. 1) is probably due, in part, to the steep 
rate of the growth of masking produced by maskers at frequencies below the 
probe frequency (Verschuure, 1979). Furthermore, it should be pointed out that 
the detection problems posed by the pitch similarity of masker and probe, for 
maskers nearest to the probe frequency (Moore, 1980), have not been eliminated 
from these tuning curves; therefore, the tips of the low sensation level 
forward-masked tuning curves, either in quiet or in background noise, may be 
excessively sharp. 

These r esults not only support Weber, Johnson-Davies and Patterson's 
(1980) and Moore's (1980) contention that forward-masked tuning curves are 
subject to the 'problems of off-frequency listening, they also raise certain 
general questions about the growth of forward masking. If the growth of for
ward masking is calculated for maskers near the probe frequency in Fig. 2, it 
is seen that the addition of background noise increased the slope of masking. 
Furthermore, that increase in the slope of forward masking was greater for 
tonal maskers close to the probe frequency than for tonal maskers remote from 
the probe frequency. Perhaps some of the nonlinear behaviour of forward 
masking can also be explained by the concepts of off-frequency listening. 
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PSYCHOPHYSICAL FREQUENCY RESOLUTION IN THE 
CAT STUD lED WITH FORWARD MASKING 

J.O. Pickles 

Neurocommunications Research Unit, 
Birmingham University, Birmingham, B15 2TJ, England 

1. INTRODUCTION 

The concept of the critical band was first put forward by Fletcher (Flet
cher, 1940) and was later elaborated by Zwicker (e.g. Zwicker, 1954) and 
others. It was suggested that the auditory stimulus was subjected to a filter
ing process early in the auditory system, and th at the bandwidths and slopes 
of the filters provided the basis for psychophysical frequency resolution over 
a wide variety of auditory tasks (Fletcher, 1940; Zwicker, 1970; Scharf, 
1970). In a common experiment to measure the critical bandwidth, the subject 
detects a signal against a simultaneously-presented masker of complex spec
trum, and the signal threshold is measured as the masker spectrum is varied. 
Fletcher originally suggested that the critical bandwidth so defined was equal 
to the frequency resolution bandwidth of the basilar membrane at the corres
ponding frequency. In a recent formulation of such a hypothesis, Evans c.s. (1973) 
suggested that critical bands were direct analogues of the excitatory tuning 
curves of single neurones of the auditory nerve. This implies that the psycho
physical critical band filter function should have the same bandwidth and fil
ter shape as the tuning curves of the corresponding primary auditory neurones. 

Such hypotheses have however been attacked as a result of the realisation 
that when two or more frequency components are simultaneously presented, there 
will be interactions due to two-tone suppression in the auditory system (Hout
gast, 1972, 1974a,b). It has been suggested that as aresuIt the psychophysical 
resolution bandwidths derived from simultaneous masking experiments will be 
wider than those of the neural representation (Houtgast, 1974a,b; Vogten, 
1978). Non-simultaneous masking techniques such as forward masking are not open 
to the same objection, and Houtgast suggested that they would be able to give a 
more accurate picture of the neural representation. In agreement with this 
view, resolution bandwidths derived from non-simultaneous masking techniques 
indicate a bandwidth of frequency resolution about half that shown by simultan
eous masking. In support, Pickles (1975, 1979) and Pickles and Comis (1976) 
showed in the cat that the effective bandwidths of single fibres of the audi
tory nerve were one half to on~ third of the effective bandwidth of the cat's 
critical band, measured behaviourally by simultaneous masking techniques in the 
same frequency range. In the present experiment, an attempt has been made to 
test Houtgast's suggestion more directly, and to see whether non-simultaneous 
masking techniques in the cat would give resolution bandwidths closer to those 
of auditory nerve fibres. 

Psychophysical frequency resolution bandwidths were measured behavioural
ly in the cat by the method of Zwicker (1954). A narrowband signal was flanked 
in frequency by two tonal maskers, and the signal threshold measured as a 
function of the frequency separation of the maskers. Resolution bandwidths, 
determined by both simultaneous and forward masking, were compared with the 
bandwidths of resolution of single fibres of the auditory nerve. The experi
ments we re performed at 1 and 2 kHz, and the maskers we re presented at 50 dB 
per tone. 
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Forward masking in cat 

2. METHODS 

a) Measurement of thresholds 

Cats were tested free-field by avoidance conditioning in a box with a 
tiltable grid floor, as described by Pickles (1979). The cats were initially 
trained to rock the floor of the box on presentation of the warning signal, a 
10-sec train of tone pips, in order to avoid a shock given through the floor. 
Performance was established wi th I-kHz tone pips a t 90 dB SPL, and once the 
avoidance response was established, the intensity was gradually reduced. Sig
nals were presented randomlyon one third of trials, the others being dummies 
and used to assess the false positive detection rate. 

Thresholds were measured by discrete-trial tracking with a 3-dB step size, 
and testing was continued until performance had reached equilibrium over 10 
trials; that is, until the intensity presented on any trial was within 1 s tep 
of the intensity presented 10 trials earlier. Af ter abso lute thresholds had 
been obtained, continuous maskers were introduced, and critical bands were 
measured by simultaneous masking. The different masker separations were tested 
in random order, and then retested in the reverse order. Different orders were 
used for the different cats. 

The cats were then transferred to fOLward masking. The masker was pulsed 
to appear just before the stimulus pulses, and was at first presented at a very 
l ow intensi ty which was gradual ly increased over several sessions. Once the 
performance was established, testing was performed as it had been in simultan
eous masking, with however certain differences. Performance tended to be much 
less reli ab le with forward than with simultaneous masking. It was found that in 
order to produce reliable thresholds, the warning period had to be increased 
from 10 to 12 sec, 2-dB steps had to be used, and testing sessions had to be at 
intervals of not less than 4 days. Shocks for failure to respond were needed 
much more of ten to maintain performance. In order to reduce the possible 
effects of the shock schedule of the measured bandwidths, the number of shocks 
per session (overall ave rage 2 .5 /session) and the points in the threshold run 
at which they were given, were balanced for masker separations larger and 
smaller than the critical bandwidth. 

b) Subjects 

Three cats were used. All had at l eas t 3 years' experience of behavioural 
auditory psychophysics. Their absolute thresholds were similar to those des
cribed previously for the cat (Neff and Hind, 1955). Priapus was entirely nor
mal, and Platypus had had its right cochlea destroyed surgically. The right 
middle ear of Oedipus had been fill e d with bone cement. In add ition, Oedipus 
had suffered a series of interventions over the years, none of which had 
affected its masked or absolute thresholds. A cannula had been implanted over 
the left cochlear nucleus (Pickles, 1976), there was alesion intended t o 
cover the Al area of the right auditory cortex, the le ft superior cervical 
ganglion and superior sympathetic trunk had been removed, and there was a les
ion intended to involve the left superior olivary complex . The sensitivity and 
psychophysical frequency r eso lution s hown by Oedipus were at least as good as 
those of the other cats, and it is of importance that these procedures, as yet 
unconfirmed by histology, did not affect frequency resolution. In one respect, 
however, Oedipus was inferior to the other animaIs. Although its performance 
in forward masking was initially as good as that of the other animaIs , the 
performance was not maintained, so that testing could not be completed at 1 
kHz. This may have been an effect of the cortical l esion . 
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c) Stimuli 

The maskers were two tones, derived from separate oscillators. For simul
taneous masking they were presented continuously, and for forward masking pul
sed at 5/sec (ramps 10 msec, duration 100 msec). In simultaneous masking the 
signal to be detected was a band of noise 50 Hz wide, produced by multiplying 
lowpass noise (cutoff 25 Hz at 12 dB/octave) with a sinusoid, and pulsed at 
5/sec (ramps 22 msec, duration 150 msec). In forward masking the signal was a 
pulsed pure tone (ramps 10 msec, no steady portion), each pulse beginning at 
the end of a masker pulse. 

3. RESULTS 

a) Simul taneous masking 

The signal, a band of noise 50 Hz wide, was masked by two continuous tones 
of variable frequency separation. As the spacing of the masker tones was var
ied, the signal threshold followed a function similar to that described by 
Zwicker (1954) at similar intensities, giving a relatively constant threshold 
for narrow masker spacings, followed by a steep fall as the masker tones were 
moved outside the critical band (Fig. 1). The bandwidths 3 dB down, which might 
be taken as indicating the effective bandwidth of the critical band, had a mean 
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value of 416 Hz at 1 kHz, and 780 Hz at 2 kHz, in agreement with the values 
described earlier for the cat by other simultaneous masking methods (Pickles, 
1975 , 1979). The bandwidths are substantially greater than the effective band
widths of single fi bres of the auditory nerve at the corresponding frequencies 
(Fig. 2). 

b) Foruard masking 

Fig. 1 a lso shows the forward -masked threshold as a function of the sp ac
ing of the masker tones. In this case the signal was a series of brief tone 
pulses. A t ona l signal ra ther than a narrow-band noise signal was used in order 
to re duce the temporal variability of the brief signal. The gating of the tone 
signal spread its spectrum, so that the main spectra 1 peak had a bandwidth very 
similar to that of the noise used in simultaneous masking. The forward-masked 
signal threshold showed a function similar to tha t described for simultaneous 
masking, but with a decline at narrower bandwidths , and a low-level plateau -
some 15 dB below the peak. The bandwidths 3 dB down had a mean va lue of 115 Hz 
at 1 kHz, and 223 Hz at 2 kHz. These values are some 30% of the va lues des
cribed for simultaneous masking. They are very similar to the effective band
widths of single fibres of the auditory nerve at the same frequencies (Fig. 2). 

The short signal used in forward masking was associated with energy splat
ter. Spectral analysis indicated that the signal had two side lobes, each 27 dB 
below and 150 Hz away from the main peak. There was a danger that these lobes 
would be used in detection, particularly at narrow masker spacings. At 2 kHz, 
extra sessions were run at the narrowest masker spacings, with added contin
uous wideband masking noise at an intensity of 0 dB SPL/Hz, -which was of suf
ficient intensity to mask the side lobes. The thresholds were no different, 
suggesting that these cues had not in fact been used (Fig. 1). At 1 kHz all 
sessions were run wi-th the wideband masker. 

Once the low-level plateau of the masking function had been reached, the 
forward-masked threshold showed no further tendency to fall as the maskers 
were separated beyond the critical band found with simultaneous masking. While 
at 1 kHz it is possible that the plateau was determined by the wideband masker, 
this cannot be the case at 2 kHz, where there was no such masker at these tonal 
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Fig . 3 . Forward and sirmû
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in Fig. 1. Masker intensity 
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masker separations . Thi s resu lt sugges ts that during the forward - masking exper
i ments the cri ti cal band associated with s imultaneous masking ,·;as not active i n 
determining t he thresho lds . 

c ) Simultaneous and forward masking in man 

Resolution bandwidths in man were measured at 2 kHz by the same me thods 
as in the cat, namely the forward and simultaneous masking of a signal flanke d 
by two t ones of variabIe f requency separation. The maskers were presented a t 
66 dB/tone, and in forward masking there was .an additiona l continuous wideband 
masker of 16 dB/Hz. Thresholds were determined by discrete-trial tracking with 
a 2- dB s t ep size . With simultaneous masking, the threshold f unction showed a 
s l ope of -7 dB/decade for narrow masker spacings , fo llowed by a notch and then 
a sharp fa ll, similar t o the functions described by Ne l son (1979) and Pa t ter
son and Henning (1977) a t similar masker intensities (Fig. 3). Some at l eas t of 
these irregularities are thought to be due t o the detection of combina tion 
t ones be tween signal and masker. The 3-dB bandwidth was 370 Hz, similar to the 
critical bandwidth found by others a t 2 kHz (Scharf , 1970). With forward mask
ing the threshold showed a smooth decline with increasing masker separation, 
giving a3-dB bandwidth of 127 Hz. This value is 34% of the value found by sim
ultaneous masking, and parallels the result found in the cat. 

4. DISCUSSION 

The di fferences in f requency resolution found with simultaneous and for
ward masking are similar to the differences found by others in man, a lthough 
the ratio of the bandwidths found with the two methods have been r epor ted t o be 
nearer two-fold than the three-fold of the present study (e.g. Houtgas t, 1974a , 
b; Moore, 1978). This may be a result of differences in the psychophysical 
tasks used. However the one previous study in subjec ts other than man, in the 
chinchilla, did not show any dif fe rences at al l (McGee et al, 1976). Until 
there is further information, it might be supposed that this reflects the be
havioural difficulty of the forward-masking task. 
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The data of Kiang et al were 

A conclusion from our earlier studies in the cat was that the effective 
bandwidth of the critical band as determined by simultaneous masking was sig
nificantly wider than the effective bandwidths of single fibres of the cat's 
auditory nerve (Pickles, 1975, 1979; Pickles and Gomis, 1976). It is interest
ing to compare these results with the results of others in t ·he cat, in view of 
the different sets of data available. Nienhuys and Glark (1979) measured the 
critical bandwidth in the cat by simultaneous masking. At 1 kHz, the results 
are equal to those of Pickles (1975) and at 8 kHz agree to within 20% (Fig.4). 
In the region in between the discrepancy is rather larger, of the order of 
50%, although it does not seriously affect the point t o be made here. There is 
also some variation in the neural data. The auditory-nerve effective bandwidths 
of Evans and Wilson (197 3) are a littl e larger than those estimated by Pickles 
(1979) or those ca lculated from the IQ-dB bandwidths of Kiang et al (1965), 
except at the very lowest frequencies. In view of possible variation between 
animaIs, perhaps explaining the differences between the different se ts of ne ur
a l data, comparisons should preferably be made in the same animals. This was 
done by Pickles and Gomis (1976) and Pickles (1979), who suggested that the 
ratio of the psychophysical and neural effective bandwidths was three fold. 
Nevertheless, if the narrowes t of the critical band measures is compared with 
the broades t of the neural effective bandwidth measures, the psychophysical 
points lie along the upper boundary of the neural points, rathe r than following 
the mean or the minimum values as might o therwise have been expected. 

In contrast to the bandwidths determined by simultaneous masking, the 
resolution bandwidths determined by forward masking lay weIl within the neural 
resolution bandwidths (Fi g . 2). This result strongly supports the content ion of 
Houtgast (1974a,b) and Vogten (1978) that it is non-simultaneous rather than 
simultaneous masking techniques that give an accurate measure of the bandwidth 
of resolution of the auditory system. However, the theoretical justification 
for that position, that two-tone suppression in the auditory system is respon
sible for the difference, is open to objection. Firstly, Pickles and Gomis 
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(1976) measured the effective bandwidths of auditory nerve fibres by an analogy 
of the method that they had used psychophysically, namely the simultaneous 
masking of the fibre's response to a tone by noise of variabie bandwidth. They 
showed as great a difference between the neural and psychophysical resolution 
bandwidths as had been ShOWTI by the other methods. However, any factor oper
ating in the cochlea, such as suppression, should have affected the two sets of 
data equally, and therefore cannot be responsible for the difference. While the 
details of the neural coding of such stimuli need further investigation, there 
is at the present no reason to suppose that they would explain the large 
differences observed. The possibility of central factors should therefore be 
borne in mind (Pickles, 1976). 

Secondly, Sachs and Kiang (1968) showed that the neural response to a tone 
could be much more powerfully suppressed by tones of higher frequency than by 
tones of lower frequency. However, Nelson (1979) showed that in simultaneous 
two-tone masking it was the lower tone that was responsible for practically all 
the masking. This has ' been taken to suggest that the critical bandwidth 'is 
determined by the upwards spread of excitation from the lower tone (e.g., Nel
son, 1979). Nevertheless, it is still possible to suggest that suppression 
plays some role. The tuning curves of auditory nerve fibres are asymmetrie, so 
that as the frequency separation of symmetrically-placed torral maskers is in
creased, the upper masker may have passed outside the upper two-tone suppres
sion area before the lower tone has left the lower suppression area. At certain 
intensities there will then be a range of masker separations in which the res
ponse to the signal will be affected only by suppression from the lower tone. 
It is open to conjecture whether suppression from the lower tone alone is 
powerful enough to explain the dramatic differences of Figs. 1 and 3. 

Therefore, although non-simultaneous masking techniques may indeed give an 
accurate picture of the neural representation, the neural basis of the critical 
band as determined by simultaneous masking must be viewed as uncertain. Further 
detailed electrophysiologica l analysis of the cues available in the activity 
of the auditory nerve in response to the complex stimuli used in psychophysical 
testing is clearly necessary. The electrophysiological information currently 
available does not .lead one to expect a single critical bandwidth, constant 
over different tasks and over a wide range of intensity. It is also possible 
that detailed psychophysical analysis of the cues used in psychophysical tasks 
will point to a similar conclusion, showing different bandwidths of resolution 
for different tasks and at different intensities (e.g. Scharf and Meiselman, 
1977; Nelson, 1979). Moreover the possible influence of central factors should 
not be overlooked (Pickles, 1976). The similarity between the resolution band
widths found hitherto with simultaneous masking in the different psychophysical 
tasks may just be coincidental. Perhaps the concept of a unitary critical band, 
once so useful, should eventually be abandoned. 

5. SUMMARY 

Critical bandwidths were measured behaviourally in the cat by both forward 
and simultaneous masking. The resolution bandwidths found with simultaneous 
masking were substantially greater than the resolution bandwidths of single 
fibres of the auditory nerve. However the resolution bandwidths found with for
ward masking were equal to those of the auditory-nerve fibres. The results sug
gest that it is non-simultaneous rather than simultaneous masking techniques 
that give an accurate measure of the neural representation of auditory stimuli. · 
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COMMENT 

COMMENT ON: "Psychophysical frequency resolution in the cat studied with for
ward masking" (J.O. Pickles) 

E.F. Evans 
Department of Communication & Neuroscience, University of KeeZe , KeeZe , Staffs ., 
U.K. 

The apparent differences between the effective bandwidths of cat cochlear 
fibres in the measurements of Evans and Wilson and in your extrapolation from 
the data of· Kiang may be accounted for in the following ways: Firstly, our data 
in the reference you cite clearly show substantial differences between animaIs. 
The data from our "sharpest" animal match your new behavioural weIl. Secondly, 
Kiang's data have not been corrected for the characteristics of his sound system. 
This will have the effect of making the bandwidths of higher CF fibres appear 
narrower than they actually are. 

COMMENT ON: "Psychophysical frequency resolution in the cat studied with for
ward masking" (J.O. Pickles). 

J.P. Wilson 
Department of Communication & Neuroscience , Univerity of KeeZe, KeeZe , Staffs. , 
U.K. 

Pickles has demonstrated nicely that non-simultaneous, rather than simul
taneous, masking techniques give good agreement with auditory nerve fibre tuning 
characteristics. We should, however, avoid any suggestion that these are "the 
correct" measures of auditory tuning. In many cases, such as in the analysis + 
perception of speech or the detection of wanted signals in the presence of noise, 
it will be the simultaneous masking techniques that give the more appropriate 
answer. For a full understanding of the system we require both kinds of measure
ment. 

REPLY TO COMMENT OF J.P. WILSON 

J.O. Pickles 
Neurocommunications Research Unit, Birmingham University , Birmingham, Eng Zand. 

My object in doing these experiments was to see which measure correlated 
most closely with auditory nerve resolution. However lagree that most cases 
encountered in everyday life correspond to simultaneous rather than forward 
masking. It is the mechanism for this condition that seems least understood. 
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CHRONIC ANOXIA AND AUDITORY NERVE FIBRES 

J.R. Johnstone 

Department of PhysioZogy, University of 
Western AustraZia, NedZands' 6009, Western AustraZia 

The frequency response of an auditory nerve fibre is described by its 
tuning curve (Fig. 1). This consists of two regions, a low frequency "tail" 
and a "tip" of reduced thresholds near the characteristic frequency (CF). 

The effects of short-term anoxia (5 minutes or less) on tuning curves 
have been described by Evans (1973) and Robertson and Manley (1974). At a ll 
frequencies thresholds are elevated, particularly near the characteristic 
frequency. The overall result is a reduction or elimination of the tip of 
the tuning curve leaving a broadly tuned low-pass unit. These changes are 
partially or completely reversible. 

The effects of a more gradual and persistent anoxia have not yet been 
examined, partly because of the difficulty of holding units for several hours 
while the :respiratory state of the animal is varied. 

1. METHODS 

Guinea pigs were prepared as described by Wilson and Johnstone (1975) 
and ganglion cells recorded as described by Johnstone (1977). The animals 
were anaesthetised, paralyzed and ventilated artificially with carbogen 
(5% C02 in 02). Anoxia was induced either by slowing the respirator or by 
replacing the carbogen with a nitrogen-carbogen mixture. 

2. RESULTS 

Five units from five animals were held for 3-5 hours during which time 
the animal was made anoxic for ~-4~ hours then allowed to recover. There are 
three kinds of response: reversible, pseudo-reversible and irreversible. 

(i) ReversibZe (1 unit). This is the change described by Evans (1973), and 
Robertson and Manley (1974). Threshold increases, particularly at the CF 
and the tuning curve may end up nearly bandpass with no distinctive CF. 
Return to full oxygenation returns thresholds. Brief periods of anoxia are 
fully reversible but more protracted anoxia mayalso reverse as in Fig. 1 
where a unit reverses completely af ter 1 h on 5% carbogen. The unit also 
shows the post-anoxic enhancement of threshold noted by Robertson and Manley 
(1974) . 

(ii) Pseudo-reversibZe (2 units). Anoxia may cause a decrease in CF. The 
unit of Fig. 2 changed CF from 21 kHz to 15 kHz (0 .5 octave) and its minimum 
threshold from 41 dB to 67 dB af ter 15 min anoxia. Eleven minutes af ter a 
return to carbogen the threshold had improved to 45 dB but the CF dropped 
further to 12 kHz, a total shift of 0.8 octave. 

A second unit of CF = 18 kHz shifted in threshold from 20 to 48 dB with~ 
out change of CF. Reoxygenation improved the threshold slightly to 43 dB 
but the CF dropped to 12 kHz, a change of 0.6 octave. 

(iii) IrreversibZe (2 units). Irreversible anoxia caused the shift in CF 
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described above but renewed oxygenation fails to restore either CF or thresh
old. In Fig. 3 the first two tuning curves are duplicates obtained 113 m 
apart to indicate the stability possible with this preparation. Af ter 45 m 
of anoxia the CF had dropped to 12 kHz and the minimum threshold increased 
from 60 to 70 dB. Fifteen minutes oxygenation failed to restore CF (which 
further decreased to 10 kHz) or threshold which increased further to 78 dB. 
This is a 1.1 octave shift in characteristic frequency. 
other four units, was initially mistuned slightly (CF = 

ion on the basilar membrane (CF = 27.5 kHz). The final 
and location was therefore 1.5 oct. 

This unit, unlike the 
21 kHz) for its locat
disparity between CF 

A second unit of CF = 18 kHz changed threshold from 40 dB to 60 dB 
without change of CF during 1 hour's anoxia. Reoxygenation was associated 
a further increase in threshold to 70 dB and the CF decreased to 16 kHz, a 
change of 0.17 oct. 

3 . DISCUSSION 

with 

The results extend the original observation by Johnstone (1977) that 
units of poor threshold of ten have a lower CF than their basilar membrane 
location would suggest. Units from the first 2.5 mm in particular show this 
characteristic, perhaps because they are more readily damaged. 

A related observation is that animals with chronically damaged or gans 
of Corti show similar CF shifts (Robertson & Johnstone, 1979). 

The results described here are clear evidence for the existence of two 
distinct filters in the cochlea. The first is the travelling wave mechanism 
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-- a filter with a 6-1 2 dB/oct low frequency roll-off and a high pa ss roll-off 
of 100 dB/oct for 30 dB followed by a 20 dB/oct roll-off the reafter (Rhode, 
1971; Wilson & Johnstone, 1975). It doe s not resembie the neural tuning curve 
(Geisier et al, 1974, p. 1169). The second filter is narrow bandpas s with 
slopes of several hundred decib els per oc tave although the low side extends 
only a s far as 80 dB SPL (e . g., Johnstone, 1977). It is this filter which 
produces the characteristic shape of the neura1 tuning curve . 

The nature of the s e cond filt e r is ob scure . Since anoxia can cause its 
centre frequency to change by over an octave it seems most unlikely to be 
the result of micromechanical tuning in the organ of Corti. 

Fettiplace and Crawford (1978) have shown tha t the second filter in the 
terrapin cochlea is probably located in the hair cel 1 itself. Inj ected curr
ent pulses cause the membrane potential to ring at a frequency corresponding 
to the characteristic frequency of adjacent nerve fibres. 

If a second filter (and its associated nonlinearity) i s located within 
each ha ir cell it becomes much simpier to exp1ain many of the troublesome 
propertie s of the cochlea, in particular the problem of combination tones. 
For example, tones of 12 and 13 kHz wil 1 produce two travelling waves with 
their maxima at the 12 and 13 kHz locations. Neurons will fire appropriately 
at those locations, but also at others, in particular the 2Fl - F2 = 11 kHz 
location (Goldstein & Kiang, 1968). To explain this kind of result it is 
not necessary that there be mechanical distortion at the primaries location 
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followed by the propagation of some disturbance along the cochlea to the 
Fl - F2 location as suggested by many researchers, e.g.: Kim et al (1979). 
At the 11 kHz location the amplitudes of the primaries are down 100 10g2 
(f/8) dB, i.e., 13 dB and 24 dB. Nonlinearity within a hair cell a t the 11 
kHz lo cation will produce a family of distortion products one of which (2Fl -
F2 = 11 kHz) can pass through the second filter and cause the nerve fibre to 
fire. 
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Decrease in the CF of coch lea r fib r e tuning appear s to be a gene ral 
finding in t ox i c cochl ear pa tho logy : in r eversible hypoxia (Evans , 1974; 
Robertson and Manley, 1974) and in revers ibl e cyanide and furos emide poisoning 
of the cochlea (Evans and Klinke, 1974). Under the se conditions, the shift is 
progressive and small (about 0 . 2 octave) as the FTC tip threshold is elevated. 
Eventually, with totalloss of the FTC 'tip' segment, the 'tail' segment of the 
FTC appear s only to rema in. 
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SOME PSYCHOPHYSICAL MEASUREMENTS OF FREQUENCY 
PROCESSING IN THE GREATER HORSESHOE BAT. 

Glenis R. Long 

Central Ins ti tu te for the Deaf 
st. Louis, Missouri, U.S.A.* 

1. INTRODUCTION 

The Greater Horseshoe Bat, Rhinolophus ferrumequinum, uses echolocation 
sounds with a long constant-frequency component (10-100 msec at about 83 kHz). 
The narrow frequency band from 82-86 kHz containing the biologically relevant 
,signals fr om moving prey has exceptionally sharp tuning and is over-represent
ed at all levels from the cochlea to the co~tex (reviewed in Neuweiler,1980) . 
Long (1977, 1980) found that critical ratio measures from this species also 
indicate sharp tuning at these frequencies. This report describes two dif
ferent measures of critical bands from this species and uses these estimates 
to further investigate the relation of these psychophysical measures to 
known anatomical and neurophysiological modifications. 

2. METHODS 

A classically-conditioned response to shock (Long and Schnitzler, 1975) 
was used to measure: 

i) Thresholds of pure tones in bands of 
and constant energy. The narrow band noises 
low pass digital noise with a high frequency 
the bandwidth and skirts of ·1000 dB/octave. 
kHz and had a spectrum level of 18 dB SPL. 

noise of decreasing bandwidth 
were generated by multiplying a 
tone producing noises of twice 
The widest bandwidth was 19.8 

ii) Thresholds of narrow bands of noise (100 Hz wide) centered between 
two 50 dB SPL pure tones at varying frequency separations (Óf). Tones and 
noise were generated by mixing a 50 Hz low-pass noise and a tone of ~1tt and 
multiplying this by the frequency being measured. 

In all conditions the maskers were on continuously and the stimuli were 
presented as a 7.5 sec train of 50 msec tones (0.5 msec rise and decay) pre
sented 10/sec. This duration was used both because such durations are freq
uently used by an echolocating animal and because unpublished research by 
this au thor found no change in unmasked thresholds at 85 kHz or tones of 50, 
30 and 15 msec. 

The modified staircase method (Long and Schnitzler, 1975) was used with 
the mean of the last 6 reversals being used as threshold. 

3. RESULTS 
Thresholds for a tone in noise of different bandwidths could be fitted 

by the expected functions, i.e., a line of zero slope within the critical 
bandwidth and a line of 3 dB/doubling outside the critical bandwidths,for 
all frequencies except 83.5 kHz (the reference frequency used by these bats 
while echolocating) and 81.5 kHz. The slopes at these frequencies were 
greater than 4 ' suggesting some asymmetry at these frequencies. The shapes 
of the functions of narrow band noise masked by two tones are also as 

* Work eompleted at the polyteehnie of Central London, London, England 
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LONG 

expected except at the same frequencies where the masking decreases in two 
stages. Fig. 1 shows the data for these frequencies and three other rep re
sentative frequencies. If the effect of each tone is measured alone (Fig.2) 
each tone can be seen to be separately responsible for each of the steps at 
81.5 kHz but not at 83.5 kHz. 

The critical bands determined by the two different methods are shown in 
Fig. 3 along with critical ratios determined from the b~oadest noise used. 
The two methods for measuring critical bands are consistent. At all fre
quencies below 78 kHz the critical ratios are approximate l y half as wide as 
the critical bands at the same frequency, as is found in other animals. 
Above 78 kHz the relation is not constant; it reaches over 6:1 at 83.5 kHz 
and the critical bands are narrower than the critical ratios at 81.5 kHz. 

4. DISCUSSION 

Belo\v 78 kHz, where the cochlea of Rhinolphus f errumequinwn is simila r 
to other cochleas, the critical bands and critical ratios have the expected 
relation to each other and to frequency. Above 80 kHz this is no longer 
true. These changes can be related to other measures at these frequencies. 
Long (1980) found that critical ratios at around 81 kHz are broader than the 
bands of noise used. Bruns (reviewed in Neuweiler, 1980) hypothesizes a 
discontinuity in the nature of the motion of the basilar membrane around 
81 kHz. Neuweiler and Vater (1977) have described 8th nerve fibers that 
respond to frequencies above and below 81.5 kHz and not to 81.5 kHz. Möller 
(1978) found cochlear nucleus fibers with characteristic frequencies (CF) 
from 82-86 kHz that have a gap of inhibition for tones from 78-82 kHz. The 
above findings suggest that, as well as the auditory "fovea" in the coch. l.e,~. 
suggested by Schuller and Pollak 
(1979), there is a "blind spot" 
where the basilar membrane changes 
character. The discovery by 
Schuller and Pollak of fibers 
with CF at these frequencies in 
the inferior colliculus can be 
explained by reconstruction from 
responses to neighbouring fibers. 
The asymmetry of the critical 
bands at 81.5 kHz could be due 
to each tone falling in different 
areas of the cochlea. At 83.5 kHz 
the asymmetry could be due to 
changes in the inhibition of one 
masker by the other. 

Fig. 3. Critical ratias (sa lid 
sYnWols) and two different meas
ures of critical bands; band 
narrowing (small open s ymbols) and 
two-tone masking of noise ( lar ge 
open sYnWols) as a fUncti on of 
frequency for two anima ls (D tri
angles, E circles). 
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In order to determine hm~ bandwidths obtained psychophysically re late 
to neural tuning, QCR were obtained by dividing twice the critical ratio 

into the center frequency. These are plotted in Fig. 4 together with Q10dB 
from cochlea nucleus fibers (Suga et aZ, 1975). With the exeeption of 
frequencies between 78-82 kHz the QCR form an envelope around the Q10dB 
of the nerve fibers suggesting that below 78 kHz critical ratios, 
critical bands and nerve fiber tuning are all dependent on the same process
es. The discontinuity in the cochlea ean account for the discrepancy in the 
different results around 80 kHz. It is, however, difficult to explain why 
critical ratios follow the frequency dependency of the nerve fibers bet ter 
than critieal bands at the highest frequencies. 
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1 • BACKGROUND 

ALTERED PSYCHOPHYSICAL TUNING CURVES FOLLOWING 
EXPOSURE TO A NOISE BAND WITH STEEP SPECTRAL SKIRTS 

Dennis McFadden and Edward G. Pasanen 

Department of Psychology, University of Texas 
Austin, Texas 78712, U.S.A. 

We have serendipitously observed long-term and short-term changes in the 
psyehophysical tuning curve (PTC) following exposure to a noise band having 
steep spectral skirts. The planned experiment involved obtaining PTCs both in 
the presence and the absence of a high-pass noise; the hope was that in the 
presenee of the noise the PTCs would resembie those observed by Wightman et al. 
(1977) using subjects with high-frequency hearing loss. Once the initial prac
tice sessions were eompleted, the experimental procedure involved interleaving 
bloeks of trials having noise present or not. About three-quarters of the way 
through the scheduled experiment, it was noticed that performance on some no
noise blocks was different from the baseline data. The remaining noise condi
tions were then cancelled and no-noise performance was monitored for several 
months during which some recovery did oceur. The implication is that the 
changes observed were somehow due to the "exposure" to the steep-sided noise 
band. If correct, this aftereffect is unusual, for unlike common auditory 
aftereffects, it follows intermittent exposure to a weak sound. 

2. METHODS 

All PTCs were determined using forward masking in conjunction with an 
adaptive psychophysieal technique. The tonal masker was 200 msec in duration. 
In one of the two observation intervals of a trial the masker was followed im
mediately by a tonal signalof fixed intensity and 20 msec duration; in the 
other observation interval no signal occurred. The intensity of the masking 
tone was adjusted on a trial-by-trial basis for each subject using a "2-up, 
1-down" rule. The first four reversals in eaeh 80-trial bloek were discarded; 
the remainder were averaged to provide a measure of sensitivity . The signal 
was t ypieally 35 dB SPL. The rise-deeay time for both the signal and tonal 
masker was 10 msec. 

In accord with the original objeetive of simulating a precipitous high
frequeney hearing loss in normal listeners, the high-frequeney masker was pro
dueed using a multiplier. The noise band obtained was approx imately 1000 Hz 
in width, centered at 3500 Hz, and had attenuation rates of approx imately 
415 dB/oetave beg inning at about 3000 Hzand 565 dB/octave beginning at about 
4000 Hz. When present, the noise was continuous and approx imately 65 dB SPL 
overall. 

Beeause the original experiment involved rather elaborate counterbalanc
ing of eonditions, the daily sessions were quite heterogenous as to the pattern 
of "exposure"--as few as one or two or as many as four or five eonseeutive 
bloeks of trials might occur with the steep-sided noise present before a se
quenee of no-noise bloeks was run. Individual blocks were about 4.5 min in 
length, there were always breaks of about 1 min between blocks, and longer 
breaks were given af ter every sixth or seventh block. Thus, while the noise 
band was continuous when present, the "exposures" were clearly intermittent . 
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Fig. 1. Earliest 
possible estimates 
of PTCs and calen
dars of recovery 
for subject EP. 
Intermittent "ex
posures" to the 
steep-sided noise 
band began mid-Oc
tober and ended 
mid-December. In 
this and following 
figures, the week. 

+ and month in which 
20 each PTC was deter>-

1850 2000 2100 DEC JAN FEB MAR 22!50 2400 2!500 DEC JAN FEB MAR mined i s indicated 
MASKER (Hl) MASKER (Hl) --e. g., the fourth 

week of November is designated 11(4). The low-frequency maskers (triangles), 
the on-frequency maskers (circZes), and absolute sensitivi t y (pZusses) changed 
Zi t t Ze if any , but the high-frequency maskers (squares) dropped sharply in 
earZy December. For the 2000-Hz signal recovery was comp l ete wi t hin about 
three months, but not f or the 2400-Hz signal. The sensation l evel (SLJ 
was a.bout 10 dB at 2000 Hz and about 12 dB at 2400 Hz. 

3. RESULTS 

The two subjects involved did not show identical patterns of change. In 
Fig. 1 we show data for EP (the second author) at two signal frequencies. The 
PTC to the left in each panel is based on data taken relatively early in the 
scheduled experiment, af ter only a few weeks of intermittent exposure to the 
high-frequency noise band, and thus, it is our best estimate of initial sensi
tivity; note, however, that the counterbalanced structure of the planned ex
periment unfortunately precludes our having data that are literally "pre-expo
sure." Shown to the right of the PTCs in Fig. 1 is performance across time for 
three selected tonal maskers, and at the bottom are measures of absolute sen
sitivity. For the 2000- Hz signal, the low-frequency and the on-frequency 
masker levels were basically unchanged; however, the high-frequency masker had 
to be attenuated by about 25 dB initially, with full recovery taking about 
three months. For the 2400-Hz signal, both the low-frequency and the on-fre
quency maskers dropped about 5 dB, but the high-frequency masker showed an 
initial drop of 30 dB, o f which 20 dB remained more than three months af ter 
the last exposure to the steep-sided noise band. The plus signs at the bottom 
of Fig. 1 reveal that absolute sensitivity for the 20-msec signals was basi
cally unchanged throughout. 

The pattern of change for the second subject was different in several re
spects. In Fig . 2 are shown pairs of PTCs measured at three different signal 
frequencies. In each instance, the solid circles represent the earliest reli
able estimate of the PTC permitted by the cGunterbalancing of the original ex
periment, and the open circles represent data taken af ter 5- 7 weeks of inter
mittent exposure to the steep-sided noise band (which began in the second week 
of October). One notable feature of the latter data is that the tips of the 
PTCs are all shifted downward in frequency, which is reminiscent of an effect 
discussed by Vogten (1978), but opposite in direction. A second notable 
feature is that at 1700 and 2000 Hz, the PTCs are generally displaced toward 
greater masker intensities; that is, this subj ect was for a time more sensi
tive to the signal af ter exposure to the steep- sided noise band. The pattern 
of change at 2200 Hz is clearly different from those at 1700 and 2000 Hz; 
there is a clear drop in the high-frequency limb of the PTC, much like those 
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shown by EP in Fig . 1. This de-tuning is even more marked at 2400 Hz, as 
shown in Fig . 3 where data taken from both the exposed lef t ear (circles) and 
the non-exposed right ear (squares) of NC are presented. For the left ear, 
two signal intensities were used, but even the higher intensity did not pro
duce a high-frèquency limb as steep as that seen in the right ear. All of 
these data were collected between 2.5 and 3.5 months af ter the last experience 
with the steep-sided noise band, but data taken in December and January (also 
with a 35-dB signal) are v er y similar to those marked 3(2) in this figure. 
Unfortunately, the structure of the planned experiment was such that no data 
for the 2400-Hz signal were collected until the first week of November, and by 
that time the PTC was already aberrant. Collected at about the same time was 
the pre-exposure PTC for 2200 Hz shown in Fig. 2; it also appears aberrant, 
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Altered PTCs 

but to a much les ser degree than that at 2400 Hz. 
The changes in acuity seen in Fig. 2 were gradually reversed over the 

course of several weeks until the PTCs determined at those three frequencies 
were very similar to the pre-exposure data shown in that figure. In contrast, 
recovery has apparently ceased at a point short of complete for the 2400-Hz 
signal. 

During the time that the subjects' PTCs were abnormal and recovering, 
neither subject could report any obvious differences in everyday auditory 
perception. Performance in the exposed and non-exposed ears has since been 
compared for a number of different psychophysical tasks, and the sole differ
ence detected is that subject NC shows less lateral suppression (as measured 
in a forward-masking task) in the exposed ear than in the non-exposed ear. 

If the long-term changes seen in these subjects' PTCs were somehow rela
t ed to their experience with the steep-sided noise band, there is the possibi
lity that a short-term analog could be found. This possibility has been con
firmed. In a series of experiments using a number of subjects, we have ob
served reductions in masker intensity on the high-frequency side of the PTC 
following controlled exposures to the steep-sided noise. There are apparently 
large individual differences in susceptibility , a nd there can be considerable 
day-to-day variability in the magnitude of the de-tuning. Recovery is typ i
cally not complete 0.5 hour post exposure, and t yp ically is complete 24 hours 
post exposure, but systematic examination of the interim has not been attempt
ed. Some t yp ical reductions in slope of the high-frequency limb are about 
160 dB/octave for a 2600-Hz signal and about 75 dB/octave for a 2400-Hz signal 
(both are two-subject averages) following continuous listening to the noise 
band for 15 mins at 80 dB SPL overall. There have never been any observable 
effec ts on absolute sensitivity for the 20-msec signals presented in the 
quiet, and a noise band with a less steep spectral edge (about 70 dB/octave) 
never produced alterations ho the PTC even for the longes t exposure durations. 

A possible explanation of these short-term and long-term aftereffects is 
that somewhere in the audi tory nervous system the steep-sided no ise band sets 
up an "edge" tha t is somehow di :":ferent from what i s se t up by complex sounds 
with less sha rp spectral skirts, and tha t repeated lis t ening can produce a 
neural "adapta tion" that can last months. Analogous temporary and perman ent 
effects have been reported for the visual sys tem (origina lly by McCullough, 
1965). 
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THE EFFECT OF ACE ON AUDITORY FILTER SHAPE 

Roy D. Patterson and Robert Mi1roy 

MRC AppZied PsychaZagy Unit , Z5 Chaucer Raad, Cambridge, EngZand 

Experiments invo1ving the detection of a tone in noise show that the mask
ing provided by a given noise component varies inverse1y with its distance from 
the tone . Demonstrations of auditory frequency selectivity a re typi cally ex
plained in terms of an auditory filt e r that is centred at or near the tone fre
queney to improve signa l detection by attenuating off-frequency nois e compo
nents. Using certain noise spec tra i t i -s aetually pos s ib Ie to deri ve the sh ape 
or attenuation charaeteristic of the auditory filter from the expe rimental data 
direetly ; a r eview of the s e me thods and the filt er shapes obtained is presented 
in Patterson and Nimmo-Smith (1980). Several years ago, in preparation for one 
sueh experiment, the f ilte r shapes of three labora tory assistants were measure d 
brief l y . Although the data were few it was elear that the filter of one of the 
assistants, aged 55, was mueh wider than thos e of the others who were in their 
mid-twenties . The experimen t (Patterson, 1976) was eventua l ly run on "young 
norma l s " like most psyehoaeoustic studi es ; in thi s paper we fo llow up the ser
endipitous s ugges tion provided by the older assistant that the auditory fi l ter 
broadens with age. 

The study was further motiva t ed by demonstra tions that patients with 
sensorineura l hearing losses of t en have poor frequency reso lut ion (de Boer and 
Bouwmeester, 1974; Piek, Evans, and Wilson, 1977; Zwi cker and Sehorn, 1978) . 
These r es ult s le ad t o questions conce rning 1) the frequency selec tivity of nor
mallisteners \vith eomparable ages , 2) the genèral rate of de t e riora tion of 
frequen cy selectivity with age , and 3) the range of individua l differences 
both aeross listeners of a given age and be tT"een the ears of one listener . 
This study represents a first attempt to delinea t e some of the population 
statistics of frequency seleetivity , a s represe nte d by the auditory filter. 

Our final motivation was to de termine whether the auditory filter mea
sure eould be used with the popula tion at large . It has of t en been argued 
that the bas ic measure of hearing should not be a measure of ab solute sensitiv
ity - the audiogram - but rather a measure of frequency selee tivity. Whe the r 
fine frequency resolution is a prerequis ite for good auditory perception has 
yet to be demonstrated con e lusive l y . But it seems likely that it is, and in 
this case it will be important to have a robust, as weIl as sensitive, measure 
of frequency selectivity . 

1. METHOD 

The auditory filters of 16 listeners, whose ages spanne d the range 23 to 
75 years, were determined at three centre frequencies (0.5, 2.0 and 4.0 kHz) . 
for both ears - a total of 96 filter shapes. The filters were obtained as in 
Patterson (1976) and Weber (1977) using a sinusoida1 si gnal and a simultaneous, 
notehed-noise masker. The noteh was centred on the tone and threshold was 
measured as a funetion of notch width. The filter shape is the derivative of 
the threshold curve. If the distance from the tone, f , to the edges of the 
noteh is óf , then thresholds were measured for va1ues gf Óf/fo equal to 0.0, 
0.025, 0.05, 0.1, 0.15, 0.2, 0.3 and 0.4. 

Thirteen of the sixteen listeners were recruited via a newspaper adver
tisement that was originally intended to attraet young, normal listeners for a 
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completely separate experiment but which, in the event, drew responses from 
all age groups. Three of these thirteen (CS, WW and JM) participated in a 
previous psychophysical experiment, the rest were naive. The only further re
quirements for inclusion were that they could understand speech and were avail
able two hours a day for a four-week period. Two more young listeners (IB and 
JW) were recruited to increase the age range and the final listener was author 
RM. Briefly, then, the listeners were a reasonably representative sample of 
adults with "normal" hearing from a small academic, non-industrial city. 

An adaptive, two-interval, forced-choice procedure was used, with a rule. 
of 'signal down af ter two correct/up af ter one wrong'. The step size was re
duced from 8 to 2 dB af ter 6 turnarounds and threshold was taken to be the 
average of all the turnaround-levels beyond the first 6; there were typically 
15-20 turnarounds in the 80-trial run. The signal was gated on and off with a 
50-ms cosine ramp and its total duration was 400 ms. The noise masker came on 
50 ms before and went off 50 ms af ter the signal; the noise spectrum level out
side the notch was 40 dB SPL. Each condition was run twice and if the two est
imates of threshold differed by more than 5 dB a third run was performed. The 
4.0-kHz conditions proved more variabIe and so a complete, third replication 
was included at this signal frequency. The data to be presented are, then, the 
average of 2 to 4 threshold estimates. The listeners received one hour of 
practice before the experiment proper began. 

2. RESULTS AND DISCUSSION 

The listeners were divided into the following four age groups: under 40, 
40 to 59, 60 to 71, and 72 to 75 years - a division that yielded four listeners 
in each group. The rounded-exponential auditory filter described by Patterson 
and Nimmo-Smith (1980) was fitted to each set of data using a power-spectrum 
model of masking and the assumption that the filter is symmetric to a first 
approximation at these stimulus levels. There are threshold curves for both 
ears of each listener, and so for each of the 12 combinations of signal fre
quency and age group there are 8 threshold curves. The best and worst curves 
associated with each combination were selected on the basis of the total range 
of the curve and the rate of fall in the region below 0.3. The best and worst 
curves are plotted, separately for each signal frequency, in the upper and 
lower halves of Fig. 1 respectively. The filter shapes themselves have been 
omitted for brevity; in general, however, since the curves are basically ex
ponential and the filter shape is the derivative of the threshold curve, the 
filte r has the same shape as the threshold curve that generates it, except that 
the bends in the filter are more pronounced. When choosing the worst threshold 
curves, it appeared that a few of them were limited at the wider notch widths 
by the absolute threshold level. This could produce an artificially low esti
mate of frequency selectivity and so this analysis was restricted to curves 
where the threshold for the narrowest notches was at least 20 dB above abso
lute threshold. The listeners that produced the 11 curves excluded by this 
criterion are listed in the upper righthand corner of the appropriate sub
figure; their ages are GD 71, AH 72, KP 73 and wc 75. 

The data in the upper half of Fig. 1 show the effects of signal frequency: 
threshold rises at the narrowest notch widths indicating that the absolute 
width of the auditory filter increases with centre frequency; at the same time, 
however, the curves become steeper indicating that the relative width of the 
auditory filter decreases with increasing centre frequency, although the effect 
is slight between 0.5 and 2.0 kHz. The same effects appear in the lower half 
of Fig. 1 in the data of the two younger age groups. 

The effect of age on the auditory filter is most apparent in' the lower 
half of Fig. 1 where it can be seen that the dashed curves associated with the 
older groups lie largely above the solid and broken curves associated with the 
younger groups; this is particularly true for the wider notch widths which, of 
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Figur e 1 _ Tone threshoZd pZotted as a function of the reZative width, ~f/f , 
of the notch in the noise masker_ The data are for three signaZ frequencie~, 
0 . 5, 2.0, and 4. 0 kHz, and for four age groups , under 40 ~~------
40- 59 -- 0- , 60- 71 - - <r- -, and 72- 75 - 0- - - The 
best and worst threshoZd curves in each age group appear in the upper and Zower 
haZves of the figure r espectively . The specific Zisteners, their ages and ab
soZute threshoZds are Zisted in the Zower Zefthand corner of each sub- figure _ 
Some of the data are pZotted as dats to avoid cZutter . 

course , provide the more sensitive test. The th res hold curves of the older 
groups do not fall as far or as f as t as those of the youn ge r groups. The eff
ect of age can also be seen in the uppe r half of the f i gure but in t hi s case 
the effect is considerably smaller; in fact, at the two hi ghe r signal frequen 
cies the representative o f the oldest age group provi des a threshold curve that 
is comp arab l e with tha t of the bes t listener of the younges t group when 
M/f < 0. 2. 

° The within-listener variability i s re l a tive ly l ow; the s t anda rd devi a tion 
for an SO-trial threshold run i s about 2.3 dB, and success ive runs t ypically 
pro duce threshold e stima t es l ess than 5 dB apart for signal freq ue nc i es of 0.5 
and 2.0 kHz. The data a r e slightly more variabIe at 4.0 kHz whe r e the thres 
hold curve is s t eepe r. Thus it would appear tha t areliabIe three-point esti
ma t e of frequency selectivity ( ~ f/fo = 0.0, 0.2, 0.4) could be obtained for a 
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Raive listener at three signa l frequencies in one two-hour session. 
In summary, the experiment indicates that there is a complex but reason

ably comprehensible interaction involving age, signal frequency, and indivi
dual. For young and middle-aged people (under 60) the relative width of the 
auditory filter improves with signa l frequency and the effects of age and in
di v idual are minimal. For these age groups it is the uniformity rather than 
the variability of the filter shape tha t is noteworthy -- the differences 
among the threshold curves of these listeners rise to 10 dB only at the widest 
not ch widths. The filter shape broadens noticeably with age above age 60 but 
the broadening is not uniform; it is most apparent at 4.0 kHz and least appa
r e nt at 2.0 kHz, and there are large individual differences. Some listeners 
in their mid-70's still resemble young adults when ~f/fo < 0.2 -- the region 
associated with the passband of the filter; other listeners h ave lost much of 
their frequency selectivity by age 70. It should also be noted that, while 
there would appear to be some correlation between the ears of a young indivi
dual, this correlation has disappeared by age 60, and above this age there can 
be enormous discrepancies between the ears of one individual; for example, 
listener KP, aged 73, provided both the best and worst threshold curves for 
the 4.0-kHz column of Fig. 1. 
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COMMENT ON: "The effect of age on auditory filter shape" (R.D. Patterson and 
R. Milroy) 

E.F. Evans 
Dept. of Communication & Neuroscience, University of Keele, U. K. 

Do your filter bandwidths correlate with elevation of threshold at the 
corresponding frequencies ? In our own data in patients (published: Pick, 
Evans and Wilson, 1977 and unpublished), while we find a general relation, we 
do not find a I : I relation: some patients have abnormal frequency selectivity 
without any or any substantial hearing loss at these frequencies. 
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AUDITORY FILTER BANDWIDTH DERIVED FROM DIRECT MASKING 
OF COMPLEX SIGNALS 

J.W. Horst and R.J. Ritsma 

Institute of AudioZogy, University Hospi taZ 
Gr oningen, The NetherZands 

I. INTRODUCTION 

Deterrnination of auditory filter bandwidth in masking experiments is 
usually perforrned by using a pure tone or a narrow band of noise with fixed 
bandwidth as test signal, while the masker is varied as to spectral shape. The 
only experiment to our knowledge in which the test signal bandwidth was system
atically varied, was performed by Gässler (1954). He found an auditory filter 
bandwidth of about 20% of the filter frequency, in good agreement with many 
of the results that are obtained with a fixed test signal and variabIe masker. 
Gässler's signals consisted of evenly spaced components with a flat spectralen
velope. For these signals the auditorysystem appeared to be an integrator with 
a bandwidth that is now accepted as the criticaZ bandwidth (CBW). 
In experiments with complex signaIs, primarily intended as an investigation of 
frequency discrimination as a function of the signal-to-noise ratio of complex 
signals with triangular spectral envelope, it turned out that the masking 
thresholds could not be described by integration over a critical band (Horst, 
1979). Therefore a cIos er examination of the masking thresholds for complex 
signals was performed. In our analysis we follow the traditional description 
of the auditory system by many overlapping filters,each of which is a linear 
filter. Detection occurs when the signal-to-noise ratio within any of the fil
ters exceeds a certain threshold. By using a peaked signal spectrum the audi
tory filter centered at the peak will contain maximal signal-to-noise ratio. 
Thus we expect that this filter will be most effective in the detection task; 
consequently the masking thresholds will be determined by this same filter. 

2. METHOD 

As a test signal multitone complexes were used with 20 Hz and 100 Hz 
fundamental frequency and 2000 Hz central frequency. Their spectral envelope 
was triangular on a log-log scale, the slope G of tIte envelope (in dB peroctave) 
was chosen as a variabIe. The masking noise was obtained by bandpass filtering 
white noise between 1000 Hz and 4000 Hz (edges 24 dB/oct). The stimuli were 
presented binaurally through TDH 49 earphones. The masking threshold was deter
mined at a fixed level of the signalof 40 dB SL with a 2IFC procedure. Stimuli 
consisted of two observation periods of 225 ms each, separated by a pause of 
275 ms. In both observation periods a masker burst was presented, while only 
one period contained a test signal burst. Masker and test signal burst had the 
same temporal envelope with ri se and fall time of 25 ms. The noise level was 
varied in steps of I dB. 

3. RESULTS 

100 Hz fundamentaZ frequency. Sine phase reZation 

Results are shown in fig. I. The masking thresholds in fig. Ia are ex-

144 



Auditory filter bandwidth 

pressed as signal level LCB within a CB minus noise spectrum level L~ at 
threshold. LCB was calculated from the total signal level by integration of 
signal energy within a CB centered at 2000 Hz; this CB was taken 400 Hz wide. 
Fig. Ia shows a clear dependence of LCB - L~ on the spectral shape of the 
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Fig.l Dependenee of the masking 
thpeshoZd on the sZope of the 
spectpaZ enveZope fop s1:gnaZs with 
sine phase peZation. FundamentaZ 
fpequency fo is 100 Hz. CentpaZ 
fpequency fc is 2000 Hz . 
L~ is the noise spectPUm ZeveZ 
at masking thpeshoZd. LCB is the 
signaZ leveZ within a cnticaZ 
band (400 Hz wide) at 2000 Hz. LCp 
is the centraZ component ZeveZ. 
VerticaZ bars indicate standard 
deviations of the mean. 

signaIs. This means that different distributio~s of signal energy within a CB 
yield different masking thresholds. 
These results can be translated in an equivaZent rectanguZar bandWidth (ERBW) 
of the auditory filter considerably smaller than the CBW. Fig. Ib presents 
the results of the same experiment but expressed as the central component level 
of the signal minus the noise spectrum level. The independence on the slope 
suggests that only the level of the central component determines the signal's 
detection in the noise. 

100 Hz fundamentaZ frequency. Semi - random phase reZation 

A difference in spectral shape is inevitably connected with a difference 
in temporal shape of the signaIs. One conspicuous difference for the sine 
phase signals is the strongly peaked temporal envelope of the 25 dB/oct signal 
as opposed to the nearly flat envelope of the 200 dB/oct signal. Since the 
possibility of an influence of the temporal envelope on the masking threshold 
ought not to be excluded, the experiment was repeated with signal s with a ran
domly chosen (though fixed) phase relation and the same power spectrum. 
Thus the energy was better distributed over the whole fundamenta l period; conse
quently the highest temporal peak of the 25 dB/oct signals was 6 dB lower than 
in the case of the sine phase relation. Yet the same thresholds were found 
(fig. 2). When this is interpreted in terms of an equivalent rectangular band
filter, these results yield an ERBW of less than 200 Hz. Optimal positioning 
of the filter evensugges t s ERBW< 100 Hz. 
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20 Hz fundamental frequency . Semi- random phase relation 

A fundamental frequency of 20 Hz was u s ed in order t o determine the ERBW 
with mor e accuracy for the se complex signaIs . Again the s i gnals had a triangu
l a r spec tra l envelope, but the spectrum was limited to a band of ISOO - 2200 Hz . 
The masking thresholds for the pure tone and the narrow band complex (fig . 3) 

26 -

2' 

22 -
CD 

°20 

" ;Jt......Je 18 

• 16 
~ 
~1l. 

12 

la 

---~ 

~:::<~~BW < 20 Hz 

v JV 

" DL o HPW 
o JWH 

L-~~ __________ ~,~~ 

25 SLOPE IN DB/OCT 800 ()() 

Fig . 3 Maski ng thresholds for fo = 20 Hz 
and semi-random phase relation . Open sym
boZs r efer to ERBW = 400 Hz . 
FiUed symbols refer to ERBW< 20 Hz , when 
only one spectral component is transmitted 
by the auditory filter . For further 
explanation see fig . land 2. 

show that the central component of the 25 dB/oct complex alone did not contain 
enough ener gy to be de tected. Thus aspectral peak det ec tor (being unlikely) 
could be ruled out. The actu~ l ERBW can be deduced from fi g . 4 on the as sumption 
tha t a t masking thre shold the s i gna l ener gy within the ERBW is a constant, in
dependent of spec tra l enve l ope . Thus fi g . 4 y i e lds an ERBW of SO Hz. 
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Fig . 4 Masking threshold as a 
function of the ERBW. Only 
signal energy within a rectangu
Zar band around 2000 Hz is taken 
into account . Threshold levels 
are obtained by averaging the 
individual data of fig . 3. 
For ERBW = 400 Hz LERB is equal 
to the total signal level (open 
symbols in fig . 3) ; LERB is for 
ERBW < 20 Hz equal to the central 
component level (filled symbols 
in fig . 3) . 

Fundamental frequency 20 Hz. Flat spectral envelope 

Finally , maskin g t hr eshold s were determine d f or 400 Hz wide complexes with 
a f l a t s pectra l enve lope, 20 Hz fund amental frequency and t wo different phas e 
r e l a tions, one of whi ch was the sine phase relation. These s i gna ls resembIed 
thos e used by Gäs s l er. No diff erence was found for the two pha se relations 

Table I Masking thresholds of six observers for the 2000 Hz pure tone and the 
20 Hz complex with flat spectral envelope . The last row shows the difference 
between the pure tone threshold and the ave rage threshold of both complexes . 
All values are given in dB . 

JV LE RR DL HPW JWH MEAN 
Pure tone 19.6±.4 21.4±.6 19.4± .7 IS.S± .6 IS.I ±.5 19.2±.3 19.4±.5 
Complex:sine phase 24.0±.6 25.5 ±.4 25.5 ±.3 25.4±. 3 23 . 7± 1.0 23 .4 ±.4 24.6±.4 
s emi- random phase 24.9±.5 26.9±.4 25.1 ±.4 22.9±.3 27.7 ±.6 22 .3 ±.2 24. 9± .9 

Complex vs . puretone 4. S± .5 4.S±.7 5.9±.S 5.3 ±.S 7.7 ±.7 3.6±.3 5.4 ±.6 
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(tabIe I). However masking thresholds for the complexes were on the average 
5 dB higher than for the pure tone. This l eve l difference can be transposed in 
an ERBW , v i z. 80 to 120 Hz . These result s are in agreement with the above pre
sented data, al though in t hi s case of a flat spectral envelope it is not quite 
certain that the detection task is limit ed to the output of the filter tuned 
t o the center of the complex . 

4. DISCUSSION 

The ERBW found in the present masking experiments is about 4% of the 
central frequency of the signaIs. This i s much smaller than the traditional 
va lue of 15 to 20% for the CBW. ERBW was de termined on the assumption tha t it 
is constant for all signals us ed in these experiments. However, masking of a 
pure tone i s known to yi e ld an ERBW equa l to the CBW (Houtgast, 1974,Patt erson, 
1976, Weber, 1978). So we are left with a paradox, for which we have no solu
tion. 

Since lateral suppression only shows it s influence in nonsimultaneous 
masking (Houtgas t, 1974), it cannot cau se thi s small ERBW . 

The audito r y bandwidth present ed above is abou t the same as Fletcher 
(1940) obtained in a rather c rude first vers i on of the bandlimiting experiment. 
It was suggested a .o. by De Boer (1962) tha t a change of noise bandwidthresult s 
in a change of noise variability, which in turn changes the detec tion criterion. 
Although some experiments support this view (Hamilton, 1957), it was refuted by 
other ones (Weber, 1978). It may be that variation of the t es t s i gnal bandwidth 
results in a change of the detection criterion. Then,it is not clear why Gässler 
did not find this bandwidth dependen ce of masking thresho ld. The differ ences 
between Gäss l er's procedur e and ' ours a r e : a) Monaural vs. binaural listening, 
b)Békésy tracking vs. 2IFC , c ) uniform masking noise vs . white noise, d) run
ning phase vs. fixed phase r e l a tion, e) s i gnal l evel variation vs .noise l eve l 
variat ion. 
It does not seem very likely that a) , b), c) or e) can explain the measured 
differences. As for the running phas e , a lthough we found no differ ence for 
di ffe rent phase r e lations, we do not exclud e the possibility that the continu
ous l y changing timbre of the s ignal changed the detection criterion. 

The present result s show that integr a tion of s i gna l energy in the audi 
tory sys tem i s not a l ways performed over a complet e critical band. ERBW can be 
r educed to a value 3 to 4 times smaller than the CBW. 
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COMMENT 

COMMENT ON: "Auditory filter bandwidth derived from direct masking of complex 
signaIs" (J.W. Horst and R.J. Ritsma). 

B.C.J. Moore 
Dept. of Experimental Psychology, University of Cambridge , Great Britain . 
and 
J.W. Horst 
Institute of Audiology, University Hospital Groningen, the Netherlands. 

Horst and Ritsma analyse their data assuming a critical band with a rec
tangular shape, and expressing the bandwidth of the auditory filter in terms of 
equivalent rectangular bandwidth. The discrepancy between their results and 
other estimates of auditory filter bandwidth is reduced if a more realistic 
shape is assumed for the auditory filter. Patterson and Nimmo-Smith (1980) 
estimate that the auditory filter has approximately exponential skirts, a 
rounded top, and a 3-dB down bandwidth of about 10 percent of the centre 
frequency. 

Consider the results in figures I(b) and 2(b) of Horst and Ritsma. For a 
slope of 25 dB/oct the signal components at 1900 and 2100 Hz will be -1.85 and 
-1.75 dB relative to the component at 2000 Hz. If the auditory filter is 
centred at 2000 Hz, and is 3 dB down at 1900 and 2100 Hz, then at the output of 
the filter the components at 1900 and 2100 Hz will be' -4.85 and -4.75 dB rela
tive to the central component . Ignoring the small contribution from other com
ponent s , the total signal output will be +2.2 dB relative to the level of the 
central component. Thus if threshold is expressed in terms of the leve l of the 
c entr a l component the t hreshold should be 2.2 dB lower in the 25 dB/oct condi
tion than in the 200 dB/oct condition. The data reveal no systematic differ
ence for these conditions, so there i s a small discrepancy from the predictions 
of the auditory filter model. 

Similar calculations applied to the data shown in figure 3, taking into 
account all components present, reveal that the total filter output for a sig
nal slope of 25 dB/oct should be approximately +9 dB relative to the level of 
the central component. This is slightly greater than the difference in thresh
old between the 25 dB/oct and infinite slope conditions, when threshold is 
expressed in terms of the level of the central component. 

For the signal with a flat spectral envelope and 400 Hz bandwidth, the 
auditory filter output would be +10 dB relative to the level of the central 
component, or -3dB relative to the l evel of the whole complex . Thus the thresh
old for the complex signal öught to be +3 dB relative to threshold for the pure 
tone. The diffe rence actually observed is about 5 dB (tabIe I). 

In each case the threshold for the complex signal is slightly higher than 
would be predicted by the auditory filter model of Patterson and Nimmo-Smith. 
This small discrepancy may indicate that threshold is not determined solely by 
signal-to-masker ratio at the output of the auditory filter; the exact composi~ 
tion of signal and masker mayalso play a role (Moore, 1975). 
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EFFE CTS OF NOISE EXPOSURE ON FREQUENCY SELECTIVITY 
IN NORMAL AND HEARING-IMPAIRED LISTENERS* 

L.L. Feth, E.M. Burns, G. Kidd, Jr., and C.R. Mason 

Dept. Audiology and Speech Sciences, Purdue University, 
West Lafayette, Indiana, U.S.A. 

1. INTRODUCTION 

Earlier work in our laboratory has demonstrated that psychophysical tun
ing curves (PTC's) reflect temporary changes in normal ears af ter brief expo
sure to moderately intense noise (Balthazor et al., 1976; Feth et al ., 1979). 
Here we will report further work with listeners having normal hearing and 
some preliminary results on hearing-impaired listeners. 

2. METHODS 

Pre-exposure PTC's and post-noise-exposure tuning curves (PNPTC's) were 
obtained using an adaptive 2IFC, forward-masking procedure. The 20-msec 
probe tone was fixed in frequency (3 kHz) and level (10 dB SL) for the entire 
experimental run. For a given run the 300-msec masking tone was fixed at one 
of nine frequencies ranging from 2.4 to 3.6 kHz. Except where noted in the 
results section, at least four adaptive tracking runs were averaged to pro
duce a point on the psychophysical tuning curve. 

For this report we will present the effects of brief (5-min) exposure to 
a 100 dB SPL octave band (1.2 to 2.4 kHz) of noise. For each listener, the 
noise exposure was followed by one masked "threshold" determination at 2, 4, 
8, 16 and 32 min. At each post-exposure time a different masker frequency was 
tested so that seven to nine exposures were required to obtain one estimate at 
each masker frequency and post-exposure time combination. In addition, TTS 
was measured for both 20-msec and 300-msec 3 kHz tones at the same post~expo
sure times. In all procedures, a continuous 0 dB spectrum level background 
noise was presented. 

3. RESULTS 

Figure 1 contains pre-exposure PTC' s and PNPTC f S for fbre lis teners • Pre
exposure PTC's are represented by open circles connected by solid lines. For 
purposes of clarity only two of the five PNPTC's (2 and 32 min post-exposure) 
are shown for each subject. Generally, the 2 min PNPTC drops below the pre
exposure PTC indicating that the noise exposure has rendered the tonal masker 
temporarily more effective. PNPTC's obtained from these subjects at 4, 8 and 
16 min post-exposure tend to fall between the pre-exposure and the 2 min 
curves. At 32 min, the post-exposure thresholds approach the pre-exposure 
values. For subjects 1, 3 and 4 the masked "threshold" levels at frequencies 
just above the probe frequency remain lower even at 32 min. Subject 2's 
PNPTC's appear to show little evidence of change due to noise exposure, and, 
in facto post-exposure masked "threshold" levels are higher at frequencies 
just above the probe. 

*Portions of this materiaZ were presented at the 97th Meeting of the Acous
ticaZ Society of America. Cambridge, Mass ., June 1979. 
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Fig. 1. Pre- exposure PTC ' s (0 ) and PNPTC 's determinea a~ G min (--- ) and 32 
min ( ••... ) af t er a 5 min exposure to a 100- dB octave band (1200 to 2400 Hz) 
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QI0dB Psychophysica1 Tuning Curves 

Subject Pre-Exposure Post-Exposure 
Number 2 4 8 16 32 min. 

1 7.2 5.8 4.9 5.9 5.7 5.7 
2 10.3 7.9 7.6 10.8 8.4 10.9 
3 9.4 7.4 7.2 9.6 6.3 7.8 
4* 33.0 21.4 15.8 27.2 27.2 30.0 
5* 7.7 9.3 8.5 8.1 7.8 7.4 

Tab1e 1. Comparison of QI0dB for PNPTC's with those for pre-exposure 
PTC's. Subjects 1-4 presented normal audio1ogica1 thresho1ds and no evidence 
of patho1ogy . Subject 5 has a hearing 10ss attributab1e to coch1ear path
ology. (*On1y two rep1ications per point on PNPTC's.) 

Audiometrie Data 

Frequency 250 500 1000 2000 3000 4000 Rz 

Audiometrie 70 70 80 60 35 20 dB 
Thresho1d (RTL) 

Q,10dB 3.9 7.7 8.5 

Tab1e 2. Audiometrie data and se1ectivity indicators for Subject 5. 
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Noise exposure and frequency selectivity 

To assess shape changes in PTC's due to noise exposure, QIOdB was de ter
mined for each tuning curve by fitting straight-line segments to the tip por
tions. All data points above or below the probe frequency were included in 
the line-segments except for subject 4 where the two lower masker frequencies 
appeared to be part of a "tail" segment. The datum point at the probe fre
quency was included in both the upper and lower segment. 

Values of QIOdB are given in Table 1. Notice that QIOdB for S4 which is 
highest for the pre-exposure PTC, is most drastically reduced. 

Subjects with hearing losses attributable to cochlear pathologies are al
so participating in our experiments. Audiometric results for one subject (SS) 
appear in Table 2. Subject 5 presents a very unusual audiometric configura
tion. The hearing loss is greatest for low frequencies but approaches normal 
limits in the 3-4 kHz region. Except for elevated levels, the 3 kHz pre-ex
posure PTC of subject 5 does not appear to be different from normal. The pre
exposure QI0dB value for SS is similar to those obtained from three of our 
four normal-hearing listeners. For SS, the noise exposure had little effect 
on the low frequency side of the PTC. The post-exposure change is most evi
dent in the drop in masker level at detection " t hreshold" for masker frequen
cies at, or just above, the probe frequency. 

4. DISCUSSION 

The effects of brief noise exposure may be evident in the PNPTC's of our 
normal listeners in two ways. Except for S2, the masked threshold values for 
each PNPTC are generally lower than the corresponding pre-exposure curve, and 
all four normals show post-exposure Q10dB va lues that represent poorer selec
tivity than the pre-exposure PTC's. These results, using a forward masking 
paradigm, ag ree with those of Balthazor et al . (1976), who found similar 
changes in post-exposure pulsation threshold curves. Our PNPTC's appear to 
be more sensitive indicators of the temporary effects of noise exposure than 
are traditional TTS measures, since only SI showed a substantial post-expo
sure threshold shift (TTS2 = 4 dB; TTS4 = 0 dB for a 300-msec tone). 

For three of our four normals, and for our hearing-impaired listener, 
the brief exposure to moderately intense noise has apparently rendered the 
tonal maskers more effective. That is, for a given masker, probe threshold 
is attained with substantially less masker intensity. Because the magnitude 
of this effect varies with masker frequency, the PNPTC's for three of our 
four normal listeners show small differences in QIOdB af ter noise exposure, 
which may be thought to be indicative of selectivity changes. In Fig. 1, 
however, S2 shows no apparent downward shift in post-exposure masked thresh
old levels, yet the changes in QI0dB va lues for S2 are comparable to those 
of SI and S3. Since we have not applied statistical tests to these values, 
we must be cautious in interpreting such QI0dB differences as indicative of 
temporary cochlear changes due to noise exposure. 

Evans and Wilson (1973) have suggested that the hypothetical second fil
ter contributing to peripheral frequency selectivity may be vulnerable to re
versible changes. Our PNPTC's may reflect the temporary changes in that 
sharpening mechanism brought about by the noise exposure. Wightman et al . 
(1977) suggest that sensorineural hearing loss may result in a permanent 
change in the sharpening mechanism. We might, then, expect listeners with 
such losses to show no evidence of post-exposure changes in PTC's. The 
hearing-impaired listener (SS) presented in this report does show post-expo
sure changes on the high frequency side of the PNPTC's. Of course, this 
listener does not represent a " typical" cochlear pathology. Our tuning 
curves were obtained in the frequency region where the audiogram indicates a 
transition from 80 dB HTL at 1 kHz to 20 dB HTL at 4 kHz . The severe loss of 
sensitivity in the low frequency region may contribute to the unexpected 
sharpness of the pre-exposure PTC and account for the absence of post-expo-
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sure changes. On the high frequency side the loss falls just below normal 
limits and post-exposure masked threshold changes similar to those for normals 
are evident. There is evidence that tuning curves obtained from pa~hological 
ears showing mild sensorineural losses are not distinguishably broader than 
those obtained at equivalent -levels from normal subjects (Dallos et al., 1977). 
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NARROW-BAND AP STUDIES IN NORMAL AND RECRUITING HUMAN EARS 

1. INTRODUCTION 

J.J. Eggermont 
Department of Mediaal Physias and Biophysias, 

University of Nijmegen, 
Nijmegen, The Netherlands. 

Narrow-band action potentials (NAP) are compound act ion potentials from a 
narrow region of the cochlea and can be derived using a special masking tech
nique (Teas et al. ,1962; Elberling, 1974; Eggermont, 1976). NAPs may be regar
ded as an alternative to single nerve fiber responses (Elberling and Evans, 
1979) useful in situations when recording of single nerve fiber activity is 
impossible (e.g. in humans). For normal human ears NAPs have been derived for 
1/2-octave wide regions (2.5 - 3 mm) along the cochlear partition. 

The NAP-Iatency shows as a function of the central frequency, f CF ' the 
same course as does the latency of the dominant peak from PST-histograms orthe 
latency as derived from the cumulative phase of period histograms for single 
auditory nerve fibers as a function of characteristic frequency (Kiang et al., 
1965; Anderson et al., 1971; Eggermont, 1979a). In addition iso-intensity con
tours for NAP amplitude as evoked by tonebursts in a fixed narrow-band (Egger
mont, 1978) follow the same general pattern as the iso-intensity contours for 
the firing rate of single nerve fibers of fixed CF (Rose et al., 1971). 

This leads us to believe th at certain parameters of the NAPs (i.e. ampli
tude and latency) are closely related to firing rate and response latency of 
single auditory nerve fibers having a characteristic frequency similar to the 
f CF of the narrow-band. For normal human ears the results will therefore be 
comparable to data from various animal cochleas and can be tested againsttheo
ries about cochlear mechanics based mainly upon animal results but extended in 
applicability to man. In addition it has been our goal to obtain NAP recor
dings in recruiting human ears and to infer therefrom the changed characteris
tics of these cochleas (Eggermont, 1978, 1979a, b). Some of these cochleas, 
however, did show latencies which were considered too short when compared to 
normal data and calculated delay times of a one-dimensional transmission-line 
cochlear model (De Boer, 1979). In addition, some recent studies in kanamycin
and noise-damaged animal cochleas (Dallos and Harris, 1978; Salvi et al., 
1979) have indicated that single fiber latencies to clicks and tonebursts we re 
- on the average - not different from those obtained in normal ears. Clearly, 
the results obtained from part of the recruiting human ears are in strong con
trast to the single fiber results from animal studies and inadmissible from 
the point of view of current theory. 

In this paper we will present NAP-onset latencies which will be corrected 
for the f

CF 
independent delay (mainly of synaptic origin) and compare the ob

tained f CF dependent delay for normal and recruiting human ears with currently 
available experimental and theoretical evidence for the building up of respon
se latency. 

2. METHODS 

Recording is performed with a transtympanically placed needie ~lectrode 
on the promontory with reference to the ipsilateral mastoid. The minute res
ponses we re amplified (50.000 x, 10 Hz - 10 kHz), averaged (512 times) and re
corded on an XY recorder. 

Stimulation was performed by means of a loud speaker, the sound pressure 
level was monitored at the entrance of the ear canal using a 1/8~inch conden
sor microphone. Details regarding the methods can be found in Eggermont et al. 
(1974) and Eggermont (1976). 
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3. RESULTS 

A. NAP ampZitude-intensity function in normaZ and recruiting human ears. 

For a fixed narrow-band (f
CF 

= 5.2 kHz) we obtained NAPs to tonebursts of 
varying frequency and intensity ~n anormal ear as weIl as in a recruiting hu
man ear (Fig. 1). The NAP amplitude shown as a function of stimulus int ensity 
r eveals that the lowest threshold for the normal ear was obtained for a tone
burstfrequency of 6 kHz at 20 dB HL. The threshold increase d for higher as 
weIl as lower toneburstfre quencies. The NAPs were obtained under approximately 
equal signal-to-noise ratio's i.e. in all 
cases the high-pass masking noise was fil-
tered out of wide band noise having a level 
which would just mask the AP response. It 
is observed that the slope of the ampli
tude-intensity curves increases gradually 
with a decreasing toneburstfrequency : the 
change in slope from 6 kH z to 1.5 kHz is 
about two- fold; for toneburstfrequencies 
above the f CF the s lope decr eases sharply. 

For the recruiting ear, however, an 
increase in threshold is noted (except at 
1.5 kHz) and in addition one observes 
slopes which are about the same and r ough
ly comparable to thos e obtained for the 
normal ear at frequen c ies weI l bel ow f CF ' 

~ 7 kHz 
-6 
-~-· 4 
.--0- - - 3 
-1.5 

recruitment 

0.1 

~70-=~~~~~~L-~~~L-L-~~ 

Fig .1. AmpZitude- intensity functions for narrow-band act ion potentiaZs in a 
normaZ and a recruiting human ear. The NAPs were derived for a region with f CF 
= 5. 2 kHz for tonebursts having a frequency of 1.5; 3; 4 ; 6 and 7 kHz. On a 
Zinear ampZitude scaZe the input- output functions can be approximated by 
straight Zines . It seems that the sZope is reZated to threshoZd for frequen
cies beZow fCp' The vaZues found in the r ecruiting ear are about the same as 
those in the normaZ ear for the 1. 5 kHz toneburst, having the same threshoZd 
vaZue. 

B. NAP onset Zatencies as a functio~ of f CF' 

1. Normal ears 

For the NAP latency studies a click stimulus of 90 dB p.e. SPL was used 
throughout for the normal as weI l as the recruiting human ears. NAPs were de
rived for regions from around 10 kHz towa~ around 425 Hz, thereby represen
ting a substantial part of the human cochlea. For 15 normal human ears the on
set latencies are plotted against f in the upper part of Fig. 2, it is evi
dent that the latencies increase qur~e substantially from on average 1.5 ms at 
10 kHz to 6 - 7 ms at the more apical end of the cochlea. In the lower part of 
Fig.2 the estimated frequency-independent part of the delay has been substrac
ted from the NAP-onset latency, aregression line calculated through the data 
points was estimated as: 
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Fig . 2. Onset latencies and delay va
lues for click evoked narrow-band 
action potentials for 15 nOPinal hu
man cochleas as a function of the 
narrow- band central frequency (fCF) 
The upper part shows the NAP-onse~ 
latencies, the lower part the de
lays as obtained by subtracting an 
f F independent value of 0.8 msec. 
T~e drawn line is the calculated re
gression line, the dashed line is 
adapted from Anderson et al . (1971) 
squirrel monkey data . 
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Fig . 3 . Conversion of delay va lues for 
NAPs to number of cycles at the corre
sponding f . The curve marked "total" 
is obtaine~by multiplying the values 
found on the regression line from Fiq . 2 
by f

CF
. The "transmission- delay " curve 

is according to calculations by De Boer 
(1979) . The "fi lter delay " curve repr e
sents the difference between both other 
curves. 

The dashed line drawn in for reference represents a regression line fit to the 
Anderson et al. (1971) data obtained for the squirrel monkey: 

1 95 f 
-0.725 

. CF ms. 

A few data points at the higher f CF values do show quite small response times 
of around 2 periods, while others even approach some 10 periods. An uncertain
ty in the determination of response latency can be estimated at 0.3 ms at most 
and will be influencing mostly the high fe values. 

The response times can be converted ~Kto a number of periods of the f . 
by multiplying with f

CF
. When this is done for the regression line for the CF 

normal data one obtains the curve marked "total" in Fig. 3 for which obviously 
holds: 

3 05 f 
0.23 

. CF 
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For the f CF range under study the number of periods ranges from 2 at the lower 
end of the fC toward 5 at the high f end. De Boer (1979) calculated for a 
transmission line cochlear model for tbe stiffness dominated range a transmis
sion (i.e. travelling wave) delay 

which curve has been drawn in too. Assuming that the frequency dependent 
response delay is composed out of a travelling wave delay and a response 
of the cochlear filter, the latter was calculated at distinct f CF points 
curve was fitted by eye. This curve can be reasonably approximafed by 

total 
delay 
and a 

087f 
0.72 

. CF 

indicating a sharply increasing function with f
CF

. 

2. Recruiting ears. 

For 37 human ears with loudness recruitment for most of the frequencies 
from 0.5 - 8 kHz, the NAP-onset latencies for 90 dB p.e. SPL clicks - the same 
intensity as for the normal ears - have been plotted in Fig. 4, upper part. 
The lower part of the figure shows these values corrected for the frequency 
independent delay. The shaded area represents the absolute range for the nor
mal ears and the drawn- in curve represents the theoretical transmission delay 
according to De Boer (1979). One observes quite a number of NAP latencies 
which are below the normal range and a somewhat smaller number which are also 
below the theoretical delay for the travelling wave. 
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Fig. 4. Onset latencies and delay va lues for 
click evoked narrow-band action potentials 
for 37 human ears with sensoryneural hearing 
loss showing loudness recruitment. The for
mat and procedure is analogous to Fig. 2. The 
shaded area represents the range found for 
normal ears with the exception of the few 
low-value points at the high f CF end. It is 
observed that a considerable number of 
points are below the normal range especially 
in the 1 - 5 kHz range. In addition a sub
stantial number is below the drawn l ine, 
which represents the travelling delay for a 
transmission line cochlear model (De Boer, 
1979). Nà latencies having larger than nor
mal va lues have been found. 
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AP studies in human ears 

Fig. 5. Audiograms and delay va lues obtained in four humans with a hearing loss 
restricted to the 2 - 4 kHz range. Three of these ears showed nearly normal 
hearing at the 8 kHz point. One patient (0) had a history of noise exposure 
and showed an identical hearing loss at the other ear. Two patients (+, 0) had 
one sided, long existing, hearing losses of unknown origin. The fourth patient 
(6) had a symmetrical bilateral hearing loss, also long existing and of un
known origin. Three out of four patients show a decrease in NAP delay va lues 
for decreasing f

CF 
even into the range below the theoretical minimum (drawn 

curve). The patient with the noise trauma did not showabnormal latency values. 

In four human ears where the hearing loss with recruitment was restricted 
to the 2 - 4 kHz range we had the opportunity to measure the NAP latencies. 
Fig. 5 (insert) shows the audiograms for these ears together with spectrum of 
the click stimulus used, the spectrum of the wide band noise was approximately 
the same. Fig. 5 shows the f CF dependent delay for those four ears together 
with the range for normal ears as weIl as the theoretical travelling wave de
lay. It can be seen that for two ears in particular (ä and 0) the delays de
crease initially when f CF is decreased from 10 kHz on, and what is more pecu
liar they decrease from a value larger than the travelling wave delay to va
lues shorter than this delay. In a third ear (+) the same trend is observed, 
while in the fourth case (.) the delay merely stays the same in two adjacent 
narrow-bands. The amount of departure from normal seems to be related to the 
amount of hearing loss. 

These data show that the NAP latencies are normal in the frequency ranges 
where the hearing is normal and quite dramatically reduced (in 3 out of 4 ca
ses) in the reg ion of the hearing loss. 

4. DISCUSSION 

A. The NAP amplitude as a function of toneburst level for a particular f CF 
follows the same pattern across toneburstfrequency as has been reported 
for the slope of the rate-intensity functions for single nerve fibers 
(Sachs and Abbas, 1974). Hence, the amplitude of the NAP seems to be rel a
ted to firing rate. 

Any compound action potential can be written as: 

t 

AP(t) = N J a(t-T) S(T) dT 
o 
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in which N is the number of newly activated nerve fibers, aCt) is the unit 
contribution at the recording site, and set) is a latency probability den
sity function (Goldstein and Kiang, 1958; Teas e t al., 1962). The decompo
sition of whole nerv e act ion potentials into narrow-band action potentials 

assumes that 

in which 

n 
AP(t) = L NAP.(t) 

i=1 ~ 
t 

NAP. (t) = N. f a(t-T) s~ (T) dT . 
~ ~ L 

o 

Especially for narrow-bands with high f CF values one assumes that s.(t) is 
sharply peaked compared t o the duration of aCt) (e.g. Roke et al., T979). 
In that case one may writ e t 

NAP. (t) = N. . a (t ) . f 
~ ~ 0 

and the NAP amplitude will be proportional to the number of contributing 
nerve fibers. For lower fÇF-values s.(t) becomes broader than the aCt) and 
the NAP amplitude will st~ll be prop5rtional to N. but not in a simple way. 

For a single nerve fiber at place i along the c5chlea (to correspond with 
the center of the i th narrow-band) 

t 

f s. (T) dT 
~ 

o 

will be the probability of firing in the interval (0, t). 
Since NAPs are related to onset activity of single nerve fibers, the ac

tual number of firings will depend on the onset firing rate of the nerve 
fiber. As Smith and Zwislocki (1975) have demonstrated the ratio of onset 
activity to steady state neural activity is constant over a wide intensity 
range. As firing rate in the determination of rate-intensity functions is 
dominated by the steady state activity, this leads to the conclusion that 
NAP amplitude is related to the average firing rate of neurons in the 
narrow-band. 

The steep slopes for the NAP amplitude-intensity functions found in re
cruiting human ears therefore will reflect the increased slope of the rate
intensity functions observed for single nerve fibers in pathological coch
leas (e.g. Evans, 1974), and indicate that loudness recruitment may be a 
phenomenon that can already take place in a restricted part of the cochlea 
and does not require the "help" of normal basal regions. 

B. The NAP-ons et latency as a function of f CF in normal human ears parallels 
the delay reported for single nerve fibers ~n animal studies. Compared to 
the data of Anderson et al. (1971) in the squirrel monkey the curve for the 
human ears is shifted toward higher f CF by about 1 octave or alternatively 
the delay is approximately one period longer at each fC ' At the low f 
end the observed delay can be accounted for nearly compIetely by travetIing 
wave delay, but at higher f CF values one to three cycles of delay (Fig. 3) 
have to be added. This may De due to a delay caused by the cochlear filter 
at the resonance frequency and suggests progressively sharper tuning at the 
higher f CF values. From arelation between filter delay and Q10dB (Egger
mont, 1979a) one expect changes of Q10dB across f CF from about T at the low 
frequency end up to 7 at the high frequency end. 
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Problems arise when one considers the results obtained in the recruiting 
ears. It is found that the NAP delays, in some cases, are shorter than the 
calculated travelling wave delay. In addition shorter than normal single 
fiber latencies, at the same intensity level, have not been observed in 
kanamycin- or noise damaged cochleas (Dallos and Rarris, 1978; Salvi et al. 
1979). 



AP studies in human ears 

Since it could well be that latency values decrease below normal values 
but stay above the travelling wave delay limit by a deterioration of the 
cochlear filter, one is facing two problems. Why has a deterioration of the 
cochlear filter no appreciable result on the single fiber latencies, and 
how is it explainable that NAP delays drop below the values calculated for 
the travelling wave delay? 

One obvious reason for the last problem could be that the method of deri
ving NAP responses, which is likely to be correct for normal ears (e.g. 
Elberling and Evans, 1979), fails when applied to certain pathological ears. 
One of the reasons may be that at the CF the thresholds are raised above 
the effective masking level of the high-pass noise while in the low fre
quency tail the fibers threshold is normal or even lower than normal (Dal
los and Harris, 1978; Kiang et al., 1976). In this case the NAP attributed 
to a particular narrow-band may actually originate from nerve fibers with a 
CF approximately 2 - 3 octaves higher . In our experiment al situation (see 
the spectral levels for the click and noise, Fig. 5) this can indeed take 
place for thresholds elevated above about 50 dB at 8 kHz, and 60 dB at 1. 2, 
and 4 kHz. Calculating the number of ears that would have thresholds in 
that range (based on Eggermont, 1979a) one arrives a t 17 ears qualifying 
for this criterion at 4 and 8 kHz. These ears would show in particular 
short latencies in the I - 2 kHz range. The actual number of ears having 
short er than normal values in this range (about 20) seems to agree with 
this hypothesis. 

This hypothesis, however, is hardly tenable for the ears with hearing 
loss restricted to the 2 - 4 kHz range. In this particular f CF range the 
short latency values were found and not 2 octaves below that range, and be
sides that the thresholds in the 8 kHz range were sufficiently l ow to a s
sure complete masking of the nerve fibers. 

We therefore attempt to suggest another reason why, in particular in the 
ears with the restricted range of hearing loss, l a t encies at e.g. 2 kHz can 
not only be shorter than normal ears but also shorter than found in the 
same ear at a higher f CF ' Accord ing to De Boer (1979) the travelling wave 
delay is proportional Eo C(x)-1/2, where C(x) is the BM stiffness at place 
x. 

From Békésy's (1960) work we know that travelling waves develop from the 
point where the stiffness is highest and travel to regions with lower 
stiffness values. One explanation for the paradoxal delays found (Fig. 5) 
could be that in the 2 - 4 kHz range the stiffness has increased beyond the 
value at the basal end of the cochlea. This wo uld result in the shortest 
latency to arise in this range, increasing toward the apical as weIl as to
ward the basal end of the cochlea. The travelling wave then starts in the 
2 - 4 kHz range. This raises questions about the cause of the hearing loss 
in these ears . As far as we could investigate there was no history of ex
cessive noise exponse nor to the use of ototoxic drugs, except case 080578 
which had a history of noise exponse. The required increase in BM stiffness, 
however, would be of the order of 10 times, for a decrease in travelling 
wave delay by a factor 3. 

For the large group of recruiting ears with flat hearing losses nearly 
all the patients suffered from Menière's disease, a status of the inner ear 
with an enlarged endolymphatic compartment has been suggested therefore. If 
and how this could influence membrane stiffness remains an open question. 
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COMMENT ON: "Narrow-band ap studies in normal and recruiti.ng human ears" 
(J.J. Eggermont) 

D. McFadden 
Department of PsychoZogy, Universi t y of Texas, Austin, Texas 78712, U. S.A. 

I am intrigued by your finding implying alterations in the propagation 
velocity of the traveling wave. From the conversation in the halls it is clear 
that many of the membrane specialists believe it to be unlikely that the bas i
lar membrane could be altered in its physical characteristics in the ways 
necessary to produce such changes in propagation velocity. Nevertheless, I 
would like to point out that a long-standing curiousity in the auditory fa
tigue literature is also in accord with the assumption of alterations in the 
physical characteristics of the cochlear partition. Following exposure to an 
intense tonal stimulus, it is common to find no change in absolute sensitivity 
at that frequency even though there is 20· dB or more of sensitivity loss at 
higher frequencies. None of the existing explanations of this effect seem as 
parsimonious to me as the presumption that the intense tone causes a temporary, 
relatively local alteration in the physical characteristics of the partition 
such that the over-stimulated region is now responsive to higher frequencies 
than it was prior to the exposure. 

Specifically, if the effective stiffness were inc reased locally or the ef
fective mass decreased locally, one would expect the maximal sensitivity 
changes to appear at frequencies higher than the exposure frequency- -not be
cause a higher frequency region had been more affected by the intense tone than 
its own characteristic region, but because its own region has been temporarily 
shifted in its resonance. Permanent changes in the stiffness or mass of the 
membrane would, of course, also cause such shifts in resonance, and if the 
changes were greater in one local region than in another, one might expect 
travel-time anomalies of the sort you report. The idea appears easy to tes t wi th 
an animal preparation--travel time to some low~frequency region should be 
shorter following exposure to an intense high-frequency stimulus than before 
exposure. 

COMMENT ON: "Narrow-band ap studies in normal and recruiting human ears" 
(J.J. Eggermont) 

E.F. Evans 
Dept. of Communication & Neuroscience, University of KeeZe , U.K . 

Elberling and I found that, in the cat, the NAP method was invalid for 
HP maskers less than about 2 kHz. In particular, fibres with the Zowest rather 
than the adjacent CFs were unexpectedly masked out. Could this, I wonder, be 
happening for higher frequency HP maskers in your pathological cases thus 
preferentially losing lower CF fibres with longer latencies ? 
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INTRODUCTION 

EFFECTS OF ACUTE NOISE TRAUMATA ON 
COCHLEAR RESPONSE TIMES IN CATS 

E. van Heusden 

Institute for Perception TNO,. 
Soesterberg, The Netherlands 

In this paper we present preliminary results of a study on the effect of 
excessive noise stimulation on cochlear response times measured for single 
cells in the Antero-Ventral Cochlear Nucleus (AVCN). 

"Any correlation of auditory physiology with cochlear histology is based 
on the premise that the best frequency (BF) dimension in the audi.tory nerve 
maps in some continuous way onto the longitudinal dimension of the cochlea" 
(Kiang et al , 1976). In the pathological ear there were doubts about this 
premise because excessive noise and ototoxic agents result in a shift to higher 
SPLs of the sharply tuned segment of a fiber's frequency tuning curve (FTC), 
and sometimes fibers become hypersensi tive at low frequencies (Kiang et; al., 
1976; Liberman and Kiang, 1978). Consequently, lower BF values will be assigned 
to these fibers. Robertson and Johnstone (1979) found this apparent BF shift to 
lower frequencies in spiral ganglion recordings of kanamycin-damaged guinea pig 
cochleas. In these animals the normal tonotopic pattern of organization in the 
cochlea was greatly disrupted. 

For neurons whose discharges are phase-locked to the stimulus, t~m~ng of 
discharges with respect to the phase of the stimulus waveform can be measured. 
The slope of the cumulative phase shift as a function of stimulus frequency ap
proximates a straight line. The slope of this line is a measure of the time de
lay between stimulus waveform and the corresponding waveform in the period his
togram of the discharges (Anderson et al, 1971). For AVCN neurons the time de
lay between stimulus and response measured from the cumulative phas e as a func
tion of frequency is a monotonie function of BF (Gibson et aZ , 1977). In the 
traumatized ear this time delay (cochlear response time) measured in single 
cells in the AVCN may be a better indicator of the place along the basilar mem
brane innervated by those cells than the BF is. This hypothesis led us to per
form experiments experiments on the cochlear response time before and af ter in
ducement of a noise trauma. 

METHODS 

Young healthy adult cats were anesthetized with sodium pentobarbital. The 
recording site was the AVCN ipsilateral to the stimulated ear. Stimuli were 
presented through an electrodynamic transducer (Beyer DT 48) connected to the 
cat's external meatus. The transducer was calibrated by measuring sound pres
sure level (SPL) and phase of sinewave stimuli with a calibrated probe tube 
microphone near the tympanie membrane. 

Experiments lasted for about 50 h. Noise traumata were induced halfway 
through the experiments by exposing the ear for 30 minutes to 105.3 dB SPL pink 
noise. Such exposure resulted in a threshold shift which remained fairly steady 
during the experiment. 

Cochlear response time is calculated from the phase shift revealed by the 
period histogram as a function of stimulus frequency and weighted according to 
firing ra te (Goldstein et aZ, 1971). 

162 



Effects of acute noise traumata 

EXPERIMENTS 

Fig. 1 shows tuning curve s of unit 760304 before and af ter inducement of a 
noise trauma . Frequency selectivity has decreased af ter inducement of the trau
ma. The FTC before the trauma at high SPL (higher spike-rate cri t erion) shows 
that the decrease in selectiv ity is not simply an SPL effect, because the tip 
of this curve is also sharper than the tip of the FTC measure af ter inducement 
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Fig . 1 FTCs of unit 760304 be f or e (solid 
curves) and af ter (dashed curve ) inducement 
af a naise t rauma . The curves i ndicat ed by 
apen circles and with dats, r epresent a j us t 
noticeable i ncrease in f iring rate abave the 
spantaneaus rate (thr eshald tuning curves ). 
The third curve (+) represents an FTC befare 
the t rauma at a higher fi r ing r ate such t hat 
its tip caincides with . the tip af the thresh
ald tuning curve f or the t raumatized ear . 

of the trauma. Figure 2 shows for unit 760304 the cumulative phase of the dis
charges with respect to the stimulus waveform as a function of stimulus fre
quency at two SPLs before and af ter inducement of the trauma. Af ter inducement 
of the trauma we see no effect on the degree of phase locking of singl e cell 
potentials to the stimulus waveform. The cochlear response times derived from 
these functions were 2.9 ms before and 3.5 ms af ter inducement of the trauma. 
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Fig . 2 Cumulative phase between stimulus 
wavef arm and the carrespanding wave f arm in 
the per iad hi stagram af the di schar ges af 
unit 760304. The phase i s plotted madula 
1560 degrees . The curves be f are the t rauma 
( +, 60 dB SPL and ., 30 dB SPL) ar e shal
l awer t han the curves af the same unit 
af ter indu.cement af the trauma (x, 60 dB 
SPL and 0, 45 dB SPL ); 

The effect of stimulus SPL on cochlear response time is small . In three more 
cats, where we succeeded to keep the recording electrode in contact with a unit 
for the period of time required, we found an increased response time af ter in
ducement of the trauma, while frequency selectivity has decreased. The effect 
of excessive stimulation on the cochlear response time is on the order of the 
variability in the response times found for different cells with about the same 
BF and no noise trauma. 

Fig. 3 shows tuning curves for unit 780905 before and af ter inducement of 
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the trauma. The sharply tuned segment of the FTC has shifted markedly to higher 
SPLs. Furthermore, this unit became hypersensitive at low frequencies. Conse
quently, the BF seems to shift from 2.4 to 0.7 kHz. The cochlear response time 
for this unit increased from 2.7 to 3.3 ms af ter inducement of the trauma. 

20 

0.5 

frequency in kHz 

Fig. 3 FTCs of unit 780905 before (solid) 
and af ter (dashed) inducement of a noise 
trauma. The BF seems to shift from 2.4 kHz 
to 0.7 kHz. 

With our angle of approach to the AVCN in each penetration BFs are found 
in a restricted frequency range in the normal ear. We expect these units to in
nervate a restricted r egion on the basilar membrane. Table I shows response 
time data for four units (unit 780905 included) measured in one penetration of 
the AVCN. In order to obtain cochlear response time data as a functio!'. of BF 
comparable to our response time data (eardrum to AVCN unit) we adapted travel
time data from Gibson et al (1977) and corrected these data for frequency- inde
pendent delays reported by them (1.5 ms) minus their acoustic transmission time 
estimated by us (0.3 ms). In the normal ear the measured response time for unit 
780905 is 2.7 while the response time estimated from the travel-time data is 
2.9 ms. The estimated response times of the units presented in Table I are 
shown in the right column. The measured response times are much lower than the 

Table I Response times af ter inducement of the trauma for units measured in 
one penetration of the AVCN. EF and response time of unit 780905 be
fore inducement of the trauma were 2.4 kHz and 2. 7 ms , respectively. 
'Normal ' response times were adapted from Gibson et al (1977). 

unit nr BF measured 'normal ' 
(kHz) response time response time 

(ms) (ms) 

780905 0.7 3.3 4.7 
780907 0.4 3.1 5.5 
780908 0.36 3.3 5.7 
780909 1.1 2.6 4.0 

estimated response times based on the assigned BFs. Spikes of unit 780909 are 
so-called fast negative discharges. Response times of this type of spike were 
omitted by Gibson et al (1977), since many of these spikes yielded delays at 
the lower extremes of the distribution. The interpretation given by those au
thors is that this type of spike represents discharges of presynaptic terminals 
of auditory nerve fiber s and hence might be expected to have time delays less 
than AVCN neurons by the amount of one synaptic delay. Unit 780~09 indeed show
ed lower response time than other units in this track. 

The fac t that the units are found in one track and that their response 
times are similar led us to conclude that they must have had BFs close to 2.4 
kHz in the normal ear. An additional indication of a decreased BF af ter induce-
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ment of the trauma is that discharges of units in Table I show phase locking to 
the stimulus (80 dB SPL) at frequencies higher than 2 kHz. In the normal ear we 
have seldom found phase locking above 2 kH z for BFs lower than 1.1 kHz. The 
shift of the BF to lower frequencies in the acoustically traumatized ear is in 
agreement with the results reported by Robertson and Johnstone (1979) in the 
kanamycin-damaged ear. 

In the traumatized ear response time seems to be a good indicator of a 
unit's BF, although cochlear response time proves to be increased af ter induce
ment of the trauma. 
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1. INTRODUCTION 

NARROW-BAND ANALYSIS: A LI}~ BETWEEN 
SINGLE-FIBRE AND WHOLE-NERVE DATA 

V.F. Prijs 

ENT Dept ., Academic Hospital, Leiden, 
The Netherlands 

Since gross electrode experiments are easy to perform and single-fibre 
measurements are not possible in humans, one has searched for links between 
single-fibre and whole-nerve data. 

Low level tone bursts elicit compound act ion potentials (AP) coming from 
a limited group of fibres with CF near the tone frequency. For these APs, 
change in amplitude should reflect change in the rate in those fibres excited 
by the tone burst. This principle is used to investigate tuning (Dallos and 
Cheatham, 1976), two tone suppression (Harris, 1979), and forward masking 
(Abbas and Gorga, 1979). 

However, tone bursts of higher intensity excite a large cochlear area arid 
therefore direct comparison of whole-nerve data and data from a limited group 
of fibres with approximately the same CF is not possible. Teas et al. (1962) 
proposed a speciaily designed high-pass noise masking technique to obtain the 
contributions to the AP from restricted cochlear regions. Elberling (1974) and 
Eggermont (1976) used this narrow-bandanalysis successfully to investigate 
single-fibre like properties, e.g. the latency-frequency relation in the coch
lea for high intensities. 

In the present study the behaviour of the narrow-band AP (NAP), dependent 
on intensity, interstimulus interval, level of continuous white-noise masker, 
and body temperature will be compared to the behaviour of single-fibre respon
ses as reported by others. 

2. METHODS 

The tone bursts used had a trapezoidal envelope with rise- and fall times 
of two periods and a frequency of 2 or 4 kHz. The narrow band analysis method 
and equipment used is described by Eggermont (1976). The animal experimented 
upon was the guinea pig. 

3. RESULTS 

a) Dependence on intensity (IJ 

At low tone burst intensities only the regions with central frequencies 
(f

c
) at and just below stimulus frequency respond. With increasing intensity 

more NAPs come above their threshold, especially for f 's higher than stimulus 
frequency (Eggermont, 1976). The increase of the stimulated area on the coch
lear partition, is also shown for single fibres by Pfeiffer and Kim (1975). 

Amplitude-intensity functions for NAPs show a behaviour identical to that 
of rate-intensity functions for single fibres: the slope of these NAP input
output curves increases with central frequency but at successively higher thres
hold levels (Eggermont, 1977; Evans, 1974). 

When intensity increases, the onset and peak latency of the NAPs become 
shorter and the interval between both latencies decreases (fig. 1). PST histo-
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When the inter-stimulus interval de
c reases , the amp litudes of the NAPs de
crease (figs . 2 and 3) . For single fibres, 
decrement in discharge rate to the test 
tone is dependent on the rate to the adap
iting stimulus (Smith, 1979), Therefore, a 

Fig . 1. Narrow- band responses f v p a cen
tral frequency of 4 . 6 kHz, for several in
tensities (I) of a 4 kHz tone burst. 

Fig . 2. Narrow- band response amplitudes 
(A) for several inter- stimulus intervals 
(ISI) in r esponse to 4 kHz tone - burst sti
mulation . 

Fig . 3. Narrow-band response amplitudes 
(A) for several inter- stimulus intervals 
.rISI) in response to 2 kHz tone- burst sti
mulation. 
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region that is stimulated more by the tone burst will adapt more; a region 
that is stimulated above its saturating level will adapt most. Since the 
regions near the stimulus frequency are excited most, these regions show the 
largest decrease in NAP amplitude . 

c) Dependenee on l evel of eontinuous white-noise masker (M) 

The influence of the level of a continuous white-noise masker on amplitu
des of NAPs can be described as the effect of decreasing tone-burst intensity 
(fig. 4) . For single fibres similar results have been found (Evans, 1974). 
Since perstimulatory masking with noise can be described according to the same 
rules as adaptation (Smith, 1979), the relatively high degree of masking in 
the high frequency regions should be caused by more stimulation of those re
gions by the noise. Figure 5 shows the input-output curves for several NAPs 
in response to noise bursts. The relation between these curves and the NAP
amplitude dependenee on noise level underline the single-f ibre results of 
Smith. 
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Fi g. 4 . Narrow- band res pons e amplitu
des (A) in response to 4 kHz test- tone 
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white- noise masker (M). 
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When the body temperature of the guinea pig was lowered, the amplitude
central frequency relations hardly changed, indicating na changé of the 
Q10dB. Cooling of the animal caus ed an increase of the NAP onset - and peak
laEency and of the interval between bath (fi g . 6). This effect is of about 
the same size for all NAPs, and is probably caused by the increase of minimum 
synaptic delay, desynchronization of firings and broadening of one fibre 
respons e (Ka t z and l1iledi, 1965; Prij s , 1980}. From these result s the effec t 
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Fi g. 6 . Narrow-band responses fo r 
a central f requency of 4 . 6 kHz, 
i n r esponse to 4 kHz t one-burst 
stimulation at severa l body tem~ 
peratures (T). 

Narrow-band analysis 

of c00ling-upon single-fióre responses can 
óe predicted: the quali ty of tuning ~~ill not 
change, and the onset of the PST-histograms 
will be equally delayed for all fióres. 
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COMMENT 

COMMENT ON: "Narrow-band analysis: a link between single-fibre and whole-nerve 
data (V.F. Prijs) 

R. Klinke 
Centre of PhysioZogy, J.W. Goethe University, D-6000 Frankfurt, Germany. 

You conclude from your experiments that cooling of the Guinea pig will 
not change the quality of tuning of single fibres. 

This suggests a phenomenon which again differs from that observed in the 
behaviour of single fibres to temperature changes in cold blooded animaIs. 
Power spectra of REVCOR functions recorded in caiman at different temperatures 
(FengIer and Klinke, to be published) show that their maximum shif ts to higher 
frequencies with higher body temperature and that the sharpness of tuning 
deteriorates at the same time. 
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AP-TUNING CURVE AND NARROW- BAND AP FOLLOWING ACOUSTIC 
OVERSTIMULATION 

J.H. ten Ka t e 

Applied Physics Depaptment, Delft Univepsity of Technology , 
Delft, The Netheplands 

I. INTRODUCTION 

The NI potentia l ~n the compound overall action potential (AP) of the nerve fi
bres on transient sounds i s widely used as a measure of cochlear function. It i s 
known from literature that different parts along the basilar membrane contribute 
di fferently to the AP, having the smallest portions bel ow 2 kHz . 

Hi gh pass noise masking technique (Eggermont, 1976) can be used to obtain 
their weighting factors iden t ifying pathological cochleas (Don and Eggerrnont, 
1978) . The AP can even be synthesized with the experirnental da ta. 

The determination of AP- tuning curves give s another way of measuring co
chl ear fun c tion. Then a constant reduction of the AP on tonebursts in or af ter 
the pr esence of a masker i s used for the determination of the masking leve l as 
a f unc tion of the frequency (Dallos and Cheatham, 1976, Mitchell, 1976). The 
shape of the AF-tun ing curve a t 8 kHz appeared to be only weakly dependent on 
the in t ens ity l eve l in contras t with psychophysica l tuning curves a t I kHz 
(Vogten, 1978a). Munson and Gardner, (1950) measuring masking patterns for 
kHz s timula tion ob t a ined maxima at about 1.5 kHz during 100 dB respec tively 100-
11 0 phons (see also Ehmer and Ehmer, 1969). Auditory fa ti gue, temporary thresh
old sh i ft TTS have maximum effec t s on the auditory system a t ~ -I octave above 
the frequencies of the st imuli (e . g . Dixon Ward, 1973). Comparable data on re
duction of the AP ex i st for fre quencies > 2 kHz, showing a ~ -octave shift 
(Mit chel l, 1977) . Some pre liminary AP results from the ca t' s coch l ea below 2 
kHz , presen t ed here, are in agr eement with the above desc ribed psychophys ical 
da t a . 

2. METHODS 

Sound s timul a tion and physiological techniques used a r e de scr ibed e l sewhere 
(Bilsen et al ., 1975). The s timul ato r was provided with a ~-meta l shie lde d TDH 
39 Grason StadIer ear phone (character i s tics given in Fig.I). Alternat ing clicks 
of 100 ~s were used during high pass noise masking, testing the reliability of 
cochleas. The high-pass acoustical noise (flat spectrum below 12 kHz) for the 
AF-measurements on tone burst was obta ined by a filter -bankset (HP 8065A) and by 
2 Ali son filters (L.F. slope = 60 dB/octave). Microphonics and AP from the round 
window were amp lified 1200 x and averaged 1000 x. 

3. RESULTS 

a . Nappow band AP and high pass noise masking 

NI of the narrow band AP on clicks was plotted against central frequencies in 
tne upper part of Fig . I. One cochlea (dotted curve) was classified to be trau
matic . The devia tion of the dotted curve below the values of the other cochleas 
in the freq uency r an ge below 2 kHz was due to stimulation with pure tones of 
560, 889 Hz at 107 dB SPL during several minutes. The origin of the dip at 4.5 
kHz could not be determined with certainty. One cochlea (BZB 80) was overstirnu-
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Fig .l. The upper part of the figure 
represents the narrow band AP to 
alternating clicks agains t the cen
tral frequency for five cats . The 
acoustical characteristic of the 
stimulator is given in the low Fig . 

Fig. 2. AP values plotted against the low 
cut- off frequency of the high pass noise . 
Note the reduction of the curve + with 
respect to the curve o. 

1ated by a pure "tone" of 1.0 kHz at 130 dB SPL during 20 minutes. Afterwards an 
overall depression with high pass noise masking was found (Fig.2). The AP is de
creased to one third of the origina1 va1ues of NI. This resu1t indicates a large 
spread of 10ss in auditory sensitivity over the frequency range of 10 kHz and is 
in accordance to data in 1iterature for I kHz stimu1ation at 135-141 dB SPL. 
(Fig.3, Price, 1979). 

b) Masking and overstimulation 
120 dBSPL 

100 

~ 80 

60 o~,.~/ 40 

20 
o cat AZC 80 

.. cat BE 80 

0.1 KHz 

Fig. 3. Simultaneous masker levels for a 30% 
depression of the AP on the probe are plotted 
against the frequency. The intensity levels 
of the probe are indicated by the b lack 
triangle., circle and square. Note the fre
quency shift at the high intensity level. 

Continuous simultaneous masking: A reduction 
of 30% of the AP was taken as a criterion for 
the masker level determination during the 

10 app1ication of the un10cked tone bursts (I ms 
rise and fa11 time, 10 ms duration) of one 

frequency together with a continuous tone of another frequency. (Dallos and 
Cheatham, 1976, Mitche11, 1976). The shape of the AP-tuning curve appeared to be 
level dependent. A mis-tuning of about !-octave above the probe frequency was 
determined at 98 dB SPL for cat BZB 80. 
Overstimu1ation: AP's before and af ter continuous stimu1ation with I kHz (for a 
duration of 20 minutes at 112 dB SPL) are measured. The maximum depression was 
found at 1.5 kHz for two cats. The increase ÖL in intensity level in order to 
maintain the origina1 NI is p10tted in the upper part of Fig.4. 
Pu1sed simultaneous masking: AP-tuning curves were determined in which the probe 
of 1500 Hz was presented in the midst of a pu1sed makser of 80 ms duration (I ms 
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Fig.4. Temporary depression of AP af ter over
stimulation at 1 kHz is expressed in an in
crease of intensity in dB to maintain the 
original AP (upper figure) . Maximum reduction 
is shifted towar ds 1. 5 kHz af ter overstimu
lation at 1 kHz ( lower figure) . 

slope). The level of the probe was chosen at 
64 dB SPL and at 88 dB SPL respectively for 
two cats between the values of the intensity 
levels during continuous masking. A mis
tuning of the AP-tuning curve for cat CT 80 
was obtained as a shift t o the low frequency 
region (see Fig.5). 

Fig . 5. Masker levels in order to reduce the 
AP by 30% are plotted against frequency in 
case of pulsed continuous masking . Note the 
frequency shift of the AP- tuning curve at 
64 dB SPL . Blaak circle and square indicate 
the levels of the probe . 

The high frequency slope showed a defl ect i on 
and bended in the same way as the curve for 
continuous masking of ca t BZB 80. The fre
quency selectivity for the other cat CK 80 
appeared to be deteriorated at the intensity 
level of 88 dB SPL. The notches disappeared 
during the use of forwa rd masking (dashed 
curve). In the microphonics an evident maxi
mum (see Mitchell, 1977) was found for this 

cat a t 118 dB SPL for 1500 Hz. The cochlea of CK 80 seemed to be more vulnerable 
to overstimulation than the other examined cochleas. The shape of the tuning 
curve for cat CK ressembled the tuning curves of eighth nerve fibres in a dam
aged area (Dallos and Ha rris, 1978 ). 
Tempora l masking effects on the AP: The time-location of the probe in the 
pulsed masker affected the value of N

I
(Fig.6). 

AP pV 
t 

~·--f 

-40 o 

o 
o 0 

GTBO 
" 631 Hz 
• 1370 Hz 

40 80 msec 

Pig.6 . AP- dependence on the loaation of the 
burst with respect to the masker . Dashed rect
angular areas indicate the presence of the 
masker.<) probe without masker, 64 dB SPL; 0 

probe without masker, 88 dB SPL; C 76 dB SPL . 

For cat CT 80 a gradual increase of the AP 
on the probe during 20 ms was observed af ter 
the initial reduction. The AP on the initi
at ion of the masker depressed the AP evoked 
by the probe. AP on click pa irs showed also 
a reduction of the AP on the second click, 
if the separation was smaller than 20 ms. 
The response of the AP from cat CK 80 showed 
an adaptive course. The value of the AP* on 
the probe af ter the masker at the end of a 

200 ms silent interval was still not the same as the AP without a masker. A 
resting period of I min. appeared to be necessary for obtaining an equal re
sponse. Lonsbury-Martin and Meikie (1978) determined comparable adaptation times 
for single eighth nerve fibres. The growth of the AP af ter the masking may be 
related to temporal data of masking in psychophysics (Vogten, 1978b). 
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4. DISCUSSION 

The AP-frequency selectivity at 1. 5 kHz a~d the corre l ation between PST histo
grams and AP at low frequencies (Özdamar and Dallos, 1978) are bo t h lost at high 
level. The AF-reduction af ter overstimulation and the most sensitive masker fre
quency correspond in their ~ -octave shift. Also the maximum depression on the 
firing rate of eighth nervefibres was obtained by Lonsbury-Mart in and MeikIe 
(1978) at ~-octave below the characteristic frequency cF. RusselI and Sellick 
( 1978) (and Sellick and RusselI, 1979) measured the highest saturation values 
of the DC and AC intensity relations from inner hair cells at about ~ -octave 
below CF. Further experimentation and modelling the AP < 2 kHz are needed for a 
justification of the comparison between AP and psychophysics. 
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Decay of masking and imp ai red hearing 

DECAY OF HASKING AND FREQUENCY RESOLUTION IN 
SENSORINEURAL HEARING-l}~AIRED LISTENERS 

D. A. Nelson and C. W. Turner 

Departments of Otolaryngology and Communiaation Disorders 
University of Minnesota, Minneapolis, Minnesota 

1. INTRODUCTION 

Previous investigations of the decay of masking, or forward masking, in 
listeners with sensorineural hearing loss have produced equivocal results. 
Several investigations have reported that the decay of masking is not extended 
in sensorineural ears (TilIman and Rosenblatt, 1975; Cudahy and Elliott, 1975, 
1976). A more recent investigation, using an iso-response masking technique 
similar to that employed with psychophysical tuning curves (Cudahy, 1977), 
found that forward masking did extend over a longer period in sensorineural 
ears than in normal ears. The present investigation reexamined the time
course of forward masking in sensorineural ears using the iso-response masking 
technique. It confirmed Cudahy' s findings that sensor.ineural ears do demon
strate abnormal forward masking, and it demonstrated that abnormal forward 
masking occurs in conjunction with abnormal frequency resolution as measured 
by psychophysical tuning curves (Leshowitz et al., 1975; Carney and Nelson, 
1976; Wightman et al., 1977; Thorton and Abbas, 1977; Florentine, 1978; 
Zwicker and Schorn, 1978). 

2. PROCEDURE 

Two types of iso-response forward masking curves, in which the signalor 
probe is held constant in level and frequency while the masker is varied to 
find masked threshold, were obtained from the same listeners. To obtain tem
poral masking curves, the frequency of the probe signal (Fp), the frequency of 
the masker (Fm), and the level of the probe (Lp) were held constant, while the 
level of the masker (Lm) at masked threshold was determined for different tem
poral separations (Ts) bet,.een masker and probe. To obtain forward-masked 
psychophysical tuning curves, the frequency of the probe, the level of the 
probe, and the temporal separation between masker and probe were held con
tant, while the masker level at masked threshold was determined for different 
masker frequencies. All measurements were made with 1000-Hz probe tones that 
were at fixed sound pressure levels. 

a) Stimulus Conditions. 

The stimulus conditions used to obtain both types of forward masking 
curves were the same. }~sker durations were 200 msec, probe durations were 20 
msec, both defined as the time during which the tone-burst envelop es were 
greater than 90% of peak amplitude. ~skers and probes were gated with 10-
msec rise and decay times, which were specified as the time between 10% and 
90% of peak amplitude of the tone-burst envelopes. Temporal separations be
tween masker and probe were defined as the time between 10% of peak amplitude 
during the masker offset to 10% of peak amplitude during probe onset. A tem
poral separation of 2 msec was used to obtain tuning curves. A masker fre
quency of 1000 Hz was used to obtain temporal masking curves. 
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b) Psyahophysical Proaedure. 

Masker level thresholds were obtained with a 4AFC adaptive procedure that 
estimated the masker level corresponding to 71% correct (Levitt, 1971) by-av
eraging the last six out of nine masker-level reversals in an adaptive run. 
Masker level was varied in 2-dB steps. The temporal masking curves were ob
tained by testing consecutively longer temporal separations between masker and 
probe, beginning with a 2-msec condition. The tuning curves were obtained by 
testing progressively larger frequency separations. 

c) ListeneI's. 

Both temporal masking curves and tuning curves were obtained from four 
normal-hearing listeners and from six hearing-impaired listeners. In addi
tion, temporal masking curves alone were obtained from five other listeners 
with normal sensitivity thresholds at 1000 Hz. "Normal-hearing" listeners 
demonstrated normal 4AFC sensitivity thresholds for 200-msec tone bursts 
throughout the entire frequency range. Hearing-impaired listeners were se
lected according to their audiograms. Listeners were chosen who either demon
strated good sensitivity at the probe frequency and moderate to severe loss 
at remote frequencies, or who demonstrated poor sensitivity at the probe 
frequency and good sensitivity at remote frequencies. On the basis of audio
logic profiles, listeners who demonstrated evidence of central deficits, con
ductive loss, or abnormal tone decay were excluded from this investigation. 

3. RESULTS 

a) Normal-Hearing ListeneI's. 

Following conventions used by Vogten (1978), masker levels required to 
just mask lOOO-Hz constant-level probe signals were plotted as a function of 
the logarithm of temporal separation between masker and probe. Temporal mask
ing curves are shown in the right panel of Fig. 1. The masker levels obtained 
from listener CT(LE) at four different probe levels are shown by the filled 

Fig. 1. Tempol'al masking 
aurves (1'ight panel) and 
a foX'Ward masked tuning 
aurve (left panel) fl'om a 
normal hearing listeneI'. 
Sensitivity th1'esholds 
fol' 200-msea tones are 
shoum in the insel't: 
solid lines -- CT(LE), 
dashed lines -- normal
hearing aurve. The tips 
of the vel'tiaal arl'OWS 
indiaate leveland fre
quency of the pl'obe. 
Time aonstants (tau) 
a8soaiated with eaah 
temporaZ-masking aurve 
are indiaated near the 
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left end of eaah aurve. The equation for those aU1'ves is shown in the l'ight 
panel. The ho1'izontal dashed arl'OW indiaates quiet th1'eshold fol' the 20-msea 
probe. UnfiZZed ail'ales are data l'eplotted fl'om Vogten (1978). The parameteI' 
of the tempo1'al masking aurves is the level of the pl'obe in SPL and sensation 
level (SL). 
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symbols. To provide a single statistic for describing the temporal course of 
masking, the raw data were fit using a least-squares procedure to the exponen
tial function suggested by Vogten (1978). The equation for that function is 
included in Fig. 1. TIle small dotted lines in Fig. 1 indicate the best-fit 
curve at each probe level. Time constants associated with each curve are 
labeled (tau). Vogten's equation describes the data quite weIl. Correlation 
coefficients obtained by the curve-fitting procedure ranged bet,,,een • 95 and 
.99 for the curves ShOlvn in Fig. l. 

Listener CT(LE) demonstrated temporal masking curves that were typical 
of those obtained from normal-hearing listeners. His sensitivity thresholds 
(solid line of insert in Fig. 1) were within 10 dB of the average normal-hear
ing sensitivity curve (dashed line of insert) at all test frequencies. His 
time constants ranged from 72 msec for a probe at 20 dB SPL (6 dB Sensation 
Level - SL) to 75 msec for a probe at 50 dB SPL (36 dB SL). For comparison, 
Vogten's (1978) data for a probe at 30 dB SPL (15 dB SL) have been replotted 
as the unfilled circles in Fig. 1. Af ter adjusting Vogten's procedure for 
specifying temporal separation to correspond with ours, calculations from his 
data yielded a time constant of 65 msec . Time constants of temporal masking 
curves from eight other listeners with normal hearing at 1000 Hz ranged be
a"een 50 and 100 msec. No effects of probe level on the calculated time con
stant Here evident. 

A forward masked psychophysical tuning curve from listener CT(LE) is 
ShOlVn in the left panel of Fig. 1. In this case the probe level was at 20 dB 
SPL (6 dB SL) . The tuning curve had the steep high-frequency slope (358 dBI 
octave) and the more gradual sloping tail typical of normal tuning curves ob
tained Hith similar acoustic conditions. Although the slope of masking on the 
tail is probably a continuously decreasing function of masker frequency, in 
this case slopes could be calculated from three segments of the tail of the 
tuning curve; they v/ere -16, -31, and -167 dB/octave . 

b) Remote Sensitivity Losses. 

Listeners ,,,ith normal sensitivity or vlith mild s ensitivity loss at the 
probe frequency, and with sizable sensitivity losses at remote frequencies, 
appear to have normal temporal masking curves and normal tuning curves. Fig. 
2 shows the results from listener }ffi(LE) who had a severe high-frequency 
noise-induced hearing loss, with essentially normal sensitivity thresholds at 
the 100D-Uz probe frequency and below. Her time constants for temporal mask
ing ranged between 78 and 89 msec. They are within what we tentatively call 
normal limits. The tuning curve at 10 dB SL was also normal. The high-
frequency slope was 248 dBI II0r-r-r-r-r-r-r-r-r-r-,.......,II0r-r--r---r-r-rr-r-r-T'""T"l 
octave and lou-frequency 
slop es Here -12 . -30. and 
-57 dB/octave for three 
segments of the tail of 
the tuning curve. 

Fig. 2. TemporaZ-masking 
au1'Ves and a fOr'WaPd 
masked tuning curve for a 
Zistener with normaZ sen
sitivity thPeshoZds at 
the probe frequency, and 
with severe sensitivity 
Zosses at higher frequen
des. 
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The results from listener LS(RE) , who presented a mild 2D-dB sensitivity 
1055 at 1000 Hz, with moderate to severe sensitivity losses at frequencies 
both above and belm. the probe frequency, are shown in Fig. 3. Again, both 
the temporal masking curves and the tuning curves appear normale Time con
stants ranged bet\Yeen 62 
and 97 msec for different 
sensation-level probe 
tones. Tuning-curve 

Fig. 3. TemporaZ-masking 
curves and a fOY'Ward
masked tuning curve for a 
Zistener with a miZd (20 
dB) sensitivity Zoss at 
the probe frequency and 
with moderate to severe 
sensitivity losses at re
mote frequencies, both 
above and beZow the probe 
frequency. 

slopes were 172 dB/octave 
for high frequency maskers 
and they ",ere -5, -14 , -91 
the tuning curve. 
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c) Sensitivity Loss at the FPobe Frequency. 

When a moderate or severe sensitivity 10ss (greater than 30 dB) exists at 
the probe frequency, both temporal masking curves and tuning curves appear ab
norma1. The sensitivity curve for the left ear of listener RA, shown by the 
insert of Fig. 4, documents a severe high-frequency early-onset hearing loss 
of possib1e vira1 origin with a 40 dB sensitivity loss at the probe frequency 
and norma1 sensitivity at 10w frequencies. In this case, the time constants 
of the temporal masking curves (shown in the right panel of Fig. 4) were be
tween 256 and 333 msec. These time constants are considerab1y longer than 
those obtained from the previously-cited two listeners with normal sensitivity 
at the probe frequency and from the listener with mild sensitivity 1055 at the 
probe frequency. The tuning curve (shown in the left panel of Fig . 4) was 
a1so abnormal. The high
frequency slope of the 
tuning curve was 105 dB/ 
octave for the 60 dB SPL 
probe, which is somet.hat 
reduced from the high
frequency slopes typica1 
of listeners with norma1 
sensitivity at 1000 Hz. 
The steepest part of the 

Fig. 4 . Tempora Z-mas king 
curves and a fOY'Ward
masked tuning curve for a 
Zistener with a 40 dB 
sensitivity Zoss at the 
probe frequenay and wi th 
normaZ sensitivity at 
~wer frequencies. 
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low-frequency tai1 had a slope of on1y -24 dB/octave. and the sharp tip region 
for maskers near the probe frequency was essentia11y missing. 

The resu1ts from a second listener with a moderate sensitivity 10ss 
at the probe frequency are shO\vn in Fig. 5. Sensitivity 10ss at 1000 Hz was 
about 50 dB for this ear and norma1 sensitivity thresho1ds existed at 10wer 
and at higher frequencies. Again. as with the previous listener. temporal 
masking curves were ex
tended. with time con
stants bebveen 286 msec 
and 323 msec. The tuning 
curve ~vas broad. with a 
high-frequency slope of 
60 dB/octave and a 10\v
frequency slope of on1y 
-19 dB/octave. 

Fig. 5. TemporaZ-masking 
curves and a forward
masked tuning curve for a 
Zistener with a 50 dB 
sensitivity Zoss at the 
probe frequenay and wi th 
normaZ hearing at both 
Zower and at higher 
frequencies. 

4. DISCUSSION 
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Resu1ts from the four sensorineura1 hearing-impaired ears disp1ayed in 
Figs. 2 through 5 suggest severa1 tentative conc1usions about the time course 
of temporal masking. tuning-curve bandwidths and sensitivity 1055. conc1usions 
which shou1d be accepted uith caution because of the sma11 number of hearing
impaired listeners investigated to date: 1) Temporal masking functions for 
maskers and probes at the same frequency are essentia11y norma1 when sensitiv
ity at the test frequency is normal. or when on1y mild sensitivity 10ss exists 
at the test frequency. even when considerab1e sensitivity 1055 exists at 
frequencies remote from the test frequency. 2) When a moderate to severe 
sensitivity 1055 exists at the test frequency. time constants for temporal 
masking can be on the order of four times as long as for norma1-hearing 1is
teners. and forward masked ·tuning curves are broader. 

The first conc1usion is consistent with previous resu1ts. Time constants 
derived from iso-response temporal masking curves in norma1-hearing listeners 
are essentia11y the same as time constants obtained from temporal masking ex
periments carried out by other investigators using fixed masker levels (Plomp. 
1964; Ti11man and Rosenb1att. 1975; Widin and Viemeister. 1979; Jesteadt. 
1979; Jesteadt and Bacon. 1980). In those experiments. temporal masking 1ast
ed for some 200-300 msec or more. However.if a time constant is ca1cu1ated 
as the time required for a 37% reduction in masking. time constants between 40 
and 100 msec wi11 resu1t that are in the same reg ion as those obtained by the 
present study. The finding that sensitivity 1055 at other remote frequencies 
did not affect the estimate of a time constant at 1000 Hz implies that the 
forward masking task did not invo1ve processing by remote regions of the 
cochlea. 

The second conc1usion is more controversia1. The association between ab
norma1 tuning-curve bandwidths and sensitivity 10ss has been a common finding 
in recent investigations. but the association between abnorma11y long time 
constants and sensitivity 1055 has not been a common finding. Therefore. the 
re1ations between sensitivity thresho1d. time constants for forward masking. 
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and tuning-curve bandwidths warrant c10ser examination. Comparisons of time 
constants from temporal masking curves with sensitivity thresho1ds for Zo-msec 
probe tones at 1000 Hz are shown in the right panel of Fig. 6. The data 
demonstrate a positive re1ation between sensitivity thresho1ds at the test 
frequency and time constants for temporal masking. Listeners with norma1 
sensitivity thresho1ds throughout the audiometrie range are indicated by 
large fi11ed symbo1s. Their time constants range between 50 msec and 100 
msec. our definition of normal time constants. The half fi11ed symbols show 
the resu1ts of listeners who demonstrated normal hearing at the 1000 Hz test 
frequency. but who also had sensitivity 10sses at frequencies remote from 
the test frequency. Time constants for those listeners fe11 within our norma1 
range. Listeners with sensitivity thresholds at the test frequency of 40 dB 
SPL or more are indicated by the unfilled sYAbols. TIleir time constants. 
taken from temporal masking curves for 10w sensation-1eve1 probe tones (10-15 
dB SL). are all 10nger than ZOO msec. From these comparisons. then. it 
appears that sensitivity 10ss at the probe frequency must be at least 30 dB 
before abnormal time constants for fon~ard masking can be re1iably observed. 

Fig. 6. Comparison of 
time constants, sensitiv
ity thresholds, and tuning
curve bandzJidths from 
normal and hearing-impaired 
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mal sensitivity at the probe frequency with definite sensitivity losses at 
remote frequencies. Unfilled symbols -- moderate to severe sensitivity loss 
(greater than 30 dB HL) at the probe frequency. Vertical bar indicates the 
range of normal tuning-curve bandwidths (Ql0) obtained by other investigators 
(Wightman et al., 1977; McGee, 1978). 

Comparisons of tuning-curve bandwidths with temporal-masking time con
stants are shown in the 1eft panel of Fig. 6. Bandwidth is expressed here 
as QIO, ~~hich is the probe frequency divided by the lQ-dB bandwidth of the 
tuning curve. Tuning-curve bandwidths for listeners with normal hearing 
throughout the audiometric range (fi11ed symbo1s) and tuning-curve bandwidths 
for listeners with normal hearing at the probe frequency, associated with sen
sitivity loss at remote frequencies (half-fi11ed symbo1s), were all quite 
narrow. QIO va1ues .Tere all above 5. Their time constants were all be10w 100 
msec. The vertical bar inc1udes the range of QIO va lues obtained by HcGee 
(1978) and lVightman, et al.. (1977) from their norma1-hearing listeners, using 
acoustic conditions simi1ar to those emp10yed in the present investigations. 
By contrast, the QI0 values from the tuning curves for the three listeners 
~~ith sensitivity thresho1ds for 20-msec tone bursts above 40 dB SPL, (sensi
tivity losses greater than 30 dB) were all low (3.1, 1.8, and 1.1) and the 
time constants were long (Z50, 286, and 323 msec). It is worth noting that 
such a positive re1ation between bandwidth and time constants is somewhat con
trary to ~vhat a simple filter model ~vou1d predict, i.e., wider bandwidths 
wou1d predict shorter not 10nger time constants. 

Along ~Yith abnormal tuning-curve band~Yidths and 1arger time constants, 
listeners with sensorineura1 hearing loss a1so demonstrated an increased 
amount of forward masking when compared with norma1-hearing listeners. 
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Amount of masking was inferred from masker-probe intensity ratios at masked 
thresho1d by assuming that more forward masking had occurred when comparab1e 
probes were masked by 10wer level maskers. That increased amount of masking 
from sensorineura1 ears was particularly evident when comparisons were made 
for probe tones at simi1ar sensation levels for both types of listeners. For 
example, norma1-hearing listener CT required a masker level that was about 19 
dB more intense than the probe to forward mask a 6 dB SL probe at a temporal 
separation of 20 msec. Listener EP, who had a 50 dB sensitivity 10ss, re
quired a masker level that was only 8 dB above the probe to forward mask a 9 
dB SL probe at a temporal separation of 20 msec. At longer temporal separa
tions between masker and probe, and for higher sensation-level probes, the 
disparity between the amount of masking for normal-hearing and hearing-im
paired listeners was even greater. For the hearing-impaired listeners, it 
appears that the loss of sensitivity was accompanied by an increased suscep
tibi1ity to forward masking. 

In conclusion, these experimentsconfirmed unpublished reports of ab
normal temporal masking curves from sensorineural hearing-impaired listeners. 
Not only were time constants longer in listeners who had sensitivity losses 
greater than 30 dB, but tuning curve bandwidths were broader and the inferred 
amount of forward masking was also greater. 
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COMMENT ON: "Decay of masking and frequency resolution in sensorineural hearing
impaired listen·ers (D.A. Nelson and C.W. Turner) 

E.F. Evans 
Dept. of Communication & Neuroscience, University of KeeZe , U.K. 

In comparisons (made by Harrison and me) of cochlear fibre PST histograms 
to tone bursts at CF, between normal and kanamycin damaged guinea pig cochleas, 
we have not seen obvious differences in rate adaptation. However, there is 
some evidence of a longer time-course of recovery from post-stimulus suppres 
sion in the fibres from pathological cochleas. This needs to be confirmed and 
examined to see whether it would be adequate to account for your r esults . 
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INTRODUCTION 

SUPPRESSION IN THE TIME DOMAIN 

T. Houtgast and T.M. van Veen 

Ins t itute f or Percepti on TNO, 
Soesterberg, The Nether Zands 

Adaptation is generally accepted to play a role in auditory perception. 
Without being specific about the underlying mechanism, adaptation will manifest 
itself especially when a weaker sound is preceded by a stronger sound, since a 
high degree of adaptation set by the stronger sound may still be active (at 
least partly) at the moment the weaker sound is presented. Thus, a weaker sound 
may appear to be suppressed by a preceding stronger sound . 

This notion of suppression in the time domain bears some resemblance to 
suppression in the frequency domain (lateral suppression): a weak frequency 
component may be suppressed by an adjacent strong frequency component. This re 
semblance is emphasised not to suggest a common underlying mechanism, but to 
indicate the possibility that the difficulties encountered in measuring (psycho
physically) the effect of frequency-domain suppression mayalso apply to time
domain suppression . Effects of frequency- domain suppression are not disclosed 
by simple direct-masking techniques (which may be understood in terms of a 
"gain-control" suppression). Likewise, it may weIl be that other than direct 
masking techniques are cal led for to disclose effects of time-domain suppres 
sion. The present paper is concerned with two approaches to this question. 

EXPERIMENT 1 

This experiment is concerned with broad-band noise of which the intensity 
is modulated sinusoidally. This stimulus, with an ongoing succession of strong
er and weaker parts seems particularly attractive for studying any effect of 
temporal suppression. Of course, towards high modulation frequenc ies the "in
ternal" peak-to-valley contrast will decrease progressively, but this contrast 
might be restored to some degree as a consequence of temporal suppression. The 
present measurements aim at an estimate of the "valley- depth" as a function of 
modulation frequency. Type A is a direct- masking experiment (thus, presumably, 
exclusive any effects of temporal suppression) , whereas type B is of a nature 
which might reveal effects of temporal suppression. 

A. Direct masking: Measurement of the masked threshold of a brief pulse coin
ciding with a valley of the modulated masker. The stimulus is presented sche
matically in Fig. 1. 
Masker. White noise, intensity modulated sinusoidally with a peak-valley level 
difference of 20 dB, with modulation frequency as the independent variabie. For 
a given modulation frequency, the masker is presented continuously. Two refer
ence conditions with unmodulated noise are included, the level of which corre
sponds to the level at the peak or a t the valley, respectively. The sensation 
level of the latter noise (corresponding to the valley level) is approximately 
4S dB. 
SignaZ. Rectangular pulses (pul se width 0.1 ms), filtered by an octave-band 
fi l ter with slopes of 48 dB/oct, and 3 kHz center frequency. (All measurements 
reported in this paper are performed at 3 kHz, this unusually high frequency 
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DIRECT MASKING: 

masker : modulated brood-band noise 

signal : octave- filtered pulse 

PULSATION THRESHOLD : 

mos ker: modulated broad- band noise 

signal: octave- filtered noise 
1--250 ms-----1 

Fig . 1 Time pattern of the stimuli used in Experiment 1. The data obtained 
with these two types of measurements are pr esented in Fig . 2. 

being required by the nature of Experiment 2.) Test pulses, always coinciding 
with a valley in the masker, are presented in pairs (250 ms inter-pul se inter
val), the pairs being repeated every second. Pulse level is the dependent var
iable. 
Procedure. A Békésy up-down tracking method was used to measure the masked 
threshold, with a 2-dB level difference between successive pulse pairs. Af ter 
an initial period, the mean level over the last six turn-over points was taken 
as the threshold value. Modulation frequency was varied in random order, in
cluding the two unmodulated reference noises. 
Data. The data for two subjects are presented in Fig. 2, top panel. Each data 
point is the mean value of six measurements. All values are given relative to 
the mean threshold obtained for the reference condition with the high-level un
modulated noise. 

Result . Fig. 2, top panel represents the "internal" valley depth, as estimated 
from a direct-masking experiment, as a function of modulation frequency for an 
intensity-modulated noise with a physical peak-to-valley difference of 20 dB. 
For high modulation frequencies it approaches a value corresponding to the mean 
intensity which is, theoretically, about 3 dB below the top-intensity. 

B. Pulsation threshold: Measurement of the pulsation threshold of an octave
band noise when alternated with a modulated broad-band noise. The stimulus is 
presented schematically in Fig. I. (This experiment was generated by the idea 
that in this case pulsation · threshold is reached when the signal level corre
sponds to the (internal) valley depth in the modulated masker.) 

Masker . The same as used in the previous experiment, but gated periodically, 
125 ms on, 125 ms off . Unfortunately, this sets a lower limit to the range of 
modulation frequencies which can be considered: a minimum of two valleys in 
each 125-ms masker burst was considered mandatory, requiring a minimum modula
tion frequency of 20 Hz. 
Signal. Octave-band filtered white noise (center frequency 3 kHz, slopes 48 
dB/oct), gated in 125-ms bursts which coincide with the silent masker intervals. 
(That is, in series of three successive bursts, leaving out every fourth signal 
burst. ) 
Procedure. As in the previous experiment (Békésy up-down tracking), based on 
the perceived continuity or pulsation for the series of three successive test
signal bursts. 
Data. The data for two subjects are presented in Fig. 2, lower panel (mean val
ues of six individual measurements, with the high-level unmodulated noise as 
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Fig . 2 Data for two subjects 
(circles and crosses) . Upper panel: 
masked thr eshold of a brief pulse 
coinciding with the valley in a 
modulated-noise masker . Lower pan
el : pulsation threshold with a 
modulated-noise masker . The mask
ers intensity is modulated sinu
soidally, with a peak- to- valley 
ratio of 20 dB . Two reference con
ditions are included with unmodu
lated noi se of which the level cor
responds to the peak and the val 
ley, respectively . 

Result . Fig . 2 , l ower pane l, r e present s the internal valley depth as estimate d 
from the pulsation-threshold me a surement s . Also he r e , towa rds high modulation 
frequencie s, the curves approach the leve l corre sponding to the ma sker's me an 
intensity (approximate ly 3 dB below the top level). 

Discus s ion. The lower pane l in Fig. 2 would suggest a cons iderably higher de
gr ee of interna l contra st in the modulated-noise masker than that revealed by 
the upper panel. Of course, the interpre tation of the lower-panel data as re
presenting the internal valley depth totally depends on accepting the hypothe
sis that pulsation threshold mirrors the minima in the modulated-noise masker. 
Nevertheless, Fig . 2 is highly suggestive of an interpretation in terms of tem
poral suppression, the effect of which is not reflected in the upper panel (di
rect masking), but is so in the lower panel. 

EXPERIMENT 2 

This experiment is concerned with the interaction between two brief tone 
bursts, a masker burst and a test-tone burst (or , in other terms, a suppressor 
and a suppressee). Two types of measurements are carried out. Type A is a 
detection experiment, the result of which serves as a baseline for the inter
pretation of the type-B measurements. Type B aims at an estimate of the degree 
of suppression of the weaker tone burst by the stronger one, as a function of 
temporal and frequency differences between the two bursts. 
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MASKING 

gated fm 

ga ted 3000 Hz 

LATERALISATION 

masker to one ear 

signal to both ears 

Fig . 3 Time pattern o f the s t imuZi used i n Exper i ment 2 . The upper and Zower 
paneZ re f er to the data i n t he upper and Zower paneZs in Fi gs. 4 and 5 . 

A. Masking: Measurement of the detection threshold of a brief tone burst in the 
presence of a masking tone burst, as a function of temporal and frequency dif
ferences between the two bursts. The stimulus is presented schematically in 
Fig. 3, top panel. 
Ma s ker. Tonal burst with a cosine- shaped envelope, with a total duration of 30 
ms. The carrier frequency (fm) and the temporal position relative to the test
tone burst (Ót) are the independent variables. The amplitude is fixed; for a 
carrier frequency f m = 3 kHz the sensation level of the masker burst is approx
imately 65 dB. 
SignaZ . Tonal burst with a cosine-shaped envelope, with a total duration of 10 
ms. Carrier frequency ~s fi xed at 3 kHz. The test-tone-burst level is the de
pendent variabIe. 
Pr ocedur e . The masker burst is repeated every 300 ms, whereas the test-tone 
burst is presented only at every other masker burst. A Békésy up-down tracking 
method (same details as above) is used to measure the masked threshold of the 
test-tone bursts. 
Data . The data obtained for two subjects are presented in separate figures 
(Figs. 4 and 5, top panels). Each value represents the mean of three measure
ments. All values are in dB relative to the absolute, unmasked, threshold of 
the test-tone burst. 

ResuZt. Figs. 4 and 5 (upper panels) represent the amount of masking of the 
test-tone burst by the masker burst, as a function of their relative "position" 
in the frequency and time domain (the position of the test-tone burst corre
sponds with the asterisk, at Ót = 0 and f = 3 kHz). For transparency of the 
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Suppres sion in the time domain 
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figure, two iso-masking contours have been fitted by eye to the data points. 
Broadly speaking, this result is as one would expect: the contours are centered 
around the asterisk, showing a spread of masking in both the frequency and the 
time domain. 

B. Lateralisation: Measurement of the inter-aural level disparity needed to 
maintain mid-plane localisation for a brief binaural tone burst, when a masking 
burst is presented to one ear only. The stimulus is presented schematically in 
Fig. 3, .lower panel. 
Masker. Identical to the one in the previous measurements. 
SignaZ. Also similar to the one described above, presented binaurally. For the 
ear containing the masker burst, the signal level is fixed (50 dB above abso
lute threshold); the signal level in the contra-lateral ear is the dependent 
variable. 
Procedure. The combination of masker and signal burst as indicated in Fig. 3, 
lower panel, is repeated every 1.5 sec and the Békésy up-down tracking method 
is used to measure the level disparity needed for mid-plane localisation of the 
signal burst. In order to provid~ the subject with a reference, the signal 
burst itself, without a level disparity, is presented halfway each 1.5-sec 
interval. 
Data. The data for the two subjects are presented in Figs. 4 and 5, lower pan
els. Each value is the mean obtained for three measurements. The values indi
ca te the attenuation needed in the contra-lateral ear to restore mid-plane 10-
calisation of the signal burst. 

Discussion. If it is assumed that mid-plane localisation for these high-fre
quency (3 kHz) signal bursts implies equal internal "effectiveness" of the 
left-ear and right-ear signal, the present data indicate to what degree the 
effectiveness of the signal burst is reduced by the presence of the masker 
burst. The interesting point is that the iso-reduction contours in the lower 
panels do not simply reflect the iso-masking contours in the upper panels, as 
one would expect if the reduction was to be understood in terms of partial 
masking. The finding that the reduction is maximal when the masker burst pre 
cedes the signal burst (by about 20 ms for the present stimuli) is highly sug
gestive of an interpretation in terms of temporal suppression. 

SUMMARY 

Two psychophysical approaches are presented, in an attempt to disclose 
possible effects of temporal suppression. The experimental paradigms were cho
sen in the light of a possible phenomenological parallel between temporal and 
lateral suppression. The findings may be surnmarized as follows. 
• In a pulsation-threshold experiment, temporal modulation of the masker was 
found to reduce the pulsation threshold for modulation frequencies up to 100 
Hz. This effect was considerably greater than in a direct-masking experiment 
with the same modulated-noise masker. It is argued that the difference between 
these two experimental paradigms reflects the effect of temporal suppression on 
the internal peak-to-valley contrast of the modulated noise. 
• For preserving mid-plane localisation for a brief binaural test burst (at 3 
kHz), the addition of an uni-lateral masking burst was found to reduce the re
quired test-burst level in the contra-lateral ear. This reduction being maximal 
when the masking burst precedes the test burst (by about 20 ms) strongly sug
gests an interpretation in terms of temporal suppression. 
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COMMENT ON: "Suppression in the time domain" (T. Houtgast and T.M. van Veen) 

J. Blauert 
Ruhr-Universität, Bochum, Fed.Rep . of Germany 

Looking at the results in the lower panel of each of the diagrams in Fig.5 
one recognizes, that the data may represent the precedence effect. This becomes 
even more elucidated if one considers a cross section through the plots parallel 
to the delay axis at 3 kHz. The suppression curve that one gets this way is 
obviously equivalent to the curve of the threshold of equal loudness of an echo, 
as is typically measured in precedence effect experiments (e.g. Meyer + 
Schodder, 1952, David + Hanson, 1962, Lochner + Burger, 1958). 
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ADAPTATION OF MASKING 

Neal F. Viemeister 

Department of Psychology~ University of Minnesota~ 
Minneapolis~ Minnesota 55455~ U.S.A. 

1. INTRODUCTION 

Several published reports indicate that exposure to stimuli with certain 
spectral configurations can elicit an audible aftereffect which may persist 
for several seconds. The "negative afterimage" discovered by Zwicker (1964), 
later called a "Z~vicker tone" by Lummis and Guttman (1972), and also studied 
by Neelen (1967), is a weak, tone-like perception which decays completely 
within about ten seconds following exposure to band-reject noise, band-reject 
pulse trains, lowpass noise, or, less effectively, to highpass noise. The 
pitch of this aftereffect is rather labile but it is clearly related to the 
cutoff frequencies of the exposure waveform, and is affected by the intensity 
of the exposure stimulus. The effect appears to be monaural and can be pro
duced only at low-to-moderate exposure intensities (e.g., noise spectrum 
levels of 5-30 dB SPL). 

An aftereffect which appears to be related to the Zwicker tone was re
ported by Wilson (1966, 1970). He found that the perception of a white noise 
which followed exposure to comb-filtered noise was similar to that evoked by 
comb-filtered noise with a spectrum complementary to that of the exposure 
stimulus. This "negative afterimage" could be cancelled by presentation of 
the exposure stimulus at reduced spectral modulation depth. Although some of 
the properties of these afterimages are similar, the aftereffect described by 
Wilson is unlike the Zwicker tone in that it can be produced by high intensi
ties. 

An effect which appears to be related to that reported by Wilson, and 
which motivates the present experiments, was observed by D. M. Green in con
junction with his work on multiple-component signals (Green et al., 1959). 
The effect, essentially, is that the audibility of a given "target" component 
in a complex of equal-amplitude, harmonically-related sinusoids can be greatly 
increased by exposure to the complex with the target component suppressed. 
For example, when a suppressed I-kHz component in a 200-Hz pulse train is re
introduced, a very distinct I-kHz tone is heard. The percept decays over 
several seconds and eventually disappears. Subsequent informal observations 
of th is enhancement effect indicate the following. The effect can be produced 
over a wide range of stimulus intensities. Contiguous presentation of the 
complexes is not necessary; indeed, delays of several minutes, perhaps longer 
can intervene between the presentations. Presentation of white noise af ter 
exposure to band-reject noise produces a perception of a narrow-band noise, 
corresponding to the rejection region of the exposure stimulus, embedded in 
the white noise. (This effect, of course, is similar to that reported by 
Wilson.) Exposure to the incomplete harmonic complex for as little as 200-300 
msec is sufficient, although both the salience of the target component and 
its persistence are enhanced by increasing the exposure duration and/or by 
repeated exposure. Complete recovery from long duration repeated exposures 
to the incomplete complex may require hours or perhaps days. Recovery does 
not appear to be expedited by exposure to the complete complex or to the 
target tone in isolation. 

The phenomena discussed above strongly suggest a frequency-specific adap
tation process considerably different from more familiar adaptation and 
fatigue effects in psychoacoustics. In particular, these aftereffects mani-
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fest themselves indirectly as an increase in relative sensitivity in the un
adapted spectral regions, and, at least in the case of the enhancement effect, 
can be demonstrated at exposure levels or recovery intervals for which pure
tone thresholds are unaffected by the exposure. Although the adaptation 
process suggested by these aftereffects may be of fundamental importance in, 
for example, intensity coding, the implications of these aftereffects have 
not been thoroughly pursued nor has their relationship to other auditory 
phenomena been closely examined. This lack of attention may reflect the 
difficulties in quantifying the phenomena (e.g. see Lummis and Guttman, 1972) 
and in studying them using objective psychophysical techniques. 

Viemeister and Green (1972) attempted to study the enhancement effect by 
measuring the thresholds for sinusoidal signals masked by incomplete harmonie 
maskers which either were continuously present or were gated with the signal. 
The enhancement effect can be vie,,,ed as areduction, due to adaptation, of 
masking of the target component by the incomplete complex. If this view is 
correct, then threshold for detection of the target component should be lower 
with a continuous (i.e., adapted) masker than with a brief, pulsed masker. 
Considerably lower thresholds were observed with continuous maskers: for 
example, the threshold for an 800-Hz, 200-msec signal masked by an equal
amplitude harmonie complex with a fundamental of 200 Hz and with the 800 Hz 
component supressed, is, depending upon signal phase, from 11 to 22 dB lower 
,,,hen the masker is presented continuously than when it is pulsed. For signals 
near 800 Hz, or for random-phase signaIs, the pulsed-continuous difference is 
10-15 dB, depending on the subject. The present experiments extend these 
observations and, in general, employ the same strategy of assessing adaptation 
as areduction, due to exposure, of masking effectiveness. 

2. PROCEDURE 

The maskers used in the experiments were digitally-generated harmonie 
complexes with components of equal amplitude and random phase. For a given 
condition, the masker waveform ,,,as fixed both within and over blocks. Two 
modes of masker presentation were used. In the "pulsed" condition the masker 
was presented for 100 msec, including lD-msec rise and 10-msec decay times. 
In the "continuous" condition the masker was identical to that used in the 
pulsed condition but was temporally surrounded by a longer duration vers ion 
of the masker. The rise and decay times of the surround stimulus, the "adap
tor", were identical to those of the masker. There was a 10-msec delay be
tween the half-amplitude points on the quarter-cycle sinusoids used as the 
gating envelopes, i.e., masker onset coincided with adaptor offset. The 
maskers were lmvpass filtered at 4 kHz and were presented at a nomina 1 level 
per component of 43 dB SPL. Distortion produets at frequencies corresponding 
to suppressed components were at least 70 dB down. 

The signals were either sinusoids or narrmv-band noise and were generated 
by standard analog equipment. The sinusoidal signals were not phase-locked 
to the masker. The narrow-band noise was produced by I-kHz modulation of 
lowpass filtered noise. Signal duration was 80 msec: a 10-msec linear-ampli
tude rise and decay was used for the sinusoidal signaIs, 5 msec was used for 
the noise. The signals began 10 msec af ter the onset, and terminated 10 msec 
before the offset of the masker. 

Thresholds were determined using a 2IFC adaptive procedure which provides 
an estimate of the signal level necessary for 70.7% correct decisions (Levitt, 
1971). The signal level was initially about 10 dB above threshold, and was 
adjusted in I-dB steps af ter the first two reversals. A block was terminated 
af ter 16 reversals (12 for subject , 3) and the mean of the last 14 (10) rever
sals was designated as threshold. The thresholds to be reported were based 
upon the mean of at least three blocks. The standard errors of the thres
hold estimates were always less than 1.5 dB and typically were about 0.8 dB. 
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Three experienced subjects, all with normal hearing, participated in 
the experiments. Subject 3 was the author. The stimuli were presented mon
aurally via TDH-39 headphones. 

3. GENERAL OBSERVATIONS 

The thresholds obtained in selected signal and masker conditions are 
shown in Table 1. Since there are, in certain cases, fairly large differences 
between subjects , individual data are presented. 

Table I. Thresholds (dB SPL) for seleated signal and masker aonditions. The 
differenae in thresholds obtained with pulsed vs. aontinuous maskers is also 
indiaated. Entries for aonditions C and D are speatrum levels within the 400-
Hz passband of the signal. 

CONDITION Sl S2 S3 CONDITION SI S2 

A. Incomplete 
PULSED 37.6 35.3 36.4 ha rmonic com- PULSED 10.0 12.1 

plex, . fo=200 
CONTo 26.8 26.6 22.8 Hz, 1 kHz sup-

pressed. I-kHz 
DIFF. 10.8 signa1. 8.7 13.6 

E. One-component 
masker: 0.8 kHz. CONTo 9.8 13.0 
1 kHz-signa1. 

DIFF. 0.2 -0.9 

B. Incomplete 
PULSED 45.4 harmonie com- 44.2 45.9 PULSED 20.1 26.6 

plex, f o=200 
CONTo 36.3 37.5 35.0 Hz, 3 kHz sup-

pressed. 3-kHz 
DIFF. 9.1 6.7 signa1. 10.9 

F. Two-component 
masker: 0.8, 1.2 CONTo 19.7 22.0 
kHz. I-kHz signa1 

DIFF. 0.4 4.6 

C. Band-rej eet PULSED 25.9 21.9 26.9 G. Three-component PULSEr) 33.4 32.4 
noise masker. 

CONTo 15.2 11.5 14.4 Bandpass noise 
masker: 0.8, 1.2, CONTo 28.3 26.4 1.4 kHz. I-kHz 

signa1. DIFF. 10.7 10.4 12.5 signa1. DIFF. 5.1 6.0 
D. Wideband PULSED 31.4 34.2 34.2 H. Four-component PULSED 35.2 35.0 
noise masker. 

CONTo 31. 3 35.6 33.8 Bandpass 
masker: 0.8, 1.2, 

CONTo 25.9 25.4 1.4, 1. 6 kHz. 
noise signa1. DIFF. 0.1 -1.4 0.4 I-kHz signa1. DIFF. 9.3 9.6 

In condition A, the masker was a 0.2- to 4.0-kHz harmonie complex with a 
fundamental of 200 Hz and with the I-kHz component suppressed. Thresholds 
for the I-kHz signa1 obtained with a continuous masker are an average of 11 dB 
lower than those with a pulsed masker. This pulsed-continuous difference, we 
presume, reflects adaptation of the masker in the continuous condition. Con
dition B indicates that this adaptation effect is a1so observed at 3 kHz. 
Thresholds are higher for both modes of masker presentation, ref1ecting a 
larger critica1 bandwidth, and the average pulsed-continuous difference is 
about 2 dB 1ess than that at 1 kHz. In condition C, the masker l.as aSO-Hz to 
4-kHz harmonie complex with a5-Hz fundamental and with components between 
0.8 and 1. 2 kHz suppressed. The equivalent spectrum level of this "noise" 
was 36 dB SPL within the passbands. The signal was a band of noise, 400 Hz 
wide, centered at 1 kHz. The average pulsed-continuous difference for this 
condition is 11.2 dB and corresponds c10sely to that observed in condition A. 
Condition D is similar to C except that there was no 400-Hz gap in the masker. 
There is no significant pulsed-continuous difference for this condition, sug
gesting that the adaptation, if it is occurring, affects both the effective 
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signal and the masker. 
Thresholds within 1 dB of those obtained in condition D were obtained 

with a band-reject adaptor (the masker of condition C) and the "flat" masker 
of condition D. In this situation, a narrow-band noise, similar to the sig
nal, is heard in both observation intervalsj the task is more similar to 
loudness discrimination of narrow-band noise than to detection. The fact that 
this clearly audible noise band produces no additional masking is consistent 
with the notion that the unadapted region, nominally the 400-Hz band centered 
at 1 kHz, is not affected by adaptation. It is also possible, however, that 
exposure to band-reject noise produces an increase in responsiveness in the 
unadapted region. If this increase were multiplicative, i.e., an increase in 
gain, then the effective levels of both the signal and the masker would in
crease proportionately and, since Weber's law holds, no increase in threshold 
would be observed. The present experiment does not permit distinction between 
these rather different views of the effect of adaptation. 

Conditions E through H indicate that masker components above the frequency 
of the signal are responsible for the adaptation effect. A single 800-Hz com
ponent (condition E) produces some masking, but no pulsed-continuous differ
ence is observed. The addition of a 1.2-ldlz component (condition F) raises 
the thresholds over those for condition E by about 12 dB. For SI the thres
holds for condition F are \vithin 1 dB of those for a 1. 2-kHz masker alonej for 
S2, however, the thresholds with a single 1.2-kHz masker are 20.4 and 15.3 dB 
SPL for pulsed and continuous masker presentations, respectively. The pulsed
continuous difference for S2 in condition F thus appears to reflect adaptation 
of the 1.2-kHz component. The addition of a 1.4-kHz component (condition G) 
produces a larger increase in the threshold with the pulsed masker than with 
the continuous masker. An additional masking component at 1.6 kHz (condition 
H) produces a slight increase in threshold with the pulsed masker, and perhaps 
a slight decrease in the continuous-masked threshold. Comparison of condition 
H with A suggests that a further increase in the number of masker components 
does not appreciably affect either the pulsed- or continuous-masked thres
holds. Detailed analysis of the changes in masking produced by adding compon
ents is considerably complicated by the masking due to, and possibly the 
detection of, combination tones. These distortion products almost certainly 
are affecting performance in conditions A, G, and H, and appear to account 
for the phase effects discussed in the Introduction. It seems very unlikely 
that they account for the effect of primary interest here, namely, the reduc
tion in masked threshold with continuous presentation of the masker. 

Versions of conditions A and C were run in which the adaptor was presen
ted to the ear contralateral to that for which the masked threshold was mea
sured. The thresholds for both these dichotic conditions were not signifi
cantly different from the pulsed thresholds, suggesting that masker adaptation 
is a monaural effect. 

4. TEMPORAL CHARACTERISTICS 

a. Growth 

The development of adaptation over time was investigated by measuring the 
threshold for a 2D-msec, I-kHz signal temporally centered in a 40-msec masker 
as a function of the duration of the preceding adaptor. There was a 500-msec 
silent interval between the end of the masker for the first observation inter
val and the start of the adaptor for the secondj a 2.5-sec silent interval oc
curred between trials. Except for these differences, the procedure was iden
tical to that previously described. The masker and adaptor \vere the incom
plete harmonic complex used in condition A. 

Data for the three subjects are shown in Fig. 1. The points at zero du
ration correspond to the pulsed condition, those at "infinity" correspond to 
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the continuous condition. The pulsed-continuous difference is about 4 dB 
smaller than that for the 80-msec signals (condition A in Table I). The 
curves for subject 2 and 3 suggest that adaptation is essentially complete 
af ter 400 msec of exposure. Subject 1 appears to show a more gradual growth 
of adaptation than the other subjects, but is within 2 dB of his fully adapted 
threshold af ter 800 msec of exposure. 
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b. Recovery 

It was apparent from our informal observations that recovery from moder
ate-duration exposures was quite protracted and that threshold measurement 
using the 2IFC tracking task was not practicabie. A method of adjustment, 
with 25% catch trials, was used and the subjects attempted to fix their false 
alarm rates at approximately 20%. Threshold estimates were based upon the 
mean of five blocks with 10 reversals per block. The adaptor and the masker 
were the incomplete harmonic complex used in (a.). The durations of the adap
tor, the masker, and the I-kHz signal were 2400, 100, and 80 msec, respective
ly. The data shown in Fig. 2 indicate a rather persistent effect of the adap
tor. The thresholds measured 6.4 sec af ter the adaptor range from 1.5 dB to 
3.8 dB lower than the unadapted thresholds, and extrapolation of the recovery 
curve for 53 suggests complete recovery only af ter approximately 30 sec. 

A linear function in the coordinates of Fig. 2, similar to that used to 
describe the decay of forward masking (Plomp, 1964), describes the data fairly 
weIl, although there is some indication of a plateau at short delays. Wilson 
(1970) indicated that a similar function described his data on the decay of 
the afterimage. If spectral modulation depth is expressed as a peak-to-trough 
ratio in dB, then Wilson's data show a decay ra te of approximately 2 dB per 
decade of delay. This compares with rates of 2.7, 4.4, and 3.6 dB/decade 
shown for 51-53 respectively. The range of Wilson's decay function is about 
5 dB; for the present experiment the average change from zero delay to the 
pulsed-masked thresholds is 11.8 dB. The possibility, based upon this compar
ison and upon the decay of fonqard masking, that the rate of decay increases 
with the amount of adaptation does not appear correct: Wilson shows recovery 
by approximately 2 sec; the data of Fig. 2 suggest recovery times larger by 
about an order of magnitude. 
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5. INTENSITY AND FREQUENCY EFFECTS 

The effects of masker intensity and of signal frequency were studied 
using the basic procedure outlined in Section 2. The incomplete harmonie com
plex used in condition A and in Section 4 was the masker. 
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Fig. 3 shows masking functions for a I-kHz signal obtained with pulsed
and with continuous-masker presentation. These functions appear to be posi
tively accelerated and are not particularly well-described by the typical 
linear (dB vs dB) masking function. As shown by the lower curves of Fig. 3, 
the adaptation effect begins once masking is produced and increases gradually 
with increasing intensity of the masker. 
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Masking patterns obtained for subjects 2 and 3 with the incomplete har
monic complex at 43 dB per component indicate a clear masking effect by the 
800- and l200-Hz components and a local maximum at 1 kHz, the frequency of 
the combination tone. There is no significant pulsed-continuous difference 
for signals at 820 or 1160 Hz; the pulsed-continuous difference is largest at 
about 1 kHz but is evident over a relatively broad range of frequencies around 
1 kHz: the adaptation effect clearly is not limited to signals at the fre
quency of the suppressed component. Although the magnitude of the pulsed-con
tinuous difference does not appear to be related in any obvious way to the 
amount of masking at a given signal frequency, the presence of combination 
tones precludes rejection of the hypo thesis that the difference is largest 
where there is least masking. A similar hypothesis was suggested by Zwicker 
(1964) to account for the pitch of the afterimage produced by band-reject 
noise. 

6. DISCUSSION 

It has been assumed in this paper that the pulsed-continuous differences 
observed with certain maskers reflect a process of adaptation. It is clear, 
however, that a positive pulsed-continuous difference does not, in itself, im
ply adaptation. In particular, the presence of "off-frequency" cues available 
only when the masker is continuous can produce large pulsed-continuous differ
ences in the absence of adaptation. Such off-frequency listening (Leshowitz 
and Wightman, 1971) almost certainly does not account for the differences in 
masker effectiveness observed in the present experiments: the masker in the 
"continuous" condition was, in fact, identically gated to that in the pulsed 
condition and, more directly, the data obtained with band-reject noise (condi
tion C), the recovery data (Fig. 2), and the consistency of these data with 
those from the other conditions makes an explanation based upon differential 
spectral cues extremely unlikely. 

Although a process of adaptation appears to underly the pulsed-continuous 
differences observed in this experiment, it can be questioned whether this 
measure accurately reflects the amount of masker adaptation. As discussed in 
section 3, a negligible or small pulsed-continuous difference does not imply 
an absence of adaptation. If, for example, both the signal and the masker 
were equally attenuated by adaptation then no pulsed-continuous difference 
would be observed. The fact that pulsed-continuous differences reported in 
other masking situations (e.g., Wier et al., 1977) are small, or even nega
tive, does not exclude the possibility that significant adaptation is occur
ring. In the present experiments, there is reason to believe that the ob
served pulsed-continuous differences are underestimating, perhaps considera
bly, the amount of adaptation. The temporal characteristics discussed in 
section 4 suggest a possible cumulation of adaptation over the time course of 
a block of trials. The thresholds for the pulsed condition therefore may 
have been measured in a state of partial adaptation. This, of course, would 
reduce the pulsed-continuous difference; it would also imply that the "true" 
recovery function is more protracted than that shown in Fig. 2. Although 
certain alterations in procedure may reduce the cumulative effects. there 
appears to be no compelling solution to the problem. Particularly disturbing 
in this regard is the possibility that the adaptation may persist for days: 
the enhancement effect can be observed upon the first presentation of a com
plete harmonic complex several days, in one case over one week. af ter the 
last exposure to the incomplete complex. Non-sensory factors may, and hope
fully do. account for this long persistence. However. the fact that the 
effect is not observed when the complete complex is presented to the unexposed 
ear and. noting the s1milarities of th is effect to the semi-permanent exposure 
effect reported by McFadden and Pasanen (1979). leads to a cautious conclusion 
that the persistence is a sensory effect. 
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In conc1usion. the experiments reported 1arge1y confirm informal observa
tions of the enhancement effect and indicate that adaptation of masking does 
occur in a wide variety of conditions. The re1ationship between the enhance
ment/adaptation effects and other phenomena and processes in audition is. at 
present. unc1ear. Although the properties of masker adaptation are different 
from those of previous1y studied adaptation and fatigue phenomena. they may 
share a common mechanism. A1so. there are some simi1arities between the pre
sent experiments. particu1ar1y those of section 4. and those on nonsimultan
eous masking. Whi1e it probab1y is not usefu1 to consider masker adaptation 
as nonsimultaneous "masking of the masker". nonsimultaneous masking very 1ike-
1y is invo1ved in the present experiments. except for the recovery experiment 
with long adaptor-masker de1ays. Converse1y. adaptation of the sort described 
here may be intimate1y invo1ved in nonsimultaneous masking. 
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ADDENDUH 

Nea1 F. Viemeister 

Department of PsychoZogy, University of Minnesota 
MinneapoZis, Minnesota 55455, U.S.A. 

The phenomenon I have called the enhancement effect was observed, 
apparent1y origina11y, by Schouten (1940). He mentions it as a method of 
drawing attention to a particu1ar h~rmonic, inc1uding the fundamental, of a 
periodic pu1se-train. Cardozo (1967a,b) studied "Schouten's artifice" in 
experiments very simi1ar to those reported in section 4 of my paper. His data 
show somewhat more rapid growth of adaptation than that ShO'ffi in Fig. 1, and 
a1so show more rapid recovery than that ShO'ffi in Fig. 2. However, procedura1 
differences between these sets of experiments prec1udes detai1ed comparison. 
Cardozo does not use the term "adaptation" but refers more neutrally to "sub
sidenee of masking" produced by a "conditioning stimulus." 
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COMMENT ON : "Adaptation of Masking" (N.F. Vierneister) 

E. Terhardt 
I nstitute of Electroacoustics, Technical Universi ty München, Federal Republic 
of Germany. 

It may be appropriate to notice, that conscious perception of individual 
spectral components of complex tones in principle is not dependent on the 
"enhancement effect" mentioned by Dr. Viemeister. Rather, under suitable ex
perimcntal conditions the spectral pitch of a "t'arget" component can be "heard 
out" without the aid of suppressing and then re-introducing that component(PI omp, 
1964, Plomp & Mimpen, 1968, Stoll, 1980). The limitations of this phenomenon 
caused by mutual masking, are correctly predictabie by assuming that degree 
of aural frequency resolution which is provided by simultaneous masking pat
terns of single tones or narrow-band noise (Terhardt, 1979; see Fig. 2, this 
volume). Nevertheless, as Dr. Viemeister mentions, the re-introduction of a 
particular component which previously had been removed from the complex tone, 
increases its audibility to a striking extent. In fact, we use this effect in 
our laboratory for demcnstration purposes. 

It appears, however, that only those components can be "enhanced" in this 
way, which anyhow are detectable in the above-mentioned sense. In the particu
lar case of a complex tone with a flat amplitude spectrum and 200 Hz fundamen
tal frequency as used in Viemeister's experiments, this would apply to the 
first eight harmonics at best. As Viemeister, in his maskingexperiments finds 
a pronounced adaptation effect even for the 15th harmonic (Tabie I, case B of 
his paper), it seems that this experimental paradigm does reveal not exactly 
the same features of the auditory mechanism as the enhancement phenomenon of 
individual spectral pitches. Of course this does neither reduce the value of 
that paradigm nor of the data. 

With respect to perception of voiced speech e.1.ement.s and musical toneS._ 
(where the spectral composition of complex tones naturally changes in such a 
way that some harmonics may be in one moment more or less "suppressed", in the 
other "re-introduced"), one may speculate that the enhancement effect of 
spectra l pitches will not provide significantly more spectral-pitch informa
tion than is already known from the above-mentioned data, since in those 
signals the fundamental frequency is not constant and the temporal changes of 
the spectrum are relatively quick in relation to the adaptation time constant. 
However, if there is an effect, its consequence would be, that individual 
spectral components are to an even larger extent aurally relevant than has 
been assumed as yet. 

REFERENCES 

Plomp, R. (1964). The ear as a frequency analyzer. J. Acoust. Soc . Am. 36, 
1628-1636. 

Plomp, R. and Mimpen, A.M.(1968). The ear as a frequency analyzer 11. J. Acoust· 
Soc . Am. 43, 764-767. 

Stoll, G. (1980). Psychoakustische Messungen der Spektraltonhöhenmuster von 
Vokalen. DAGA 80, München. 

Terhardt, E. (1979). Calculating virtual pitch. Hearing Research l, 155-]82. 

199 



VERY RAPID ADAPTATION IN AUDITORY GANGLION CELLS 

Graeme K. Yates 
M.R . C. Institute of Hearing Research, 

The MedicaZ SchaaZ, University of Nottingham, U.K. 
and 

DonaId Robertson 
Dept. of PhysioZogy, University of W.A., 

NedZands, 6009, Western AustraZia 

I. INTRODUCTION 

From past studies it is weIl established that at least three forms of 
adaptation are observable in the auditory nerve . When exposed to very long 
continuous- tone stimuli, the probability of action potential (AP) generation is 
initially very high for approximately five to ten milliseconds (ms), then slows 
over a time course of many tens of ms, and th en further reduces over several 
minutes. The slowest form was described by Kiang et aZ (1965) . The midterm 
adaptation has been extensively studied by Smith (1979) in guinea pigs and 
Mongolian gerbils. Harris and Dallos (1979) associated forward masking in the 
auditory nerve with the recovery from this form of adaptation to the masker 
tone, although their observed time constant is significantly faster than that 
seen by Smith. Both sets of authors mention a fine structure on the adaptation 
occurring in the first ten ms and regard this as being immaterial to the mask-
ing process; consequently neither has attempted a detailed study of this region 
of the response . We have made preliminary studies ntr this very rapid ada~tatinn 
and find its properties to be different from those of t he slower forms. 

2. DIFFERENCES 

a) Time constant. In the guinea pig and Mongolian gerbil Smith found adap
tation time constants of about 45 ms, Harris and Dallos report 15 ms for the 
chinchilla. Both briefly mention a much faster process within the first 5 ms. 
We have found, by studying this fast process with very fine temporal resolution, 
that it may be further resolved into two phases . Initially, and at high stimu
lus intensities, we have found a very high AP probability ",hich is not approp
riately described as a firing ' rate' at all. Rather, it appears to be best 
described as the probability of occurrence of an AF in the first millisecond 
following the rapid onset of a tone, and the apparent 'rate' is dependent up on 
t -he histogram bin width used. This is almost certainly a manifestation of the 
refractoriness of the nerve, with the steady state AP probability being reduced 
by the initial near-certainty of occurrence at the tone onset. This initial 
peak response in the peristimulus time histogram (PSTH) is also approximately 
exponential in its time course, but decays in the first two or three ms. It is 
followed by a second phase with more complex properties but having a typical 
time constant of about ten ms. 
b) Variation of time ' constant ' with intensity . We find the time constant of 
this second phase not to be independent of stimulus intensity and therefore 
better referred to as a time parameter . The magnitude of this time parameter, 
obtained by fitting exponential decay curves to the histograms between 4 and 40 
ms post stimulus onset, is a monotonicall y decreasing function of intensity . At 
very low intensities it appears to approach a value of about 15 ms, but as 
stimulus intensity is raised the time parameter falls to a limiting value of 
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figure 1 . PSTH 's obtained at intensities of - 5.,5, 15, 25,35 and 45 
dB above threshold. Bin width is 0 . 5 miUisecoï!ds . 

around 3 ms. 
c) Variation of onset r esponse with intensity . The response in the first two 
or thr ee ms is not very prominent at low levels, but grows faster than the 
steady sta te response. This is in marked contrast with the midterm adaptation 
which shows a constant ratio of onset-to-steady-state response (Smith 1979). 
The second phase of very rapid adaptation also shows a growth of the onset 
response which is faster than that of the steady state. 

3 . METHODS 

a) Animals . Guinea pigs weighing between 200 and 350 grams were anaesthetised 
using the neuroleptanaestheia technique of Evans (1978). Rectal temperature was 
maintained at 37 .5 C and the anima 1 was art ificially respired with a constant 
pressure respirator (10 cms water) with 5% carbogen. The auditory bulla was 
opened as described by Sellick and RusselI (1979), and a 0.6 mm plastic fibre 
was introduced to back-illuminate the cochlea. The cochlea was opened with a 
small hol e into scala tympani of the basal turn, placed weIl away from the 
spiral ligament and just large enough to allow visualisation of the spiral 
lamina. Through this hole the th in bone above Rosenthal's canal was punctured 
using a sharpened needIe mounted in a micromanipulator . . The subsequent 
integrity of the cochl ea was verified using the gross action potential response 
to t one bursts of various frequencies. 
b) The sound system was essential1y identical with that of Wilson and Johnstone 
(1975) . 
c) Stimuli were 50 ms tone -bursts at unit centre frequency (10.5 to 14.5 kHz), 
with riselfall times of 0.5 ms. They were presented at a rate of 5 per second 
with intensities randomised over the range specified at the time of data 
collection. 
d) Electrodes were glass micropipettes pulled on a Brown-F1aming e1ectro.de 
puller. When filled with 3M KAc they had resistances in the range 70-120 Mohms. 
They were mounted in a hydrau1ically driven micromanipulator and advanced into 
the spiral ganglion through the puncture hole in the bone. 
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Figure 2. Variation with stimulus intensity (expressed in dB 
above threshold) of (a) second phase adaptation time parameter (in 
milliseconds), and (b) adapted firing rate (flatter curve) and 
onset response (steeper curve) obtained by extrapolating fitted 
curves back to 2 msecs and dividing by 3 . Data are from the last 
4 PSTH 's of figure 2. 

e) Raw data were acquired in the form of PSTH'S, using a small laboratory 
microcomputer. To obtain the required temporal resolu tion, histogram bin widths 
of 0.5 ms were used, requiring the averaging of responses to very many stimuli. 
Following Smith, intensities have been normalised to unit thresholds, which 
varied over the range 20 to 60 dB SPL. 

4. RESULTS 

We aimed at a recording time sufficient to allow a total of 0.25 seconds 
recording time per bin, requiring 500 stimulus presentations per intensi ty 
level. Even 50, at low stimulus levels each bin recorded few AP's and the var
iance was great. This, together with the small degree of adaptation observed at 
low intensitie s (figure 1) made fitting of exponentials at these low intensit
ies ver v inaccurate, 50 few data 'are available for this range. Similarly , at 
very high AP rates, refractory effects become important even beyond the first 
few ms, and the error bands on the fitted exponentials became relatively 
larger . However, in no cases were there any data which conflict with our find
ings below. 
a) Time parameter of very rapid adaptation. At lower intensities the AP 
probability adapts exponentially to a steady state with a time parameter of 
typically ten ms. This is a general figure, being typical of the rate of 
adaptation at stimulation levels a few dB above threshold (figure 1). 
b) Variation of time parameter with intensity . Figure 2(a) illustrates the 
observed variation of the time parameter with intensity, typical of most 
animals. Some fibres (approximately 20%) showed no such variation, maintaining 
a fixed time constant of 10 to 15 ms. There did not appear to be a continuum 
between these two types of behaviour. 
c) Variation of the onset AP probabil ity with intensity. The response in the 
first few ms only became prominent at higher stimulation intensities, being 
indistinguishable from the second phase at lower levels. Hence, its growth is 
not proportional to the steady state response. Similarly, though less 
obviously, the growth of the second phase was steeper than that of the steady 
state (figure 2b). 
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5. DISCUSSION 

·Our results reveal a different form of adaptation from that studied by 
Smith, who found a linear type of adaptation with a fixed time constant of 
about 50 ms and a fixed ratio between onset and steady state responses. In 
contrast, the very rapid farm of adaptation shows a variation with intensity ~n 
both these parameters. 

We tentatively associate the first phase of the very rapid adaptation with 
the refractoriness of the auditory nerve. lts time course extends over two or 
three ms only, with frequently seen evidence of small oscillations in the num
ber of AP's falling into alternate bins of the PSTH. We have computed hazard 
functions (Gray 1967) from interval histograms of spontaneous and stimulated 
AP's and they show a quasi-exponential recovery with a time constant of 2 to 3 
ms, in agreement with the time course of the first phase of the response. The 
oscillation in bin content is to be expected with very narrow bin widths, since 
a high probability of AP occurrence in one bin will result in a lower 
probability in the second, but a smaller reduction in the third as the nerve 
recovers from its absolute refractory period. 

We believe the second phase is not a result of refractoriness, however, 
since its time course is too slow. Our own experiments with an electronic 
analogue of absolute and relative refractoriness support this cantention. 

It is possible that the apparent variation of the time parameter of the 
second phase results from a confusion with the sum of two fixed-period decays, 
the faster of which grows the more rapidly. Thus, if the second phase of the 
very rapid adaptation had a time constant of, say, 4 ms and emerged from a 
midterm adaptation of 40 ms, it may appear as an adaotation with a varying time 
parameter. We consider this unlikely since the rate of increase of the second 
phase onset response, relative to the steady state, is much less than the rate 
of decrease of the time parameter. Another possibility is that the very rapid 
adaptation, and the various other farms of adaptation described in the 
literature, are all a single process varying with the logarithm of time, i.e., 
that if the response to a tone burst were to be plotted against logarithm of 
time, the various stages of the response would appear as a linear de crease in 
AP rate. We have plotted our r esponses on a logarithmic time axis and observe a 
clear break-point between the first and second, and the second and later, 
phases. It therefore appears that the very rapid stage of adaptation is a 
distinct process in the response of auditory nerve fibres. 
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COMMENT ON: "Very rapid adaptation in auditory ganglion cells" (G.K. Yates and 
D. Robertson) 

R.L. Smith 
I nstitute for Sensory Research, Syr acus e University , Syracuse , U. S . A. 

The very rapid adaptation described in the auditory ganglion of guinea 
pig appears to resemble that seen in the auditory nerve of the gerbil 
(Brachman and Smith, 1979; Smith and Brachman, 1980a,b). The lat ter has been 
observed for both tones and wide-band noise bursts with rise times of 2.5 msec 
and 10 ~sec, respectively, so that it cannot be attributed to frequency 
splatter at stimulus onset per se. Nevertheless, quantitative investigation 
with tone bursts may be confounded by rise-time effects, with rise times of 
less than I msec producing considerable frequency splatter, and larger rise 
times interacting with the rapid adaptation. 

A second possible complication occurs because of refractory effects, as 
noted by the authors. However, this does not reduce the importance of measur
ing responses during the first millisecond of response. This is so because 
refractory effects make it unlikely that more than one spike will occur in any 
one millisecond interval. Hence, firing rates based on one-millisecond inter
vals are almost always estimates of the probability of occurrence of a spike. 
There are two additional complications within the first millisecond. First, 
the refractory limit of one spike per presentation may be approached. Second, 
the jitter in the location of the first spike within the interva l appears to 
decreas e with increasing intensity, producing a mode in the PST (Smith, 1973). 
The height of the mode should not be confused with firing rate, although it 
ought not be dismissed as a candidate for conveying information about the 
stimulus. In any case, when responses a re measured over intervals large enough 
to yield the area under the mode, they appear to reflect the underlying input
output characteristic of the unadapted or onset response (Smith and Brachman, 
1980a,b; Brachman and Smith, 1979). The probability of occurrenc e of spikes in 
the next few milliseconds is then depressed by refractory effects in addition 
to the rapid adaptation processes as was noted. 
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REPLY TO COMMENT OF R.L. SMITH. 

G.K. Yates 
M.R.C. Institute of Hearing Research, The Medical School, Vniversity of 
Nottingham, V.K. 

The very rapid adaptation we have described does indeed resemble the 
very fast process frequently mentioned by Smith for the auditory nerve in the 
gerbil. However, as we have pointed out, the very rapid adaptation differs 
from the slower, 40 ms, adaptation in two ways : 

a) the time course of the very rapid adaptation is faster and is intensity 
dependent; 

b) the ratio of the onset response to steady state response is also dependent 
upon intensity. 

The ri se time of the stimulus does not appear to be a problem for two 
reasons : 
a. The adaptation is not seen in the receptor potential (Russell and Sellick, 

1978). Since no other stimulus-frequency selective mechanism is known to 
follow the receptor potential we can assume that, apart from some possible 
ringing of the envelope in the first ms ortwo, frequency sp lat ter should 
not affect the results. We exclude the first two milliseconds from our 
exponent al curve fitting. 

b. We can confirm Smith's observation that very short rise times or the choice 
of stimulus frequency does not, in experimental fact, affect the form or 
magnitude of the adaptation. 

lagree with the comment on refractory effect, and this is why we have 
chosen to refer to A.P. probability density rather than to A.P. rate. However, 
there is a problem with integrating the area under the mode to produce a 
measure of the unadapted input-output response. This is because the decrease 
in the adaptation time constant compensates in some degree for the increase in 
amplitude; the total area does not depend on intensity as much as does the 
initial amplitude of the (time) exponental adaptation. Hence, we believe that 
the initial amplitude is a better indicator of the underlying A.P. drive (c.f. 
the model of Schroeder and Hall, 1974). 
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1. INTRODUCTION 

TEMPORAL MODULATION TRANSFER FUNCTIONS 
FOR INTENSITY MODULATED NOISE BANDS 

C.A. van Zanten 

Dept. of Medieal and Physiologieal Physies3 
State UniversitY3 Utreeht 3 The Netherlands 

One approach to study how the human auditory system processes periodic 
changes in noise intensity was called "the system analysis approach". It in
volved experiments in which modulation thresholds (defined as the lowest modu
lation index value necessary to make modulated and unmodulated noise dis tin
guishab Ie) were measured at fixed modulation frequency (Pollack, 1951; Roden
burg, 1972, 1977; Viemeister, 1977, 1979). In this approach it is assumed that 
(a) the modulation detector model consists of a (critical) bandfilter followed 
by a non-linear element (NLE) and a leaky integrator, (b) the modulation depth 
of the integrator output signal is proportional to the modulation depth of the 
bandfilter input signal, and (e) detection occurs if the modulation dep th of 
the integrator output signal surpasses some fixed value. Assumption (b) seems 
to be appropriate for intensity modulation depths up to 80% (Schöne, 1978, 
1979). So, the transfer function of the leaky integrator can be measured by 
psychophysical measurement of the relation between modulation threshold and 
modulation frequency, which relation is cal led Temporal Modulation Transfer 
Function (TMTF). 

Following the system analysis approach we describe in this paper experi
ments designed to provide answers to the following questions: (1) How does a 
TMTF for Intensity Modulated (IM) noise depend on noise bandwidth and noise 
bandcentre frequency (Exp. I)? (2) How does a TMTF depend on the level of a 
noise that masks excitations (generated by some aural non-linearity) beyond 
and/or oelow the stimulus band (Exp. II)? 

In the literature there are few experiments, which provide some answers 
to these questions using IM-noise with a square-:-wave modulator (SQ.IM-noise). 
This study supplements those data and supplies some narrow-band data. The up 
to now reported TMTF's (e.g. Rodenburg, 1972; Viemeister, 1977, 1979) are 
mainly measured with Sinusoidally Amplitude Modulated (SAM) noise. A SAM noise 
threshold ma can be compared with a SQIM noise threshold m with 

2 
m = rr~a / (2(1 + (rrma /4) ) 

2. METHOD 

( 1 ) 

A noise generator (based on 25-bit maximum length sequences, 5~ min cycle 
time) delivered an IM-noise signal, which had a flat spectrum in the audio
range. The modulation frequency f was in the 2 to 1000 Hz region and the 
modulation depth m was variabIe b~tween 0 and 100%, in steps of 0.5%. The 
generator signal was filtered by two identical bandpass filters (Krohn-Hite 
3342) in series, yielding passband slopes of 96 dB/oct. The noise bandwidth B 
is defined as the difference between the high and low cut-off frequencies of 
the filters. The bandcentre frequency f is defined as the geometrie mean of 
these cut-off frequencies. The signal w~s gated and monaurally presented to 
the subject by headphone (Telephonics TDH 39, NAF-48490-1 earcushion) at a 
sensation level between 50 and 60 dB. 

A trial consisted of two 2.0 sec duration puls es separated by a 0.5 sec 
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duration silent interval. One of the puls es was modulated noise, the other one 
was unmodulated noise. Subjects had to identify the modulated pulse and got 
response feedback. For threshold finding an adaptive procedure was used, based 
on the one described by Cardozo and De Jong (1971), aiming at P(c) = 0.775. 
Three subjects (GG, TB, and GZ) served in the experiments, all we re between 20 
and 30 years of age and had normal audiograms, with the exception of TB, who 
showed a sharp peaked hearingloss of 35 dB at 4 kHz. Effects of this hearing
loss did not show up in the measured thresholds. Intersubject differences in 
the thresholds were within experimental error except in the f = 4.0 kHz, f 
greater than 100 Hz circumstances. Since these differing thre~olds formed ~n
ly a minor part of the data, only the mean of 3 subjects' data is shown in the 
results of Exp. I. 

3. EXPERIMENTS AND RESULTS 

Experiment I. For subjects GG, TB, and GZ TMTF's were measured for 10 
passbands: B = 0.4, 0.8, and 1.6 kHz around f = 0.5, 2.0, and 4.0 kHz, and a 
140-4880 Hz broadband covering all other band~. The broadband results are 
shown in fig. I. In this figure comparable data from previous investigators 
are shown too. The vertical pieces of dotted line are Rodenburg's (1972) data. 
The numbered circles are data from Patterson et al (1978). Circles containing 
numbers land 2 were measured with a broadband AM-noise masked by low-pass 
noises with cut-off frequencies at 0.4 and 3.2 kHz respectively. The stars are 
data from Viemeister (1979). Since their data were measured with a SAM-noise 
stimulus the data of Rodenburg, Viemeister, and Patterson et al were recalcu
lated to IM-index with relation (I). The open squares are Pollack's (1951) 
data. Pollack measured subjects' Difference Limen for Intensity (DLI) between 
repeated bursts of noise and noise bursts filling the gaps. The IM-index m can 
be calculated from this DLI with 

m = (10°. 1 DLI_ I) I (10°. 1 DLI+I) (2) 

Fig. 2 shows the results for the other 9 bands. The TMTF's for the B = 0.4 kHz 
bands are the upper three curves. The B = 0.8 and 1.6 kHz bands give the mid
dIe and lower sets of TMTF's. 
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Fig. 1. TMTF for an IM-noise band from 
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(1979) 11-; Patterson et al (1978) <D , 
®; Rodenburg (1972) I . 

Fig . 2. TMTF' s for narrow bands of 
IM-noise. B is noise bandwidth at 
centrefrequencies 0 .5 kHz . ; 40 kHz 
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Experiment II. As a continuous background a "pink" noise was introduced 
and IM thresholds were measured for subject GZ, with f = 2.0 kHz, B = 0.8 kHz, 
and f = 2, 5, 10, 20, 50, 100, and 200 Hz. Fig. 3 shoSs the results for f = 
2, 20~ and 200 Hz. The results for the other f '5 were similar. In fig. 3 fhe 
abscissa is the difference (in dB) of the powe~ spectra I densities of the 
background noise (Ib ) and the stimulus (I ), both measured at f • The ordinate 
is the modulation depth. s c 

Fig. 3. Intensity modulation thresholds m 

as a function of the difference (in dB) t,) 

in power spectral densities of a "pink" 
noise background (Ib ) and the stimulus 
noise band (I ), B = 0.8 kHz at f = 
2.0 kHz. Par~eter is modulation lre
quency: 2 Hz .; 20 Hz 0 ; 200 Hz ~ . 

4. DISCUSSION 
-20 -15 -10 

The measured TMTF's all show a low-pass characteristic. They are flat be
low f = 10 Hz and above this frequency they rise with increasing f . But the 
slopemcannot be described by a single constant. There are almost fl~t portions 
in the broadband TMTF as weIl as in the narrow band TMTF's. If we assign a 
single slope to the rising part of the TMTF's, then the slopes are 2 to 3 
dB/oct (except for B = 0.4 kHz, f = 0.5 kHz). From fig. I it is clear tha,t 
our data are in agreement with mo~t of the previously reported data. 

From figs land 2 it appears that the broadband TMTF is the same as the 
TMTF for the B = 1.6 kHz, f = 4.0 kHz band. Apparently the broadband TMTF 
is governed by the highest fr~quency region present in the broadband. This ef
fect can be seen in the Patterson et al (1978) data too: the high frequency 
contents of the two stimuli are almost the same 'and the resulting thresholds 
(circles numbered land 2) are approximately the same. 

Also from fig. 2 it appears that only a limited frequency region from the 
stimuli is used by the subjects: a TMTF sinks only slightly when B is in
creased at constant f • At constant B, however, a TMTF sinks considerably with 
increasing f • c 

Let us ~ssume that the NLE of the detector model (see introduction) is a 
square-Iaw device, then the relative standard deviation in the integrator out
put signal is proportional to the inverse square root of the bandwidth of the 
detector's initial filter (Rice, 1954). If we suppose the modulation threshold 
to be proportional to this relative standard deviation, then the broader the 
initial bandfilter the lower the threshold will beo If the critical bands 
(CB's) are the initial filters of a subject's set of detectors, the subject 
will utilize at thresh'old level the broadest CB activated by the stimulus. And 
this is the CB lying in the upper frequency region of the stimulus (because 
CB-width is proportional to CB-centrefrequency, e.g. Zwicker and Feldtkeller, 
1967). So our hypothesis is that the CB that covers the upper frequency region 
of the modulated noise bands can be viewed as the mode'l 's initial filter. 

In Exp. 11 a background noise was ad,ded to the stimulus. This caused a re
duction in modulation depth in connection with the increase in mean intensity. 
As thresholds do not depend on the mean intensity at the used SL'S (Rodenburg, 
1972; Viemeister, 1979), the for stimulus plus noise expected IM-threshold m 
can be calculated with 

m m 
s 

(3) 

where m is the IM-threshold for the stimulus alone and Ib-I is the difference 
(in dB)sbetween the power spectral densities (at f ) of tfie gackground and 
stimulus respectively. Relation (3) gives the soli& lines in fig. 3. They are 
fitted by eye through the experimental results. Within error, relation (3) de-
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scribes the result of Exp. 11. This validates the implicit assumption that on
ly stimulus energy ~n the stimulusband was used by the subject in Exp. I. 

5. CONCLUSIONS 

TMTF's for narrow band as weIl as broadband IM-noise show a low-pass 
characteristic. The constant level portion of the TMTF's extends to a modu
lation frequency of about 10 Hz. Above this frequency the rising part of the 
TMTF's has a slope of 2 to 3 dB/oct. 

A TMTF for a broadband noise is the same as that for the highest frequency 
region present in the stimulus. Our hypothesis is that the highest critical 
band activated by the stimulus governs TMTF height. 

For narrow band IM-noise the TMTF's are indeed governed by intensity 
fluctuations in the stimulus band. No "off-frequency band" detection could be 
detected. 
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Section In 
Lateral Suppression and Distortion Products 

Lateral suppression and distortion produets like cubic differ 
ence tones are characteristic , and frequently studied, features of 
the peripheral auditory system in man and animal . Whether these are 
functional or not is still an open question . The description and 
analysis of these phenomena cont rib ute to a better understanding of 
the functioning of the peripheral auditory system . In the first 
part of the section, the results of two - and three - tone suppression 
experiments are reported . Their consequences with regard to the in 
ternal representation of wide - band signals and to data on periph
eral frequency resolution are also considered . New psychophysical 
and physiological findings concerning the generatio n of combination 
tones are reported in the second part . Both , monaural masking and 
lateralization paradigms have been used in the psychophysi cal ex
pe riment s . 
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A PSYCHOACOUSTICAL APPROACH TO PULSATION THRESHOLD 

1 • INTRODlICTION 

Christoph Schreiner 

Max-Planck-Institut für biophys. Chemie 
3400 Göttinqen. WAst-Genmany 

The measurempnt of the pulsation threshold is a well-established tooi for 
the psychoacoustician (Houtgast,1974a-d;Verschuure,1978;Schreiner,1977). The 
non-simultaneous presentation condition of the signals ("masker" and "test 
signai") makes it possible to limit the number of interactions between the sti
muli. Thus, we can get a more correct picture of the internal representation 
of signals with this method than we can get with a simultaneous presentation of 
the signais, e.g. in direct masking (Houtgast, 1974a). 

Indeed, some rules found in neurophysiological experiments could also be de
monstrated by this method - at least quantitatively - in psychoacoustics-. The 
most important example is the psychoacoustical equivalent of 'two-tone sUPEres
sion' (Houtgast, 1974a).However it is not yet known which mechanism of signal 
processing underlies the continuity effect utilized in the pulsation-threshold 
method. 

Therefore the interpretation of pulsation-threshold data follows in a 
close relation to electrophysiological results because similar dependencies can 
be demonstrated in the activities of single nerve cells in the auditorypathway. 
Such a neurophysiological point of viewallows us to get a qualitative descrip
tion of pulsation-threshold results (Houtgast, 1974a). On the basis of the hypo
thesis mentioned above,the possibility of a quantitative description is rather 
vague . To ge t an understanding of the meaning of pulsation-threshold data for 
the psychoacoustical approach to signal processing in hearing, it is necessary 
to have information about the psychoacoustical conditions at the pulsation
threshold itself. The question to be sohred is whether or not there exists a 
quantitative description of pulsation-threshold data in psychoacoustical terms. 

A first hint to clarify this question was given by Houtgast (1974a,b), 
pointing to the connection of "lateral suppression" of a tone in noise and the 
loudness reduction of a tone in noise. In this paper the meaning of loudness 
of the signals for the interpretation of pulsation-threshold measurements is 
described in more detail. 

2. METHODS 

Two kinds of experiments are performed for this purpose: pulsation-thresh
old measurements and loudness-matching measurements. 

In the left part of fig. I the temporal pattern of the pulsation signals i~ 
shown. The masker (index M) is nerceived as a pulsating sound. The test signal 
(indpx T) is perceived as a continuous sound for appropriate masker and test
tone parameters. The pulse duration of the signals is ISO ms, measured at the 
half-pressure points of the trapezoidal envelope. The ramps have a duration of 
about 8 ms. There is na gap between offset and onset of the ramp of consecutive 
pulses. Thus, the choice of the signal parameters is in agreement with the fa
vourable va lues given in the literature (Verschuure et al. 1976, Sch~einer et al., 
(1977). 
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Fig . 1. Stimulus paradigm for pulsation- threshold measurements {left} and for 
loudness evaluation of the test signal. 

In the loudness-matching experiments, four pulses of the comparison signal 
CV) are presented to the subject af ter four pulses of the test and masker signal, 
respectively (fig. 1 right). The level of the comparison signal i s subject-con
trolled. The duration of the comparison pulses as well as of the gaps between 
them is 150 ms. 

The level of the signals is referred to the individual hearing threshold 
of the subjects f or a tone of 1.0 kHz and 150 ms duration. The noise evokes 
equal loudness in each critical band. The noise level is referred to a shift of 
the hearing threshold: a noise of N=20 dB causes a threshold shift of 20 dB for 
a 1.0 kHz tone. 

The signals are delivered monaurally by earphones to normal hearing sub
jects. For details of the apparatus see Schreiner et al . (1977) and Schreiner 
(1977). 
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Fig . 2. Pulsation threshold of bandpass noise with variable bandwidth B {ab
seissa} . The center- frequency of the noise and the test frequency is 1 kHz and 
2 kHz respectively. {Averaged data of three subjects}. 
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Fio .3. Loudness- compar ison experiments : i } loudness reduction of a tone (lkHz , 
60 dB) in noise (circles) ; ii} loudness Y'eduction of a critical- band noise by 
a tone (lkHz , 60 dB) centered in the noise (crosses ). (The high- f r equency slope 
of the noise excitation is masked by an appropr iate signal in order to get an 
estimation of the loudness in the cr itical band itself! . Ui) summaUon of par
tia7. loudnp-ss of the tone in noise and of the noise in the critical band 
around 1 kHz (points) . iv } pulsation thr eshold of a t one- in- noisp- masker UkRz, 
60 dB ; broadband noise} (dashed line) . Averaged data of five subjects . 

3. RESULTS 

a) Measurements 

Houtgast (1974a )could demons trate that, given a narrow-band masker and a 
test tone at the center frequency of the noise. the pulsation threshold de
creases for a broadening of the nois e , beyond a critical bandwidth value. In 
fig. 2 this effect is shown f or bandpas s no ise s centered around 1+2kHz,respecti
vel y . The dashed line represents the intensity of the noises. It turns out 
that for narrow bandwidths the intensities of ma sker and test tone are equal at 
the pulsation threshold. If the bandwidth of the noises exceeds a distinct va
lue. then a decreas ing threshold course is ob s erved . The points at which the 
divergence between intensity and pulsa tion threshold start correspond quite 
weIl to the bandwidth of the 'critical band s ' according to the center frequency 
of the noise (160 Hz and 300 Hz) . 
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Fig. 4. nlus t ration of the loudness model : The par ts of masker and te s t - tone 
loudness , which ar e supposed to be equal at the pulsation- threshold, ar e s hown 
in the hatched ar eas. The loudness per cr iti cal band l ' {ordinateJ is plotted 
ver sus the tonalnes s scale z {abscissaJ . The cr itical band around the te s t 
tone is marked by dashed lines . Four di fferent masker s ignals are illus t r ated: 
aJ pur e t one, test and masker signal carry t he same frequency; bJ pure t one, 
test and masker t one di f fe r more than one critical band; c Jbroad- band noise , 
dj broad-band noise vlus pure t one at test fr equency . 

This experiment, and others too (Schreiner, 1977), indicates that there 
exists a close relation between pulsation-threshold and a psychoacoustical 
quantity, which is connected with the critical bands. A quanti~ fulfilling 
this condition is the loudness of a signal, which can be calculated from the 
contribution of the psychoacoustical excitation at each critical band(Zwicker 
et al., 1967). 

To elucidate the difference between the influence of loudness and the in
fluence of intensity on the course of pulsation-thresholds, the following ex
periments were performed: First, the loudness reduction of a single tone(lkHz, 
60 dB) by broad-band noise was measured as a function of the noise level (fig, 
3:circles). Then, the loudness reduction of a critical-band noise by a single 
tone centered in the noise band was measured by comparison with an uninfluenced 
noise (fig.3:stars). In the next step, the specific loudness in the critical 
band arourid I kHz (for a signal consisting of a I kHz tone and a broad-band 
noise) was approximated by summing the partial loudness of both components of 
the signal (fig. 3:p 0 int s) . Finally, the pulsation-threshold of a tone-in-
noise masker and a test- tone (I kHz) was measured (fig.3:dashed-line). Both 
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the loudness of the test-tone in the pulsation-threshold experiment and the 
tone-in-noise loudness in the critical band around I kHz depend in the same way 
on the level of the masker noise. 

With the intention to formulate a useful approach for description and for 
interpretation of the pulsation-threshold data psychoacoustically, the fol ,
lowing conclusions shall be drawn out of these and other (Schreiner, 1977) 
comparisons of pulsation-thresholds and the loudness of the signais: 
(i) At pulsation-threshold the partial loudness of the test signal matches a 
partial loudness of the masker. 
(ii) The partial loudness of the test signal consists of those parts of the 
signal which are perceived as a continuously represented signal. 
(iii) The contributing partial loudness of the masker consists of the critical 
bands around the frequency region defined bv the spectral components of the 
test signal. Furthermore,the slopes of the corresponding excitation patterns 
are added to the loudness, if they are not masked bv other components of the 
masker signal. 

In fig. '4 some examples for the loudness conditions at the pulsation
threshold are illustrated schematically.The hatched areas in the 'loudness
tonalness pattern' of the masker and the test tone are supposed to be equal at 
the pulsation-threshold. The four configurations of the masker signal illustra
ted in fig. 4 are: a),b) pure tone, c) noise, à) pure tone and noise. 

b) CaZcuZations 

A quantitative estimation of threshold values can be given by applying 
the calculation of loudness (Zwicker et aZ.,1967) to the interpretation of 
pulsation-threshold measurements. 

In fi.g. 5 the decrease of pulsation-threshold depending on the bandwidth 
of bandpass noise (points) is compared to the threshold values, calculated 
from the loudness model of pulsation-threshold (crosses). The measured data are 
taken from Houtgast (1974a, fig. 8.2) and are restricted to bandwidths greater 
than one critical band. The ordinate of fig. Sis normalized to the absolute 
maximum of each threshold course. For a bandwidth of one critical band, all 
parts of the masker's excitation pattern cDntribute to the threshold determina
tion (vd. fig. 4a). For bandwidths of several critical banà without slopes 
for the masker's contribution to the formation of the threshold (vd. fig. 4c) 
because all of the slopes of the excitation pattern are masked by other compo
nents of the masker noise. In the latter case, the decreas~ of the pulsation
threshold with growing masker bandwidth becomes more prominent for high noise 
levels, because of the extended contribution of the excitation slope to loud
ness • 

It turns out that the calculated data fit the decrease of the, pulsation
threshold for increasing noise bandwidth very weIl: the differences between 
calculations and measurements are less than 1.5 dB. 

Some examples of other characteristic behaviours of pulsation-threshold, 
wpich can be - at least partially - described by the loudness model are inter
actions of two (and more) signal components - like summation of pulsation 
pattern and 'lateral suppression' - as weIl as the resolution of ripple-noise 
masker (Schreiner, 1977). 

In fig. 6 the differences between a pulsation pattern and a masking 
pattern are illustrated. The dashed line represents measured data (Houtgast, 
1974a). The full line ,is the difference between an excitation (masking) pattern 
calculated out of the excitation pattern by aid of the loudens's model. The 
difference between both patterns is more pronounced at the low-frequency or 
steep side of the patterns. A very similar difference curve can be demonstrated 
bJr eliminating the influence of 'two-tone suppression' from the direct-masking 
pattern, applying the(nonsimultaneously obtained) estimation of 'lateral 
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Fig. 6 . Difference between direct- masking pattem and pulsation pattem(dashed 
line; measurements by Houtgast (1974d), and difference between excitation pat
tem (full line) . 

suppression' given by lioutgast (1974a). Both differences are very similar, in
dicating that the loudness model seems to be an appropriate approximation for 
describing the pulsation-threshold including 'two-tone suppression'. 
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4. DISCUSSION 

A psychoacoustical approach to pulsation was suggested, which makes use of 
the assumption that at pulsation-threshold the loudness of the (pseudo-contin
uous ) test signal and parts of the masker loudness are equal. Most of the 
known pulsation- threshold data cau be described by such a model. As the choices 
of the filter characteristicsand especially the bandwidth of the critical bands 
play an important role for the threshold calculation, there . remains a certain 
degree of uncertainity in the calculations. One reason is that pulsation-thresh
old measurements disclose narrower critical bands than other methods (Houtgast, 
1974a). For the calculations described above the critical bands given by Zwik
ker et aZ .,(1967) were used. It turns out that the deviation between calcula
tions with broad and narrow widths of the critical bands seems not to be re
levant, except for experiments considering the frequency-resolution power, e.g. 
ripple-noise resolution (Houtgast, 1974a; Schreiner, 1977) . 

It might be concluded from the model that the threshold mechanism seems to 
work at a level of the auditory pathway central to the encoding of loudness. 
However, the loudness model of the pulsation-threshold makes it possible to des 
cribe the threshold course psychoacoustically within certain limits,but still 
does not elucidate the physiological mechanism underlying the continuity effect. 
Thus, the problem of the connections between neural and psychoacoustical 'later
al suppression' is shifted to the problem of the relation of single-cell respon
ses to integral quantities, e.g. critical bands and loudness. 

In the model, the 'lateral suppression' found in uonsimultaneous experi 
ments is expressed in terms of loudness reduction. The conclusion may be drawn 
that the instructions for the loudness calculation of the pulsation-threshold 
involve a quite good quantitative de scription of the psychoacoustical 'lateral 
suppression'. 

Tietze et al . (1978) compared an excitation pattern, which was derived 
from a pulsation pattern, with a direct-masking pattern and found diverse 
differences between them, e.g.concerning .the slope-nonlinearity. A comparison 
between a direct-masking pattern and the excitation pattern (calculated from 
pulsation-threshold data) may give an estimation of the influence of combina
tiontones, beats etc. on the simultaneous measurement of masking curves(Tietze 
et aZ .,in prep .). Furthermore, such a comparison can give an estimation of 
that amount of 'lateral suppression' , which is neglected by this quite simple 
psychoacoustical description of pulsation-threshold. 

An electrophysiological study of the responses of single units in the me
dial geniculate body of guinea pigs to pulsation-threshold signals (Schreiner, 
1979 a,b,1980) yielded a close relation of pulsation- threshold data with some 
temporal features (onset) of the cell activity, with respect to the signal 
parameters. The threshold of the phasic part of the neural activity seems to 
correspond with the pulsation-threshold and the threshold of the tonic part of 
the neural response to pulsation-threshold signals seems to correspond with the 
(nonsimultaneous) masking threshold of the 'continuous' tone. However, there 
was no evidence for a 'continuity effect' in the response of single units, ex
cept for, at best, one special set of parameters. A further investigation of 
this problem is indicated. 
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COMMENT ON "A psychoacoustical approach to pulsation threshold" 
(C. Schreiner) 

D.M. Harris and P. Dallos 
Auditory Physiology Laboratory, Northwestern University, Evanston, Illinois USA 

Responses of auditory-nerve fibers of chinchillas were measured under 
stimulus conditions similar to those used to determine psychophysical puls a
tion thresholds. A 100 ms tone-burst "signal" at a fiber's CF, 10 dB above 
response threshold, is repeated 5/sec. A 100 ms tone-burst "masker" is intro
duced during the interval between signal presentations. Post Stimulus Time 
(PST) response patterns are collected at each of several masker levels (Fig. IA). 

Human subjects who listen to this stimulus paradigm perceive a pulsating 
signal at low masker levels. At a certain masker level (pulsation threshold) 
the perception changes to one of a continuous signal. Verschuure (1977) sug
gests that "continuity is perceived if the central nervous system cannot de
tect the signal's absence." Apparently the masker functions to fill the silent 
interval. 

The responses shown in Fig. IA are typical of those observed from 12 
fibers in three animals. They appear to fall into three categories: 1. At low 
masker levels where the masker-evoked firing ra te is less than the signal-evoked 
rate a pattern indicative of the pulsed signal is obvious. 2. When the masker
evoked rate equals the signal-evoked rate the fiber's response resembles the 
steady-state response to a continuous tone. 3. At higher masker levels the pat
tern is dominated by the response to the masker. These three response categories 
can be identified for any masker frequency within the response area of a fiber. 

(kHz) Masker frequency 
1.0 2.25 (CF) A 3.0 

v'lIt"", 

e 151I.MiIIIIII .... xte 'rt. $' 

~ 10 t wuWOt:ft " C "ttts)$ 'SU 'bSS? M 

tEW '$ tlb 
*t .dM 
bu' .... 

I. pp ht .... 
!, Ir Jwt ,d 

He#t. * 
•• ' rWW 
wtl ;; 

g;! 5 *M'twt 
CP 

.... 0 kt HeH 
CP 
,x 

~ -5 
~ 

Ma,k" -~!qn,a! . , ' , , A 
2 Om. 

C .. 80 

~ 
~ 60 

~ 40 
al 
:!! 
..J 20 
Q. 
U> 

••••• ,'S':= 

i i lillil 

J 

00:2 '0:5"'1 ~" 5 
Frequency (kHz) 

B 2 .25 

1 ft 6$... 
bt _ 

'. ,'tM' 
bdd" 

' ,b,It ••••• 

•• 'btr l' 

;$i t. st 

Ma,ker 

~~O,n!l'. , , , , ' , 

Fig. lA. PST response patterns evoked in a chinchilla auditory-nerve fiber 
by a typical pulsation threshold stimulus pattern. Signal : fiber CF (2.25 
kHz) 10 dB above threshold ( 27 dB SPL), Fig. lB. PST response patterns with 
masker pulsed and signal continuous. Fig. lC. This fiber's Frequency Threshold 
Curve (FTC) compared with the "pulsation threshold" Tuning Curve (P-thTCJ. 
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The column of PST histograms shown in Fig. IB is offered for comparison. 
In th is condition, where the signal actually is continuous, the response pro
files fall into either category 2 or 3. Since two different stimulus condi
tions evoke the same PST response pattern in auditory-nerve fibers (disregard
ing the fine temporal pattern), then the "central processor" is provided with 
ambiguous information. We may speculate that the auditory illusion associated 
with pulsation threshold occurs when the observer selects one hypo thesis (IB) 
about the internal representation of the signal when, in fact, another (IA) is 
true. 

If we assume that physiological pulsation threshold is the masker level 
at which masker-evoked excitation obliterates the gap between signal puls es 
(i.e., category 2), th en the pulsation threshold tuning curve in Fig. IC 
(dashed line) can be constructed from the data in Fig. IA. Such curves repre
sent iso-response curves which, when low-Ievel CF signals are used, approximate 
a fiber's Frequency Threshold Curve (solid line). 
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1. INTRODUCTION 

DETECTION CUES IN FORWARD MASKING 

Brian C.J. Moore 

Dept . of ExpepimentaZ PsychoZogy, Vnivepsity 
of Cambpidge, Cambpidge CE2 3EE, V.K. 

Houtgast (1972, 1974) has argued that simultaneous masking techniques are 
not appropriate for revealing the effects of lateral suppression in the audito
ry system, since if a component fm in the masker is suppressed by other compo
nent(s) in the masker, then a signal in the frequency region of fm will also 
be suppressed, leaving the signal-to masker ratio unaltered. Houtgast sugges
ted that non-simultaneous techniques, such as forward masking or the pulsation 
threshold, should be used. Since that time many different workers have repor
ted suppression "effects" using forward masking. 

In this paper we argue that the threshold of a probe signal in forward 
masking is determined by at least two factors. The first factor is related to 
the amount of activity evoked by the masker in the channels which are concerrun 
with the detection of the probe (e.g. effective masker level within the criti
cal band around the probe frequency). This may be influenced by lateral 
suppression. The second factor is related to the presence or absence of quali
tative differences between probe and masker. In order for a probe to be dete~ 
ted in forward masking two conditions must be satisfied: (a) the probe must 
evoke a response of some kind, and (b) the observer must be able to distingu
ish that response from the response evoked by the masker. Condition (a) will 
depend primarily on the first factor described above, but condition (b) may 
depend on the second factor. Whenever there is a difference in subjective 
quality between probe and masker, distinguishing the probe from the masker 
will be easier than when they are very similar in quality. In the lat ter case 
the response to the signal may be perceived as a continuation of the masker. 

It will be shown that two such factors are involved in a number of diffe
rent stimulus situations, including several which have typically been used to 
demonstrate suppression. This complicates the interpretation of these demon
strations. In particular the addition of (an) extra component(s) to a masker 
may introduce a difference in quality between masker and probe, resulting in a 
reduction in probe threshold unrelated to suppression at a physiological level. 
For the purpose of discussion in this paper we will call reductions in probe 
threshold produced by the introduction of quality-differences cueing, while 
reductions in probe threshold produced by physiological suppression will be 
cal led supppession. Since it may be difficult to distinguish between these 
two in practice the term unmasking will be used to describe the phenomenon of 
a reduction in probe threshold following the addition of extra components to 
the masker. 

2. EXPERIMENTAL METHODS 

a) FPocedupe 

Thresholds were determined with an adaptive two-alternative forced-choice 
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procedure which estimates the probe level required for 70.7 % correct responses 
(Levitt, 1971). Af ter two consecutive correct responses the probe level was 
decreased by 2 dB, and af ter each incorrect response it was increased by 2 dB. 
The probe was initially well above threshold. The threshold was usually esti
mated as the mean of the 26 levels visited af ter three mistakes had been made. 
Each point reported in this paper is the mean of at least three such runs. 
Subjects were given trial-by-trial feedback using lights. 

b) Stimu~i 

All stimuli had linear onset and offset ramps. Durations are specified 
between half-amplitude points. The maskers were of relatively long duration 
(between 300 and 500 msec), and the interval between the two maskers in a gi
ven trial was either 400 msec or 500 msec. Values of rise/fall times and sig
nal duration and delay .are given in the description of individual experiments. 
Sinusoids were generated using Farnell DSGI synthesized signal generators. 
Noise bands were generated by multiplying a low-pass filtered noise (cut-off 
slope 48 dB/oct) with a sinusoid, except in experiment 11, where they were ge
nerated by conventional band-pass filtering. Stimuli were presented via the 
left earphone of a Sennheiser HD414X headset. 

c) Subjects 

All subj ~cts had absolute thresholds within 10 dB of the 1964 ISO stan
dard at all frequencies tested. They were given extensive practice prior to 
the collection of the data reported here, and they were paid for their servi
ces. 

3. RESULTS AND DISCUSSION 

a) Experiment I: Tona~ masker s and suppr essors 

In this experiment the masker was a 2-kHz sinusoid at a level of about 
60 dB SPL. Probe threshold was measured as a function of probe frequency with 
and without a second tone at 80 dB SPL added to the masker. The frequency of 
the second tone was systematically varied. Both masker and probe had 10 msec 
rise/fall times, the probe had no steady-state portion, and there was no sil
ent interval between masker and probe. Three subjects were tested. 

When the frequency of the probe is close to that of the ma sker the sub
ject may have difficulty in distinguishing the probe from the masker since 
their pitches will be similar. Adding a second tone to the masker will intro
duce a pitch difference between masker and signal which might enhance the de
tectability of the probe (see Terry and Moore, 1977), th us producing unmas
king; cueing in this case. However, when the frequency of the probe is moved 
away from that of the masker, a quality (pitch) difference between masker and 
probe will be present even for the single tone masker, so that adding the se
cond tone should provide no additional cue. Thus cueing will occur only when 
the probe frequency is close to that of the masker, independently of the fre
quency of the second tone. In contrast suppression would be expected to occur 
in different frequency regions as the frequency of the second tone is altered. 
(Moore, 1980a). 

A subset of the results for one subject is presented in figure 1. Fur
ther details can be found in Moore (1980a). The figure shows the differ ence 
in amount of masking produced by the single tone and two-tone maskers, as a 
function of probe frequency, for three frequencies of the second tone: 2.1, 
2.4 and 2.6 kHz. The shading indicates regions in which the addition of the 
second tone produced a reduction in probe threshold i.e. unmasking. For all 
subjects, and for all frequenc~es of the second tone, the amount of unmasking 
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Fi g. 1. Resu ~ts for one subject showing the change i n probe thre sho~d resu~
t ing from the addition of a second t one t o a 2 kHz mas ker, as a f unction of 
probe frequency . The frequency of the s econd t one was 2 . 1, 2. 4 or 2.6 kHz . 

shows a local maximum sharply tuned around 2 kHz, as would be expected if the 
unmasking resulted from cueing. However, as the frequency of the second tone 
is moved away from 2 kHz the region of unmasking spreads upwards, and for cer
tain frequencies of the second tone (2.6 kHz in fig. 1) there are two distinct 
frequency regions in which unmasking occurs. The second region of unmasking 
shifts as the frequency of the second tone is altered, as would be expected if 
it resulted from suppression, although it cannot be obseived when the frequen
cy of the second tone is above about 2 . 8 kHz. We may conclude that the unmas
king has two components - cueing and suppression - but that these components 
can be separated only for a restricted set of conditions. In the great majori
ty of previous experiments demonstrating two-tone unmasking the probe frequen
cy has been equal to the masker frequency, and the results were almost certain
ly influenced by cueing. 

b) Experiment II : Comparispn of noi se and tone masker s 

In this experiment we compared the forward masking of a 1 kHz probe pro
duced by a sinusoid at 1 kHz and a 1/3 octave band of noise centred at 1 kHz. 
The overall level of the noise was equal to that of the tonal masker, 75 dB 
SPL. All stimuli had 5 msec rise/fall times. Three temporal relations bet
ween masker and probe were used: (i) 5-msec offset-onset, 5- msec probe, (ii) 
5-msec offset-onset, 35-msec probe and (iii) 35-msec offset-onset, 5-msec pro
beo Probe duration was changed by varying the steady-state portion (0 or 30 
msec). 

If probe threshold depended only on the amount of activity produced by the 
masker in the channels concerned with detection of the probe, then changing the 
temporal configuration should not influence the relative effectiveness of the 
two maskers. The results shown in Table I are not consistent with this. 

When there is no silent interval between masker and probe (conditions i 
and ii) the noise is the more effective masker for the short probe, and the 
sinusoid is the more effective masker for the long probe. For a fixed offset
offset time (conditions ii and iii) increasing signal duration produces a de
crease in threshold following the noise, but an increase (BM and DW) or no 
change in threshold following the sinusoid. The same effects for a different 
centre frequency, can be found in Weber and Moore (1980). 

Clearly these results cannot be explained by a single factor; once more 
it is likely that quality differences between masker and probe play a role. 
The long (35-msec) probe has a well defined tonal quality with a pitch which 
is similar to that of the sinusoidal masker. This makes discrimination diffi-
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Table I. ?robe thresholds for five subjects. The temporal configurations 
de scribed in the text are illustrated schematically at the head of each column. 

(i) (ii) (iii) 

.... '" .. -v---\ .. \ 1\ 
Observer Noise Sin Noise Sin Noise Sin 

PC 88.5 70.3 43.5 47.7 52 . 7 46.1 

AJ 88.7 62.7 38.7 41.3 48.8 39.3 

CL 90.6 67.7 42.4 47.0 48.3 48.4 

BM 74.5 64.9 33.9 51.4 45.2 40.9 

DW 76.8 66.8 36.8 45.5 47.1 41.3 

MEAN 83.8 66.5 39 . 1 46.6 48.4 43.2 

SD 7.5 2.9 4.0 3.7 2 . 8 3.9 

cult. Howeve r the noise masker sounds very different from the long probe, so 
a quality difference cue is available following the noise b u t not the sinusoi
da l masker. The short probe sounds less tonal, and more like the noise, so 
that in this case the qua l ity difference cue is ava i lable following the sinu
soid but not fo ll owing the noise. The loss of this cue can expla i n why, for a 
fixed offset-offset time, performance can actual l y worsen with increasing pro
be duration for the sinusoidal masker. 

c) Experiment 111. Interac-tions of noise bandJJJ:-dt h and probe duration 

Weber (1978) measured thresho l d for a short duration probe as a f unction 
of the bandwidth of a noise centred around the probe frequency and with a 
fixed spectrum level. He found that thresho l d at first increased with increa
sing bandwidth and then decreased. His results and other similar results (e. 
g. Hout gast, 1974; Terry and Moore, 1977; Leshowitz and Lindstrom, 1977) have 
been inte rpreted in terms of an excitatory band in t he masker surrounded by 
suppress ion bands. If this interpretation is correct, then the noise band
width at which maximum masking occurs shou l d be independent of probe duration. 
The next experiment shows that this i s not the case. 

Probe threshold was measured for a 1 kHz probe following noise maskers 
with bandwidths ranging from 50 Hz to 1600 Hz i n one octave steps. The spec
trum level in the pass band was 40 dB SPL, and the noise was arithmetically 
centred a t 1 kHz. All stimuli had 5- msec rise - fa l l times, and there was no 
silent interva l between masker and probe . Probe durations of 5, 15, 25 and 
45 msec were ob t ained by varying the steady- state portion of the probe (0 
msec to 40 msec) . A typical set of resul ts is presented in figure 2 . Probe 
thresho l d is plot t ed as a function of masker bandwidth, with probe duration 
as parameter. Data for other subjects and other conditions may be found in 
Moore ( 1980b). 

It is obvious that the bandwid t h at wh i ch maxi mum masking occurs chan ges 
dramatically as a f unction of probe duration. For a duration of 5 msec t h re
sho l d is maximum for a bandwidth of 800 Hz, whi l e for a duration of 45 msec 
max i mum masking occurs for the narrowest bandwi dth used, 50 Hz. Again it is 
poss i b l e to explain these results in terms of t he re l a t ionship between t he 
qua l ity of the masker and the qua l ity of the probe. Narrow band noise resem
b l es a sinusoid with fluctua t ing amp li tude . As t he bandwidth increases the 
fluctuation s occur more rapidly and the tona l qu a l ity of the no i se decreases . 
The shortest prob e sounds less tonal than t he narrowest band of noise: it i s 
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Notice that the noise band
width at which maximum 
masking occurs shifts 
dramatically with probe 
duration . 

heard as a click or a thud, and is probably detected by "off-frequency liste
ning" to sp lat ter in the energy spectrum of the probe. As the masker bandwidth 
increases this off-frequency energy is more effectively masked, and the degree 
of tonality of the noise approaches that of the probe. Hence the probe thres
hold rises. However at the widest noise bandwidth the noise sounds noisy in 
comparison to the probe. The tonal quality which can be heard at the end of 
the masker now provides a cue for the presence of the probe and causes a drop 
in probe threshold. As the probe duration is increased, the bandwidth at 
which it sounds tonal in comparison to the noise decreases, so that the maxima 
in the functions occur for narrower bandwidths. For the longest probe duration 
an increase in bandwidth from 50 to 100 Hz is sufficient to provide this cue 
and produce a reduction of about 25 dB in probe threshold. It is implausibl e 
that this drop in threshold could be produced by noise energy falling in supp
ression bands. Thus we may conclude that the pattern of results revealed in 
this experiment is more easily explained in terms of the cues used by the ob
server than in terms of interactions between excitation and suppression within 
the neural representation of masker. 

d) Experiment IV. Unmasking in noise- tone combinations 

We have argued that there is a particular difficulty for the observer 
when there is no cue to mark where the masker ends and the signal begins. For 
a sinusoidal masker and probe of the same frequency, the envelope fluctuation 
associated with switching from masker to probe (or the energy splatter associ
ated with the probe) may provide a cue even though quality differences are mi
nimal, particularly if there is a silent interval between masker and probe. 
However, if we use a narrow-band noise masker, with a long probe and no silent 
interval between masker and probe, even this cue can be effectively eliminate~ 
since the masker has "built in" amplitude fluctuations. Vnder these conditiors 
it is possible to produce very large unmasking effects by adding other compo
nents to the masker, even when the level of those components is so low that it 
is unlikely that suppression plays a role. 

An example is given in Table 11, using a noise masker with a bandwidth of 
50 Hz, a centre frequency of 1 kHz and a spectrum level of 40 dB SPL. Thres-

226 



Detection cues 

hold was measured for two 1 kHz probes, each with 5-msec rise/fall times, one 
with a steady state duration of 40 msec, the other with 0 steady state . There 
was no silent interval between masker and probe. Thresholds are given in dB 
SPL for the noise masker alone, and that masker together with a tone at a level 
of 57 dB SPL (i.e. equal to the overall SPL of the noise). The frequency of 
the tone in kHz is given at the head of each column. 

Table II . 

5-msec probe 

45-ms ec probe 

noise alone 

57.5 

52.6 

1.2 

59.5 

36.6 

noise plus tone 

1.4 

58.0 

37.4 

1.6 

58 .4 

36.1 

1.8 

57 .0 

36.7 

3 .0 

57.7 

42.0 

kHz 

dB 

dB 

For the long duration probe there is a large unmasking effect. It is 16 
dB for this subject, but others have shown as much as a 30 dB effect. The un
masking is relatively independent of the frequency of the second tone, as wou~ 
be expected if it resulted from cue ing, although it does decrease when the 
frequency of the second tone is very far removed from 1 kHz. For the short 
duration probe the addition of the tone to the masker produces either a slight 
worsening or no effect. 

The effect of the intensity of the tone for the same two probes is given 
~n Table 111, for a tone frequency of 1.2 kHz. The level of the tone is given 
~n dB SPL at the head of each column. 

Table III . 

5-msec probe 

45-msec probe 

noise alone 

57.5 

52.6 

57 

59.5 

36.6 

noise plus tone 

67 

54.5 

34.9 

72 

50.6 

32.4 

77 

52.0 

28.0 

dB 

dB 

dB 

For both probes increasing the intensity of the tone causes a reduction 
in threshold. Presumably this reflects suppression. Notice however that for 
the long duration probe this change in threshold is only half that produced 
by cueing. Although cueing appears to be negligible for the shortest duration 
probe in this particular condition, substantial amounts of cueing can occur 
for probes of durations commonly found in experiments designed to demonstrate 
suppression. An example is given in Table IV, which shows threshold for a 
l-kHz l5-msec probe (10 msec steady-state, 5 msec rise/fall) following a noise 
centred at 1 kHz with a bandwidth of 200 Hz and a spectrum level of 40 dB SPL 
(63 dB SPL overall level). There was no silent interval between masker and 
probe. Threshold is given for the noise alone, and for the noise together 
with a tone at 63 dB SPL whose frequency in kHz is given. 

Table IV. 

Tone Frequency 

Threshold 

noise alone 

66.0 

1.2 

49.2 

noise plus tone 

1.4 

51.5 

1.6 

51.3 

1.8 

49.9 

3.0 

58.0 

kHz 

dB 

The unmasking almost certainly arises from cueing, since it is relatively 
independent of the frequency of the tone, and occurs for a tone whose level is 
not greater than the overall level of the noise. Even for very short probes 
cueing can occur. For example the threshold of a 5-msec probe following a 
400 Hz bandwidth noise of 40 dB SPL spectrum leve l (both cent red at 1 kHz) can 
be reduced by 10 dB by adding a 1.4 kHz tone at 60 dB to the masker. Notice 
that in this case the level of the tone is less than the overall level of the 
noise (66 dB) and is not very different from the level of the noise in a 
"critical band" around 1 kHz. 
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e) Exper iment V. Vnmaski ng in noise-noise eombinations 

In this experiment we again compared thresholds for a short probe (5 msec 
rise/fall 0 steady-state) and a long probe (5 msec rise/fall, 40 msec steady 
state) immediately following a 50 Hz band of noise centred at 1 kHz with a 
spectrum level of 40 dB SPL. Threshold was measured for the noise alone and 
for that noise together with a second band of noise 1000 Hz wide, also centred 
at 1 kHz but with a spectrum level of 20 dB SPL. A typical set of results is 
given in Table V. 

Tab l e V. 

5-msec probe 

45-msec probe 

50 Hz noise alone 

NO = 40 dB 

49.2 

54.5 

50 Hz noise NO = 40 dB plus 

1 kHz noise NO 

59.8 

30.6 

20 dB 

The second noise incr eases threshold by about 10 dB for the short probe, 
but produces about 24 dB of unmasking for the long probe . Notice also that 
for this subject (and for 3 out of 5 other subjects who were tested for these 
conditions) threshold is higher for the long probe than for the short probe. 
These results can be explained by assuming that the short probe following the 
narrow-band noise is detected by "off-frequency listening" to energy splatter. 
Adding a low-level wide-band noise masks the off-frequency ener gy and hence 
raises the threshold for the probe . For the longer probe adding the wide band 
noise provides the observer with a cue which enables him to determine where the 
masker ends and the probe begins; when the probe is present activity in the 
1 kHz region continues af ter the activity in other frequency regions has cea
sed. Thus the unmasking for the long probe can be explained a s cueing . 

4. CONCLUSIONS 

1) Unmasking in forward masking can result both from cueing and from lateral 
suppression. 

2) The importance of cueing will depend upon the stimulus configuration. In 
particular it will depend upon probe duration, envelope shape, and delay 
relative to the masker. These factors will interact with the characteris
tics of the masker such as bandwidth and frequency relative to that of 
the probe. 

3) In general cueing is more likely to occur with long probes than with short 
ones, but cueing can occur for short probes and energy splatter is more 
likely to be a problem with short probes. 

4) Individual subjects may vary in the extent to which they are sensitive to 
different cues, and in the extent to which unmasking r e sults from cueing. 
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COMt·tENT ON: "Detection cues in forward masking" (B.C.J. Moore). 

H. Fastl 
Institute of EZectroacoustics , TechnicaZ University, München, Germany . 

The results of experiment 11 in Moore 's paper nicely corroborate our 
observations about the different post masking effects produced by narrow band 
noise masker (Fastl, 1977) versus pure tone masker (Fastl, 1979). Moreover, 
Moore's statement that "for a fixed offset-offset time increasing signal dur
at ion produces a decrease in threshold following the noise but an increase 
following the sinusoid" is correct for identical (center-) frequency of 
masker and test tone. If, however, test tone frequency differs from masker 
frequency, a decrease in post masked threshold with increasing test tone dur
ation was found for pure tone maskers, too (Fastl, 1979, Fig. 7). Thus, the 
somewhat strange effect that masked threshold increases with increasing test 
tone duration is restricted to test tones with the same frequency as the 
masker tone. In this case, because of the fixed de lay time, the temporal gap 
between masker tone and test tone is shortened with increasing t es t tone dur
ation until the test tone follows the masker tone imroediately" 

Since in such a configuration, the test tone is not easily perceived as 
a separate event, a higher post masked threshold shows up. In case of differ
ent frequencies of masker tone and test tone, however, pitch differences be
tween the two facilitate detection of the test t one . As concerns noise 
maskers, there exists a difference in timbre between masker and test tone and 
even if the test tone follows the masker imroediately it is easily perceived 
as a separate event. This interpretation accounts also for the data described 
by other authors (see Fastl, 1979, p. 287) 
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Department of Oto-, Rhino-, Laryngology, Erasmus University 
Rotterdam, P. O. Box 1738, Rotterdam, the Netherlands. 

I. INTRODUCTION 

Suppression effects have been found in experiments using two-tone stimuli, 
both in psychophysics (a.o. Houtgast, 1974; Shannon, 1976a, 1976b; Terry & 
Moore, 1977; Tyler & Small, 1977) and in physiological experiments (a.o. Sachs 
& Kiang, 1968; Abbas & Sachs, 1976; Abbas, 1978; Javel et al., 1978). These 
experiments show that the activity at the frequency of a presented sine wave 
drops if a stronger frequency component (the suppressor) is added. Little is 
known, however, about the effects of the addition of the suppressor on the 
distribution of activity of the suppressed component. The distribution can be 
determined in psychophysics by measuring masking patterns or pulsation pat
terns. Shannon (1976b) has measured pulsation patterns of two-tone stimuli and 
Moore (1980) postmasking patterns. 

Shannon measured pulsation patterns for a pulsator consisting of two fre
quency components. The higher of these two served as suppressor. The levels 
and frequencies of the two components were kept constant. The pulsator was 
alternated with a single-frequency probe, which is to be heard as a continu
ous tone. The probe frequency was varied and its pulsation-threshold level was 
determined. This procedure results in the determination of an input extension 
pattern (Verschuure, 1977, 1978). 

He found little suppression near the surnmit of the part of the pulsation 
pattern that can be attributed to the lower component. The amount of suppress
ion increased with increasing frequency of the probe. He concluded that only 
a part of the lower-frequency pattern is suppressed and that the amount of 
suppression is determined by the frequency separation of the probe from the 
suppressor. It was interpreted as alocal suppression effect on a part of the 
pattern. 

Moore (1980) measured the same kind of patterns for two-tone stimuli in 
postmasking. His suppressor was e ither the higher- component or the lower com
ponent . He always found maximum suppression near the surnmit of the part of the 
pattern attributed to the suppressed component. He concluded that the differ
ences between his patterns and those of Shannon may be caused by pitch cues 
(Terry & Moore, 1977). The cues can be used as a detection criterion in post
masking but not in pulsation. 

Verschuure (1977, 1978) has measured pulsation patterns for single
frequency pulsators. The patterns clearly depended on level. The steep, low
frequency edges of his input-extension patterns got steeper as the pulsator 
level was raised; the slight, high-frequency edges got less steep. This 
finding may provide an explanation of the results of Shannon. Suppression of 
one component by another could result in an excitation pattern with slopes as 
would be found for a single-frequency pulsator of lower level. The high
frequency edge of the part of the pulsation pattern attributed to the 
suppressed component would then be steeper: the amount of suppression would 
seem to increase with increasing frequency separation of the probe from the 
suppressed frequency component. 

It is the purpose of this paper to determine suppression effects in the 
.pulsation patterns of two-tone stimuli and to see whether these effects can be 
understood as a simple attenuation of the suppressed component if we take the 
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slope-Ievel nonlinearity into account. 

2. METHODS 

In pulsation an alternation of two stimuli is presented to an observer. 
We call the stimulus that is to be heard as if it were continuous, the probe. 
The other stimulus is called the pulsator. We use single-frequency probes. 

All frequencies are generated by programmabIe oscillators KR 4141R. The 
two sine waves which make up the pulsator are added in a passive circuit. The 
two signa Is, pulsator and probe, are gated in a device described by Verschuure 
et al . (1976). The timing is controlled by a programmabIe clock. We always use 
a 4 Hz repetition rate in the experiments. The signals are switched on and off 
with gaussian amplitude transients with a time constant of 3.6 ms. The signals 
are fed through programmabIe attenuators GSC 1284 and are again passively 
mixed. Af ter passing another programmabIe attenuator they are fed into a TDH 
39 headphone. All programmabIe devices are set from a DEC 8a computer. 

For the determination of the shapes of the patterns we have chosen a 
step-by-step procedure that is sometimes referred to as a modified Békésy pro
cedure . If the probe is continuous, its level is raised by lowering the 
attenuation of the probe by 0.5 dB. If the probe is pulsating, its level is 
lowered by 0.5 dB. The pulsation threshold at a certain probe frequency is 
determined by establishing five reversals of the tracking method. The thresh
old is defined as the average of the last four reversals. Average results of 
threshold determinations on five different days are shown in the figures with 
standard errors . The two authors are the observers. 

3. RESULTS 

a) Suppressed patt erns 

We restrict ourselves to the condition where the suppressor has got a 
higher frequency than the weaker component. We investigate the effect of the 
higher component on the lower component. We know that suppression effects will 
appear. Our prime interest is to see whether these effects are limited to an 

-area between the two components or that it can be understood as an attenuation 
of the lower component, resulting in a pulsation pattern that would fit the 
single-frequency pattern of a tone presented at the attenuated level. 

We first compare the patterns for the 850-Hz condition. Both observers 
show only little suppre ssion. The patterns of observer JV are shown in Fig. I. 
Suppression at 850 Hz itself is 0.7 dB, an insignificant value. The pattern 
for a single-frequency pulsator is given by plusses for 850 Hz and 60 dB SPL 
and by crosses for 1500 Hz and 80 dB SPL. The pattern for a pulsator consist
ing of both components is given by circles. We find only minor differences 
between the single-component and two-component pat terns . There is· a smal I 
difference at the low-frequency edge of the 1500 Hz pattern, where the pattern 
for the combined pulsator is a little wider. There is no trace of any sup
pression in the region be tween the two frequencies, so no local suppression is 
found. 

In fig. 2 we present the patterns for ]050 Hz in a similar way. Suppress
ion at 1050 Hz is 4.7 dB. The low-frequency edge of the suppressed ]050 Hz 
pattern gradually merges with the unsuppressed pattern. The high-frequency 
edge of the suppres·sed pattern seems to be somewhat steeper, Qut the differ
ence is not significant. A comparison of this pattern with the single-compo
nent pattern for 1050 Hz and 55 dB SPL (not shown) shows no significant dif
ference in the frequency region where the low-frequency edge of the 1500-Hz 
pattern does not make it impossible to determine the high-frequency edge of 
the 1050-Hz pattern. The comparison of the low-frequency edge of the 1500-Hz 
pattern for a single-frequency pulsator and for a two-frequency pulsator shows 
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Fig. 1 
Pulsation pattems for 
observer JV at 850 Hz. 
Pattems are shown for 
single-frequency pulsa
tors (plusses and 
crosses) and for a two
component pulsator 
(circles). Levels and 
frequencies are shown 
in the plot. 
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Fig . 2 
Pulsation pattems for 
observer JV at 1050 Hz . 

'Single- frequency pat -
tems are shown by 
plusses and crosses; the 
pattern for the combined 
component s by circZes. 

a l arge difference be
t ween the two . The pat
t ern for the two- fre
quency pulsator is much 
t.7i ner. 'rhe ~vi ..l.e!line can 
be interpreted as en
hancement, an effect just 
contrary to suppression. 
We return to this sub-
ject in section 3b. 

In Fig . 3 we present the patterns for 1150 Hz. The suppression at 1150 Hz 
is 6 . 1 dB. The widening of the low-frequency edge of the 1500- Hz pattern is 
aEain present and makes a determination of the high- frequency edge of the 1150-
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Hz pattern impossible. 
The second observer 

(MB) shows mor e suppress
ion i n this condition 
(9 . 8 dB) and a steeper 
high-frequency slope of 
the lower component. His 

Fig . 3 
Pulsation patterns for 
observer JV dt 11 50 Hz. 
Single- frequency pat 
tems ai.'e given by 
pZusses and crosses; the 
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results are shown in Fig. 4. Again the single-frequency pattern is represented 
by plusses for 1150 Hz, and by crosses for 1500 Hz . The circles represent the 
pattern for the two-component pul sator. The widening of the low-frequency edge 
of the Is00-Hz pattern is present, but smaller than for obs erver JV. The sup
pressed pattern shows suppression over the entire frequency range where it can 
be interpreted. The amount of suppression increase s with decreasing frequency 
separation of the probe from the suppressor , just as described by Shannon. 
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Comparison of a pulsa
tion pattem showing . 
suppression (cir cles ) 
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single- f r equency pulsa
tor of reduced level 
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Fig . 4 
Pulsation pattems for 
observer MB at 11 50 Hz . 
Single-frequency pattems 
ar e given by plusses and 
crosses; the pat tem for 
the combined components 
by circles . 
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Next we ~easured the pattern of a ]]sO-Hz pulsator for the suppressed 
level (50 dR SPL) in order to see whether simple attenuation take s place or 
local suppres:sion . The result is shown in Fig. 5, together with the suppressed 
pattern for the two~component pulsator shown in Fig. 4. It is clear that the 
suppressed pattern and the pattern for the reduced level coincide weIl. The 
small differences: can be explained as resulting from a small difference in the 
measurement of s:uppres sion at ]]50 Hz and the actual suppression shown by the 
entire pattern. There is no sign of extra suppression in a region closer to 
the suppressor. 

In no other condition we found any cue for extra suppression in some 
frequency region near the suppressor, although the observed e ffects of change 
of pattern were smaller than those shown in Fig. 4. This was due either to a 
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smaller amount of suppression or to the obscuring widening of the low-fre
quency edge of the suppressor pattern. 

b ) Low-f r equeney edge of suppressor pattem. 

In section 3a we have observed a wider low-frequency edge of the 1500-Hz 
pattern for the two-component pulsator than for the single-component pulsator 
in some conditions. For a better survey we determined the effect of the second 
component on the low-frequency edge of the suppressor pattern in a direct 
experiment. 

The suppressor is a 1500 Hz sine wave of 80 dB SPL. The second component 
has a level of 60 dB SPL. We determine pulsation patterns for frequencies of 
850, 950, 1050 and 1150 Hz . The parts of the patterns between the frequencies 
of the components are shown in Fig. 6, together with the low-frequency edge of 
a pattern for a single-frequency pulsator of 1500 Hz and 80 dB SPL (crosses). 

Fig . 6 
Pulsation pattems for 
observer JV. The pat
tem for a pulsat or 
of 1500 Hz and 80 dB 
SPL i s given by 
cr osses . All ot her 
patt ems are f or two
component stimuli 
cons isting of a 1500 
Hz s uppr essor of 80 
dB SPL and a seeond 
component of 60 dB 
SPL at four fre 
quencies given in 
the plot . 
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The change in the low-frequency edge of the part of the pa tterns attri
buted to the 1500-Hz component is very clear. lts slope gets less steep if the 
frequency of the lower component gets higher. This part of the patterns for 
850 and 950 Hz almost coincides with the patt ern of an undisturbed 1500-Hz 
component, but it deviates from the undisturbed pattern for the frequencies 
1050 and 1150 Hz. The widening of the low-frequency edge of the 1500-Hz pat
tern makes it impossible to determine the high-frequency edge of the lower
component pattern. The widening effect could be interpreted as an enhancement 
of activity instead of as a suppression phenomenon as had been expected. This 
interpretation, however, is based on the assumption that the pul.sation thresh
old at a frequency is a direct measure of the activity pres ent in the auditory 
system in a channel corresponding to this frequency. Verschuure (1977 , 1978) 
has shown that this assumption is incorrect. His argument is based on the 
observation that the slopes of pulsation patterns of single-frequency pulsa
tors depend on level of the pulsator. At the steep, low-frequency side of the 
pattern the slope gets steeper if the level is raised; at the slight, high
frequency side the slope gets less steep. If one now assumes that the probe 
will be perceived as pulsating if its activity in any auditory channel is 
noticeably more than the activity of the pulsator in the same channel, pulsa
tion detection is based on a comparison of excitation patterns. These patterns 
must also show a dependence of their slopes on the level of the exciting sine 
wave. In Fig. 7 we show how we can construct pulsation patterns from the 
comparison of excitation patterns. The excitation pattern of the pulsator is 
represented by dashed lines, those of the probe by dotted lines. At the low
frequency side the slope-Ievel relationship makes it impossible that the 
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summit of the probe's excitation pattern is detected. Detection of pulsation 
takes place near the threshold, where in Fig. 7 the dotted and dashed lines 
interseet. This has been cal led off-frequency detection. 

L 

Î 

" 
", 

- - - pulsator pattern 
probe pattern 
pulsation pattern 

........ 
...• , .•. 

threshold 

--.109 f 

Fig . 7 
TheoreticaZ procedure 
for the construction 
of input extension 
pattems in puZsation 
(Verschuure, 1978). 
The procedure is based 
on a comparison of 
excitation pattems 
(dotted Zines for 
probe and dashed Zines 
for puZsator) that 
show a sZope-ZeveZ 
dependence. Detection 
of puZsation at the 
Zow-frequency edge 
takes pZace at the 
point of intersection 
ne ar the threshoZd. 
The resuZting puZsa
tion pat tem is shown 
by a soUd Zine . 

The resulting pulsation pattern is represented by asolid line. It is clear 
from Fig. 7 that this pulsation pattern is much steeper than the excitation 
patterns are. It leads to an overestimation of the tuning properties of the 
auditory system as far as the low-frequency edge is concerned. Using this 
nonlinear detection model, the extreme steepness of pulsation patterns could 
be explained and quantitative relations could be established between patterns 
for a fixed pulsator level (input extension patterns) and for a fixed probe 
level (output ex tension patterns; the latter are sometimes referred to as 
psychophysical tuning curves). 

Returning to our pattern for two-frequency stimuli, we can explain the 
widening of the low-frequency edge of the suppressor pattern from this model. 
The high-frequency edge of the lower component intersects with the low-fre
quency edge of the higher component (suppressor). If this point of inter
section is above the threshold of hearing, detection cannot take place ne ar 
the threshold as shown in Fig. 7; it must shift to the intersection level. The 
pulsation pattern will go through this (higher) intersection point and will 
thus be wider. The effect is present for the 1050- and I ISO-Hz conditions. 
The widening effect is only small for the 950- and 850-Hz conditions. We see 
that in these conditions the high-frequency edge of the low-frequency pattern 
actually comes very close to the threshold of hearing. 

The smaller widening effect of observer MB (Fig. 4) can be understood 
from his steeper high-frequency edge and the larger amount of suppression; 
these two facts will shift the intersection point to a lower level. 

We conclude that the widening of the low-frequency edge of the suppressor 
is not caused by enhancement of the activity but by off-frequency detection as 
described by Verschuure (1977, 1978). Unfortunately, the widening will inter
fere with the determination of the high-frequency edge of the lower-component 
pattern. 
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4. DISCUSSION 

a) Summary of results 

We have described pulsation patterns of two-tone stimuli. The part of the 
pattern that can be attributed to the higher-frequency suppressor shows a 
widening of the low-frequency edge. This is not interpreted as enhancement but 
as being the result of off-frequency detection. Off-frequency detection had 
been assumed for the explanation of the shape of pulsation patterns of single
tone stimuli. The part that can be attributed to the lower-frequency tone 
shows suppression. The suppressed pattern is identical to the pattern for a 
single-tone stimulus of reduced level, if we take the nonlinear slope-Ievel 
dependence into account. 

b) Comparison with other studies 

The pulsation patterns reported by Shannon are similar to ours with the 
exception that Shannon (1976b) states that the patterns of the lower component 
sometimes show an increasing amount of suppression for increasing probe fre
quency without any suppression at the summit of that part of the pattern. We 
did not find such conditions. Ris figures suggest, in our view, that at least 
some suppression is present at the summit. If 50, the increasing suppression 
with probe frequency can be understood from the slope-Ievel dependence. The 
validity of this argument can only be verified in a direct experiment. We 
found it valid for our two observers. Ris figures also show the widening of 
the low-frequency slope of the suppressor. Re does not mention it, because it 
was not his prime interest. The widening is present for all three observers, 
although its presence is bas"ed on only one datum per observer. This fact made 
us choose for the modified Békésy procedure which yields patterns in more 
detail. 

The postmasking patterns of Moore (1980) show the largest amount of sup
pres sion near the frequency of the suppressed tone . Our data, in corroboration 
with those of Shannon, show the largest amount of suppression in a frequency 
region between the suppressor and suppressed component, if there is a clear 
maximum. Otherwise there is a region where suppression is about constant. This 
region extends from the frequency of the suppressed component to the frequency 
at which the widening of the low-frequency edge of the suppressor makes a 
determination of suppression impossible. Moore discussed this essential dif
ference in the results in relation with the data of Shannon. Re argues that 
it is caused by a change of detection criterion in postmaking. Near the fre
quency of the weaker tone, pitch cues may appear (Terry & Moore, 1977). Such 
pitch cues cannot be used in pulsation adjustments. This explanation implies 
that pulsation patterns give a better estimate of the amount of suppression. 

Moore (1980) comes to the conclusion that pulsation patterns represent 
the excitation patterns better than postmasking patterns do (Routgast, 1974) 
but he adds that the pulsation method "may be complicated by changes in the 
shapes of excitation patterns with level and by uncertainty about the fre
quency region in which the signal is detected". Ris restriction of this argu
ment to pulsation results, is not justified. Ris Figs. 3 and 4 (Moore, 1980) 
show a clear slope-level dependence of postmasking patterns. Because of the 
steepening of the low-frequency edge this mayalso lead to off-frequency 
detection. Whether off-frequency detection is present, depends on the cri
ter ion for detection. Gardner (1947) has formulat ed a clear assumption for 
detection in postmasking. Ris formulation explicitely mentioned off-frequency 
detection. In a recent study Johnson-Davies and Patterson (1979) have shown 
that off-frequency detection is also important in simultaneous masking. We 
suggest, therefore, that off-frequency detection is probably of importance to 
all masking procedures. 
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As far as we know, enhancement of actLvLty has never been found in 
physiological studies of two-tone stimuli. If so, it would have appeared as a 
region of enhancement bordering a region of suppression. The widening can, 
thus, not be explained as a widening of the excitation pattern. In such con
ditions the probable alternative explanation is a shift of criterion. Our 
explanation using off-frequency detection provides such an explanation, but 
it does not assume that the criterion itself shifts. It assumes that the level 
at which the detection can take place, shifts . The shift is a very logical one 
if one thinks in terms of distribution of activity. 
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COMMENT ON "Pulsation patterns of two-tone stimuli" (J. Verschuure and M.P. 
Brocaar). 

Brian C.J. Moore 
Dept. of Experimental Psycholo9Y, University of Cambridge, Cambridge CB2 3EB, 
U.K. 

In their paper Verschuure and Brocaar attribute to me the statement that 
problems associated with changes in the shapes of excitation patterns with 
level and with uncertainty about the frequency region in which the signal is 
detected are restricted to the pulsation threshold method. I did not intend 
to imply any such restriction in my paper (Moore, 1980a), indeed, as I discuss 
in the paper, I feel that "off-frequency listening" can and does occur in 
other masking situations. The role of changes in the shape of excitation 
patterns with level is discussed in relation to forward masking in my 1978 
paper, as is the problem of "off-frequency listening". Furthermore, the effe
cts of "off-frequency listening" demonstrated in simultaneous masking by John
son-Davies and Patterson (1979) can also be found in forward masking (O'Lough
lin and Moore, 1979). 

The second point of this comment concerns the question of whether the 
suppression of one component by another can be understood as a simple attenu
ation of the suppressed component, so that its excitation páttern resembles 
that of a tone of lower level (the "simple attenuation" hypothesis in Moore, 
1980a). The alternative is that suppression is greater in some frequency 
regions than others (the "distributed attenuation" hypothesis in Moore, 1980a) 
Verschuure and Brocaar find that for a two-tone complex with the suppressing 
tone higher in frequency than the suppressed tone, that part of the pulsation 
pattern tha t can be attributed to the lower frequency tone resembles the 
pattern for a tone of lower level. This supports the simple attenuation hy
pothesis. Some of my data obtained in forward masking show a similar pattern 
of results. An example is given in figure 1 for four maskers: (1) a 4 kHz 
tone at 69 dB (squares), (2) a 4 kHz tone at 69 dB plus a 4.6 kHz tone at 
81 dB (circles), (3) a 4 kHz tone at 61 dB (triangles), (4) a 4.6 kHz tone at 
81 dB (diamonds). All levels are SPL. Maskers (2) and (3) produce similar 
amounts of masking over quite a wide frequency range , indicating an approxi
mate equiva lence of the internal representation of the 4 kHz components. The 
widening of the low-frequency edge of the suppressor pattern descr ibed by 
Verschuure and Bro caar can just be discerned in this figure, and the masking 
pattern of the 4 kHz componen t alone also changes with l eve l in the way des
cribed by them [compar e maskers 3 (triangles) and 1 (squares) ]. 
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Fig . 1. Probe thresholds 
as a function of probe frrr 
quency for four maskers . 
For each masker the first 
figure is the frequency in 
kHz , and the second is the 
level in dB SPL . The star 
indicates the absolute 
threshold for the probe at 
4 kHz . The probe had 10-
ms linear rise and fall 
times, and na steady-state 
portion . There was no si
lent interval between mas
ker and probe . 
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However, not all of the data fit this pattern. An example is given in 
figure 2, which shows probe threshold as a function of probe frequency for two 
maskers: (1) a 2 kHz tone at 61 dB (squares) (2) that tone together with a 
2 .6 kHz tone at 81 dB (triangles). The upper part of the figure shows the 
difference between the thresholds obtained for the two maskers. It is clear 
that suppression is obs erved only over a restricted region of the masking 
pattern. The maximal amount of suppression is observed around 2 kHz, but this 
is attributed to ·a change in the cues used by the observer when the suppressor 
is added to the masker (see Moore, 1980a, and Moore, this volume) . The sup
pression for probe frequencies from 2.1 kHz to 2.3 kHz cannot be explained 
in terms of "cueing" and presumably reflects suppression at the physiological 
level. The lack of suppression for probe frequencies in the range 1.85 to 
1.975 kHz means that the results cannot be explained in terms of the simple 
attenuation hypothesis; the suppression appears to operate locally. Other 
results showing alocal suppression can be found in Moore (1980a) and Moore 
(this volume). 
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Fig. 2. The lower part of the figure 
shows probe threshold as a function of 
probe frequency for a 2 kHz masker at 
61 dB SPL (squares), and for that mask
er together with a 2. 6 kHz tone at 81 
ah SPL . The upper part of the figure, 
shows the difference between the two 
masking patterns; points falling below 
the solid line indicate suppression. 
Notice that the suppression occurs only 
over a restricted region of the masking 
pattem . The timing of the stimuli is 
the same as for figure 1 . 

Fina1ly, it should be obvious that I do not, as Duifhuis (this volume) 
states, claim that "cueing" or pattern changes can explain the whole of the 
suppres sion which is found in forward masking, nor do I claim that "cueing" 
p1ays a role in pulsation threshold measurements. 
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REPLY TO COMMENT OF B.C.J. MOORE. 

J. Verschuure 
Dept. of Oto-, Rhino-, LaryngoZogy, Erasmus University Rotterdam, 
P.O. Box 1738, Rotterdam, The NetherZands . 

The major part of Moore's comment deals with the fact that his data are 
sometimes in line with our data and sometimes are not. The majority of his data 
shows, in our view, only the suppression area near the frequency of the "sup
pressed" tone. He argues that a pitch-cue is involved in this area making it 
impossible to assess the real amount of physiological suppression. In Fig. 2 
of the comment he presents a pattern probably showing some rea 1 suppression, 
although its amount will be only I or 2 dB. In our view, his argument that 10-
cal suppression must be present in this case is not correct because he did not 
verify whether a drop in level of only a few dB would actually result in 
measurable differences at the low-frequency edge, keeping the slope-level non
linearity in mind. Verschuure (1978) has presented pulsation data which show 
only very small differences at these edges (e.g. Fig. 14 and Fig. IS) for dif
ferences in level of 20 dB. 

We conclude from Moore's comment that the pitch-cue is very important in 
postmasking. Taking this and the slope-level nonlinearity into account no evi
dence can be found against what he calls the simple attenuation hypothesis for 
higher-frequency suppressors. In fact Fig. I of his comment supports this hy
pothesis, possibly because the pitch-cue mechanism does not work anymore for 
this observer at these high frequencies. 
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COMMENT ON: "Detection cues in forward masking" (B.C.J. Moore) and "Pulsation 
patterns of two-tone stimuli" (J. Verschuure and M.P. Brocaar). 

D.D. Kim 
Washington University , St . Louis, Missouri 63110, U. S .A. 
and B.C.J . Moore 
Dept . of Experimental Psyahology, Cambridge University, U.K. 

In distributions of responses of populations of cochlear nerve fibers along 
the cochlear partition under stimulation by two tones with frequencies f l and 
f 2 (Kim, Siegel and Molnar, 1979; Kim, Molnar and Matthews, 1980), the follow
ing are clearly demonstrated. 
I) There is mutual suppression of the f l and f 2 components: the f l component is 

suppressed by f 2 and th: fi: component is suppressed by f l ; so called "two
tone synchrony suppress~on • 

2) The spatial distribution of this signal suppression does not take the form 
of an overall reduction but is pronounced only in specific regions of the 
cochlear partition. 

3) The maximum suppression of the component by f 2 occurs at the f 2 place, and 
the maximum suppression of the f2 component by f l occurs at the fl place; i.e. 
the maximum suppression occurs at the "suppressor place". 

Neural results obtained by Young and Sachs (1979) are consistent with the 
above descriptions. These features of cochlear nerve fiber responses should be 
helpful in interpretations of the psychoacoustic results related to "two-tone 
suppression". For example, these neural results are consistent with Moore"s 
(1980) psychoacoustic results which support the "distributed attenuation" rather 
than the "simple attenuation" hypothesis. Of course the psychoacoustic paradigm 
cannot show suppression at or very close to the suppressor frequency, owing to 
the masking effect of the suppressor. > 
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TWO-TONE SUPPRESSION AND INTERMODULATION DISTORTION IN THE 
COCHLEA: EFFECT OF OUTER HAIR CELL LESIONS 

P. Dallos, D.M. Harris, E. Relkin and M.A. Cheatham 

Auditory Physiology Laboratory, Northwestern University 
Evanston, Illinois, USA 

1. INTRODUCTION 

Two classes of nonlinear phenomena, two-tone suppression (2TS) and com
bination tone (CT) generation, have been afforded increasing attention during 
the past fifteen years. The former was first demonstrated as a decrease in 
the driven firing rate of primary auditory nerve fibers in the presence of an 
appropriate suppressing tone (Nomoto et al., 1964; Hind et al ., 1967;Sachs and 
Kiang, 1968; Liff and Goldstein, 1970; Arthur et al., 1971). Subsequently 
this neural two-tone interaction has been studied in copious detail and its 
analogs have been shown to exist in the compound response of the auditory 
nerve (Dallos and Cheatham, 1977; Harris, 1979) and in psychophysical measure
ments (Houtgast, 1972; Shannon, 1976). Some 2TS is apparently notabie in bas
ilar membrane displacement (Rhode, 1977) and in intracellular responses from 
inner hair cells (Sellick and Russeli, 1979). A related ph~nomenon, the inter
ference effect, is measurable in the cochlear microphonic (CM) potential 
(Black and Covell, 1936; Wever e t a l., 1940; Legouix et a l ., 1973; Dallos et 
al ., 1974). 

Certain peculiar proper ties of the psychophysically measured CT, 2f
l
-f

2 (Zwicker, 1955; Goldstein, 1967) prompted investigators to undertake a pro
fusion of studies on the subject, utilizing both psychophysical and electro
physiological methods (e.g., Goldstein and Kiang, 1968; Dallos, 1969; Smooren
burg, 1972; Hall, 1972; Wilson and Johnstone, 1973; Kim et al ., 1979). A 
great deal of effort was also expended on the development of models that could 
account for either or both of the observed two-tone effects (e.g., Engebretson 
and Eldredge, 1968; Pfeiffer, 1970; Hall, 1977, Duifhuis, 1976; Kim et al., 
1973 . 

. probably the earliest experiment that linked the nonliriear two-tone ef
fects to the presence of a normal hearing organ was Smoorenburg's (1972) study 
of the existence of an audible 2f

l
-f 2 component in an ear having a midfrequen

cy threshold elevation. It was notea that the CT could not be heard when f
l and f 2 were within the elevated threshold region unless they themselves were 

audibIe. Conversely, the CT was also inaudible when 2f l -f 2 feIl within the 
lesion. A similar experiment was performed on chinchilIas that were trained 
to give behavioral responses to sound (Ryan and Dallos, 1975; data reported 
in Dallos, 1977). The anima is, having high frequency losses induced by oto
toxic drugs, did not respond when f

l 
and f

2 
were within the l esion even though 

2f1-fZ feIl within the normal hearing range. In these animals the hearing 
deric1t was caused by the destruction of outer hair cells (OHC). Rob ertson 
(1976) found that the degree of 2TS that could be seen for guinea pig spiral 
ganglion neurons was intimately related to the sharpness of the neuron's 
tuning curve. Both could be revers i bly influenced by the removal of peri
lymph from the scala tympani. Schmiedt and Zwislocki (1977) reported that 
2TS was abolished for gerbil auditory nerve fibers when they presumably or i
ginated from regions of cochlear hair cell loss. Siegel et al . (1977) noted 
that CTs in chinchilla nerve fibers were abolished when the primaries (f l and 
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f
2

) peaked in a region of the cochlea that suffered hair cell damage due to 
intense sound and that the level of the CT could be influenced by short-term 
exposure to intense sounds. Leshowitz and Lindstrom (1977) noted that both 
psychophysical suppression and CT generation were profoundly influenced by the 
relationship between the primary frequencies and the boundary of the threshold 
deficit in hearing-impaired listeners. For humans with sensorineural hearing 
losses Wightman et al. (1977) showed that the suppression mechanism did not 
operate within the elevated threshold segment. On the basis of behavioral and 
single fiber data from chinchillas, we have intimated before that both the 
mechanisms of CT generation and 2TS are impaired when there are OHC losses 
(Dallos, 1977; Dallos and Harris, 1978). We now wish to provide further in
formation on the influence of OHCs on the propensity of the cochlea to pro
duc e CTs and 2TS. 

2. METHOD 

All data reported were obtained from chinchillas, either from normal an
imals for comparison purposes, or from animals that received kanamycin in 
order to produce distinct hair cell lesions. Single auditory nerve fiber re
cording techniques were described in detail before (Dallos and Harris, 1978). 
We have also provided information previously on the production and monitoring 
of kanamycin-induced hair cell damage (Ryan and Dallos, 1975; Dallos and 
Harris, 1978) . The progression of hearing loss, from which we infer the ex
tent and nature of the sensory cell loss (Ryan et al. , 1979) was monitored by 
either behavioral means or by testing the compound action potential thresholds 
across frequency with the aid of a chronically implanted round window elec
trode (Harris et al ., 1979). Af ter the completion of the electrophysiological 
experiments all abnormal ears wcre perfused . The organs of Corti wcre prepared 
as flat specimens for examination and hair cell counts according to the meth
ods of Engs tröm et al. (1966). Cochleograms are provided to indicate the ac
tual ex tent of hair cellloss. 

3. RESULTS 

Complete data on 2TS and/or CT thresholds were obtained from 138 fibers 
in 12 chinchillas hav ing varying degrees of hair cell loss. The majority of 
units studied had characteristic frequencies (CF) between one octave below 
the boundary of the lesion and the boundary itself. The boundary frequency 
was defined as the highest frequency where normal threshold (behavioral or 
action potential) was measured. Thus, for example, the border frequency is 
taken as 1.0 kHz in Oberon (Fig. 3), 1.4 kHz in Titania (Fig. 2) and 4.0 kHz 
in Rudolfo (Fig. 1). A sampling of units was also studied whose CF was 
clearly either in the normal threshold reg ion or well within the lesion. In 
addition, data from 191 fibers in 24 normal chinchillas served as the basis 
for comparison with the material obtained from the pathological ears. 

A. Normal threshold region. An example of the behavior of a fiber having a 
CF within the normal threshold segment of the frequency range is shown in 
Fig. 1. The frequency threshold curve (FTC) of this fiber is e.ntirely normal 
in configuration. The high and low frequency 2TS areas are shown shaded and 
these too conform to the pattern seen in chinchilla primary fibers (Harris, 
1979). Combination tones, specifically 2f

l
-f 2 , were usually obtained by set

ting the lower primary (f
l

) just above the response area of the fiber, so 
that f

l 
itself should not elicit a response at any sound pressure level. 

The higher frequency primary was then set so that 2f
l
-f 2=CF.* The presence 

*This procedure resuUs in a fli1 that depends on the FTC. 
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Fig . 1. Sing le fiber tuning curve (FTC) , two
tone suppression (2T8) areas (shaded) and tbres
holds for 2f]-f2 generation (triangles shown at 
the frequenc~es of f 1 and f 2 and at the 8PL 
where 2f - f first appears). Normal action po
tential tAP3 threshold is given by the inter
rupted lines , while the AP threshold of this 
animal is shown by the heavy lines . At the top 
of the figure the cochleogram is given . Black 
bar indicates the spatial extent of greater 
than 95% retention of hair cells in a gi ven 
row, stippling indicates retention between 5 
and 95%, while open bars correspond to less 
than 5% of hair cells present. The length 
is adjusted to correspond with the frequency 

Di,tance trom apn (mm' 

0~~~~5~o~o~o~o§o~IP~~~~'5~ '""l~ 
100 

80 

20 

Rudolfo 
o 0~°.l~02~o~o~~~o~,,~o:~'2~o_o~5~"~,,~oio 

Frequtnt)' (kHz.) 

scale as suggested by Clark and Bohne (1978) but with 11.8% length/octave 
instead of their figure of 13. 6% length/octave . Stimulus tone during 2T8 ex
periments is at CF, its level is +10 dB re fiber threshold. w.ppression con
tours reflect just noticable suppression in P8T histograms . 

or absence of a response related to Zf1-f Z was judged by observing post-stim
ulus-time (PST) his tograms while f

I 
ana f 2 were presented as partially over~ 

lapping tone bursts. The frequencles a t Ehe lowest SPL of the f
l

, fZ pair 
that yielded a Zf

l
-f 2 response are marked by triangles in the figure. Above 

the indicated SPL all pairs of tones at the given frequencies yielded a re
spons e . The threshold 5PLs seen for this fiber were entirely normal for its 
CF. We can generalize by noting t hat fibers whose CFs were at least an oc
tave belOI" the elevated threshold r egion that were examined by us possessed 
normal ZTS contours and normal Zfl-f

Z 
thresho lds . 

B. Elevated threshold region. Fibers whose CF places them in the e levated 
segment of the threshold plot possess abnormally- shaped tuning curves. These 
in some cases represent only the tail segment, in others the entire curve 
with blunted tip segment, and in s lightly over half the cases in our sample 
the tuning curve has normal tail segment associated with an abbreviated but 
sharp tip segment (Evans and Harri s on, 19 76; Kiang et al ., 1970; Dal l os and 
Harris, 1978). No matter what the configuration of the FTC may be, it i s our 
observation that when the fibers are judge d to originate from a region of the 
cochlea that is devoid of OHCs, both 2T8 and CT- generation are invariably 
absent . lt is to be noted that in our material OHC 1055 in a particular re
gion always implies OHC loss further tOlvard the base of the cochlea. Thus 
the primaries (fl;f Z) and the suppress ing t one in the ZT5 paradigm also 
correspond to regi ons where there a r e no OHCs . An ex- . 
ample of this ca t egory of fib er s is gi ven in Fig. 2. ~i.tonc. froTooPu (mm'15 

The cochleogram and the threshold pattern both indicate j~:: .: j i i i i i i i i i i 0 

OHC los s corresponding to frequencies above Z.O kHz, ' 
wi th i nner hair cell ( I HC) loss corresponding 1: 0 f re.. 100 '~""~ (5 I OOV'IIi

" 

quencies above 6 .0 kHz. The FTC s hown is rather char- 0 

8200 00J OO 00 •• ,. 

acteris tic t o the region ",here the loss i s confined to 
ORes . Tha unit did not respond at Zf1-f Z and had 

Fig . 2 . Abnormal FTC within the outer hair ceU 
lesion . AU details are as in Fig . 1 , except open 
circ les have been added at all freq~èncy-8PL combin
ations that were tried for eliciting 2T8. None of 
these yielded any suppression . 

Z44 

~60 
UI 

UI 
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neither high nor low frequency 2TS. 

C. Border r egion . In the transition zone between normal OHC complement and 
complete elimination of this group of sensory cells there is a narrow spatial 
extent that probably corresponds to the sloping portion of the threshold curve. 
Fibers whose CFs are in this vicinity tend to possess widely varying FTCs, 
ranging from completely normal to entirely distorted (Dallos and Harris, 1978). 
Here we concentrate on those fibers that have CFs one octave below the trans
ition between normal and elevated threshold regions. The range is arbitrary, 
but it encompasses units that originate from a cochlear segment where all hair 
cells are judged to be present. Yet, for these CFs the high frequency sup
pressor or the primaries for CT production may excite a region where there is 
OHC destruction and, in most cases, where the IHCs are demonstrably present. 

An example is shown in Fig. 3 . The FTC for the 
unit in Fig. 3 has the same configuration as normal 
units with CF=0.7 kHz. The usual extent of the high 
frequency 2TS contour is indicated by the dashed 
line and the actually measured 2TS area is shown 
shaded. The discrepancy between the normal and the 
actual 2TS is striking. The threshold for suppres
sion is elevated by some 20 dB and the band of fre
quencies that are capable of suppressing the re
sponse to the CF-tone is severely restricted. We 
did not attempt to measure low frequency suppres
sion in this fiber. In the majority of cases when 
such measurement was performed the 2TS area was 
missing on the low side. We do have examples, 
however, of fibers for which the high frequency 
suppres s ion is greatly affected without a change in 
the low frequency 2TS . 

The thresholds for 2f l - f 2 responses are shown 
for our example by the triangles in Fig . 3. The 
thresholds are significantly higher than what is 
seen in normal fibers having similar CFs. In 
fact, the SPL levels required (90 dB) to produce 
a 2f

1
-f

2 
response are so high that it is likely 

that the cause for the response is simply dis
tortion introduced by the sound system. 

80 

~40 

20 

o Oberon 
I I !!IJIJ I I 1111111 

0.1 0 .2 0.5 I 2 10 
Frequency (kHz) 

Fig . 3 . Normal FTC 
jus t below t he lesion 
with abnormal 2TS and CT 
t hresholds . All details 
ar e as i n Fi g. 1, except 
normal 2TS ar eas ar e 
added (thin dashed line) 
f or comparison . 

The conclus ions that may be drawn from the above exarnple can be amplified 
with the aid of Fig. 4. In the bottorn of the plot of Fig. 4, we show the 
width (in octave units) of the high frequency 2TS area measured at 80 dB SPL 
as a function of the units' CF. Only those units with CFs between the high
est normal threshold frequency and one octave below that frequency are includ
ed . Comparison is made with the width of the 2TS area obtained for normal 
units. These data are given as medians and interquartile ranges computed for 
units pooled within one octave frequency bands (according to their CFs) and 
plotted at the center frequency of the band. It is clear that the majority 
of 2TS areas lie outside the norrnal + interquartile range and that the trend 
is toward the reduction in the width-of the suppression band. Recall that all 
these units have CFs within the norrnal-threshold frequency range. 

Thresholds for the generation of 2f1- f
2 

are plotted in Fig. 4 (middle) 
where comparison is made between normal and abnormal responses. All thres
holds are plotted at the CF of the fiber for the pathological ears, whereas 
the normal data are pooled within one octave bands and shown as medians and 
interquartile ranges. It is apparent that an elevation in the 2f

1
-f2 thres

hold is a general cons equence of the OHC loss caused by kanamycin ototoxicity. 
In the top panel of Fig. 4 we show the norrnal medians and interquartile 

ranges of the high frequency slopes of the FTCs and individual data points 
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Fig. 4 . Bottom. Widths (in octaves measured at 80 
dB SPL ) of i ndividuaZ 2TS ar eas as a functi on of 
f i ber CF compared to normaZ median and inter quar
t i Ze r ange (computed f or octave bands of CF) . 
MiddZe : 2f - f thr esho Zds (expressed i n dB r e 
fiber threshoZa at CF ) for indivi duaZ uni ts as a 
f unction of CF compared to normaZ median and 
inter quar tiZe range . Top : High frequency sZopes 
(db/octave ) of FTCs compared to medians and inter~ 
quar tiZe r anges for normaZ units . Open ci r cZes 
correspond to data poi nts obtained f rom one indi
viduaZ whose FTCs had consis tentZy shaZ Zow s Zopes . 

for the appropriate tuning curves from abnormal 
animals . The la t ter were conf ined to FTCs· whose 
CF was within the one-octave range below the ele
vated threshold region. The data are not notably 
different from the normal, with the exception of 
a cluster of points around 3 kRz (marked with 
open circles). All these lat ter data points were 
obtained from a single animal . It is not clear 
why this particular subject differed in this 
regard from the rest of the group. 

4. DISCUSSION 
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The data reported above are in support of previous indications that non
linear effects, generated in the cochlea, are highly susceptible to inter
ferenee with the integrity of this organ. It is possible now to link 2TS and 
CT- generation to the presence of ORCs in the primary/supressor region of the 
cochlea. In this respect it is of interest to consider the response proper
ties of fibers whose CFs are just below the lesion, within the normal-thres
hold range. The fac t that many such fibers possess completely normal FTCs, in 
other words, normal sharpness of tuning, threshold, and high,..frequency 
slopes probably signifies that their anatomical origin is from a cochlear s eg
ment where the interacting hair cell complement is normal. These very fibers, 
in contrast, tend to have highly abnormal nonlinear response properties . They 
show greatly reduced or absent 2TS and respond weakly or not at all at 2f

1
- f

2
. 

What is comrnon to these fibers is that the primaries (fl and f 2) and the 
suppressor frequency are tonotopically located in a reg10n of the organ of 
Corti that is devoid of ORCs or has a reduced ORC population, but where the 
IRCs are present. We certainly cannot assure the functional integrity of IRCs 
in this region. Rowever, arguments presented before (Ryan et aZ., 1979) sug
gest that their operation may not have been impaired. We have encountered no 
instanee where normal 2TS or CT-generation were observed when ORCs were miss
ing in the suppressor or primary frequency location. 

On the basis of CM data we have long maintained that the origin of cochle
ar distortion processes is to be sough.t in hair cel 1 mechanisms (Sweetman and 
Dallos, 1969.; Dallos, 1969). It was demonstrated before that CT pro-
ducts are most prominent at the location of the primaries (Dallos and Chea
tham, 1974). The original experiments were performed on guinea pigs and we 

· now give some complementary data for chinchillas. In Fig. 5 CM responses are 
shown as recorded with differential electrodes from the second turn of a 
chinchilla cochlea. The CM magnitude corresponding to the 2f

1
-f2 component is 

given, p l otted at the frequency of 2f
1
- f 2 . The primaries (f

1 
ana f

2
) were 

swept across the frequency range with their frequency ratio maintained at 
f 2/f 1=1.4 and their sound pressure levels kept constant. CM plots are given 
for three primary SPLs: 40, 50, and 60 dB. The best frequency of the elec-
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Fig . 5. Cochlear microphonic measured with differential 
electrodes and with a 3 Hz narrow- band analyzer from the 
second cochlear turn of a normal chinchilla . The response 
corresponding to 2f1- f 2 is plotted a s a function of the 
2f

1
- f 2 frequency . DUr~ng the experiment the primaries 

(f
1 

and f 2 ) were always presented at equal SPL (indicated 
as the parameter) and with an f 2/f1=1 . 4 ratio . The best 
frequency of the electrode location is 2. 0 kHz as deter
mined from single-tone low- level responses . 

trode pair, determined by obtaining single-frequency iso
SPL CM plots at very low SPLs (0 dB) was 2 .0 kHz. The 
2f

1
-f 2 plots are bimodal with the dominant response appear

ing at approximately 1.0 kHz that corresponds to primaries 
flanking the best frequency location i.e., for f 2!f1=1.4, 
(f

1
+f

2
)/2=2.0 kHz if 2f

1
-f

2
=1.0 kHz. The secondary peak at 

approximately 2 .0 kHz corresponds to a "propagated" dis tor
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tion component. In all our material this secondary peak is significantly 
smaller than th e primary one; the example illustrates the smallest difference 
that was encountered. We are uncer tain about the origin of the secondary 
peak. It may be exp lained by distortion measured in the sound. Of course, 
it is conceivable that this distor tion in the sound is back-radiated by an 
active process (Gibian and Kim, 1979) but we need more data before this no
tion can be accepted. Be that as it may, the 2f 1- f 2 component in the CH is 
invariably greatest at the location of the primaries and it is quite signifi
cant it its magnitude. Since the gross CM primarily reflects the output of 
OHCs (Dal los and Cheatham, 1976) it is likely that OHC transducer processes 
are responsible for generating many of the commonly encountered nonlinear 
phenomena. CM measurements thus appear to be in harmony with the notion that 
OHC processes are intimately involved in the genera tion of CTs. 

It is conceivable that the bidirectional coupling (Goldstein, 1967; 
Smoorenburg, 1972) between OHCs and tectorial rnembrane might be the source of 
the nonlinearities. One may specula te that the OHCs significantly influence 
the micromechanics of the organ of Corti through their attachment to the t ec
torial membrane. The threshold deficit (Ryan and Dal los, 1975) and the elim
ination of nonlinear effects as demonstrated here, may in part reflect the 
removal of mechanical coupling between reticular 1amina and tectoria1 mem
brane in the affec ted regions of the organ of Corti. The observations 
(Weiss et al., 1978; Holton, 1980) that 2TS does not exist for fibers that 
originate in that segment of the alligator lizard's basi1ar papil1a that is 
devoid of tectorial covering while 2TS does exist for fibers originating in 
the other half, may be considered as supportive of the notion that tectoria1 
attachment is re1ated to the production, or coup1ing back to the organ, of 
nonlinear effects. A simi1ar notion may be entertained on the basis of the 
resu1t (Moffat and Capranica, 1979) that CTs can be produced in anuran ears 
that do possess a tectorial covering in spite of the probable 1ack of a tra
veling wave type of mechanical frequency analysis. It is thus possible that 
nonlinear phenomena originate in an interplay of e1ectrical and mechanical 
processes in the hair ce11s whose cilia maintain intimate contact with the 
tectorial membrane. It appeaffito US that in the mamma1ian cochlea these 
cells are the outer hair cells. 

This work is supported by grants from the NINCDS. E.R. is an NIH Post
doctoral Fellow. S. Shabica is thanked for her preparation of cochleograms . 
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GOMMENT 

co~mNT ON "Two-tone suppression and intermodulation distortion in the 
cochlea: effect of outer hair cell lesions" (P. Dallos et at). 

E.F. Evans 
Department of Cormrunication & Neuroscience~ Uni versity of léete .. léeZe~ St~ffs. 
sn 5BG~ u. 1<. 

In systemat~c ~ppings of the extent of two-tone suppression in single 
cochlear fibres 1n cat and guinea pig under various kinds of cochlear pathol
ogy, it appears that the two 'side bands' of suppression do not behave identi
cally. 

The suppression is mapped using a tone at CF of 80ms duration, on which is 
superimposed a 50ms tone (5ms rise-fall time) af ter a 30ms delay. The level 
and frequency of the second tone is randomized by ·on-line computer, and the 
resulting number of dis charges analysed 
and displayed (Evans 1974). Subtract-
ing equal counts from the array demon-
strates the extent of suppression at a 
given criterion as in Figs 1 and 2. 

Fig. 1. for comparison, indicates 
the typical extent of the two suppress
ive sidebands in anormal guinea pig 
cochlear fibre of GF 9.0kHz, stimulat
ed by a constant frequency tone at CF, 
23 dB above threshold. 

In pathology, the high frequency 
side band of suppression moves upwards 
approximately with the e l evation in 

. CF threshold. Th e low frequency side
band however, appears to be much more 
resistant. It has been found to be 
present relatively unchanged under 
conditions of elevation in CF thresh
old by over 40dB (Fig. 2). In this 
situation, therefor3, the low frequ
ency suppression occurs at tower 
levels than the high frequency area 
(if present), the reverse of the nor
mal situation (Fig. 1). 
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COMHENT 

REPLY TO COMMENT OF E.F. EVANS. 

P. Dallos 
Auditory PhysioZogy Laboratory, Northwestern University , Evanston, IZZinois, 
U. S.A. 

lagree with Evans that under certain circumstances the low and high-frequency 
suppression bands behave in a different manner. As I indicated in the text, 
our material contains numerous examples of impaired or absent high-frequency 
suppression accompanied by norma l low frequency 2TS. We have also reported that 
in normal chinchilla material the low-frequency 2TS is very of ten not observ
able (Harris, 1979). It is conceivable that different mechanisms are responsible 
for the generation of the two bands of 2TS. One of the strongest arguments for 
this view is our demonstration (Dallos et al., 1974) of the behavior of 2TS in 
CM. A well-defined, narrow suppression region below the best frequency is never 
seen in cochlear microphonic responses, while such a region is extremely w~ 
defined on the high-frequency side. 
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Dallos, P., Chea tham, M.A. and Ferraro, J. (1974). Cochlear mechanics, non
linearities and cochlear potentials. J.Acoust.Soc.Am. 55, 597-605. 

Harris, D.M. (1979). Action potential suppression, tuning curves and thres
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COMMENT ON: "Two-tone suppression and intermodulation distortion in the 
cochlea: effect of outer ha ir cell lesions". (P. Dallos et aZ .) 

H.P. Wit 
Institute of AudioZogy, 9713 EZ Groningen, the NetherZands . 

In Fig. Sof the paper by Dallos et aZ. a very sharp secondary peak ~s 
present at 2 kHz. Whatever the precise mechanism that produces this peak may 
be, it must be sharply tuned and it is most probably present at the hair cell 
level of the cochlear partition. 

I consider this finding to be a support for the assumption mentioned in 
the paper by Ritsma and me, presented at this symposi.um, that sharply tuned 
resonators are present in the mammalian cochlea. This assumption was made to 
explain the shape of frequency spectra of click evoked acoustical responses 
present in the human ear canal. 

A similar idea was put forward by Kemp and Chum who proposed the presence 
of individual, sharply tuned emission generator channels in specific areas of 
the organ of Corti. 
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COMMENT 

COMMENT ON: "Two-tone suppression and intermodulation distortion in the 
cochlea: Effect of outer hair cell lesions". (P. Dallos, D.M. Harris, 
E. Relkin and M.A. Cheatham). 

P.E. Stopp 
Neurocommunications Research Unit, University of Birmingham, Eng Zand. 

I would like to re-inforce Dr. Dallos's reservation that the functional 
integrity of IHCs in Kanamycin-treated animals can be assured, especially 
when a surface preparation is used as the criterion for assessing hair cell 
damage. 

I myself have completed a study of Kanamycin-intoxicated guinea pigs and 
have examined the pattern of damage not only by the cochleogram technique, 
but also by serial section of the same organ of Corti. The results from this 
study show that it is not a reliable test to go by surf ace judgments only; I 
have seen normal-Iooking areas with quite abnormal-appearing cells (both sen
sory and supporting) underlying, and even examples of deformed hair cells 
with very normal-appearing stereocilia. One further disquieting observation, 
especially for behavioural experimentation: the degree and distribution of 
damage can be quite dissimilar between the two cochleae of the same animal. 

I would therefore suggest that Kanamycin is not a reliable ·tool for in
vestigating the differences between inner and outer hair cells at least in 
the guinea pig; other workers, too, have pointed out that rarely does one see 
all rows of OHCs missing with all IHCs present, but that is quite a different 
condition. 

Dr. Dallos, I am glad to see you have examined at least one Kanamycin
treated tissue in section, but I would like to ask whether you routinely sec
tion , all cochleae for assessment of damage? 

REPLY TO COMMENT OF P.E. STOPP 

P. Dallos 
Auditory PhysioZogy Laboratory, Northwestern University Evanston, IZZinois, 
U.S.A. 

lagree with Dr. Stopp about the difficulties of assessing the integrity 
of hair cells from surface preparations. We have recently addressed this issue 
(Ryan et al., 1979) and we fee I confident that a combined histological behav
ioral criterion can be employed to ascertain the functional integrity of re
maining inner hair cells. In our experience, Kanamycin functions better for 
selective hair cell damage than implied by Dr. Stopp; certainly it is a more 
reliable agent than noise trauma. We do not routinely examine sections, in 
fact, the pictures that were shown are from the work of Ivan Hunter-Duvar as 
I have indicated in my talk. 
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1. INTRODUCTION 

PSYCHOPHYSICA1 THREE-TONE SUPPRESSION 

H. Duifhuis 

Insti t ute f or Per ception Research, 
Eindhoven, The Nether Zands 

1ateral suppression in hearing has been the topic of a great number of 
studies during the last decade. The first order effect, viz. that a suppressor 
can reduce the response to a suppressee tone to which it is added, is mapped 
out fairly weIl both in the neurophysiological and the psychophysical litera
ture (extensive references are given in Duifhuis , 1980). However, details 
about the underlying mechanism are still largely unknown. This l eaves room for 
qui te different interpretations. A closer study of details in suppression 
hopefully helps to resolve certain issues. A basic issue that will be touched 
upon here is the hypo thesis that psychophysical lateral suppression is a cen
tral "attention" effect (pitch cue, pattern change) rather than a peripheral 
effect (Terry and Moore, 1977; Moore, 1980). It will be argued that the data 
used to substantiate this hypo thesis do not necessarily require such an inter
pretation. This paper presents data of two suppression experiments. Experiment 
1 examines the effect of two supppressors on a single suppressee, and in ex
periment 2 the effect of suppressing the suppressor is investigated in de
tail. Though the results are in line with Moore's (1980) experimental data, a 
different, peripheral, interpretation is drawn. 

2. EXPERIMENT 1 

The stimulus consisted of a 1-kHz 60-dB suppressee (tone 1) to which two 
suppressors were added (all levels are in SP1). The one suppressor was below 
f1 at f2=0.6 kHz, the other above f1 at f3=1.2 kHz. 1evels of the suppressors 
(12 and 13) were experimental variables. Suppression was measured wi th the 
pulsation threshold method, with the probe fixed at f1=1 kHz. Further experi
mental details are described in Duifhuis (1980, stimulus mode B). In one ex
perimental series it was verified that the octave relation between f2 and f3 
had no specific effect on suppression. In general both the 1.2-kHz suppressor 
and the 0.6-kHz one, when presented at a high enough level, are effective sup
pressors. Three normal hearing subjects participated in the experiment. 

a) ResuUs 

Figure gives an example of the results for subject FB. The pulsation 
threshold 1p is plotted as a function of suppressor level. The two thin lines 
give two-tone suppression results for the 0.6-kHz suppressor (e) and for the 
1.2-kHz suppressor (.). The heavy line (+) gives the results for the combined 
suppressors, where 12=13 is indicated on the abscissa. The O.6-kHz data show 
the following behaviour. For 12 less than 60 dB the suppressor has a negligi
bIe effect. Between 60 and 77 dB a clear suppression effect is apparent, and 
above 77 dB the pulsation threshold is determined by the suppressor becoming 
excitatory and grows accordingly. The 1.2-kHz suppressor produces a monotoni
cally increasing suppression effect for 13 greater than 60 dB. It is clear 
that the combined suppressor data follow the O.6-kHz suppressor quite close
ly. This would seem to imply that the low-frequency suppressor is the more 

253 



DUIFHUIS 

60 

• L2 alon • 
.. L3 alon. 
+ L2 .L3 combined 

+ 

40L---~L---~~--~----~~ 
50 60 70 80 90 

L2,L3 (dB) 

Fig. 1. Pulsation threshold for a 60-
dB suppressee at 1 kHz for single and 
combined suppressors as a function of 
suppressor level(s). Parameters: 
f 2=0.6 kHz, f 3= 1.2 kHz. S: FB . 

effective one. At any rate, it clearly implies that suppression is not addi
tive. Neither does combined suppression follow the most effective single 
suppressor. At the highest level the combined effect is much less pronounced 
than the L3-alone effect. It was assumed above that the ascending branch of 
the L2-alone data reflects the response to L2 itself. Apparently then L3 at 90 
dB may be an effective suppressor of L1' but it hardly affects the L2-response 
measured at fp' This was a consistent result. 

Results averaged over three subjects are presented in Table 1. The table 
gives amounts of suppression, defined as L1-Lp' for two l evels of L2 and L3 
and their combinations. The estimated standarà deviation for the data is some 

3 to 5 dB. From this limited data the 
Table 1. Average combined suppression 
L1-Lp at 1 kHz for f 2=0.6 and f 3=1.2 
kHz (3 subjects). 

- '" 70 80 

- '" 5 15 

70 4 10 10 

80 9 12 11 

following tenta ti ve conclusions may 
be drawn. For a single suppressor, 
either at f2 or f3' suppression 
increases as the suppressor level 
increases from 70 to 80 dB. The 
effect is stronger for f2 « f1) than 
for f3 (> f 1)' This is consistent 
with available li terature data (see 
Duifhuis, 1980). However, for the 
combined suppressor, no significant 
effect is apparent. The combined 
effect is clearly smaller than the 
sum of the effects if L2=80 dB. 
However, for L2=70 dB there is no 
significant difference between the 
sum and the actual data. For L2=80 dB 

the combined effect is even smaller than the effect of L2 alone. If this 
difference is significant, then i timplies a problem for Moore' s "pattern 
change" interpretation. This problem will be worked out in the discussion. 

3. EXPERIMENT 2 

In the second experiment the suppressee was a 50-dB tone at 2 kHz. The 
first suppressor (f2' L2) was at 0.8 kHz. A second suppressor (f3' L3) was 
added at 0.5 kHz at levels that produced suppression at f2' In other words, 
the first suppressor was suppressed by the second. The question, first raised 
by I. Pollack when visiting in 1977, was whether this would cause a release of 
suppression. A pilot experiment at the time did not show a release effect. 
This time we returned to the issue asking what changes would be produced in 
the spectral pulsation threshold pattern. Therefore the probe frequency was 
now the primary independent variabIe, and L2 and L3 were parameters. The 
experimental condition wi th the two suppressor frequencies above f1 is more 
complex because combination tones are more pronounced at frequencies around 
f1; this will be the subject of further study. Further experimental details 
are as in experiment 1. Two trained observers participated as subjects. 
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Figures 2 and 3 present results for subject HZ. In the figures the peaked 
pattern around 2 kHz (thin line) gives the pulsation threshold pattern to the 
2- kHz s uppress ee alone. Figure 2 a l so gives the effec t of the addition of the 
0.8-kHz suppressor at three different levels (in the low-frequency range only 
for L2=80 dB). It is apparent that the 0.8- kHz tone r educes the 2-kHz excita
tion pat tern before it "covers " it . At L2 =90 dB the pattern at 2 kHz is eom
pletely wi ped out, even though the excitation level is still under 50 dB. Fig
ure 3 gives three-tone data with L2 f i xed at 80 dB and L3 at 80 and 90 dB . At 
these l eve l s L3 causes only a local effect in a narrow band around 0 . 8 kHz (a t 
0.2 and 0 . 3 kHz one observes combinat i on tones). At 2 kHz there i s not much of 
an effect of L3' Although Lp is higher than in Fig. 2, whieh i ndicates rel ease 
of suppression , the i ncrease of L3 from 80 to 90 dB seems to cause an increase 
of suppression rather than a decrease. Therefore the data are considered to be 
i ndecisive . There might be an effec t if either L2 were much lower (but then L2 
woul d pro duce insufficient suppression to allow the demonstration of release 
of suppression), or if L3 were much higher. The latter would complicate the 
data by TTS or even PTS effec ts. 

I n conclusion, for the condi tion reported, suppression of the suppressor 
does not produee a significant r e l ease of suppression. 

4. DISCUSS I ON 

It should be noted that t he focus of this report is on rate suppression, 
i.e. the reduction of the (r . m. s .) total r esponse, rather than on synchrony 
suppression, which concerns a single spect ral component of the r esponse . Syn
chrony suppression is a genera l pr operty of all compr essi ve nonlinear sys
tems. Rate suppression is the more puzzling phenomenon whieh puts much st r ong
er constraints on t heo riz ing and interpretation. 
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Lateral rate suppression, both neural and psychophysical, can be inter
preted in terms of a BPNL-model (Pfeiffer, 1970) or the hair-cell BPNL-model 
(Duifhuis, 1976; Duifhuis and Van de Vorst, 1980). In terms of these the above 
res~lts are readily explained. The interpretation in terms of the 1976-model 
is outlined briefly below. 

A hair cell at position x along the basilar membrane is stimulated effec
tively at i ts sensi tivi ty direction only by frequencies close to CF, the 
tuning frequency associated with x. Suppression can be produced by a frequency 
far enough off CF driving the hair cell in a less sensi tive direction. At 
x(CF) only frequencies that are effective drivers can be suppressed. Frequen
cies remote from CF are so inefficient (as exciters) that at the moment they 
become exci tatory they have generated already so much "self-suppression" that 
an additional suppressor will have little or no suppressing effect. Rather the 
limi ted exci tatory contri butions of the suppressors add, thereby causing a 
reduction of the apparent two-tone suppression. 

In short, the models predict no additivity of suppression. In contrast a 
possible reduction of suppression produced by a very effective suppressor due 
to addition of a second suppressor is foreseen. Suppression is confined to a 
narrow frequency range around CF. Our results at 2 kHz, where the entire ex
citation pattern is affected, do not contradict this, because the excitation 
pattern is still confined to a narrow frequency range. 

The result that suppression is most prominent around CF was reported by 
Abbas (1978) in both his neural and psychophysical data. In his psychophysical 
experiments Abbas used the forward masking technique. Using the same technique 
r·100 r e (1980) found approximately the same results. However, Moore advocates 
the pattern change hypo thesis to interpret his data. This states that the 
probe is more easily detected the more its spectral content differs from the 
(compound) masker stimulus. First of all a central interpretation does not 
seem a parsimonious solu tion \.,hen the neural data already call for a peripher
alone. Secondly, it is ha rd to reconcile the fact that two suppressors elicit 
l ess suppression than a single one in the pattern change model. Thus, although 
Moore's interpre t ation cannot yet be ruled out, the evidence brought f orward 
in i ts support is not in conflict wi th existing more peripheral interpreta
tions. Ther efo re I consider it unlike ly that the pattern change mechanism 
plays an impo rtant r ole in lateral suppression. Instead I believe that the 
major effect ori ginates at the hair cell l evel, that it is clearly apparent at 
the hair cell outputs, and because of the mechanical coupling between hair 
cells and basilar membrane, a lso, but only weakly, at the membrane level. 
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SOME RESULTS OF A BAND-WIDENING EXPERIMENT OBTAINED WITH A 
LATERALISATION PARADIGM. 

1. INTRODUCTION 

A.W.Bezemer 

Institute for Perception Research, 
Den Dolech 2, Eindhoven, The Netherlands 

In 1970 Greenwood and Goldberg found as a result of their physiological 
experiments that the firing rate measured in neurons of the cochlear nucleus 
first increases wi th increasing bandwidth of a noise stimulus and then de
creases when the noise bandwid th increases beyond a certain value. In these 
experiments the noise had a constant spectral power density. Ruggero (1973) 
obtained a corresponding result from primary auditory nerve fibres. 

Several investigators obtained comparable psychophysical results using 
non-simultaneous measuring methods such as pulsation-threshold (e.g. Houtgast, 
1974; Schreiner, 1977) and forward-masking (e.g. Terry and Moore, 1977). In 
these band-widening experiments the difference .found between maximum masking 
and masking measured at the widest noise band used can be considered a measure 
of the lateral suppression effect as described by Houtgast (1974). 

With experiments carried out with one of the above mentioned threshold
methods, two parameters can be manipula ted: masker level and test tone fre
quency. Test tone level is dete rmined implici tly by the choise of these two 
parameters. However, it is possible to use the late ralisation phenomenon with 
partial-masking experiments, which can be done by matching the loudness of a 
calibration tone presented to one ear to the l oudness of the test tone pre
sented together with the masker to the other ear. Practically this means cen
tralising the sound image due to the fusion of the test tone and the calibra
tion tone. With such a paradigm the test tone level can be chosen freely, too. 
In this paper we explore this possibility and show some results obtained with 
this method from a band-widening experiment. 

2. METHOD 

a) Description of the lateralisation method 

The lateralisation method as described below was used as long as 25 years 
ago for measuring auditory fatigue or adaptation (e.g. Hood, 1950). More re
cently a similar method was used for measuring suppression in simul taneous
masking experiments (Houtgast, 1977; Jestaedt and Javel, 1978). 

The lateralisation method is based upon the fusion phenomenon that occurs 
when a pure tone is presented diotically. To one ear of a subject a masker and 
a test tone are presented and simultaneous with the test tone a calibration 
tone is presented to the contralateral ear. The calibration tone is equal to 
the test tone except for its amplitude. The test tone is masked partly by the 
presence of the masker, but in genera I the test tone remains weIl perceptible. 
The subject's task is to lateralise the sound image due to the fusion of the 
test tone and the calibration tone by adjusting the level of the calibration 
tone. The adjusted physical level difference between test tone and calibration 
tone is a measure of the amount of (partial) masking caused by the masker. 
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We have performed some experiments both wi th the lateralisation method 
and wi th the classical forward-masking method. Af ter some training subjects 
preferred experiments to which the lateralisation method was applied over 
similar experiments that used the threshold paradigm. In general, threshold 
methods require more concentration and time. 

b) Experimental set-up and procedure 

In all our experiments the masker consisted of bandpass-fil tered noise 
with a variabie bandwidth centred around 3 kHz (slope steepness 5 dB/100 
Hz). Test tone and calibration tone were pure tones at the centre frequency 
of the noise band. The time course of the stimulus is shown in fig.1. 

Fig. 1. 

M T Time course of the 
R: 

~ i\1\ stimulus with the 
lateralisation method. 

~: ; -- R: stimulus right ear 290 I 25 i 20 : Ilrne(m'l 
I I L: stimulus left ear :c 1 

L: Ai 
M: masker 
T: test tone 

-- C: calibration tone 
IIme(mol 

The bandwidth of the noise is the independent variabie and can vary from 
60 to 2000 Hz. The spectral level of the noise masker and the level of the 
test tone are independent parameters. All levels are in dB re 20 IJ Pa. 

The subjec t is asked to set the level of the cali bra tion tone that is 
required to percei ve the fused hearing sensation in the • middle' of his 
he ad by means of the adjustment method. 

All conditions are presented three times in a pseudo-random sequence. 

3. RESULTS 

In a first experiment the influence of masker level on the suppression 
effect was studied, starting wi th a fixed test tone level (65 dB). Resul ts 
of three subjects are shown in fig.2. Because there is no systematic 
variation ofstandard deviation wi th noise bandwidth, we computed the mean 
standard error for each curve. Twice this error is indicated on the left 
hand side of each curve. 

The curves measured at the lowest noise level (10 dB/Hz) show that 
masking increases wi th increasing bandwid th. As the noise level increases 
to 30 dB/Hz, more masking is found for all bandwidths and we observe that 
for bandwidths over 1200 Hz the curves tend to flatten out. The curves 
measured at the highest noise level (50 dB/Hz) follow a somewhat different 
course. Results obtained at this noise level (except for JV) demonstrate 
lateral suppression: as bandwidth increases, masking effectiveness of the 
central part of a noise band is reduced by the outer parts. In the re sul ts 
of JV this tendency is present but not significant. 

At the lowest noise levellateral suppression has no observable 
influence. To determine if there is no suppression at all at that level or 
whether its influence is not measurable with a relatively loud test tone 
(65 dB), we repeated the experiment wi th a fixed difference between masker 
level and test tone level. The results of this experiment for 1 subject are 
shown in fig. 3a. 

We observe that in all three conditions masking first increases with in
creasing bandwidth and then decreases. At all three levels lateral suppression 
thus has an observable influence. Further we note that least masking is found 
at the highest noise level. We will discuss this later. 
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The set of data collected so far can easily be extended by performing two 
series of measurements, one at a masker. level of 30 dB/ Hz in combination wi th 
a test tone level of 75 dB, and another at a masker level of 50 dB/Hz combined 
with a test tone level of 55 dB. Results obtained from these experiments have 
been combined wi th the other resul ts of subject HZ, yielding two sets of 
curves measured at fixed noise levels (30 and 50 dB/Hz). These two sets of 
curves are shown in fig.3b and 3c respectively. 

Both at a noise level of 30 dB/Hz and at a noise level of 50 dB/Hz maxi
mum masking is measured at the lowest test tone level (55 dB) and minimum 
masking at the highest test tone level (75 dB). However, at larger bandwidths 
the curves approach each other. It is of particular interest to note that the 
three curves in each panel do not run parallel to each other. 

259 



BEZEMER 

4.DISCUSSION 

The results indicate that the effect of lateral suppression increases 
wi th increasing masker level. This agrees wi th re sul ts of Houtgast (1974), 
Terry and Moore (1977) and Weber (1978). From our results it follows further 
that if a maximum occurs in the masking curves, it shifts to greater band
widths wi th decreasing noise level, especially if we suppose -tentatively
that at the lowest noise level (10 dB/Hz) a maximum will be present at a band
width greater than 2000 Hz. Although less pronounced, Houtgast (1974) using 
the pulsation-threshold method also observed such a shift of the maximum. In 
resul ts of forward-masking experiments done by Weber (1978) no shift of the 
maximum is observable. 

The results depicted in fig.3a show that when LT/NO is held con
stant, least masking is found at the highest noise level, in contrast with the 
results shown in fig.2 where LT is constant. The question arises to what ex
tent the influence of lateral suppression is responsible for this. It seems 
justified to suppose that if there were no suppression, more masking would be 
measured at higher noise levels. However, the assumption that in that case the 
curves would coincide seems to go too far, because values measured at a band
width of 60 Hz differ too much for that to be true, so there must be some 
other reason to account for the relative positions of these curves. 

As mentioned before the curves shown in fig.3b do run not parallel to 
each other, which we would have expected if the phenomenon of forward masking 
was caused only by the presented masker. This then cannot be the case. 

We observed that suppression has most influence at the lowest test tone 
l evel and, as might be expected, most masking is measured at this level too, 
which can be accounted for by the poorest signal-to-noise-ratio. 

Curves measured at a higher masker level (fig.3c) reveal clearly in all 
cases the influence of lateral suppression. At a low test tone level this in
fluence becomes apparent at a smaller bandwidth than at a higher test tone 
level, which again can be explained in terms of signal-to-noise-ratio. This is 

. in full agreement with the shift of the maximum as observed in fig.2. 
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COMMENT 

COMMENT ON: "Some results of a band-widening experiment obtained with a 
lateralisation paradigm". (A.W. Bezemer). 

B. Scharf 
Audi t ory Percepti on Lab., Northeastern U., Boston, MA 02115 USA 

A striking effect in the data of Bezemer is the large decrease in masking 
that takes place with increasing signal level despite a constant signal-to-noise 
ratio. Lateralization of a3-kHz tone burst is much less affected by a 25-dB 
weaker (spectrum level) noise masker when the signal is 75 dB than when it is 
55 dB and still less when it is 35 dB. A similar finding was noted in the 
course of our own lateralization experiments, some of which are reported in the 
paper presented at this symposium by Scharf and Canévet. 

In those experiments, the lateralization threshold, i.e. the minimum 
interaural onset time difference required to lateralize a tone burst toward 
the leading ear, was measured in the presence of a diotic burst of a different 
frequency. In the most relevant set of data, onset of a 25-ms masker at 4.160 
kHz preceded a 30-ms target at 4 kHz by 15 ms; target level was varied together 
with masker level so that the target was always 20 dB higher. Table I gives the 
results for the 4-kHz target under masking and in quiet and also for a 2- kHz 
target preceded by a 2.008-kHz masker. At both frequencies the masker interferes 
with lateralization much more at 60- dB target levels than at 90-dB target lev
els. A similar effect was found at other masker frequencies within one critical 
bànd of the target frequency. Accordingly, it is evident that the reduced 
masking effect at higher target levels noted by Bezemer is not limited to for
ward masking nor to a noise masker. 

Target Masker Threshold in ~s 

SPL SPL 4 kHz 2 kHz 

90 dB 70 dB 365 420 

90 quiet 225 350 

60 40 dB 2150 530 

60 quiet 225 195 

Table I . Lateralization threshold, at various tar get and masker levels. 
(Masker frequencies wer e close to the tar get f r equencies of 4 and 2 kHz). 

261 



SUMMARY 

INVESTIGATION OF MONAURAL PHASE EFFECTS BY MEASURING 
BINAURAL MASKING THRESHOLDS 

H. Nasse and R.E. Gerlach 

Drittes Physikalisches Institut 
Universität Göttingen, Germany 

Phase effects in .octave complexes are investigated in a binaural masking 
experiment. Typically the right-ear stimulus consists of an octave c.omplex 
with a streng fundamental and a white-n.oise masker while the left-ear stimulus 
c.ontains the .octave te ne only and the same n.oise signal. Binaural masking 
thresh.olds of the .octave tones are measured f.or the two cases where the funda
mental is either present .or absent. Fr.om these data the effect .of the strong 
fundamental on b.oth the internal level and phase of the weaker harmonic can be 
estimated because binaural unmaskl.ng depends .on interaural level and phase 
differences for the test tones. The patterns .of the internal variations of level 
and phase as a functi.on of the phase relations in the octave c.omplex do net 
supp.ort the theory that the monaural phase effects investigated here are a 
c.onsequence of vect.or additi.on of harm.onic distertien products. 

1 . INTRODUCTION 

Interactiens .of the comp.onents .of phase-l.ocked two-t.one complexes, in 
particular with a frequency ratio of 1:2, are subject of several psych.ophysical 
studies. Clack et a l (1972) and Terhardt et al (1971) found that the threshold 
.of the higher component masked by the fundamental depends on the phase rela
tiens in the .octave c.omplex. Weber (1977) used an octave complex as a masker in 
a pulsati.on thresh.old experiment and measured a phase dependent pulsation 
thresh.old of the octave tone. In centrast to the results .of Clack this effect 
was also .observed when the frequency ratie was 2:3. Another type of experiment 
was performed by Lamoré (1975) who teek the level of white noise just suffi
cient te mask the higher component of an octave c.omplex as a measure of the 
internal strength .of that stimulus. Unlike Clack, he could net explain his 
results by assuming a vector summation .of harm.onic dist.ortion products, but on 
the ether hand, he did net exclude it as a p.ossible underlying mechanism. 

F.or the validatien of the different hypetheses - aural harmenics .or wave
ferm detection - it w.ould be useful te kn.ow whether the suppression of the 
higher (weaker) c.omp.onent is ass.ociated with a phase shift. The phase shift can 
be measured by means of a binaural masking paradigm which is illustrated in the 
fellewing. 

2. METHOD 

In a binaural masking experiment with dietic noise and dichotic te ne sig
nals .of equal frequency, the maskedthresh.old of the tone signals depends on 
their interaural level difference liL and phase difference lI~. It follows fr.om 
the "equalization-and-cancellation" J1'odel (Durlach, 1972) that in the case 
where the level LI of ene of the tone signals is fixed the variable level L2 
is given by the expression 

L2 = L I -20.lg [COS(1l~)/p±Vc.os2(lI~)2/p2_k/P] (I) 
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-LI/IO -LI/IO 
P := 2-10 + k - 2-10 ·k (2) 

The monaural masked threshold (NmSm-condition) corresponds to a level of 0 dB, 
Lo is the threshold level in the NoSm-condition (typically -8 dB). The shape of 
some curves, calculated from eq. (I), is illustrated in Fig. I. Theyare in good 
agreement with the experimental results. That means that for each subject a set 
of binaural threshold curves can be predicted from the measurement of the 
threshold levels in the NmSm- and NoSm-condition. 

Proceeding the other way round, the unknown level and phase of one tone 
signalor its change caused by interaction with an added strong component can 
be derived from the binaural masking threshold. 

Two different experimental procedures are used. In the first one (Fig. 2a) 
a binaural 400-Hz signal, gated synchronously, is masked by diotic noise; the 
tone leve l LI at the left ear is fixed while L2 at the binaural masked thres
hold is determined in a 2-AFC-procedure, where the interaural phase difference 
is changed in a pseudo-random sequence af ter each response of the subject. In 
absence of the 200-Hz component the result is given by the open circles. If the 
strong fundamental is presented continuously to the left ear (where the level is 
fixed), the threshold curve is flattened and shifted horizontally according to 
a lower "internal" level and a phase shift of the 400-Hz signal at the left ear. 

The second procedure (Fig. 2b) takes less time and is even more exact. The 
stimuli are nearly the same as in the first experiment except for a small fre
quency difference of the 400-Hz signais. This leads to a beating sensation if 
the level L2' which is now fixed, is chosen between the minimum and the maxi
mum of its thre shol d curve (dashed line). It is the subjects task to mark the 
beginning and the end of the tone sensation by pressing a button. A histogram 
of the subjec ts responses (usually 100 in each trial) is plotted in Fig. 2b. 
If the strong 200-Hz component is added, the interval where the 400-Hz signal 
is detected in the diotic noise is shortened and shifted (upper histograms) 
according to a lower "internal" level L2 and "internal" phase shift. Because 
the fundamental is now added at the right ear, the theoretical threshold curve 
(solid line) is not flattened but only shifted horizontally. 

The apparatus which is used in both procedures is illustrated in Fig. 4. 

3. RESULTS 

Individual data of two experienced subjects on the s uppression and phase 
shift of the 400-Hz octave tone caused by interaction with the strong fundamen
tal are shown in Fig. 3. The phase relations in the octave complex are described 
by ~200/400 which is the smallest phase angle of the 200-Hz tone at the zero
axis crossing in positive direction of the 400-Hz signal. For each value of 
~200/400 fifteen individual series were run. The variations of the data we re 
3 dB or 100 respectively, the mean values are plotted in Fig. 3. 

The results which we,re obtained with the methods described above were 
compared to those measured with a lateralisation paradigm introduced by Houtgast 
(1977). Both the suppression and phase shift of the octave tone, when measured 
with these rather different methods, appear to be of the same order, and the 
shape of the curves looks quite similar, too. 

With respect to the two hypotheses mentioned above it can be said that our 
present results do not support the theory of vector summation of harmonic 
distortion products as the only reason for the phase dependent sensation of 
octave complexes. If simple vector summation is the underlying mechanism, points 
of zero phase shift must correspond to points of minimal or maximal suppression. 
This is not true for our data. 
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Fig . 4. BLock diagram of the apparatus. 

4. CONCLUSION 

The possibility of using binaural masking thresholds for investigation of 
monaural phase effects has been demonstrated. A welcome property of these 
thresholds is that quantitative predictions can be derived from the equaliza
tion - and - cancellation model so that not all reference values (in absence of 
the fundamental) need be measured, but can be calculated from a small set of 
data. 

A second important feature of our method is that the probe tone applied to 
measure the amount of suppression and phase shift is not itself subjected to 
that suppression . While in other psychoacoustic methods this is achieved by a 
temporal separation (e.g. pulsation threshold, forward masking) this method 
uses a spatiaL separation because the probe tone is presented to the contra
lateral ear. Of course, on a higher level of the auditory system there must be 
interaural interactions ; but if we assume the investigated mechanism to be a 
peripheral one, the probe tone is not passed through that suppression 
mechanism. 

Nevertheless, the possible influence of the strong component on the con
tralateral probe tone must be explored . We found that the NoSm masking thresh
old of the probe tone is slightly shifted to higher levels by astrong contra
lateral tonal signal, dependent on the frequency ratio. If the frequency ratio 
is 1: 2, there is a distinct phase dependence. A second problem is the inter
action of noise and tonal signals and the possible reduction of the interaural 
correlation of the noise signals by the strong sinusoidal signal. Experiments 
addressing themselves to these questions are still in progress. Early results 
are reported in the accompanying paper by Sieben et aL. 
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ADDENDUM (H. Nasse and R.E. Gerlaeh) 

Introduction 
One of the rema1n1ng problems in our paper is a possible influenee of the 

strong component of the complex on the contralateral test tone. This test tone 
is required to be "independent". On the other hand it is known (Zwisloeki, 1970) 
that the threshold of audibility of a test tone is inereased by the simultaneous 
presentation of a contralateral masker. With a continuous masker this threshold 
shift is only very small, however, it inereases, if there is presented an addi
tional diotie noise (Fig. 1). In the following we deseribe some additional ex
periments, eondueted over the last weeks to investigate the interaction between 
a test tone and a contralateral masker in a diotie noise condition. 

Experiments 
We measured the alteration of the NoSm masked threshold eaused by the addi

tional presentation of a continuous contralateral masker. Masker and test tone 
were phase-Ioeked, their frequeneies (fm < ft) had the ratio of small integers. 
The parameters of the measurements were the level of the noise, the level of 
the masker, and the relative phase between masker and test tone. 

At the frequeney ratio of 1 : 2 we obtained the fol l owing results: 
- For masker levels in a eertain range of 15 dB extent the masked threshold is 

phase-dependent. This dependenee reaehes a maximum variation of 6 dB (Fig . 2). 
- For masker levels below or above this range the masked threshold is flat, how

ever slightly shifted against the NoSm-threshold by 1 - 2 or 4 - 5 dB (Fig.2). 
- The shape of the phase-dependent masked threshold is nearly constant. Using 

Nn- instead of No-noise results in an exchange of maximum and minimum. 
- If the masker is presented ipsilaterally one obtains similar phase-dependent 

masked thresholds, but 300 - 500 phase shifted. 
- At high masker levels there is a phase-dependent lateralization of the t est 

tone, i.e. for eertain phase angles the test tone is pereeived at the side 
where the masker is presented (Fig . 3). 

- For test tone frequeneies greater than 1 kHz there is no phase dependenee but 
only a threshold inerease. 

For a frequeney ratio of 1 : 3 we observed analogous effects, but a t higher 
masker levels and with a weaker lateralization. For a frequeney ratio of 2 : 3 
we did find no phase dependenee of the masked threshold and no lateralization. 

Discus sion 
All phase effects speeified above were observed only at harmonie frequeney 

ratios, so that our hypothesis is that the phase effects are due to higher har
monies of the masker generated by nonlinearities. Thus the masked threshold of 
the test tone measured in diotie noise (NoSm-threshold) is aetually an internal 
NoS~-threshold, beeause a higher harmonie of the masker is an iso- frequent sig
nal contra lateral to the test tone. The signal level ean be estimated to be 
15 - 20 dB below the monaural masked threshold (NmSm) of the test tone (about 
30 - 40 dB below the masker level), if the phase-dependent variation of the 
masked threshold (Fig. 2) is about 5 dB. This follows from the "Equalization and 
Cancellation Theory" (Dur lach , 1972) and from eomparative results of binaural 
masked thresholds, where the masker is substituted by the first harmonie. 

The masked thresholds whieh are measured with Nn-noise, ean be explained 
in the same way . The binaural unmasking is now a result of binaural summation, 
rather than of binaural subtraetion. On the opposite side, the shape of the 
masked threshold for the ipsilateral presentation of masker and test tone eannot 
be explained simply by adding test tone and highe r harmonie of the masker. This 
assumption would result in a threshold with the maximum and minimum at the same 
phase angles as in the Nn-ease. Furthermore the variat i on of this threshold 
should keep in a 6 dB range, but for suffieiently high masker levels we measured 
aetually variations, whieh are eonsiderably larger. Another hint, that the mon-
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aural phase effects are based on other mechanisms, is the large phase dependence 
of pitch perception in monaural two-tone complexes. This dependence cannot be 
observed, if masker and test tone are presented contralaterally. 

The increase of the masked threshold, which also occurs in the case of 
non-harmonic frequency ratios, is caused by an interaction between masker and 
noise which results in a decrease of the interaural correlation of the noise. 

As a result of the experiments described above we arrived at the conclusion 
that the binaural phase effects are not caused by central interaction between 
masker and test tone. Nearly all observations can be explained as a result of 
peripheral nonlinearities and effects of the binaural unmasking. Thus, the 
existence of the binaural phase effects is no contradiction to the assumption 
that the contralateral tone is an independent test signal for measuring monaural 
phase effects. 
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CUBIC DIFFERENCE TONE LEVEL AND PHASE DEPENDENCE 
ON FREQUENCY DIFFERENCE AND LEVEL OF PRIMARIES 

E. ZWICKER 

Institute of Electroacoustics , Technical University 
München, Federal Republic of Germany 

I. INTRODUCTION 

The cubic difference tone with the frequency Zfl-fZ produced within the 
ear seems to be an important indicator of the nonlinearLty in cochlear me
chanics. There have been several measurements, psychoacoustically as weIl as 
neurophysiologically, of the dep enden ce of level and phase of the (Zfl-f Z)
tone on the level of the primaries. Measurements on its dependence on the 
frequency and frequency separation of the primaries have been undertaken by 
keeping one of the two frequencies constant . This way the frequency Zfl-f Z' 
i.e. the place of maximal excitation of the difference tones, changes as weIl. 
In the case of neurophysio logical resea rch it is, however, much better to 
vary the frequency of both primaries so tha t the frequency of the cubic dif
ference tone and thereby its excitation along the bas ilar membrane remains 
constant. Psychoacousti cal data collected for constant frequency of cubic 
difference tone are reported in this paper. They have been produced using 
the method (of compensation) and apparatus des cribed earl ier (Zwicker 1979a) 
for a constant (Zfl-fZ)-frequency of 1400 Hz. Using the vector- summation 
method (Zwicker 1980) the cubi c difference tone s ' level and phase have been 
calculated for the same and similar conditions. Both should be compared with 
neurophysiological data to be measured. 

Z. RESULTS OF PSYCHOACOUSTICAL MEASUREMENTS 

The leve l L(~î l -fz) and the phase ~(Zfl -f2) of a (Zfl-fZ)-tone needed to 
compens.:ltc the cub~c d1fference tone produced in tne ear are plotted as a 
f unction of the frequency difference fZ -f l of the primaries with level LI of 
the lower primary as parameter. Fig's 1 and Z be long to two different subjects 
("A" and "B"). The level of the higher primary is constant (LZ = 60 dB) as is 
the frequency Zfl-fZ = 1400 Hz. The frequencies f l and fZ of the two primaries 
are plotted as additional scales on the lower abscissa. 

The data show generally de creasing cubic difference tone level L(Zfl-f 2 ) 

and increasing phase ~(Zfl -fz) for increasing frequency difference fZ-f l , as 
was expected. The detailed structure, however, indicates a nonmonotonic level 
decrement in several cases, which is accompanied by unusual phase behaviour 
for that range of fZ-f l in which L(ZfJ.- f 2) drops to a minimum. The more clear
ly thi s minimum is marked (see for example Fig. Z at fZ-f l = 0.65 with para
meter LI = 65 dB) the more extreme is the change in the corresponding phase. 
For large fZ-fl' the phase seems to reach two different values - depending 
on the parameter LI - which differ by almost exactly 3600 • This nonmonotonic 
behaviour seems to have its counterpart in similar behaviour of the (Zf\-fZ)
tone as reported by Helle (1969), Smoorenburg (197Z), Weber and Mellert 
U(75), Hall (1975) and Zwicker (1979a, 1980) under different paradigms. 

Differences between the data of the two subjects "A" and "B" (Fig. land 
Fig. Z) indicate that "A" produces larger values of L(2fJ -f z) but smoother 
dependence of (jJ( Zf l - f 2 ) in relation to the data of "B". The general tendency 
of the two sets of curves is, however, the same indicating that the composi-
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Fig. 1- 4 . Level L(2f -f ) and phase ~( 2fl-f2) of the cubic difference tone pro
duced by two primar-;:Js ~ith level L1 (parameter) and L2 as a function of their 
frequencies f1 and f2 and their separation f2-f1, respectively. f1 and f2 are 
chosen so that 2f1-f2 = const. = 1400 Hz. Fig . 1 and 2 present psychoacoustical 
data from tlJo hW'IUn subjects "A" and "B", respective ly . Fig. 3 shows calcu
lated data for the same parameters as used in Fig. 1 and 2, while L1 and L2 are somewhat smaller in Fig. 4 as indicated. 
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ti.on of the (2f1-f2)-tone follows the same rules although the individual hu
man ear may differ in the parameters underlying these rules. Additionally, 
even the data of (2f1-f2)-level measured acoustically in the outer ear canal 
of cats (Kim, 1980) show the same tendency. 

3. CALCULATED RESULTS 

The calculation procedure is based on the assumption that the difference 
tone to be compensated results from a sum of wavelets of different amplitude 
and phase (Zwicker, 1979a). Each of them is produced by the excitation time 
functions at the local spots of the organ of Corti which are composed of the 
two primaries with level and phase varying locally but producing all the 
same distortion product (2f1-f2) through a nonlinear, symmetrically saturà
ting transfer function withfeedback (Zwicker, 1979b). 

The wavelets from the many spots have the same frequency but a different 
distance to travel in order to reach the place of maximal displacement cor
responding to that frequency. At that place, the wavelets can be added to
gether. 

The calculated data plotted in Fig. 3 are for exactly the same values 
of the parameters 11 and 12 as those used for the psychoacoustically measured 
data. They show similar behaviour as seen in Fig. 1 or 2 such as decreasing 
level and increasing phase with increasing frequency difference f2-f1' The 
nonmonotonic decrease of level corresponding with sudden changes in phase 
is also clearly indicated. Only the values of f2-f1 at which these unexpected 
changes occur are smaller in relation to the corresponding values of the 
measured data. However, changing the parameters by several dB as indicated in 
Fig. 4 the minimum appears more clearly and is,for the frequency difference 
f2-f1, comparable to that of the measured data. 
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Fig. 5. Composition of the (2fl-f2}-tone as a vector sum of many wavelets for 
three different parame t ers as indicated (corresp. to shaded symbols of Fig.4). 
Upper parts: distribution of the excitation level II and l2 of the two prim~
ries, together with level ln and phase <Pon of the wavelets produced atong the 
critical band rate z and for whole numbers along the normalized (zl ~ n = 0; 
z = 1 Bark ~~n = la) n-scale, respectively. Lower parts: vectorial addition 
of the many wavelets to the vector sum (level and phase are indicated). 
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In order to explain the basis for the unusual behaviour of amplitude as 
well as phase, the formation of the vector sum is shown in Fig. 5 for the 
values f 2-f l = 0.4, 0.5 and 0.6 with Ll = 60 dE (.corresponding to the values 
of Fig. 4 indicated by shaded symbols). The upper part of Fig. 5 shows the 
excitation level 11 and 12 of the two primaries as well as the levels ln 
of the cubic difference tone of the wavelets and their phase ~ (determined 
from the phase of each primary and the traveling phase of the wavelets). 
These values are plotted along the basilar membrane i.e. as a function of 
the critical band rate (upper scale). Vectorial summation becomes meaningful 
only if the phase between neighbouring wavelets is not much larger than 45 0 • 

Thi.s means that the distance between the local spots creating the wavelets 
along the basilar membrane has to be much smaller than 1 Bark. Therefore the 
level ln of the wavelets is calculated for each tenth of a critical band 
using a new variable n as indicated by the lower abscissa (n-scale normalized 
so that zl corresponds to n = 0, while ~z = 1 Bark corresponds to ~n = 10). 
Using the values of ln and ~ the wavelets are added vectorially resulting 
in the strongly marked vector sum as shown for the three conditions in the 
lower part of Fig. 5. The wavelets are characterized by the value n they be
long t~. 

The angle of the vector sum is, in the case of a minimum, very sensitive 
against small changes of the wavelets and may rise or fall very quickly as a 
function of f2-fl depending on whether the vector sum encloses the origin 
(as in the case of L l = 60 dB of Fig. 4) or does not (as in the case of 
L l = 65 dB). This difference creates the phase angle difference of 3600 for 
large values of f 2-f l . The vectorial summation of the many wavelets - which 
sometimes ends up near z.ero - is the reason for the creation of the partly 
nonmonotonic decrement of the cubic difference tones' level L(2fl-f 2) 
and the unusual behaviour of its phase ~(2fl-f2) as a function of f2-fl ' 

4. CONCLUSION 

Psychoacoustically measured data of level and phase of the (2fl -f 2) -tone 
agree (at least in their pronounced tendencies) with the data calculated on 
the basis of the saturation-feedback model (Zwicker, 1979b). Since the de
pendence is nonmonotonic and relatively unusual, this agreement can also be 
considered as a confirmation of the model. 
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GOMMENT 

GOMMENT ON "Gubic Difference Tone Level and Phase Dependence on Frequency 
Difference and Level of Primaries" (E. Zwicker). 

T.J.F. Buunen 
Biophysics Group, AppZied Physics Dept ., DeZft University of TechnoZogy , 
DeZft, The NetherZands . 

The behaviour of the GDT's amplitude and phase as psychophysically mea
sured by E. Zwicker can be compared in detail to neurophysiological data ob
tained with an identical stimulus configuration in both the cochlear nucleus and 
the VllI-nerve of the cat. Buunen et al. (1977) measured the response of single 
cells to the CDT in the cochlear nucleus for a two-tone stimulus with increasing 
frequency separation 6f (= f 2-f

l
) while keeping the CDT-frequency constant at 

ft, equal to the cell's CF. Fig.1 presents results for three different celis. 
The ordinate gives the spike rate while the abscis is equivalent to the fre
quency separation 6f. The solid curve is the response to one pure tone of fre
quency f ç+6f given for comparison. The dashed curve is the response to the two 
tones. F1g.2 presents the results for the same stimulus paradigm in the cats ' 
VIII nerve. The data are from a paper by Buunen and Rhode (1978). These electro
physiological data are very much in agreement with the Figs. 1 to 4 of Zwicker's 
paper. 
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Fig. 2. Response of a VIII-nerve fiber to the 
CDT at frequency CF, as a function of the 
frequency separation. 

The VllI-nerve experiments also produced 
data about the CDT's phase. This was done by 
estimation of the orientation in the period 
histograms. The limited space available for 
this comment makes it impossible to repro
duce the data but they can be found in the 
paper mentioned before. 

The following conclusions from our ex
periments are in agreement with those of 
Zwicker; 
- the level of the CDT depends non-monotoni

callyon the frequency separation between 
the stimulus tones, 

- abrupt changes in the CDT's phase as a 
function of the frequency separation occur, 

- non'-monotonics can be found both psychophysically and electrophysiologically, 
- both phase and amplitude data vary very much between subjects. 

Several conclusions from the electrophysiological data can be added to the 
psychophysical in order to check the validity of the model of Zwicker more 
thoroughly; 
- the phase behaviour of the CDT depends (in a cat) very much on the frequency 
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region of the CDT, (Therefore, the general trends reported by Zwicker are only 
comparable to the physiological data for the region around 2 kHz.) 

- the phase behaviour of the CDT depends (in a cat) strongly upon the level 
difference between the generating components and not on the overall level, 

- on several occasions two non-monotonics were found in the CDT-level as a 
function of frequency separation. 

Up to now no systematic search of the physiological data was made for the 
phase jump of 360~ as reported by Zwicker. 
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1. INTRODUCTION 

RESPONSES OF CAT COCHLEAR NERVE FIBRES TO 
CUBIC DIFFERENCE TONES 

G.F. Pick and A.R. palmer 1 

Department of Communicat ion and Neuroscience , 
Univer sity of kele , ST5 5BG, England. 

When presented with two pure tones (offrequency, f
l 

and f
2

, f
1 

<f 2) a sub
ject may hear not on1y the tones but a1so distortion products generateo within 
the cochlea. Great interest has been shown in these distortion ~roducts and 
particu1ar1y in the behaviour of the cubic difference tones (CDT) since this 
behaviour puts severe constraints on any proposed mechanism for the non1inear 
transformation of sound energy into neura1 activity. Psychoacoustica11y, the 
lower CDT (at frequency 2f l - f 2) is most easi1y detected, even at re1ative1y 
low levels of the primary tones, and has received considerab1e attention (e. g . 
Zwicker, 1955; Goldstein, 1967 and Smoorenburg, 1972). Many of these psycho
acoustic data have been shown to be paralleled by the responses of single units 
in the auditory periphery of the cat (e.g. Go1dstein and Kiang, 1968; 
Smoorenburg et al, 1976 and Buunen and Rhode, 1978). Less attention has been 
accorded to the upper CDT (of frequency , 2f

2 
- f

1
), which should be generated 

by the non1inear element at a similar level to tne l ower CDT, if the transfer 
characteristic of the nonlinearity can be described by a po1ynomia1 function. 
Goldstein (1967) gave psychoacoustic evidence that the upper CDT was no~ 
present at a level simi1ar to the lower CDT and was not masked by the primaries 
at this level (thus suggesting that the coch1ear fibres most sensitive to the 
upper CDT are not also responding to the primaries). On the other hand, Zureck 
and Sachs (1979) provided psychophysical evidence to suggest that the upper CDT 
is present and at a comparable level to that of the lower CDT, at least for a 
rather limited stimulus set and for one of two subjects. It appears that the 
upper CDT has received even 1ess attention in neurophysiological studies. 
Goldstein and Kiang (1968) present results from on1y one cochlear nerve fibre 
for which the upper CDT was p1aced at the characteristic frequency (CF) of the 
fibre . The response of this fibre is clearly dominated by the response to f 2 
at all the levels tested. Litt1efield (1973) showed a phase-locked response 
to the upper CDT, but this occurred on1y at levels at which the unit was 
responding to both primaries, and the CDT response matched that expected .from 
a nonlinear neural-spike generator mechanism. In the resu1ts of Zureck and 
Sachs (1979) on the other hand, there was no masking effect of the primaries 
on the upper CDT. 

It wou1d appear therefore that the important question of whether the upper 
CDT is present at a simi1ar level to that of the lower CDT awaits a definite 
answer. In this paper we present evidence to suggest that the upper CDT is 
only generated when both primary tones excite coch1ear fibres and thus could 
r~sult from non1inearities in the spike generator as suggested by Littlefie1d. 
In addition we describe some further proper ties of the responses to the lower 
CDT. 

2. METHODS 

ARP's current address: National ~stitute for Medi cal Research, The Ridgeway, 
Mill Bill, London NW? lAA. 
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Cochlear nerve cub i c difference t ones 

A detailed description of the methods employed will be found in Evans 
(1979). Briefly, 2.7M KC1-filled micropipettes of 10-ZOMn impedance were inse
rted under direct vis ion into the cochlear nerve of cats free of middle ear di
sease, and anaesthetised with sodium pentobarbitone (3Omg/kg). Hean blood pre
ssure, body temperature and end-tidal CO 2 concentration were kept within nor
mal limits. Sound stimuli were applied to the dissected external auditory 
meatus, under closed bulla conditions, by a closed-field condenser-microphone 
driver system. Sound levels are expressed in dB SPL at the tympanic membrane 
as measured by a calibrated probe tube microphone. 

The threshold of the gross cochlear action potential in response to short 
tone pips was measured as a function of tone frequency throughout the experi
ment, to ensure that the condition of the cochlea was healthy and stable. 

The frequencies of two primary tones (sOms duration, sms rise/fall, simul
taneously presented every 13Oms) were selected so that one of the CDT's was 
situated at the neurone's CF. The level of one primary was kept constant 
while that of the other (that nearest the CF) was pseudorandomly var ied from 
below the fibre's threshold to about 100dB SPL in 4dB steps by computer, the 
numbers of discharges evoked by eaeh presentation was stored and the responses 
to several (8 to 15 depending on stability) repetitions of each level in the 
pseudorandom sequenee were averaged. This procedure was repeated using a 
number of levels of the fixed tone usually separated by 10dB, and, where 
possible, at other frequeney separations of the primaries. The level of rele
vant distortion produets produced by our sound system was less than -60dB 
relative to the primaries. 

For · low frequency fibres, period histograms were obtained from 30s 
samples of responses to the primaries individually and together. For the 
histograms the levels of the primaries were within ca. + 10dB of the firing
rate threshold for the primaries. 

3. RESULTS AND DISCUSSION 

The data presented are derived 
cochlear-nerve fibres in two cats. 
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from detailed results obtained from 18 
Figure I shows a typiea l set of results, 

100 

whieh were obtained from a 
single fibre. Fig . 
la and Ic show the dis
charge ra t e versus tone 
level f unctions for the CF 
tone and for tones of 
frequeneies f l and f 2 as 
indicated in the Key. Fig . 
lb and ld show the resp
onses when the f l and fZ 
tones (of Figs. la and 

Tone level (dB SPU 

Ic respectively) were pre
sented simultaneously; the 
abseissa indicates the 
level of the tone closest 
to the CF and the vertieal 
arrows indieate the fixed 
levels of the seeond prim-
ary tone. 

Fig. 1. 

a) Upper CDT at CF 

Figure ld elearly shows an exeitatory response to both primaries. In 
addition there is some suggestion of two-tone suppression eausing lower 
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discharge rates above 70 dB SPL (at least for the dotted and dashed curves). 
There is, however, no clear indication of a separate response to the CDT. 

To determine whether there is indeed a small firing-rate response to the 
upper CDT, the firing ra te for equal level primaries was obtained. From this 
value the firing rate to the most effective tone (usually f 2) was subtracted. 

Figure 2 shows a typical example of this measure obtained from 9 fibres 

100 
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with (f 2 - f l )/CF=0.2. Similar 
results were obtained using a 
number of primary frequency 
separations: 0.15 (1 fibre), 
0.25 (4 fibres), 0.3 (10 
fibres) and 0.35 (2 fibres). 
A response to the CDT should 
show up as a firing rate 
increase but in fact the most 
noticeable effect is a firing 
rate decrement presumably 
reflecting two-tone suppression. 

Three units were investi-
gated for phase-locking to the 
upper CDT. Figure 3 shows 
typical period histograms, using 
equal-level primaries. Figure 
3 (upper, middle and lower 
respectively) show period 

histograms and for primaries of 70 and 90 dB SPL 
locked to f l , f 2 and 2f 2 - f l • Typical of all our 

, __ u. ... _ ~_ Pho .. -Iocked ,. '- results, phase-Iocking to the upper CDT was observed _ -.. 1, '500 Hz 

J J 
70 90 

12 , 880Hz 

only when there was good phase-locking to both 
primaries, and might be related to a nonlinear spike
transduction mechanism (Littlefield, 1973). 

b) Lower CDT at CF 

Primory level (dB SPU 

Figure 4 shows the effective level of the lower 
CDT as a function of equal primary levels for 
(f 2 - f l )/CF=0.2, similar results were obtained for 
otner primary-frequency separations. It shows that 
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the level of the l ower CDT increases at a 
rate lower than that of the primary levels 
and is typical of other neurophysiological 
results. 

Goldstein (1967) suggested that the 
level of the lower CDT might be proportional 
to a2b/(a + b)2, where a and b represent the 
amplitudes of f l and f 2• This implies that 
for a fixed b, that the CDT level should be 
a monotonic function of a. Such mono tonic 
functions were not found psychophysically 
by Zwicker (1968), Helle (1970) and 

Fig. 4. Smoorenburg (1972). Their da ta were 
similar to the neurophysiological results found in our experiment (Fig. lb). 
Smoorenburg observed that the maximum lower CDT occurred at a progressively 
smaller value of (a-b), as level of f l was increased. A similar effect in pur 
data is shown by the progressive deviation of the data in fig. 5 from the 450 

line (chain dotted). Smoorenburg suggested that the effect might result from 
a nonlinear filter mechanism. This explanation would suggest that the effect 
should become stronger for increased primary- frequency separations, but the 
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convers e appears to be the case in our r esu1ts (Fig . 5). 
Fibre 829·54 :J a. 4. CONCLUSIONS Een 
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Our resu1ts provide evidence that the 
upper CDT does not behave in the same way as 
the lower CDT. The upper CDT is we aker than 
the lower CDT . 
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PSYCHOPHYSICAL TUNING CURVES FOR THE DIFFERENCE TONES f 2- fl AND 2f 1 -f 2 

M. Hoke, B. Lütkenhöner and E. Bappert 

Experimental Audiology, Ear , Nose and Throat Clinic , 
University of Münster , Federal Republic of Germany 

1. INTRODUCTION 

The hypothesis tha t the nonlinear distortion products f 2- f 1 and 2f 1-f 2 ~re 
generated rnechanically and, consequent l y , propaga te rnechanically along the 
cochl ear partition, had been controver s i a l for years. More r ecent findings from 
Kim et al (1979) ob tained from auditory nerve f ibres revealed that the spatio
temporal di s tribution patterns of the di stortion produc ts f 2-fl and 2fl - f2 re
sembl e those gener a ted by a single-tone stimulus of corresponding frequency. A 
correspondence between psychophysical tuning curves (PTC) for difference tones 
and single test t ones of the same frequency would further support Kirn's 
findings. 

PTCs for singl e test tones have been determined in human observers by sev
eral au thor s (e.g. Houtgas t, 1973; Zwicker, 1974 ; Vogten, 1974; Shannon, 1976; 
Moore, 1978; Verschuure, 1978; Pickles, 1979; O'Malley and Feth, 1979). They 
generally resembie the tuning curves obtained from auditory nerve fibr es (FTC) . 
PTCs obtained with a simultaneous masking paradigm are less steep than those ob
t aine d with any forward masking paradigm (Moore, 19 78; Harri s and Dallos, 1979), 
a finding which i s a ttributed to an interaction between masker and test tone in 
terms of two-tone suppression (Shannon , 1976) and latera l inhibition (Houtgast, 
1973), r esp . Accord ing to O'Malley and Feth (1979) and Moore (1978), the latter 
PTCs seem to be sharper tuned than FTCs of auditor y nerve fibres. 

Formby and Sachs (1979) recently reported about investiga tions of PTCs for 
a s ingle t e st tone of 1200 Hz and the difference tone s f 2-f 1 and 2f 1 - f 2 of cor
responding f r equency . They found that the low-frequency slopes of the PTCs were 
similar under all stimulus conditions, whereas the high-frequency slopes were 
sometimes contamina t e d by inte r ac tions with the masker . 

2 . METHOD 

This pilot study was done using a simultaneous masking technique. A for
ward masking paradigm would be more a dvantageous as it avoids interactions be
tween masker and two-tone stimulus in terms of suppression, as weIl as the 
generation of unwanted additional combination tones. Forward masking, however, 
i s n o t applicable because ~ 30 msec af ter the termination of the maske r signal, 
the masking drops rapidly whereas the pitch sensation (the only distinctive 
fe ature of the difference tone) requires a presentation time of ~ lSO msec. 
The subjects listened to the stimuli, presented via a TDH 39 earphone, in a 
sound proof room. Prior to each session we made sure that distortion products 
for any frequency combination were not present in the acoustic signal. 

The higher one of the primary tones and the single test tone, resp., were 
presented pulsatingl y . With respect to frequency, primary tones have been chos
en such that the difference tone to be masked was separated as much as possible 
from the prirnaries, and that it was the lowest and loudest one (except of those 
rare conditions where difference tones between masker and one of the primary 
tones occured). This experimental paradigm ma de it easier for the subject to 
listen to the respective aural difference tone. The level of the discrete mas
ker frequencies has been determined using the Békésy up-and-down tracking 
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methad (2dB/sec) wi th recognLtLon of pitch as t he decision criterion. 
We determined PTes for singl e test tones of the frequencies of 750, 1000, 

1500 and 2000 Hz, as weIl as PTes for aural difference tones bath f 2- f1 and 
2f 1- f 2 of the same frequencies. Three different combinations of the primary fre 
quencies were tested for either d i fference tone and each difference frequency. 

The level of the single test tone was ad j usted to 20 dB HL which for the 
listener equals almost 20 dB SPL for each test frequency . The level of the two
tone stimulus was ad j usted to achieve the same sensation level of 20 dB for 
the difference tone. 

3. RESULTS 

Fig. 1 shows PTes for single test tones and difference tones with pitch 
recognition as the decision criterion. The resu l ts exhibit na signi f i cant dif 
ference for the PTes of both difference tones. As a general trend, the sharp-
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Fig. 1. Psychoacoustic tuning curves for a singZe test tone (dotted Zine) and 
for difference tones (soZid Zines) of four different frequencies, obtained with 
a simuZtaneous masking paradigm. CircZes represent mean vaZues for three diffe
rent frequency combinations to generate 2f1-f2 ; dots represent the correspond
ing measures for f2 - f 1. Decision criterion: Recognition of pitch . 
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ness of tuning increases progressively with decreasing test frequency, a feature 
that could be reproduced in repeated sessions . Compared with the single test 
tone condition, the PTCs of difference tones show systematic deviations which 
are more pronounced with increasing test frequency: the tips of the PTCs of dif
ference tones become rounded, whereas the low- and high-frequency slopes of the 
sharply tuned part are shifted to lower and higher frequencies, resp. In addi
tion, the slope of the high-frequency part seems to become slightly steeper 
compared to the single test tone condition. Approximating a straight l ine to 
the high- and low-frequency slopes of the sharply tuned part, the intersection 
of both lines is monotonically shifted towards lower level and higher frequency, 
with increasing difference frequency. 

Fig. 2 shows the findings obtained for the four test frequencies in a sur
vey, both for single test tones (left) and difference tones (right). 

4. DISCUSSION 

aJ Tuning of PTCs as a function of test frequency 

It is surprising and inconsistent with almost all published data that the 
tuning increases with decreasing frequency rather than with increasing frequen
cy. Only Moore (1978) published certain similar results showing an increase in 
tuning of PTCs determined in a forward masking situation, with decreasing the 
t es t frequency from 6 to 1 kHz, whereas tuning degrades in a simultaneous mask
ing situation. How can we interprete this phenomenon? The following hypothesis 
shall be proposed. Unlike the usual decision criterion in the determination of 
PTCs which is the detection of the test tone, the criterion consistently use d 
throughout this investigation was the recognition of pitch of the test tone, 
irrespective whether single t es t tones or difference tones were tested. Reco
gnition of pitch, however, is a performance of higher levels of the auditory 
system. Prior to the pitch recognition, the acoustic information is subject to 
an additional filtering . A comparison made between PTCs obtained with e ither 
criterion clearly shows a considerable increase in tuning for the pitch 
criterion. 
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Fig. 2. Psychoacoustic tuning curves (PTCJ for single test tones (leftJ and for 
the corresponding difference tones (rightJ, taken from fig. 1. The extrapolated 
tip of the PTCs of di fference tones (intersection of the straight lines approx
imated to the low- and high-frequency slopesJ shifts with higher difference 
frequency towards lower intensity and higher frequency . 
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bJ Shift of the intersection of the straight lines fitted to both slopes 

The shift of the extrapolated tip in direc tion of lower l evel and highe r 
fr e quency is a very consistent finding. The de gr ee of shift increases with in
creas ing difference frequency because the separation between eliciting primary 
fr equencies and difference freq uency decreases. This inc reases the suppress ion 
effect of the masker on the primary tones and vice versa, diminishing the dif
ference tone amplitude . Hence , the shape of the resulting PTC is deforme d be 
cause the increased masker level suppr esses the level of the primary tones 
which reduce s the leve l of the dif fe r ence tone and shifts the PTC to lowe r in
tensity. On the other hand, decreasin g the masker level whil e the masker fre
quency approaches the test frequency exhibits the opposite effec t. This phenom
enon cannot be separ a t ed by a possible unmasking accompanie d with the inte r ac
tion between primary t one and maske r (Houtgast, 1973; O'Mall ey and Feth, 1979). 
The shift of the tip of PTCs of single t es t tones with lower test tone l eve ls 
to higher f r equenc ie s is a well - known finding inherent in simultaneous masking 
situa tions (e . g . Vo g t en , 1973; Moore, 1978). Hence , the described differences 
~n the shape of the PTCs of difference tones can be expla ined in the same manne-r . 

5. CONCLUSIONS 

The results obta ined in this pilot s tudy r evea l a simil a r behav iour of 
single t es t tones and diffe r ence t ones when a PTC i s determined. Diffe r ences 
found between both stimulus conditions are due to two-tone suppression and un
masking inher ent in simultaneous masking t echniques . The findings support the 
above mentioned hypothes is about origin and behav iour of di ffe rence tones. 
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ADDENDUM: DIFFERENCE OF THE SHAPE OF PSYCHOACOUSTIC TUNING CURVES, DEPENDING ON 
THE DECISION CRITERION 

M. Hoke 
Experimental Audiology , Ear , Nose and Throat Clinic, University of Münster , 
Federal Republic of Germany 

As reported in the above paper, a difference exists in the sharpness of 
psychoacoustic tuning curves (PTC) , depending on the d~cision criterion used in 
a simultaneous masking paradigm: detection of the test tone or recognition of 
pitch. The left panel of Fig. 1 demonstrates the findings, obtained for a test 
tone of 1000 Hz and 20 dB HL, in a normal hearing listener (M.H.). With the 
recognition of pitch as the decision cr iterion, the slope of the low-frequency 
skirt of the sharply tuned part is cons iderably steeper, whereas there is only 
a moderate increase in sharpness of the high-frequency slope. 

The right panel of Fig. 1 shows the corresponding results obtained from a 
hearing-impaired listener (J.G.) suffering from a moderate sensory hearing loss. 
Whereas the PTC, obtained with the detection of the test tone as the decision 
criterion, shows an almost total deterioration of tuning (cf. Wightman et al , 
1977; Zwicker and Schorn, 1978), the PTC determined with the recognition of 
pitch as the decision criterion again shows a considerable increase in tuning, 
especially of the low-frequency skirt of the sharply tuned part. Note that, in 
the vicinity of the test tone, even a subthreshold masker can disturb the re
cognition of pitch. 
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Fig. 1. PTCs for a single test tone of 1000 Hz and 20 dB SL, determined in a 
normal- hearing (left panel) and a hearing- impaired listener (right panel; dott
ed: normal measures for comparison; triangles: hearing threshold), with a si
multaneous masking paradigm. The symbols represent the means of the data obtain
ed from one listener in three different sessions. Decision criterion was the de
tection of the test tone (dots) and the recognition of pitch (circles) , resp. 
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Section IV 
Intensity Coding and Dynamic Range 

An essential and interesting question in auditory research is 
the neural coding of intensity information . It seems , among other 
things , to have relevance to the perception of loudness . This topic 
is all the more intriguing because the statistically determined 
dynamic range of individual auditory nerve fibres seems to be 
rather limited. The physiological and psychophysical bases for 
these matters , such as suppression effects, phase locking of audi 
tory nerve fibres , and the dynamic versus static response of fibres, 
are discussed . Thestudy of responses to multi - component or wide -
band stimuli is particularly provocative in this context , because 
the widening of neural excitation patterns cannot be used to code 
intensity, contrary to what is conceivable for narrow - band signals 
like pure tones . 

283 



SACHS et al . 

SUPPRESSION EFFECTS IN THE RESPONSES 
OF AUDITORY-NERVE FIBERS TO BROADBAND STIMULI 

M. B. Sachs, E . D. Young, T. B. Schalk and C. P. Bernardin 

Department of Biomedical Engineering, Johns Hopkins University 
School of Medicine, Baltimore , Maryland 21205 USA 

1. INTRODUCTION 

Two-tone rate suppression refers to a reduction in ave rage discharge rate 
to one tone by the simultaneou s presentation of a second tone (Sachs and Abbas, 
1 9 76 ); two- tone synchrony suppression is a reduction in the phase-locked re
sponse to one tone by presentation of another tone (Rose et al, 1974). Prop
e rties of two-tone suppression h a ve been related to underlying cochlear mech
anisms both by direct me asure ment (Rhode, 1977; Sellick and RusselI, 19 79 ) and 
by mathematical models (Hall, 19 77). There has been some uncertainty, however, 
as to what role (if any) nonlinear effects such as suppression play in the 
shaping of auditory-nerve fiber responses to more complex stimuli (M~ller, 

1 9 77; Evans, 1 978). In thi s paper we will present evidence that suppression 
does have a very importan t role in the a uditory-ne rve e n co ding of both band
limited noise and steady- s tate vowels. 

2. SOME PROPERTIES OF RESPONSES TO ONE- AND TWO-TONE STIMULI 

The e ffects of suppression on responses to complex stimuli will be illus
trated best by examining the growth of response (either average rate or some 
measur e of synchrony) as a function of stimulus level and th en comparing th at 
function with similar functions for two-tone stimuli. Before discussing re
sults for complex stimuli, we will therefore review some properties of rate 
versus level functions and synchrony versus level functions for one- and two
tone stimuli. 

Liberman (1978) and Kim and Molnar (1979) have recently demonstrated that 
auditory-nerve fibers may be divided into two or three populations on the 
basis of spontaneous rates . Units with spontaneous rates greater than 18 per 
s econd (high spontane ous group) have low thresholds to characteristic fre
quency (CF) tones which are within 5 dB of the ave rage high spontaneous thre
shold in any CF region. Units with spontaneous rates between .5 and 18 per _ 
second are on the ave rage 10 dB less sensitive than the high spontaneous 
units. Thresholds increase dramatically as spontaneous rate falls below 0.5 
spikes per second. Liberman therefore divides the remaining units into low 
(less than .5) and medium (be tween .5 and 18) spontaneous rate groups. 

Discharge rate versus l e vel functions for CF tones are monotonic increas
ing up to a saturation rate (Sachs and Abbas, 1976). Figure 1 shows that the 
shapes of these functions are related to spontaneous rate (and hence to CF 
threshold). The right column shows typical rate level functions for (from top 
to bottom) high, medium and low spontaneous units. One important measure of 
the shapes of these functions is dynamic range, defined as the range, in dB, 
over which rate increases from R +.l(R -R ) to R +.8(R -R );R is 
the spontaneous rate and R isS~he ma~~fuumS~ate pr5auced E~Ta t~ to~~. The 
dashed lines in Fig. 1 sho~Afhe dynamic ranges of the three units. For units 
of the same CF (in the same cat) dynamic range is an increasing function of 
threshold and consequently a decreasing function of spontaneous rate (Schalk 
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and Sachs, 1980). This rela
tionship between dynamic range 
and spontaneous rate is shown 
on the l e ft in Fig. 1 which 
contains histograms of dynamic 
ranges for fibers divided into 
the three spontaneous groups 
used by Liberman. 

Abbas and Sachs (1976) 
have studied a two-tone rate 
suppression situation which is 
directly relevant to the con
siderations of this paper. 
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They presented an excitatory 
tone at fiber CF and a suppres
sion tone at a frequency e ither 
above or below CF; the suppres
sing-tone level was fixed rela
tive to the CF tone level and 
slightly higher. Rate was 
measured as a function of the 
overall sound leve l of the two-

Fig. Z. Histograms of dynamie ranges for CF 
tones grouped by spontaneous rates and a 
typieaZ rate-ZeveZ funetion for eaeh group. 

tone stimulus. This condition 
i s qualitatively similar to that in which the overall level of aspectrally 
complex stimulus is varied while spectral shape is kept constant. Figure 2 
shows examples of the behavior seen with two tones. Rate to CF tones pre
sented alone (circles) and rate to a two-tone stimulus (triangles) are plotted 
versus stimulus level. The abscissa gives the level of the CF tone (top line) 
as weIl as the level of the suppressing tone (bottom line; always a fixed num
ber of dB more intense than the CF tone). For suppressing tones above CF 
(right side of Fig. 2) the rate-level function for the two-tone stimulus is 
similar to the functions for the CF tone alone, but is shifted to the right. 
The slope is slightly less for the two-tone case; at high levels a two-tone 
stimulus produces the same saturation rate as the CF tone presented alone. 
Thus, the amount of suppression, as measured by the difference in evoked rate 
for one- and two-tone stimuli, decreases as overall level increases in this 
case. The situation is quite different for suppressors below CF (Fig. 2, 
left) where the two-tone curves are frequently nonmonotonic. As the levels 
of the two components are raised together, rate first increases along the same 
curve as the rate to CF tone alone; at levels about 30 dB above threshold, the 
t wo-tone rate decreases. It is clear from Fig. 2 that effects of two-tone 
suppression for the suppressor below CF become stronger as sound level is in
creased. These differences between the functions for high- and low-frequency 
suppressors will be useful in identifying suppression effects with broadband 
stimuli. ~~p~6R~S~HC:R. 7 .0 kHz 

000 
0 0 ...... 

Two-tone synchrony suppres
sion has been studied by a number 
of investigators (Rose et aZ, 1974; 
Johnson, 1974; Arthur, 1976). In 
this paper we shall characterize 
the synchrony of a unit to any 
component of a multicomponent 
periodic stimulus in terms of the 
period histogram of the unit's 
response to that stimulus. The 
synehronized rate to a given com
ponent is defined as the amplitude 
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Fig. 2. Rate-ZeveZ funetions for one
(o's) and two- (A's) tone stimuli. 
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of th at component in the discrete 
Fourier transform of the period 
histogram. This number has the 
dimensions of spikesjsecond; it 
refleets both the degree of phase 
loeking to the component and the 
ave rage discharge rate of the unit 
(Kim and Molnar, 1979; Young and 
Saehs, 1979). 

Figure 3 shows an example of 
the dependence of synchronized rate 
to each component of a two-tone 
stimulus on the overall level of 
that stimulus. As in Fig. 2., one 
tone is at fiber CF; the suppres
sing tone frequency is less than CF 
and its level is fixed relative to 
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the CF tone level (suppressor 15 dB Fig . 3. 
greater). Synchronized ra te to the 

Synehronized rate versus level 
funetions. 

CF alone is shown by X's, to the CF 
in the two-tone combination by closed circles and to the suppressor by open 
cireles. At low overall levels of the two-tone stimulus, the synchronized 
rate to the CF tone approximates the value for the CF presented alone. At 
about the level where synchronized rate to the suppressor begins to increase, 
the rate locked to the CF in the two-tone stimulus begins to decline. As 
level is increased further, synchronized rate to the CF ultimately decreases 
to the noise level of the measurements. At high levels, this unit's response 
is dominated by the low frequency suppressor. The nonmonotonic behavior of 
synchronized responses to CF tones in the presence of lower frequency suppres
sors will prove to be a key sign of two-tone synchrony suppression effects in 
responses to vowels. 

3. RATE SUPPRESSION IN RESPONSES TO BANDLIMITED NOISE 

In Section 2 we have seen that 
there are strong differenees in the 
eharaeteristics of two-tone rate 
suppression for suppressing frequen
eies above and below fiber CF. In 
order to re late these differenees 
between high- and low-frequeney sup
pressors to responses to noise, we 
have measured rate-level funetions 
for bands of noise whieh are either 
eentered above CF and have their 
low-frequency cutoff at CF or are 
eentered below CF and have their 
high frequency cutoff at CF. 

Figure 4 shows rate-level fune
tions for broadband noise een te red 
above CF (6.' s) . The low-eutoff fre
queneies are set at fiber CF and the 
bandwidths are equal to unit CF. 
Data are illustrated for four fibers 
from one cat with CFs in the range 
9.5 to 10.5 kHz. CF rate level func
tions are also shown (+'s) and are 
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Auditory-nerve responses to broadband stimuli 

arbitrarily p laced on the abscissa 
as though their energy were spread 
over a 200 Hz band, with aspectral 
leve l given by the noise abscissa. 
(The sound pressure l eve l of the 
tone is thus always 23 dB greater 
than the noise spectral level.) The 
uppe r left graph shows a typical 
high spontaneous unit response; the 
lower left graph shows ·a medium 
spontaneous unit; the t wo right 
graphs are from low spontaneous 
units. For all but the high spon
taneous unit, the noise rate-level 
functions are considerably l ess 
steep than the tone functions. For 
the high spontaneous unit, the noise 
function deviates from that for the 
tones at l eve l s greater than 10-15 
dB above threshold. The dynamic 
range of the noise functions are 
all greater than those for tones. 
Clearly the d i fferences bet ween 
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w '14 6 26 46 66 
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LEVEL (dB SPU 
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Fig. 5. Rate- level functions for 
broadband noise below CF. 

dynamic ranges for noise and tones are greatest for l ow spontaneous units and 
least for high spontaneous units. It is not clear from the data in Fig. 4 
whether the noise produces a saturation rate as great as that produced by the 
CF tone. However, when we have been ab l e to drive a l ow spontaneous unit into 
saturation with broadband noise, the saturation rates to the noise and tones 
have been equal (Schalk and Sachs, 1980). 

Rate-level functions for broadband noise centered below CF are shown in 
Fig. 5 (A' 5) • The high- cutoff frequencies are set at fiber CF and the band
widths are equal to CF. An example of a high spontaneous unit response is 
shown in the upper l eft plot. The noise rate-leve l function is virtually in
distinguishable from the CF tone response (+'5). This is typical of high 
spontaneous units when noise is centered below CF . The dynamic range for 
noise below CF is approximately the same as that for CF tones. In the l ower 
l eft p lot an exampl e from a medium spontaneous rate unit is shown. Two ex 
amples from low spontaneous rate units are shown at the right. At low to 
moderate levels the curves are quite similar. However, at spectral levels 
above about 13 dB the noise functions appear ei the r to plateau at rates less 
than the saturation rate produ ced by the CF tone or to decrease with increas
ing spe ct ral l evel . 

It has been shown elsewhere that for large bandwidths, discharge rate is 
a decreasing function of bandwidth if spectral l eve l is held constant (Ruggero, 
1973; Schalk and Sachs, 1980). Thus, addition of e n ergy in bands farther from 
CF suppresses the responses to ener gy in bands near CF. The properties of 
this s uppress ion are striking l y similar to those of two-tone suppression. In 
particular, the differences in rate -level functions for suppressing tones 
above and be low CF are reflected in differences in rate-level functions for 
noise centered above and below CF . As in the two-tone case with suppressors 
above CF, rate-level functions for noise centered above CF increase monotoni 
cally toward the same saturation rate as that produced by CF tones (Fig. 4). 
For bands of noise centered below CF , on the other hand, rate-level functions 
for low and medium spontaneous units can either p lateau at rates less than the 
CF saturation rate or they can be nonmonotonic (Fig. 5). The similarities of 
the p roperties of rate - level functions for noise and t wo-tone stimuli l eads us 
to conclude that the mechanisms underl y ing suppress ion in the two cases are 
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the same. 

In all of our plots which compare noise and CF tone rate-level functions, 
the amount by which the ra te to noise is less than that to CF tones at any 
spectral level gives an indication of the strength of the suppression mechan
ism. From Figs. 4 and 5 the apparent effects of suppression are s trongest in 
the low spontaneous units and weakest in the high spontaneous units. We must 
be careful in interpreting this result, however. Notice in Fig. 5, for ex
ample, that the effects of suppression (the plateau in the noise functions) 
begin at a spectral l evel of about 13 dB for the medium and low spontaneous 
units. The high spontaneou s unit, on the other hand, saturates at a spectra 1 
level of -7 dB. It may weIl be that this saturation obscures the underlying 
suppression for these high spontaneous, low threshold units. Indeed , our 
noise data are weIl fit by a simpl e extension of the phenomenological model we 
have published previously (Sachs and Abbas, 1 9 76). In this model , the input 
to the final saturating stage is attenuated by a factor which accounts for the 
suppression. The dependencies on spontaneous rate (or threshold) shown in 
Figs. 1, 4 and 5 are weIl accounted for by assuming that the attenuation factor 
(suppression) is the same for all units of the same CF; only the excitatory 
threshold of the saturating nonlinearity need vary from unit to unit. Because 
low threshold, high spontaneous units are weI l into saturation at l evels where 
the attenuation (suppression) becomes important, they are not affected by it. 

4. RATE SUPPRESSION IN RESPONSES TO STEADY-STATE VOWELS 

One simple notion of how vowels are encoded at the l eve l of t he auditory 
nerve is that formant peaks in the acoustic spectrum of the vowel would result 
in peaks in a profile of discharge rate 
versus CF across the population of aud-
i tory-nerve fibers. These peaks would J. 

occur at p laces on the basilar membrane 0 / \/SPECTRUM 

11 / 13 / 76 
COMPENSATED IE: 

where CF corresponds to formant fre- ----. \'" r.. r\ 
quencies of the vowel. We refer to _/----.. :' " 
this as the "place-rate" scheme. We ,-- "" " ,'kJ \. 
have shown that the shapes of such ''-,.; 
rate-versus-CF profiles are deter- \!1,. 
mined by a nurnber of factors including 1.0 ® 750"-._/ " J"" 

audi tory-nerve tuning, rate saturation ~ '\;'\'_<~')----"\,,,, \ 
and two-tone suppression (Sachs and ~ 5Sda ••• ~.// ~ '. , 

Young, 1979). In this section we will ~ 0.5 '.<v"\ 

o 

:< 

-20 ~ 
a. 

-40 

illustrate the role played by two-tone ~ '5Oa \_, ' 

suppression. Figure 6A shows the spec- g 0.01--~-~~~~~,-----~-~~'..;'~_-.-, 
trurn of a synthesized steady-state 0.1 

vowel IE/ , compensated to account for 
the transfer function of the human ex
temal ear (principally a resonance 
near 3 kHz). The first 3 formants of 
the vowel are .512, 1.792 and 2 .432 w 

I-

kHz and the spectrum shown was measured ~ 

at the eardrum of the cat. Figure 6B ~ 

shows the ave rage value of normalized ~ 

·rate in response to this vowel, plotted ~ 
versus characteristic frequency for the Z 

sample of 269 units recorded in this 
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cat. Normalized rate is obtained by 
subtracting spontaneous rate from the 
total rate and dividing by saturation 
rate minus spontaneous rate. The 
ave rage curves shown are the result 

Fig. 6. Spectrum (A) and rate pro
files (B) for compensated IEl. (c) 
and (D): Sample rate-level functions 
from which (B) was calculated. 
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of a moving window average of data from units over a CF range of 0.25 octaves; 
a triangular window was us e d. Plots are shown for three levels of the vowel. 
The rate profile for 35 dB shows clear peaks in the region of the first three 
formants of IEl . At 55 dB, peaks can still be distinguished at the first for
mant frequency and in the r egion of the second and third formants. At this 
level the peak near the first formant has reached saturation (normalized rate 
equal to about 1.0). This saturation is shown in rate versus l e v e l plots for 
individual units with CFs ne ar the first formant in Fig. 6C. As level is in
creased, those units with CFs between the first and second formants begin to 
respond with greater rates (compare the 35, 55 and 75 dB curves in the fre
quency region between the first and second formants in Fig. 6B). As these in
t e rmediate units increase the ir discharge rates between 35 and 55 dB, units in 
the second/third formant peaks show only a slight "increase in rate . Between 
55 and 75 dB the height of the s econd/third formant peaks actually declines 
s lightly, while rates of units with CFs between the formants continue to grow. 
The result i s the disappearance of formant peaks at this level. Rate-versus
l eve l functions for many units with CFs in the region of the second and third 
formants (Fig. 6D) are nonmonotonic. That is, rate increases with level up to 
about 55 dB SPL and then declines. This rate-level behavior is strikingly 
like that observed in two-tone suppression for suppressing tones below CF (Fig. 
2) and for noise bands centered below CF (Fig. 5). Units with CFs between the 
first and second formant frequencies do not appear to show this nonmonotonic 
behavior (see Sachs and Young, 1979). The result of the nonmonotonic behavior 
of rate functions in the second and third formant region is that ave rage rate 
at those frequencies is greater than ave rage rate in the region between the 
second and third formants at low levels, whereas the opposite is true at high 
levels. In an earlier paper (Sachs and Young, 1979) we concluded that the 
mechanism of two-tone suppression is the same as the mechanism underlying the 
nonmonotonic rate -level functions of units in the second/third formant peak. 
Thi s conclusion was based on the qualitative and quantitative similarities be
tween two-tone rate plots (Fig. 2) and vowel rate plots (Fig. 6D). Thus, in 
terms of the place-rate scheme, the effect of two-tone suppression is not to 
sharpen the formant-related peaks as had been suggested (e.g., Houtgast, 
1974), but rather to hasten the loss of a separate peak in the second/third 
formant region. 

5. SYNCHRONY SUPPRESSION IN RESPONSES TO STEADY-STATE VOWELS 

The loss of for
mant peaks in rate pro· 
fil e s led us to examine 
how spectral in forma
tion about vowels might 
be encoded in fine tem
poral properties of 
auditory-nerve fiber 
responses rather than 
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tions of auditory-nerve 
fibers (Young and Sachs, 
1979). Period histo- Fig. 7. Avel'age loaaZized synahronized l'ate vs. CF 

and typiaal synahronized l'ate vs. level funations. 
grams for responses to 
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vowels we re eomputed for a large population of fibers in the same cat. From 
Fourier transforms of these histograms, synehronized rate was extraeted for 
eaeh component of the stimulus . The vowels used had a pitch period of 128 Hz ., 
so that all eomponents were harmonies of 1 28 Hz. The top of Fig. 7 summarizes 
the populati on response for the eompensated /E/ used on 11/13/78. The p lots 
show the synehronized rate to eaeh harmonie of the stimulus averaged over 
units with CFs within +0.5 oetave of the harmonie's frequeney. This averaged 
localized synchronized-rate is plotted as a funetion of the harmo nie frequeney 
in Fig. 7. In these p lots, presumed distortion produets have been removed 
aeeording to an algorithm given previously (see Young and Saehs, 1979). The 
plots show the average synehronized response at a partieular harmonie of the 
stimulus in the r egion of the cochlea where response to th at frequeney is ex
peeted to be maximal. As sueh, they refleet a combination of ra te (the higher 
the average rate, the higher the synehronized rate in spikes/sec), plaee (only 
those units wi th CFs ne ar the harmonie are averaged) and periodieity in forma
tion. 

The similarity of these p lots to the spectrum of this vowe l is elear. 
Notiee partieul arl y peaks at the first three vowel formants remain prominent 
e ven at the highest level; at this leve l there are no peaks in the rate pro
file (Fig. 6) . Close examination of Fig. 7 reveals that suppression of re
sponses to harmonies whieh are not r e lated to the formants is erueial in main
taining the formant peaks in this neural r epresentation of the vowel. The 
ave rage loealized synehronized rate to these harmonies is less at 75 dB than it 
is at 35 dB. The suppression of responses to these harmonies allows the main
tenanee of loeal maxima at the formant freque neies. The suppression is shown 
at the single unit l evel in the l ower three graphs of Fig. 7. The unit on the 
l eft has a CF near the seve nth harmonie of the vowel. The response of this 
unit to harmonie seven eontributes to the seventh harmonie point in the aver
age loealized synehronized rate p lot. lts seventh harmonie response (X's) 
grows with l evel to about 45 dB SPL and then deereases a t higher l eve ls. The 
response of this unit is dominated by the lower frequeney fourth harmonie 
(first formant ~requeney) shown by the filled eireles. The unit in the center 
graph has a CF near harmonie 14 (seeond formant frequeney); its response to 
harmonie 14 (filled eireles) inereases with l evel up to about 35 dB SPL and 
remains approximately constant at higher l evels. The unit in the right graph 
has a CF near harmonie 16, midway between the seeond and third formants. lts 
response to harmonie 16 eontributes to the harmonie 16 (2.048 kHz) point in 
the upper graph; thi s response (X's) inereases up t o 25 dB SPL and deereases 
with l eve l above 35 dB SPL. The response of this unit is dominated by re
sponses to the seeond formant (harmonie 14) shown by the filled eireles. If 
the growth of the responses to harmonies seven and 16 (and other non-formant 
harmonies) seen at low l evels were to continue at high l eve l s , their responses 
would beeome eomparable to the responses to the formants and obliterate the 
formant peaks shown so elearly in the top graph. 

Synehrony grows monotonieally with sound l evel for single-tone stimuli 
(Fig. 3 ; Arthur, 1 976; Johnson, 1974; Rose et al, 1974). Thus, the nonmono
tonie growth of synehronization to harmonies not related to formants in Fig. 
7 mus t refleet suppression by formant frequeney energy. This nonmonotonie 
growth of responses to near-CF frequeneies in the presenee of lower-frequeney 
tones is strikingly similar to the behavior seen in similar t wo-tone synehrony 
suppre ssion situations (Fig. 3). 

6. CONCLUSIONS 

Our r esults show that for both bandlimited noise and periodie vowels, 
eoehlear frequeney analysis at high sound leve ls is highly nonlinear. Effects 
similar to t wo-tone rate suppression and two-tone synehrony suppression play 
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a major role in shaping the resp onses to these stimuli . 

Supported by a grant from the NationaZ Institute of NeuroZogicaZ and Communi
cative Disorders and Stroke 
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eOMMENT 

eOMMENT ON: "Suppression effects in the responses of auditory-nerve fibers to 
broadband stimuli" (M.B. Saehs, E.D. Young, T.B. Schalk and e.p. Bernardin) 

R.S. Tyler 

M. R.C. Institute of Hear ing Researoh, 
University Park, University of Nottingham. 

We have observed a psyehophysieal nonmonotonie growth of masking that is 
remarkably similar to the physiologieal nonmonotonie growth of synehroni
zation described by Sachs et al. We used vowel maskers and tonal signals 
to determine vowel masking patterns with simultaneous masking (SM) and pul
sation-threshold (PT) teehniques (Tyler and Lindblom, 1980). In one para
metrie manipulation of vowel level, the vowel lel (F = 120 Hz, Fl = 375 Hz, 
F = 2060 Hz, F = 2560 Hz, F4 = 3400 Hz) was presen~ed at 55.5, 70.5 and 
8~.5 dB SPL. ~he signal thresholds in the region of the higher formants as 
a funetion of frequeney (in Bark) are shown in Figures 1 and 2 for the SM and 
PT teehniques. The formants appear more elearly defined in the PT patterns 
than in the SM patterns. Note the striking nonlinear inerease in signal 
thresholds in the PT patterns when the vowel level is inereased. This may 
be a manifestation of the suppression of the F

2 
- F

4 
reg ion by the more 

intense Fl formant, and the interaction of suppressLon and exeitation effects 
among the higher formants. How.ever, until we learn more about the PT 
teehnique and its interpretation, we must be eautious about eomparing pyseho
physieal and physiologieal data . 
Tyler, R. S., and Lindblom, B. (1980). Simultaneous - masking and pulsa tion-
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ON THE SIGNAL PROCESSING POTENT lAL OF 
HIGH THRESHOLD AUDITORY NERVE FIBERS 

J.L. Goldstein 
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Tel-Aviv University , Ramat-Aviv, Israel 

Siebert (1968, 1970) discovered that neural time synchrony found in the 
auditory nerve for low frequency stimulus tones potentia lly offers far more 
precision in measuring stimulus frequencies than average r a te responses (i.e., 
spike counts). In our preceeding meeting at Keele, I reported that optimum 
processing of interspike interval times from single auditory-nerve fibers 
correctly predicts the dependencies of psychophysical frequency measurement 
upon frequency and duration (Goldstein and Srulovicz, 1977). This basic find
ing constitutes quantitative evidence in support of mona ural processing of 
neural timing information. Qualitative evidence for the same conclusion had 
previously been drawn from the saturation of average neural r ate for sound 
levels 20-40 dB above threshold and the preservation of complex spectra by 
neural timing (Kiang', 1965; 1968; Rose, et al , 1967; 1971). This qualitative 
evidence, suggesting the necessity for the use of neural timing, has been cha
llenged by the recent dis cover y of auditory-nerve fibers with low spontaneous 
activity and a broad scatter of high thresholds (Kiang, Liberman and Levine, 
1976; Liberman and Kiang, 1978; Liberman, 1978; Kim and Molnar, 1979). On the 
other hand, the quanûtative predictions in support of monaural use of neural 
timing are essentially unaffected by the new findings . 

Sachs and Young have recently provided a direct physiologica l demons tra
tion of the relative superiority of timing information for representing complex 
spectra, in support of earlier theoretical conclusions (Sachs and Young, 1979; 
Young and Sachs, 1979). Still lacking , however, is the quantification of the 
signal processing capability offered by the high threshold fibers when average 
rate alone is used as the measure of response. Towards this end, I have 
modified Siebert's 1968 model of auditory-nerve rate processing to incorporate 
salient aspects of the new data on high threshold fibers . 

1. IDEALIZED RATE MODEL OF AUDITORY PROCESSING 

Figure 1 presents an idealized model of auditory processing based upon 
average rate, which includes fibers with saturating ra te functions having high 
and low thresholds. Beyond nonlinear saturating rate functions operating on 
the root mean square (RMS) response of the filters, no attempt was made to in
corporate known aspects of cochlear nonlinearity. The bandpass filters are 
linear, time-invariant approximations to auditory-nerve timing curves with 
transfer functions of the form given in eq. 1 (e.g., Goldstein, Baer and Kiang, 
1971; Goldstein, 1974). 

H(f ,f) 
c 

where f 
c 

S 
AO(f/f ) 1 

c S 

AO(fc/ f ) 2 

f < f 
c 

f > f 
c 

characteristic frequency of the fiber, AO 

(1) 

-1 
8.75 ~bar ,SI = 10 
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Fig . 1. Average rate model of auditory processing including high and low 
threshold fibers . 
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and S2 ' = 30. 
The response of the RMS rectifier at the characteristic frequency f to 

a complex tone signal is taken to be the time invariant form given in eq.c 2 • 

RMS(f ) = lIra. H(f ,L)]2 (2) 
c . 1 C 1 

1 

where A. and f. are the amplitude and frequency respectively of a component 
tone in1the coàplex signal. 

A single function with a variabIe threshold parameter is used to charac
terize the expected rate response of the Poisson pulse generators, as given in 
eq. 3 (Goldstein, 1974). 

R(f ) =(r - r ){l-exp-a·RMS(f )} + r , c m s c s 
(3) 

where rand rare the maximum and spontaneous rates respectively and a is a 
threshoïd para&eter distributed between 0 and 1. A ra te function typical for 
low threshold fibers is obtained with the parameter values r m 200 pulses/sec, 
rs = 65 pulses/sec and a = 1. These parameter values were used for all low 
threshold fibers. 

Insufficient data are available in published reports to describe a 
typical rate function for high threshold fibers. Therefore, I have taken the 
conservative position of erring in favor of rate processing by using the rate 
function in eq. 3. The parameter values for the high threshold fibers are 
r = 125 pulses/sec, rs = 0 and a is distributed uniformly with loga over the 
r~nge 2 < I/a < 256. Thus, the thresholds of the high threshold fibers are 
6 to 48 dB higher than those of the low threshold fibers (Liberman, 1979). 

The tot al fiber population is taken as 30,000 units (Rasmussen 1940), 
distributed uniformly with the logarithm of characteristic frequency between 
20 and 20,000 Hz. Three quarters of th is total comprise the low threshold 
popula tion, and the remainder comprise the high threshold population (Liberman 
1978; Kim and Molnar, 1979). 

Finally, ideal counters with limited memory time T collect the Poisson 
pulses and supply the optimum central processor with the whole fiber array. 
A form of central critical band constraint is imposed on the central processor 
by restricting its information processing to fibers having characteristic fre 
quencies within a critical band of a measured frequency. The parameter values 
used for the memory and critical band are 100 ms and 0.15-f (15%) respectively. 
Except for the central critical band and the high threshold fiber population, 
the model is essentially the same as introduced by Siebert (1968). 

2. PRECISION IN FREQUENCY MEASUREMENT OF A COMPONENT TONE 

Predictions by the model with complex tone signals were investigated. 
Figure 2 gives the prediction on precision of frequency measurement (same for 
discrimination or estimation) as a function of sound level for the center com
ponent of a three-tone signal The contribution of the high threshold popula
tion of fibers is dramatic in overcoming the limitation of saturation. Be
yond about 50 dB SPL the predicted precision is dominated by the high thres
hold fibers, while the low threshold fibers become ineffective. The large 
contribution of the minority population results from their very low spon
taneous rate. 

The critical band constraint on the central processor has essentially 
no effect on this prediction. Allowing the central processor to gather in
format ion from all auditory nerve fibers provides no significant improvement 
of the precision in frequency measurement of the center tone. This is be
cause the lower (1 .2 kHz) and higher (1.6 kHz) frequency tones mask the re
sponse to the center tone at characteristic frequencies below and above the 
center tone frequency of 1 . 4 kHz. On the other hand, the critical band 
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constraint has a significant influence on predictionsfor frequency discrimina
tion of the lower and higher frequency tones, because the lower and higher 
edges of the response profile can provide useful information from the low 
threshold fibers at all sound levels, as shown by Siebert (1968). With the 
critical band constraint however, the predicted frequency discrimination for 
the "edge" tones is only very slightly bet ter than for the center tone. 

3. RESPONSE PROFILES FOR LOW AND HIGH THRESHOLD POPULATIONS 

Expected rate as a function of characteristic frequency for populations of 
nerve fibers were calculated for the same three-tone stimulus at various sound 
levels. These expected response profiles, shown normalized relative to maxi
mum rate in Fig. 3, qualitatively demonstrate that the high threshold popula
tion preserves spectral detail over a much broader range of sound levels than 
the low threshold population. For example, at 66 dB SPL the latter is useless 
for conveying spectral detail. 

Since the maximum total rate of the low threshold population is nearly 
five times greater than that of the high threshold population, summing the 
rates of the two populations greatly degrades the spectral detail available 
from the high threshold population. This is illustrated by the normalized sum
med response profile for 66 dB SPL. Of course the summed response is not op
timal for preserving stimulus information available from individual fibers. To 
preserve stimulus information optimally, only responses from fibers with simi
lar thresholds may be added. Thus the response profile for the low threshold 
population is an optimal representation, but this is not true of the high spon
taneous population. (In reality even the former departs somewhat from optimal
ity, because neither the spontaneous rate nor threshold is uniform within the 
population - in contrastwith the model approximation.) 

Independently of optimality, the basic limitation on detecting spectral 
detail in experimentally measured reponse profiles is the random fluctuation 
of the fiber responses. Since the variance of a Poisson count is equal to 
its mean, one can in principle extend the observation time as weIl as integrate 
across characteristic frequency to achieve any desired precision. For example, 
we might require that the expected peak-to-minimum be twice the standard devia
tion of the measured response profile, so that detection of the two percent ex
pected fluctuation in the summed response profile would require an integrated 
count of about 10,000. 

4. FREQUENCY DISCRIMINATION VS. DURATION AND FREQUENCY 

The key to evaluating the relevance of processing neural ra te or neural 
timing is the predicted behavior as a functión of signal parameters, as these 
predictions can be compared with psychophysical data. Based upon calcula
tions already presentecl by Siebert in 1968, one can show that the predicted 
frequency discrimination approximately obeys the proportionality given by eq.4. 

(4) 

where the duration , equals the counting time T of the ideal counter when sig
nal duration exceeds T, otherwise , is the signal duration. The remaining par
ameters are defined in eqs. 1-3 and their dependence upon frequency is do cu
mented (Liberman, 1978; Goldstein, Baer and Kiang, 1971). In contrast with op
timum processing of interspike interval time, optimum processing of rate does 
not predict known trends of psychophysical frequency measurement as a function 
of frequency and duration (Goldstein and Srulovicz, 1977). 
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5. DISCUSSION 

The conclusion I draw from this study of the potential contribution of 
high threshold fibers to neural processing of average rate is that it is very 
difficult if not impossible to prove the negative conclusion that neural rate 
processing is untenable because of saturation. Obviously, if the high thres
hold population did not exist at all, then the model presented here would fail 
completely at high sound levels. However, that negative finding would force 
one to consider the details of cochlear nonlinearity (e.g. Sachs and Young, 
1979). Short of that one could argue that the high threshold population has 
been too generously endowed in the model, particularly with a rate function 
that has a similar dynamic range as low threshold fibers. Yet if the inade
quacy of neural ra te processing under optimum conditions can be proved, the 
present study indicates that the failure would be marginal. Cognizant of in
tra-species differences (Liberman, 1978) as weIl as inter-species differences 
(Furst and Goldstein, 1980), a marginal failure would appear ambiguous. There
fore in my judgement the case for monaural processing of neural timing is ar
gued by the positive evidence for it, namely the superiority of timing infor
mation in representing auditory signals (Siebert, 1970; Sachs and Young, 1979; 
Young and Sachs, 1979), and the success of optimum processing of interspike 
intervals in accounting for parameter dependence in human psychophysics of 
frequency measurement (Goldstein and Srulovicz, 1977). Our further studies at 
Tel-AViv, which must be detailed elsewhere, add to this positive evidence (Nu
del ; 1977; Srulovicz, 1979). 

6. SUMMARY 

A model of monaural neural processing based on average rate that incorpo
rates recent data on high threshold fibers is presented. This model provides 
baseline predictions for evaluating the potential benefits of the high thres
hold units for overcoming the limitations of average rate saturation in indi
vidual nerve fibers. The model successfully overcomes the limitations of ra te 
saturation and provides the signal information required by hüman frequency 
measurement. In contrast with processing of neural timing however, the model 
provides no direct account of the dependence of human frequency measurement on 
signal frequency and duration. It is concluded that human frequency me as ure
ment is served by monaural processing of neural timing, while ra te may serve 
some other functions (e.g. Goldstein, 1974; Teich and Lachs, 1979). 
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1. INTRODUCTION 

How the peripheral auditory system encodes the level of individual and mul
tiple stimulus components over the ear's substantial dynamic range remains a 
serious problem (Kiang 1968; Evans, 1975, 1977ab, 1978ab). For the great majo
rity of fibres in the cochlear nerve, the distribution of their thresholds and 
their dynamic ranges (in terms of mean dis charge rate between spontaneous and 
saturated activity) are restricted to some 20dB and 30-60dB respectively at any 
given characteristic frequency (CF). Various solutions to this problem have 
been proposed. 
(a) For single component stimuli, it has been assumed that the wide psychophy
sical dynamic range is accommodated by the spread of neural activity to unsatu
rated fibres of adjacent CF (e.g. Allanson & Whitfield 1956). This scheme 
could not account for the intensity coding of multiple component signals of 
high level. Furthermore, the fact that the level of stimuli can be dis crimina
ted over a wide dynamic range in the presence of simultaneous low and high pass 
masking (Viemeister, 1974; Hellman, 1974; Moore & Raab 1975; Pick, to be publi
shed) strongly suggests that spread of neural activity is not a neceBBary condi
tion for the discrimination of the level of single components. Under the latter 
conditions, Evans & Palmer (1975) found units in the dorsal cochlear nucleus 
capable of signalling, by substantial changes in their mean discharge rate, dif
ferences in the level of a signalover a very wide dynamic range. This occurs 
by virtue of the lateral inhibition, characteristic of these celIs, 'biassing' 
their dis charge rate below saturation, in a manner similar to that found in the 
retina (llerblin, 1972). The. nature of the input to these cells, however, is not 
clear. Under the same conditions, cochlear fibres have a restricted dynamic 
range or exhibit very slight changes in mean discharge rate as a result of lat
eral ('two-tone') suppressive effects (Palmer & Evans to be published). Simi
larly extended and restricted dynamic ranges for comb-filtered noise stimuli, 
have been found in dorsal cochlear nucleus (Evans, 1977b) and cochlear nerve 
respectively (Evans 1977b, see also Narins & Evans, this volume). 
(b) Not all of the cochlear fibres, however, may be saturated at high stimulus 
levels. In the first place, some fibres are encountered in apparently normal 
cochleas with thresholds substantially higher than the generally restricted dis
tribution (Evans, 1972; Liberman, 1978). In the former study at least, however, 
these fibres showed, in their broad tuning, evidence of cochlear pathology. 
Such fibres therefore could not easily serve to convey information on the level 
of closely separated stimulus components. In the second place, fibres with nor
mal thresholds but with dynamic ranges in excess of 60dB have been reported 
(Sachs & Abbas 1974). However, the proportion of such fibres in our own mater i
al is small; being 10% having dynamic ranges in excess of 60dB and 5% in excess 
of 70dB (Palmer & Evans, 1979). Furthermore, the change in spike rate per dB 
of stimulus level change for these fibres, above 60dB SPL, was less than one 
quarter that near threshold. Interestingly, the majority of these fibres have 
spontaneous discharge rates below l5sp/s, and there is an inverse relationship 
between spontaneous rate and dynamic range (Evans & Palmer, 1980b). 
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(c) Dynamie range measured with steady tones may not be representative of that 
for rapid changes in level (Yates 1978). In cat cochlear fibres, we have not 
found this to be the case, at least comparing the dynamic range for signalling 
amplitude modulation above 100c/s, with that for 100ms steady tones (Evans & 
Palmer 1980a). (For tones as long as tens of seconds, however, theclynamic 
ranges can be more restricted than those for shorter tones, see results below). 
(d) The information on the level of (low frequeney) stimuli could be conveyed 
in the degree of synchronization ('phase-loeking') of spikes to the stimulus 
waveform (e.g. as suggested by ~1oore, 1977). It is known that the 'threshold' 
of a coehlear fibre's 'phase-locking' response to a low frequency tone can be 
at least l3dB below that of its mean dis charge rate (P~se et al, 1967). How
ever, what data hve been available on the degree of phase-locking as a function 
of level (e.g. Rose et al 1971) did not support the suggestion that this para
meter exhibited an extended dynamic range (Evans, 1970a, fig. 8). The present 
study specifica11y examines this question, using three mcasures of the degree 
of phase-1ocking. 

2. HETHODS 

The activity of single fibres in the coch1ear nerve of pentobarbitone an
aesthetized cats was recorded with micropipettes using methods of physio1ogica1 
and stimulus control, and respo~se ana1ysis, detai1ed in Evans (1979). Stimuli 
were presented by Bruel & Kjaer 4134 microphone used as a driver (with compen
sation for distortion) in a .c1osed system with bu1la intact but vented. The 
sound pressure level was monitored by probe tube microphone at the tympanie 
membrane. 

Period histograms were eonstructed from three consecutive 105 periods 
(with Ss intervals) of continuous stimu1ation with tones at the CF of each 
fibre, using a Datalab DL 4000 computer and bin widths ranging from 10~s to 
250~s. Period histograms were obtained at successive1y higher stimulus levels, 
at 10dB intervals. 

The coefficient of synchronization (Rose et al 1967) and vector strength 
(Goldberg & Brown 1969; Buunen & Rhode, 1978), were computed from the period 
histograms. Absence of synchronization yie1ds va lues of 50% and 0 respective1y; 
100% sinusoida1 modu1ation of discharge rate, va1ues of 81.8% and 0.5; . half-wave 
rectified sinusoida1 modu1ation, 100% and 0.79, and perfect, 'jitterless' synch
ronization, 100% and 1 respective1y. The amplitude of the fundament al Fourier 
(CF) component of the period histogram was also computed (from the vector 
strength and mean discharge rate). 

Interspike interval histograms were computed on the same data used for the 
period histograms, and therefore represent histograms in response to a total of 
305 stimulation at the CF. Bin widths were lfO~S. 

Rate-leve1 fun~tions for shorter duration (10Oms; 5ms rise and fall; 3/5) 
CF tones were also determined using a randomised sequence of stimulus levels 
at 2-4dB intervals, and averaging the resu1ts from 16 samples at each tone level 
(as in Palmer & Evans, 1979). A Hamming window of l6dB was employed to cons
truct a smoothed function (continuous 1ine) through the data points (open 
circles) in Figs. 1-3. 

3. RESULTS 

Data were obtained on single fibres with CFs ranging from 0.157-3.0lkHz. 
Fig. 1 shows the variation of the three indices of synchronization, with stimu
lus level, together with the discharge rate to long-term duration (3 x lOs) and 
short duration (10Oms) tones, at CF, for a fibre with intermediate CF of 1.96 
kHz. Figs. 2 and 3 represent data from the extremes of CF, for CFs of 0.157 
and 3.01kHz and at low and high spontaneous rates, respective1y. The interspike 
interval histograms corresponding to the period histograms of Fig. 1 are shown 
in Fig. 4. 
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tions can be ~de:-
(i) The 'threshold' for significant phase-locking in all spontaneously active 
fibres occurred at a significantly lower sound level than the mean discharge 
rate threshold. The difference ranged from 5-20dB. providing the spontaneous 
discharge rate was sufficient to allow the phase-locking 'threshold' to be dis
cerned, the diffarence did not appear to be related to the magnitude of the 
spontaneous discharge rate. Thus, the difference between phase-locking and mean 
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rate thresholds is larger for the fibre of Fig. 1 (spontaneous rate of 2/s) than 
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that of a fibre with a spontaneous discharge rate of 60/s (difference of 10dB). 
(ii) The tue indices of synchronizatlÎ.on, coefficient of synchronization and vec
tor strength, both saturate at louer levels than the mean discharge rate under 
the san~ conditions. In some cases, the degree of phase-locking saturated with
in 10dB of discharge rate threshold (e.g. Fig. 1) and 20-30dB be10w the level at 
which the mean discharge rate saturated (Figs. 1,2,3) . 
(iii) The interspike interval histograms do not show c1ear periodicity unti1 
sound levels are reached 10-20dB above the rate thresho1d. No parameter of 
these histograms is evident which would serve to convey information on the 
level of the stimulus above saturation of the mean discharge rate. 

(b) Mean discha:roge rate, stimulus level and duration. It is of interest 
to note that there is, in many cases, a systematic difference between the rate
level functions for long (3xlOs) and short (lOOms) duration tones (continuous 
1ines through the solid and open circles respective1y in Fig. 1~3). In most 
cases, adaptation and 'order effects' become apparent for the lOs stimuli at 
the higher stimulus levels, so th at non-monotonie, rate level functions occur, 
i.e: having a 'turn-over' of the functinn at high levels, (e.g. Figs. 1,3). 
These have not been seen when the functions were determined using short duration 
«<ls) stimuli, using randomisation of the sequence of levels. These effects 
of long duration tones are accompanied in some cases by reduction in the dynam
ic range compared with that for short duration tones and random sequence of 
presentation, as in Figs. 1,2 and 3. The difference can amount to as much as 
30dB (Fig. 1). 

5. DISCUSSION 

In principle, discharge periodicity, at least as measured by the period 
histogram. can extend the dynamic range cf cochlear fibre response to substan
tia1ly lower levels of stimuli than the mean ra te of discharge. However, it is 
not c1ear how such periodicity is accessible to the nervous system, compared 
with interspike intervals which appear surprisingly unpromising as a means of 
conveying information on stimulus level (Fig. 4). 

Certainly. these results confirm the view (Evans 1978a) that the degree of 
synchronization of spike discharges cannot signa1 the level of a stimulus above 
saturation of the mean discharge rate. In fact. in most fibres the degree of 
synchronization reaches its maximum at levels we11 be10w those saturating the 
fibre's mean discharge rate. This finding, a1though obtained independent1y, 
is consistent with the report of HcGee, Ualsh, & Jave1 (1979) in coch1ear 
fibres and cel1s in the anteroventra1 cochlear nucleus. Thus the information 
which is accessib1e to the investigator in the period histogram does not appear 
to be the solution to the prob1em of how intensity is coded over a wide dynamic 
range at the coch1ear nerve level. Of course, it is possib1e that these data, 
obtained with long duration continuous stimu1ation for reasons of convenience 
in computing the period histograms, may not be representative of the situation 
at the more appropriate, short, tona1 durations. 

The amplitude of the fundament al fourier component of the period histogram, 
being related to the product of the vector strength and the mean discharge rate, 
does of course represent the discharge 'parameter' having the widest dynamic 
range: the appearance of significant phase-locking being responsib1e for the 
lower limit of the dynamie range and the saturation of mean dis charge rata,the 
upper. 

It is possib1e that other statistics of impu1se periodicity cou1d be uti1-
ized. e.g. as suggested elsewhere (Goldstein & Sru10vicz, 1977, 1978, Evans 
1977a,b, 1978a). 

Three further points may be made in connection with dynamic range prob1em. 
The first is that the results reported here bear on1y on the question of how the 
level of single component stimuli might be coded at coch1aar nerve level. It 
is possib1e, and seems imp1icit in the data of Young & Sachs (1979). that the 

' level of components in a multicomponent stimulus relative to one another cou1d 
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be signalIed by the reZative amplitudes of the appropriate phase-locking para
meter. 

Secondly, it is becoming increasingly evident that a small proportion of 
cochlear fibres, particularly those with low spontaneous discharge rates, not 
only tend to have somewhat higher thresholds than the majority (Kiang et al. 
1965; Kiang et al 1970, 1976), but have wider dynamic ranges (Evans & Palmer 
1980b) and exhibit more vigorous 'two-tone' (lateral) suppression effects (Sachs 
& Young, 1979) making them possible. if infrequent (about 10%). candidates for 
signalling. even in their mean discharge rate, the level of signal components, 
particularly the relative level of components in a resolveable multicomponent 
complex. 

Thirdly. it may be necessary to qualify the extent of the psychophysical 
dynamic range with which the physiological data are being compared. Caution 
may be required in comparing conclusions drawn from psychophysical measurements 
on awake human subjects with intact middle ear and efferent neural systeros 
against those from experiments on anaesthetized animaIs, where the effects of 
the descending control systeros are eliminated. In fact there is evidence that 
the dynamic range for multicomponent stimuli, such as speech, may be more rest
ricted than at first sight appears. While experiments indicated that speech 
could be understood with little loss in intelligibility at levels in excess of 
90dB above the threshold for the speech (Fletcher, 1953; Pollack & Pickett. 
1958). some deterioration does occur at very high levels (95-l05dB SPL) at 
least in the discrimination of features of synthetic vowels (Danaher et al 1973) 
and this may relate to the observations of deterioration in frequency select i
vity at levels of about 70dB SPL, as shown psychophysically (Scharf & Heiselman, 
1977; Pick. 1977, 1980) and physiologically (Evans 1977b; M~ller, 1977). In 
patients lacking normal middle-ear protective mechanisms. moreover. deteriora
tion in speech intelligibility has been reported to occur at levels above about 
80dB SPL (Borg & Zakrisson. 1973; Jerger and associates, personal communication, 
1979). 
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ADDENDln1 TO 'Phase-locking' of cochlear fibres and the problem of dynamic 
range. 

E.F. Evans 
Department of Communioation & Neuroscience~ Univepsity of xeeLe~ xeeLe~ Staffs. 
ST5 5BG~ U. K. 

The ebove findings indicated th at the degree of phase-locking of a single 
cochlear fibre saturated at a too low level for it to code for stimulus level. 
However, the suggestion was made that the coding of the level of coeponents in 
a multicomponent stimulus peLative to one anothep might not be subject to the 
same limitations of saturation. This has been tested by examining the respon
ses of cat cochlear fibres, with CFs ranging from 0.43-3.8kHz, to ten-component 
harmonic complexes. 

The complexes contained the second to eleventh harmonies, at equal levels, 
of a fundamental (75-400Hz) chosen so that the fibre's CF lay approximately at 
the arithmetic mean of the frequencies of the components. The cornplexes were 
generated numerical1y on-1ine to the experiment with sampling rate of 10kHz 
and LP filtering at 4-6kHz (48dB!oct). The comp1exes were presented for 3 con
secutive lOs periods (with 5s intervals) at each level, in ascending and desc
ending series of 10-20dB steps with interleaving of levels. The vector 
strength as a function of level for each harmonie, and the mean di scharge rate, 
were computed off-1ine from tape recorded data. using period histograms with 
approx. 100 bins. 

Fig. 1 shows the complex relation between the vector strength of a fibre's 
phase locked response to each of 5 se1ected harmonies of a eosine phase mixed 
complex having a 200Hz fundamental. The mean dis charge ra te of the fibre in 
response to the complex is indicated by the continuous line and solid circles. 
For harmonies above the CF (>1.4kHz), the vector strength decreases as the 
level of the complex is increased beyond some 20dB above discharge rate 
thresho1d. Lower harmonies on the other hand, (e.g. 1.2kHz) became doeinant 
at the highest levels. 

Fig . 2 replots 
the same data to com
pare the degree to 
which the components 
are separated by the 
fibre' s filter act i ou, 
at the different 
levels. The solid 
contour, taken at 
about 10dB above rate 
threshold, qualitative
ly matches the FTC of 
the fibre. At higher 
levels, however, the 
functions become 
sharper, predominant
ly by progressive 
suppression of the 
phase-1ocked response 
to harmonies above 
the CF in a manner 
ana1ogous to the 
~ynchrony suppression' 
described by ROBe et 
aL (1974) and others 
for two-tones, and by 
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Young & Sachs (1979) for 
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COMMENT ON: "Phase-locking of cochlear fibres and the problem of dynamic 
range" (E.F. Evans). 

I.C. Whitfield 
Neurocommuniaations Researah Unit, Mediaal School, University of Birmingham, 
Eng land. 

As you suggest, there can be no doubt that the olivo-cochlear bundle 
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(O.C.B.), is deeply involved in the problem. You mentioned that you were unwil
ling to stimulate your wide dynamic range fibres above 100 dB SPL for fe..ar of 
damage, and certainly there is evidence for example, that hair cells are more 
readily damaged in the anaesthetized than in the normal state (Stopp, 1980). 
~1en Allanson ànd I produced our hypothesis about the auditory transfer function 
so long ago (Allanson & ~':hitfield, 1956), we envisaged t hat there ,~ould need 
to be some form of control to keep the input on the working point of the transfer 
function curve, although it was not th en known what form that control might 
take. The O.C.B. subsequently became an obvious candidate. The act ion of this 
pathway is, of course, seriously disrupted, if not entirely suppresse~under 
the conditions of anaesthesia used in auditory nerve studies. 

An apparently crucial objection to the O.C.B. as a candidate for the role 
of expanding the dynamic range lay in your observation (Evans and Palmer, 
1975) that cochlear nucleus units still exhibited a wide dynamic range under 
conditions where the O.C.B. activity might be expected to be ineffective. 
However your subsequent observation of fibres with a wide dynamic range (Pal
mer and Evans, 1979) albeit only a few, makes that objection less insur
mountable. 

The most obvious way in which the O.C.B. could work would be simply to 
use diffuse feedback to keep the mean level of activity within the working 
range (Fig. Ia); however an alternative arrangement would be to feed back 
inhibitory activity only to the edges of the signal array, thereby creating 
stop-bands between adjacent signals (Whitfield, 1978). The latter hypothesis 
is difficult to test physiologically and we are at present trying to tackle 
it by looking at the anatomical distribution of the fibres. 
Saturation 

L .. " _mm~r-----
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L .. " 1111[[[[[[[[[[[[[[[[[[1111[[[[[[[[[[[[[[[[[[[ 
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Fig . l . Two possible 
efferent networks for 
intensity range control . 
(a) control of mean level . 
(b) edge suppression . 
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COMMENT ON: ""Phase-Iocking" of cochl ear fibres and the probl em of dynamic 
range" (E.F. Evans). 

H.S. Colburn 
Research Laborator y of Electr onics , Massachusetts Institute of Technology , 
Cambr idge , Mass . 02139 U. S. A. 

I would like to take this opportunity to comment on some of the issues that 
must be considered when physiological results are interpreted in terms of the 
behavior of the total organism. These issues are not pa rticularly ignored ~n 
Dr. Evans' paper, but are worthy of emphasis in my opinion. 

First, it is important to keep in mind that the information available from 
any particular aspect of the response is determined a s much by the statistical 
reliability (or variability) of the result as by the mean v a lues; that is, the 
random nature of the physiological responses must be incorporated into any eval
uation of the information provided by the responses. Thus, if we take the aver
age-rate information as an example, we must consider not only the change in the 
mean number of responses (for a change in the stimulus parameter of interest), 
but also the variance of the number of responses during a stimulus presentation 
in the behavioral situation. An evaluation of the total information provided by 
a particular aspect of the response is quite difficult, of course, and requires 
not only the specification of the statistics for a single fiber (as just noted) 
but also an integration of the information from all the individual fibers or 
cells in the population under consideration. 

Second, it is important to be as explicit as possible about the parameters 
postulated as a source of information and about the nature of the system inter
preting this information. For examples a nonmonotic rate-intensity function can 
provide as much information in a region with a negative s lope as in a region 
with a positive slope. The complexity of the system r equired to make use of all 
available information may be great and simpIer, suboptimum sys tems may be more 
attractive . For example, instead of postulating optimum use of the number of 
firings from each fiber, one could postulate a decision based on total count 
in the whole population of fibers. 

When one makes explicit postulates about the parameters providing informa
tion to the brain and specifies the statistics of these parameters, then one 
can cal cu late the performance that is possible from the use of these parameters 
by an optimum or any specific suboptimum detector. An example of an explicit, 
quantitative evaluation of this type has been provided in this Symposium by 
Goldstein (1980). Other examples can be found in Siebert (1968, 1970) and 
Colburn (1973, 1977). 

REPLY TO COMMENT OF H.S. COLBURN 

E.F. Evans 
Department of Communication & Neuroscience, Universi t y of Keele , Keele, Staf fs., 
U.K. 

Generally, physiologists have tacit assumptions on what a biologically 
"significant" response is. For them, what is most obvious to the eye, and what 
seems most parsimonious is likely to be most relevant to a biological system. In 
other words, informal intuition is used and this approach has clearly been valu
able. Intuition has to be aided and informed by modelling, in the sensory neuro
sciences, obviously, it has weaknesses and one will reach a point when the ter
ritory is adequately charted that these assumptions need to be made precise in 
order to make quantitative comparisons between predicted performance of the sys
tem hypothesized and the observed behavior. But before that point is reached, 
"look and see" type physiological experiments are still needed to explore the 
sifnificant features of the system and to eliminate hypothesized mechanisms of 
coding. I doubt the cost-effectiveness of extensive modelling of a system before 
the crucial assumptions are tested. 311 



DYNAMIC RESPONSE OF SINGLE AUDITORY-NERVE FIBERS: 
SOME EFFECTS OF INTENSITY AND TIME 

R. L. Smith and M. L. Brachman 

Institute for Sensory Research, Syracuse University 
Syracuse , Nel;) York, U. S.A. 

1. INTRODUCTION 

A characteristic property of auditory-nerve responses is the well-known 
shape of the PST histograms produced by tone-burst stimulation (Kiang et al, 
1965). Firing rate is maximum at stimulus onset and then adapts down to a 
steady-state level. The dynamic response, in th is case the higher rate at on
set, could provide a feature for emphasizing changes in sound intensity. How
ever, the magnitude of the effects of intensity on the dynamic response depend 
to some extent on the experimental paradigm employed. Three situations which 
illustrate this dependency are discussed below. The first situation, in which 
stimuli with short rise times are applied and responses are averaged over 
fairly large time intervals, has been discussed in detail previously (Smith 
and Zwislocki, 1975; Smith, 1979a) and is reviewed briefly. In the second 
situation, the stimulus rise time is increased so that slower changes in in
tensity occur. In the third, smaller time intervals are used to measure re
sponses to rapid changes in intensity, either at stimulus onset or during amp
litude modulation by sinusoids. In the latter two situations, dynamic respon
ses are revealed which have operating ranges that are significantly greater than 
that measured in the first situation, namely, that of the steady-stateresponse. 
The data come from single auditory-nerve fibers of anesthetized Mongolian ger
bils using standard techniques that are described elsewhere (Smith, 1977, 
1979a). 

2. SHORT VERSUS LONG RISE TIMES 

According to our previous results, onset and steady-state rate-intensity 
functions are proportional to one another (Smith and Zwislocki, 1975; Smith, 
1979a). Consequently, the operating range, i.e. the range of soundintensities 
between threshold and saturation, is the same for both responses, and the gen
eral shape of response PST histograms is independent of sound intensity. This 
is illustrated in the PSTs in the left-hand column of Fig. 1, which 2.re typical 
of those produced by stimuli with short rise times, e.g. 2.5 msec or less. 
Intensity increases from the top to the bottom of the figure and the higher 
two intensities can be seen to produce saturation of both the onset andsteady
state responses. In contrast, onset responses to stimuli with long risetimes 
(e.g. 25 msec) show systematic changes over a wider range of intensities 
(Rigden et al, 1978; Smith, 1979b). Some examples are shown in the right-hand 
column of Fig. 1, where the intensities are the same as those on the left. As 
intensity increases, the maximum response increases and occurs earlier in time. 
These changes continue to occur even though the steady-state response has 
saturated, so that the dynamic response has an increased operating range rela
tive to the steady state. 

Rate-intensity functions for the long rise-time stimulus are shown in Fig. 
2, and further illustrate the increase in operating range. Each symbol cor
responds to a different time interval in the stimulus envelope. as is indica
ted schematically at the top of the figure. For the later intervals, the 
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Fig . 1. PST histograms iUustrating some effects of sound intensity on the time 
course of auditory- nerve responses. In this exampZe, stimuli were wiek - band 
noise bursts , but simûar resuUs were obtained with CF tone bursts . Intensity 
level equals 11, 2 1, and 53 dB re threshold for the top , middZe , and bottom 
rows respective l y . Left column: Responses to stimuli with short rise times 
(nominaUy 10 jlse c) . Histogram bin width equals 1.28 msec. Middle column : 
Smoothed PST histograms (see footnote 1) · for the onset portions of the respon
ses to the left . Bin width equals 640 jlsec and each bin is advanced 160 jlsec 
from the preceding bin . Right column : Responses to stimuli with long rise 
times (nominalZy 25 msec) . Unit Ge -55- 11; CF = 10. 4 kHz . 

rate-intensity functions resembie the unit's steady-state function (not shown). 
They increase monotonically and reach saturation within about 25 dB of thresh
old. During the rising portion of the envelope, successively earlierintervals 
have lower sound intensities so that their rate-intensity functions areshifted 
along the intensity axis. In addition, they have a nonmonotonie shape and a 
maximum firing rate that increases as the time delay to the intervaldecreases. 
Consequently, the maximum firing rate continues to increase over the full in
tensity range that is illustrated and has an operating range at least 30 dB 
greater than that of the steady-state response (Smith and Brachman, 1980a). 

The increased operating range might appear to contradiet our previously 
described phenomenological model in which a statie nonlinearity preceded au 
additive adaptation process in the chain of peripheral auditory signal pro
cessing (e.g. Smith and Zwislocki, 1975). If saturation occurred first in the 
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Fig. 2 . Rate -intensity functions 
for a stimulus with a long rise 
time . Firing rates wem obtained 
f or the various time intervals in
dicated schematicaUy at the top 
of the figure . Each inte r val was 
5 .12 msec long, with the e x ception 
o f the long i nterval de s ignated by 
the un f iUed triangZe . Same unit 
as Fig . 1. 

spatial sequence of events, how 
could the dynamic response show 
less effe cts of saturation than 
the steady-state response did? 
Nevertheless, the answer appears 
to be consistent with the model 
and involves the interaction be
tween the long rise time, satura
tion, and adaptation. According 
to this explanation, for suffi
ciently high overall intensity, 
saturation is reached during the 
rising portion of the stimulus 
envelope. Consequently, as in
tensity increases further, satura
tion occurs at progressively ear
lier intervals, i.e. the effective 
rise time decreases. However, the 
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earlier the interval, the less adaptation from prior stimulation so that the 
maximum firing rate increases. In other words, in the temporal sequence of 
even ts adaptation occurs before saturation is reached, and the amount of adap
tation is intensity dependent. 

A simulation of these' effects is shown in Figs. 3 and 4, which were ob
tained using a saturation-adaptation model similar to that describedpreviously 
(Smith and Zwislocki, 1975; Smith 1979b). In the model, the stimulus envelope 
is the input to a saturating nonlinearity which has the shape of the average 
rate-intensity function (Zwislocki, 1973, 1976). The output of the nonlinear
ity serves as the input to the second, adaptation, stage. This stage is ef
fectively a linear filter with a step response, i.e. the response to a unit 
increase in input, th at matches the actual PSTs produced by stimuli with short 
rise times. Simulated response versus time functions for the long rise-time 
stimulus and several intensity levels are shown in Fig. 3. These results 
closely resemble the measured PST histograms in the right-hand column of Fig. 
1. The simulated rate-intensity functions in Fig. 4 are similarly comparable 
to the measured functions of Fig. 2. Notice that in both Figs. 3 and 4 the 
maximum response continues to grow even though the steady-state response has 
saturated. Hence, the interaction between the slowly rising stimulusenvelope 
ànd a statie nonlinearity followed by additive adaptation is sufficient to 
account for a dynamic response with an increased operating range. 

The nonmonotonicities illustrated in Fig. 2 also appear in the simulation 
and consequently may have a similar interpretation to that of the increased 
operating range. Consider a given time interval during the rising portion of 
the envelope. When the intensity during the interval is sufficient to produce 
saturation, a further increase in intensity will have no direct effect on the 
response during that interval. However, it will produce an increasedresponse 
in prior intervals, resulting in more adaptation and thus a decrease in re
sponse during the observation interval. It may be of interest to note that 
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Fig. 4. Rate - intensity functions for 
the simulation of Fig . 3. Firing rates 
were computed during the timg intervals 
indicated by the key in the upper 
left. 

these interactions can be combined with two-tone suppression producing a some
what unexpected result. A suppressor above CF causes a change in the shape of 
a PST histogram similar to that caused by a decrease in s ound intens ity (Smith, 
1979b). Thus the suppressor does not appear to directly influence response 
dynamics but rather to act as a simple stimulus attenuator, as has been demon
strated previously by the shift in the average rate-intensity function (Javel 
et al , 1978) . The rate-intensity functions in Fi g . 5 illustra te that a similar 
shift occurs for responses during the rising portion of the stimulus envelope. 
It can a lso be seen that in the nonmonotonic portions of the rate-intensity 
functions, t wo-tone suppression consequently causes an increase in the firing 
rate. In terrns of the present interpretation, the increase occurs be cause 
suppression effectively reduces the prior intensity, resulting in a decrease 
in adaptation. 

3. ONSET RESPONSE USING SMALL TIME WINDOWS 

In the above illustrations, results were consistent with the assumption 
that a static nonlinearity produces saturation and lirnits the direct effe cts 
of further increases in sound intensity . However, firing rates were always 
measured over intervals of several milliseconds or more. Severa l lines of 
evidence suggest that additional dynàmic processes are present which are not 
subject to the lirnitations of the static saturation (e.g. Rose et al , 1971; 
Schroeder and Hall, 1974; Brachman and Smith, 1979). An example occurs wh en 
the stimulus rise time is small, and the maximum onset response is measured 
using small time intervals of two milliseconds or less (Smith and Brachman, 
1980a). Under these conditions, at low sound intensities both the onset and 
steady-state responses grow in proportion to one another. However, at suffi
ciently high sound intensities, the onset rate of ten grows more rapidly with 
intensity than does the steady-state rate. If this occurs in the region 
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Fig. 5 . Rate - intensity 
fwwtions for a long stim
ulus rise time , in the 
presence and absence of 
two- tone suppression. 
FesuU s are shown for 
two i n t ervals during the 
rising por tion of the 
e xcitor enveZope, as in
di cated schematicaUy 
below each set of curve s. 
Suppre s sor onse t coin
ciikd wi t h excitor onse t 
but t he suppressor had a 
short n se time (2.5 msec). 
Excitor f requency = 5 . 7:3 
kHz ( CF) ; suppre s s or f re 
quency = 7. 81 kHz; sup 
pressor intensi ty = 59 
dB SPL. 
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where the steady-state rate has saturated, the onset ra te exhibits an increased 
operating range. An example is shown in Fig. 1 where the smoothed PST histo
grams (SPSTs)l in the middle column come from the initial portion of the same 
data as the PSTs to their left and provide a more det ailed view of the onset 
response. As can be seen, the maximum response continues to , grow at the higher 
two intensities in spite of the steady-state saturation. 

Onset effects can also be demonstrated by comparing rate-intensity func
tions, such as those in Fi g. 6. The rate-intensity function in Fig . 6Ais for 
the steady-st a te response. That in Fig. 6B is for the onset response, i.e. 
the maximum response measured using a small time interval. As can be seen, 
the onset response continues to grow even though the steady-state rate has 
saturated. Another example is given in Figs. 7A and 7B. Ingeneral, auditory
nerve units exhibit a continuum of effects (Smith and Brachman, 1980a), and in 
an estimated 20% of the units, the onset rate increases in proportion to the 
steady-state ra te over the full intensity range studied, while at least 40% of 
the units exhibit a substantial increase in the operating range at onset as in 
Figs. 6 and 7. In the units showing this increase, the effect appears to be 
over within the first few milliseconds of response even though the firing rate 
is still several times larger than the steady-state rate. Consequently, firing 
rates measured af ter this interval, or averaged over intervals of 10 msec or 
more, exhi bit rate-intensity functions that are proportional to the steady
state rate-intensity function over their full intensity range, in agreement 
with previous descriptions (e. g . Smith, 1979a). 

lSPSTs differ from PSTs in that consecutive time bins overlap (Parker and Mun
die, 1967). In this case the PST histograms on the left have an interval be
tween bins equal to their bin width, 1280 ~sec. The SPSTs in the middle col
umn have a smaller b i n width, '640 ~sec, and the interval between bins is only 
160 ~sec. A PST histogram with the same bin width would contain every fourth 
bin of the SPST. The maximum response corresponding to a fixed bin width can 
be accurately obtained from an SPST, while a PST with the same bin width may 
miss some important bins. It is possible that this sliding or smoothing oper
ation is more closely related to the kind of processing the nervous system 
might perform, that is, a running time average with no fixed synchronization 
signal, than is the collection of a PST histogram in which the.re is: no over
lap between bins. 
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Several phenomena probably contribute to the increased operating range of 
the onset response. It may in part reflect an interaction between rise time 
and adaptation similar to that described above for long rise times, but on a 
smaller time scale. In addition, increasing the sound intensity increases the 
synchronization between the onset of the stimulus and the first spike of the 
response, and this can produce an increase in the first peak of a PST' histogram. 
This increased synchronization, combined with neural refractoriness, is likely 
to account for the oscillations or ringing frequently observed at stimulus on
set, e.g. the middle column of Fig. 1 (Smith and Brachman, 1980a). However, 
these explanations cannot account for the responses produced by amplitude mod
ulation (AM), which are reviewed next. 

4. AMPLITUDE HODULATION 

The methods and results of the AM experiments are described in detail 
elsewhere (Smith and Brachman, 1980b) and can be summarized as follows. Char
acteristic frequency tone bursts were amplitude modulated by sinusoids which 
began 150 msec af ter tone onset in order to allow short-term adaptation to be 
complete. Response modulation was obtained from the estimated amplitude of 
period histograms synchronized to the modulating sinusoids. When percent mod
ulation was held constant and average intensity increased from threshold, re
sponse modulation was observed to follow a nonmonotonic function, first in
creasing and then decreasing with further increases in intensity. Attempts 
were made to quantitatively predict the shape of the response modulation func
tion by taking appropriate increments along the steady-state rate-intensity 
function. The predictions were systematically in error with maximum response 
modul at ion generally occurring at higher average intensities and response mod
ulation occurring over a greater range of intensities than predicted. Examples 
are given in Figs. 6C and 7C, where the squares show the measured response 
modulation and the dashed curves, the steady-state predictions. In contrast, 
predictions obtained in a similar way from increments along the onset rate
intensity function provide a much bet ter fit to the data (Brachman and Smith, 
1979) as can be seen in Figs. 6D and 7D. A simple explanation for this agree
ment is that the same underlying dynamic process is reflected in two aspects 
of dynamic response--the onset response and response modulation. If this 
dynamic process were rapidly adapting and not limited by the static saturation, 
it could effectively be added to or superimposed upon short-term adaptation. 
It would then be available to respond to rapid changes in intensity but have 
little effect on average responses measured over sufficiently large time windows . 

5. CONCLUSION 

The above illustrations are offered as evidence of the importance of dy
namic properties in describing the responses of auditory-nerve fibers. Ineach 
example the appropriate stimulus-response paradigm reveals a dynamic operating 
range exceeding th at determined from steady-state or average characteristics. 
Hany questions remain about these effects (Smith and Brachman, 1980a,b) and 
they are not as striking as some reported in the cochlear nucleus (e.g. M~ller, 
1976). However, for the present, we conclude that the dynamic response compon
ents in auditory-nerve fibers are important candidates for conveying informa
tion to the central nervous system about changes in the intensity of auditory 
stimulation. 
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1. INTRODUCTION 

Most auditory fibers in the mammalian cochlear nerve are able to signal 
changes in stimulus intensity over a dynamic range, between spontaneous dis
charge and saturation threshold, liroited to 30-60 dB (Kiang, 1968; Palmer and 
Evans,1979). There are a small nurober of fibers with a wide dynamic range: 
see Evans, this volume. In the dors al cochlear nucleus (DCN), however, there 
are many cells which under certain conditions exhibit a much wider dynamic 
range. The latter result has been demonstrated by examining the response of 
single cells in the DCN to CF tones in band-stop noise (Evans and Palmer, 1975) . 
These workers showed that the cells in the DCN that responded to tones in a 
band-stop noise masker over a very wide range of signal intensities exhibited 
prominent inhibitory side-bands. It was suggested, therefore, that the band
stop noise "biased" the discharge rate below saturation, thus increasing the 
dynamic range of the cello However, the dynaroic range of single cochlear fibers 
measured under the same conditions was liroited. 

Consistent with these results is the observation that cells in the DCN 
with lateral inhibitory sidebands are also capable of resolving spectral peaks 
of comb-filtered noise (CFN), in terms of their discharge rate, over a wide 
range of noise levels (Evans, 1977; Bilsen and ten Kate, 1977), whereas the 
ability of cochlear fibers was found to be limited (Evans, 1977). It is of 
interest, therefore, to compare the dynamic range over which single cochlear 
fibers are able to reflect, in their discharge rates, the spectral envelope of 
the CFN stimulus, with th~t of their rate-level (R-L) functions for broad-band 
noise. This experiment, with preliroinary computer simulation to provide a 
comparison with the CFN data, is the subject of this provisional report. Some 
of these results have been reported previously (Nar ins and Evans, 1978). 

2. METHODS 

a) PhysioZogy 

Recordings were made from 22 single fibers in the cochlear nerve of pen
tobarbitone anaesthetized adult cats which were artificially respired and main
tained at a body temperature between 36°-38°C. In addition, blood pressure and 
end tidal CO 2 were monitored · to ensure physiological stability. For further 
detail see Evans (1972, 1979). 

Af ter encountering and iso lating a single fiber we determined: a) the FTC 
using a threshold following paradigro (Evans, 1979); b) the rate-level (R-L) 
function for braad-band noise bursts (0-40 kllz) using a pseudo-random intensity 
schedule,and durations indicated in Figs. 2 and 3; and c) the response to cont
inuous comb-filtered noise with systematically decreasing peak spacing 

320 



CALCULATE ENERGY 
THROUGH FTC FILTER FOR 

CURRENT DELAY STEP 

CONVERT ENERGY 
THROUGH FTC FILTER 
TO SPIKE RATE USING 

R- I FUNCTION 

Fi g. 1 . Simp U fied ['lOl;) ahart fo r t he 
CFN simuZation program. 

Cochlear fibre response t o CFN 

CFN with a peak-to-valley ratio 
of 35 dB was generated by add
ing two identical pseudo-random 
waveforms with a de~_ ay. "C. 

which could be externally con
trol led by a computer (Nar ins 
et aZt 1979). Af ter presenting 
a sequence of CFN stimuli at 
progressively decreasing mean 
levels. the R-L function for 
broad-band noise was redetermin
ed to check for adaptation 
effects; the mean level of the 
CFN was then increased in dis
crete steps. aft er which the 
R-L function was once more det
ermined. For each level of 
CFN. the ~pike rate of the 
fiber is plotted as a function 
of the delay. "C. which is in
versely proportional to the 
spacing between adjacent peaks 
of the CFN stimulus. Both the 
resulting ""C-diagrams" and the 
R-L functions were r.moothed us
ing an Hamming window of appro
priate width . 

bJ SimuZation 

The simulation of the CFN 
experiments was carried out on 
a CA alpha LS1 - 2/20 minicom
puter. 

The simulation made the 
simplest assumptions: (1) that 
the FTC represents a linear 
filter attenuation function (as 

successfully assumed by Evans and vlilson. 1973. for low-level CFN stimulation). 
therefore the CFN spectrum corresponding to each delay can be linearly filter
ed by the FTC 'filter'; (2) the filtered CFN energy can be applied to the ob
served R-L function to predict the fiber's discharge rate. A simplified flow 
chart of the simulation program is given in Fig. 1. No attempt was made to 
include non-linear phenomena such as two-tone suppression effects, . or to com
pensate for the effects of adaptation, which produced systematic differences, 
for example, between the saturated discharge rates under CFN and under broad
band stimulation for the R-L functions (Figs. 2 and 3). 

At this preliminary stage, unfortunately, the convers ion of FTC filtered 
CFN energy was carried out in such a way that the rates can only be identified 
with relative, not absolute, CFN levels. This introduces a complicating factor 
in comparing the dynamic ranges in simulated and observed responses to differ
ent levels of CFN: because the biological noise apparent in the physiological 
data (Figs. 2 and 3) is not present in the simulations (Figs. 4 and 5), its 
contribution to the limitation of the dynamic range of the former cannot be 
easily assessed. The comparisons. therefore. must be regarded as provisional 
at this stage. 
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3. RESULTS AND DISCUSSION 

a) Physiology 

A 'by eye' compnrison was first made between the dynamic range over which a 
cochlear fiber could signal spectral peaks of CFN and that exhibited by its 
rate-level function for broad-band noise. The results for fiber 73013 with a 
CF of 2.87 kHz are shown in Fig. 2. Fig. 2a shows the FTC (solid line) correc
ted for the sound system frequency response. Fig. 2b illustrates, for diff
erent levels of CPN, the variations in firing rate as the delay of the CFN was 
systematically increased from T = ~ to T = 2.0 ros in steps small enough to en
sure adequate resolution, e.g., 15 steps per peak. Each of these curves (T
diagrams) represents the smoothed average of four separate sweeps of delay. 

The peak-to-valley ratio for these T-diagrams decreases nearly monotonical
ly with increasing T. for all levels of CFN. consistent with the filtering 

(b) 

in 
~ 
-' 
UI 
> 
~ 
z 
u. 
Ü 

UJ 
> 
~ 

' -' 
UI 
cr: 

(0) 730.013 

I~ O 

:J 
5:i BO 
CD 
;s 
>-
>-
Ui 
z 
~ 40 

~ 

o 

....... -----

O .~ 1~~-L~WU~lll.-O-~·~~ILO---L-L~LU~,ll00 

FREQUENCY (kHz) 

30 

o 0.33 0.67 ,"0 1.33 1.67 2.0 

DELAY (ms) 

(cl 

~20 
UJ~ 
!;i ~ 15 
cr 'ö 
WC 
(,!) U) la 
a:: E 
<10 
i5!:Q 5 
en'" - " 01 0 

o 20 40 60 BQ '00 

RELATIVE NOISE LEVEL (dB) 

Fig. 2. a) FTC (solid line) for cochlear fiber 73013 corrected for sound sys
tem and probe tube characteristics (dashed lins). bJ Variations in discharge 
rate 'as the delay of the CFN was increased~ for different levels of CFN. 
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characteristics (i.e. finite bandwidth ) of the filter. This fiber is able to 
follow the spectral peaks in the CFN stimulus over a dynamic range of 30 dB -
40 dB. This is consistent with the dynamic range shown Dy the fiber's response 
to broad-band noise, as illustrated in Fig. 2c. The three R-L functions shown 
in Fig. 2c were obtained (1) before the CFN sequence, (2) midway through the 
CFN sequence and (3) af ter the CFN sequence. The small changes in the firing 
rate at saturation af ter exposure to the CFN stimulus are indicative of long
term adaptation of the cochlear fiber. 

The FTC, ,-diagrams anè R-L functions for another fiber, 74023 , with a 
CF = 5.36 kHz are shown in Fig. 3. The response of this fiber is similar to 
that shown in :Fig. 2, in that the dynamic range using the CFN stimulus para
digm appeared consistent with the R-L function for broad-band noise. 

In only one fiber did these methods yield obviously disparate values; 
namely, the dynamic range indicated by the CFN paradigm was 20 dB less than 
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that indicated by the R-L function. 
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Fig. 4 . T- Diagrams for fiber 73013 predicted by 
the CFN simulation program . 
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bJ SimuZation 

The T-diagrams obtain
ed from the simu1ation pro
gram using the digitized 
FTC's and R-L functions for 
fibers . 73013 and 74023 are 
shown 1n F1gS. 4 and 5 re
spective1y . Since adaptat
ion was not incorpora t ed. 
in the simu1ation prop,ram, 
the spike rates predi c t ed 
for the higher levels of CFN 
stimulation were substantia-
11y greater than those actua-
11y observed. 

With this anticipated 
exception, the simu1ation 
adequate1y mode1s severa1 as
pects of coch1ear fiber res
ponse to CFN: 
a) monotonie decrease in 
peak- to-va11ey ratio of dis
charge rate with increasing 
de1ay; 
b) a 'thresho1d' level be10w 
which the fiber cannot fo11-
ow the spectral peaks and 
va11eys of the CFN stimulus; 
c) a decrease in the peak-to
va11ey ratio as the fiber 
approaches satur ation, and 
d) a first va11ey which is 
most resistant to high stimu
lus levels. 

As far as the dynamic 
range is concerned, for six 
fibers, the simu1ation more 
or 1ess successfu11y predict
ed the observed dynamic 
range (Fig. 5) , with the 
qua1ifications made explicit 
under 2 b) above. However, 
for two fibers, the simu1a
tion over-estimated the dyn
amic range over which a 
fiber cou1d fo11ow spectral 
peaks and va11eys of the 
CFN stimulus (Fig. 4). 

Both the experiment a1 
data and the simu1ation 
resu1ts in this provisiona1 
form indicate that coch1ear 
fibers are capab1e of repres
enting the speet ral structure 
of a complex sound on1y over 
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a dynamic range at least limited by their rate-level functions. 
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COMMENT 

COMMENT ON: "Spectral resolution of comb-filtered noise by cochlear fibers in 
the cat: preliminary results of comparisons with their rate-Ievel functions" 
(P.M. Narins and E.F. Evans). 

J. H. ten Kate 
Biophysics Group, Applied Physics Dept ., Delft University of Technolgoy , 
Delft, The Netherlands . 

One conclusion of Narins and Evans, that the range of the experimental T
diagrams "are successfully predicted" by the dynamic .range of stimulated T
diagrams only can be qualitatively accepted with the restriction in so far the 
peaks and the valleys to the cosine noise are drowned in increasing spike-noise 
at high levels of intensity (their Figs. 2b and 3b). The stimulated T-diagrams 
(their Figs. 4 and 5) in contrast to the experimentalones demonstrate no noise 
at high l eve l. Moreover the difference between the spike rates in fig. 2b and 
2c (etc.) should be due to adap t a tion. The authors did also mention some adap
tation effects but they did not attempt to avoid these effects in their record
ing by an appropriate choice of a duty cycle for their acoustical stimulation. 
Adaptation effects of cochlear fibres may be considerably large (Harris and 
Dallos, 1979, Smith, 1979). Bil sen et al (1975) required a constant level in 
the number of spikes on the bursts of noise during recording-time , to which 
could be obeyed by the choice of 100 ms bursts with silent intervals of 400 ms 
(see Fig .1). Under these conditions no adap t a tion effects were found in the 

-60 d B att. 

o 30 60 90 

5 

40 
100ms burst 

. <-_+--~4 ,,=o_o_~m>--s-+-p_a--,-+-U_S--fe_-4UL-~ 
30 60 90 

Fig . 1. Upper figure: Response 
of a DeN neuron to a step in 
continuous noise. Lower fig
ure : spike counts per 100 ms 
burst during recording of in
terrupted noise . Note the ab
sence of adaptation and the 
increase in stochastic vari
ation in the same recording 
period. 

neural T-diagrams. Another 
way of avoiding effects on 
the recording of T-diagrams 
was to adapt the cochlear 
nucleus neuron completely to 
the level of the continuous 
noise. Afterwards the T
diagrams on comb-filtered 
noise with small modulation 
depths were recorded. The 
spectral resolution of comb
filtered noise is discernible 
between g = 20-25 dB or mod
ulation depths M = 1.7-0.9 
dB (Bilsen et al~ 1975) (see 
Fig.2). The thresholds for 

detecti on of peaks and valleys are comparable to psychophysical thresholds for 
repet~t~on pitch. It is not evident from the data of Narins and Evans, whether 
or not the discharge rate of the cochlear fibre is capable of resolving the 
spectra of comb-filtered noise with small modulation depths. On the basis of 
the presented data I conclude that this resolution is an open question. 

Evans (1977) determined the filtering characteristics of cochlear fibres 
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Fig . 2. Left part of the 
figure : The six traces are 
smoothed T-diagrams of unit 
74 GC2 . Note that only five 
peaks are diseernible in 
the noisy bottom trace, for 
whieh the eosine noise has 
M = 1.7 dB (=g=- 20 dB) . 
Right part of the figure : 
The six traces are obtained 
with Fast Fourier Transfor
mation from the six left T
diagrams . The best frequen
eies appear to be equal for 
the different modulation 
depths at this noise level 
Ln=60 dB SPL. 

at different nois e levels with the reversed correlation technique. Two t ypes of 
filtering characteristics of cochlear fibres were encountered, one with and one 
without frequency shift of the CF (Characteristic Frequency). A same trend was 
found in the cochlear nuc leus data of T-diagrams presented by Bilsen and ten 
Kate, 1977. A change in periodicity in the delay was determined with Fourier 
transformation (see Figs. 2 and 3). 0 · •••• ·74 GC' 

Fig . 3. Upper plot: The best frequeneies 
of unit 74 GC2 (determined from T-dia
grams) are plotted against the noise 
leve l in dB SPL . Lower plot : The harmon
ie number (= number of peaks eounted for 
the delay time T>O ) diseernible in the 
smoothed T-diagrams of unit 74 GC2 and 
74 GC6 are plotted against the noise 
levels in dB SPL . Note the mutual de 
crease of both plots with inereasing . 
noise levels . 

In these data above 70 dB SPL the best 
frequency shifted to lower frequencies 
and at the same time the harmonie number 
decreased. At the level of 70 dB SPL the 
CF of the cochlear nerve-fibre-data of 
Evans (1977) also started to shift to 
lower frequencies. The presented data of 
T-diagrams (Figs. 2,3, Narins and Evans) 
are not analysed in this respect of the 
frequency shift. The discharge rate of 
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the fibres may still transport information about the frequency shift at high 
level towards the cochlear nucleus. 

In the present stage of knowledge the coding of intensity in a number of 
cochlear nerve fibres with different thresholds cannot be excluded, (even when 
the dynamic range of one fibre is restricted), because Kiang et al (1976) de
termined a variation of thresholds over a range of 80 dB for normal cats. 
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REPLY TO COMMENT OF J.H. TEN KATE 

P.M. Narins 
Dept . of BioZogy, University of CaZifornia at Los AngeZes, Los AngeZes , CA , 
U.S.A. 

Dependence of discharge rate modulation on CFN peak-to-valley ratio: prediction 
from simulation. 

Bilsen et aZ (1975) measured T-diagrams for cells in the cochlear nucleus 
of the cat for changing modulation depths of the stimulus. In his cornrnent, ten 
Kate observes that the analogous exper iment has not been done in the auditory 
nerve. Using a computer simulation of the auditory nerve experiment (Nar ins and 
Evans, this Volume) a prediction of the first three T-diagram peak-to-valley 
ratios (p/V) as a function of stimulus p/v for unit 730 13 was made. According 
to the simulation (done at 40 dB above the units threshold), the first p/v is 
most sensitive to a reduction of the stimulus p/v, whereas the second and third 
p/v of the T-diagram are relatively insensitive to changes in the stimulus p/v 
over about a 15 dB range. Stimulus peak-to-valley ratios of less than 15 dB 
should affect the first three peak-to-valley ratios of the T-diagram. 
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I. INTRODUCTION 

LOUDNESS OF NOISE IN THE PRESENCE OF TONES: 
MEASUREMENTS AND NONLINEAR MODEL RESULTS 

J.L. Hall and M.R. Schroeder 

Bell Laboratories, Murray Hill, NJ, USA , and 
Drittes Physik . I ns t ., Universität Göt t i ngen, Gennany 

As one part of a program to obtain an objective measure of the quality of 
speech coding systems (Schroeder, Atal, and Hall, 1979), we have measured the 
loudness of critical-band noise bursts in the presence of pure-tone maskers of 
various frequencies and intensities. The result can be summarized as follows: 
If the frequency of the masking tone is below the center frequency of the noise 
burst, loudness drops off sharply as intensity of the masking tone increases. 
If the frequency of the masking tone is above the center frequency of the noise 
burst, loudness drops off less sharply. These results are directly parallel to 
some aspects of two-tone suppression in primary auditory fibers of the cat 
(Abbas and Sachs, 1976). In addition, these results can be successfully repro
duced by a nonlinear transmission-line model for motion of the basilar membrane 
(Hall, 1977). We present a heuristic explanation for these results in terms of 
place of nonlinear interaction on the model membrane. 

2. LOUDNESS MEASUREMENTS 

a) Methods 

The loudness of the masked noise burst was measured by means of a matching 
paradigm, as shown in Fig. I . Noise bursts were presented at a uniform rate. 
The masking tone alternated on for three bursts and off for three bursts. The 
subjects adjusted the intensity of the unmasked noise bursts until he was satis
fied that the masked and unmasked noise bursts were equally loud, th en he 
pushed a button. The intensity of the matching unmasked noise burst was recor
de d and the next stimulus configuration was presented. 

MASKING lDNE UNMASKED NOISE BURST 

MASKED NOISE BURST 

--J1--1 SEC-l 
0.2 SEC 

Fig. l . Loudne3s mat ching paradigm . 

(MATCHING N. B. ) 

The spectrum of the noise bursts was flat over the frequency range 923 to 
1083 Hz (one critical band wide, geometric mean I kHz). The noise bursts had 
sinusoidal rise and decay times of 100 msec, and the masking tone had sinus
oidal ri se and decay times of 200 msec. Stimuli were presented monaurally 
through Sennheiser HD-414 earphones to subjects seated in a double-walled IAC 
soundproof booth. Similar results were obtained from the two subjects who par
ticipated in the experiment. Stimuli were presented and the experiment was con
trolled by a data General Eclipse computer. 
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bJ Results 

Loudness measurements as a function of intensity of the masked noise burst, 
with the intensity of the masking tone held constant at 80 dB SPL, are given in 
Schroeder, Atal, and Hall (1979), Fig. 2. When the frequency of the masking 
tone is equal to 1 kHz, the matching intensity of the unmasked noise burst de
creases with a slope of 3 dB per 1 dB decrease of intensity of the masked noise 
burst. 

In order to get results more direct l y comparable to existing electrophy
siological data, we ran a second series of measurements in which the intensity 
of the masked noise burst was held constant at 50 dB SPL and the intensity of 
the masking tone was varied. Results from this second series of measurements 
are shown in Fig. 2. 

If the frequency of the masking tone is less than 1 kHz, the matching in
tensity of the unmasked noise burst drops off sharply as intensity of the 
masking tone is increased . A decrease of the frequency of the masking tone, 
say from 960 Hz to 840 Hz, shifts the curve to the right but has little effect 
on the slope . The masking tone has to be more intense to have any influence on 
the loudness of the masked noise burst, but the decrease in frequency can be 
compensated for by an increase of intensity. 

The situation is different when the frequency of the masking tone is great
er than 1 kHz. The slope of the curve relating intensity of the unmasked noise 
burst to intensity of the masking tone decreases with increasing frequency of 
the masking tone, but the intensity at which the masking tone first starts to 
influence the loudness of the masked noise burst does not appear to change. 

- INTENSITY OF 
...J MASKED NOISE Q.. 
en BURST= 50 dB SPL 
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:z 
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20 FREQUENCY ën 
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INTENSITY OF MASKING TONE (dB SPD 

Fig. 2. Loudness of noise as a f unation of masker intensity. 
Parameter: frequenay of masking tone. 
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3. COMPARISON WITH ELECTROPHYSIOLOGICAL RESULTS 

Results directly parallel to those seen in Fig. 2 are shown in Fig. 8 of 
Abbas and Sachs (1976). They plot "fractional response" (a normalized :neasure 
of suppressed firing rate) of a primary auditory fiber in the cat as a function 
of intensity of the suppressing tone, with frequency of the suppressing tone as 
a parameter. Decreasing the frequency of the suppressing tone below fiber CF 
(frequency of exciting tone = CF) resulted in a shift of the fractional 
r espons e curve to the right, with no change of slope. Increasing the frequency 
of the suppressing tone above CF decreased the slope. This parallel between 
electrophysiology and psychophys ics has also been noted by Duifhuis (1977) for 
the case of tone-on-tone masking with the frequency of the masking tone greater 
than the frequency of the masked tone. 

4. COMPARISON WITH MODEL RESULTS 

This effect can be reproduced qualitatively in a one-dimensional transmis
sion-line model for motion of the basilar membrane in which damping increases 
nonlinearly with membrane displacement (Hall, 1977). Fig. 3 shows a measurement 
of the model response to a fixed-intensity exciting tone at 1 kHz (the charac
teristic frequency of the place being observed) in the presence of a suppres
sing tone at frequency fs and intensity As' Results are similar to those we 
have already seen from psychophysics and electrophysiology. Decreasing the 
frequency of the masking tone from 615 Hz to 385 Hz shifts the curve to higher 
suppressing-tone intensities, while increasing the frequency of the masking 
tone from 1038 Hz to 1077 Hz decreases the slope. 
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Fig . 3 . NonUnear- model results. Respons.e of 1-kBz place to 1- kBz tone as a 
function of suppressor intensity . 
Parameter : frequency of suppressing tone. 

331 



HALL and SCHROEDER 

5. DISCUSSION 

The parallel between results from psychophysics, primary-fiber activity, 
and the model suggests that all three are mediated by a common nonlinear 
effect. Consideration of the structure of the model suggests the following 
heuristic explanation in terms of place of nonlinear interaction: First, we 
note that each shunt branch in the transmission-line model is a series RLC cir
cuit. At the place of maximum response to a given frequency the RLC circuit is 
at resonance, so the shunt impedance is dominated by the resistive term. Basal 
to the place of maximum response, the impedance becomes more and more dominated 
Dy the capacitive term. 

If the frequency of the suppressing tone is less than the frequency of the 
exciting tone, then there is a substantial component of suppressing-tone 
response at the exciting-tone place. The suppressing tone increases membrane 
damping at the exciting-tone place, and since the shunt impedance for the 
exciting tone at the exciting-tone place is dominated bOy the resistive term a 
given increase in damping produces a large decrease in exciting-tone response. 

A decrease in frequency of the suppressing tone can be compensated for by 
an increase in suppressing-tone intensity. A lower freq uency suppressing tone 
still increases damping at the excit ing-tone place, but it has to be more 
intense because the exciting-tone place is further away from the suppressing
tone place. 

If the frequency of the suppressing tone is greater than the fre quency of 
the exciting tone, nonlinear interaction occurs not at the exciting-tone place 
but at the suppressing- tone place, because of the sharp apical dropoff of 
suppressing tone r esponse . The suppressing tone no longer reduces the exciting
tone response directly by increasing damping at the exciting-tone place but in
direc tly by increasing losses in the transmission be tween base and exciting
tone place. 

As the frequency of the suppressing tone increases, the nonlinear interac
tions occurs in shunt branches that, for the exciting-tone frequency, are more 
dominated by the capacitive term and less by the resistive term. A given 
increase of suppressing-tone intensity produces a given increase of resistance 
regardless of suppressing-tone frequency, but if the suppressing-tone frequency 
is high this given increase of resistance wil l produce only a small change in 
impedance at the exciting-tone frequency, and therefore only a small reduction 
of exciting-tone response. 
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Section V 
Pitch Perception 

The generaZ concept that pitch of compZex sounds is derived, 
in one way or another , from the internaZ spectrum by the auditory 
system seems tobe firmZy estabZished now . The position and the 
height of maxima of excitation in the inte r naZ spectrum appear to 
be important parameters . Suggestions and experimentaZ resuZts as 
presented in this section contribute to a quantitative evaZuation 
of current pitch theories. Various aspects like the buiZd- up and 
strength of pitch , its saZiency, and induced pitch shifts have been 
investigated and are reported in this section. The reZation to 
musicaZ sounds was invoZved in the discussion as weZl . The funda 
mentaZ question of whether and how temporaZ information is carried 
by the inte r naZZ y r esoZved spect r aZ components in the pr oce ss ing 
o f pitch in f orma ti on , i s di s cussed . 
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PITCH STRENGTH AND MASKING PATTERNS 
OF LOW-PASS NOISE 

H. Fastl 

Institute of Eleatroûaoustics , Teahniaal University, 
München, Federal RfipubUa of .. Ge.rmany 

1. INTRODUCTION 

Low-pass noise may elicit pitch sensations which can be determined by 
matching experiments. A pure tone with the same pitch as the low-pass noise 
generally shows a frequency near the noise's cut-off frequency (Small and 
Daniloff, 1967, Rakowski, 1968). With steep low-pass filters, the pit ch is 
more easily identified than with flat filters (Fastl, 1971), i.e. pitch 
strength of low-pass noise is more pronounced for steep filter slopes . While 
qualitative or indirect descriptions of pitch strength of various types of 
sound are quite common (Zwicker, 1975, Yost and Hili, 1978), recently quanti
tative scalings of pitch strength became available for low-pass noise, too 
(Fastl and Stoll, 1979). It was found that even a low-pass noise with a very 
steep filter slope of -192 dB/oct elicits only a pitch strength which is more 
than a factor of five smaller than the pitch strength of a pure tone at the 
cut-off frequency. However, quantitative data concerning pitch strength of 
low-pass noises with flatter filter slopes are still lacking. 

Therefore, pitch strength of low-pass noise was scaled as a function of 
filter slope at two cut-off frequencies. A model is proposed, correlating 
the pitch strength of low-pass noise with the slope of its masking pattern. 

2 . EXPERIMENTS 

Eight normally hearing observers took part in the experiments on pitch 
strength, while only one highly experienced ob server performed the masking 
experiments. In a sound-isolated booth, sounds were presented monaurally 
through an electrodynamic earphone (Beyer DT 48) with a free-field equalizer 
(Zwicker and Feldtkeller, 1967, p. 40). White noise with 16 kHz bandwidth was 
either applied directly or filtered by one of a set of seven low-pass filters 

o 1 23kHz 4 at each cut-off frequency. 
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Fig. 1_ Attenuation characteristics of filters 
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The attenuation curves of 
the fi 1. ter se t s as measured 
by a spectrum analyzer 
(HP 3580 A) are shown in 
Fig. 1. The lower abscissa 
indicates the frequency 
response of low-pass fil
ters at 250 Hz cut-off fre
quency, while the upper 
abscissa corresponds to 
1000 Hz cut-off. Filter 
slopes between 0 dB/oct 
(white noise) and 
-144 dB/oct were used. 
Throughout the experiments 
a constant loudness 
N = 8 sone (GF) of all 
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noises was maintained and measure d by a loudness analyzer fo r temporally var
iable sounds (Zwicker, 1977). In Table I, the different sound pressure level s 
of the low-pass noises necessary for one and the same loudness are listed. 

TabZe J . SPL of Zow- pass noises for same Zoudnes s N = 8 s one (CF) 

! Filter I I 
s lope , 0 ; -6 -12 - 18 - 24 1-36 -4 8 --144 dB/oct I 

I SPL of low-pass 

I noise at 

i ! 
250 Hz 157 ! 58.5 

i ! 1 65 . 5 

1000 Hz 157 
i 

I 57.5 ! 59 
! 

68 

61 
i 

I 

I 
I 68.5 i 69 ! 69 69 dB 

! 

62.5 63 I 63 i 63 dB 

For the experiments on pitch strength, a method of magnitude estimation 
was applied. The following time pattern was realized: 1 sec reference sound, 
0.8 sec interval, 1 sec comparison sound, 1.5 sec interval, then two replicae 
of this sound pair followed by a pause of 4 sec for the observer's response. 
The reference sound was ass igned a numerical value (e.g. 100) indicating the 
magnitude of its pitch strength. Relative to this va lue, the pitch strength 
of the respective comparison sound had to be scaled by the observer (e.g. 20 
for a decrease in pitch strength by a factor of five). At both cut-off fre
quencies (250 Hz and 1000 Hz), two sets of experiments were performed: in one 
series a low-pass noise of relatively large pitch strength (filter slope 
-1 44,- dB/Oát) served as reference sound and was assigned the number 100. In the 
other series, a low-pass noise with small pitch strength (filter s lope 
-12 dB/o c t) was chosen as reference sound and assigned the number la. For each 
comparison sound, each of the eight observers performed six scalings of pitch 
strength. Thus , in Fig. 2 and Fig. 4 medians with interquartile ranges are 
given, each derived from 48 data points. 

For the masking experiments, a method of tracking was app lied. Contin
uous low-pass noises with N = 8 sone (GF) loudness and spectral distributions 
as shown in Fig . 1 served as maskers. Tes t tones had a duration of 500 msec, 
were separat ed by 600 msec intervals and swi tched on and off by Gaussian
shaped gating signals with 50 msec rise-fall time. For each low-pass masker 
at each test frequency two threshold values were determined in random succes
sion; their arithmetic mean is indicated in Fig. 3 by dots. 

3. RESULTS AND DISCUSSION 

a) Pitch strength of Zow- pass noises 

In Fig. 2, the relative pitch strength of several l ow-pass noises is de
picted as a function of filter slope. Fig. 2a shows the results for low-pass 
noises with 250 Hz cut-off frequency, Fig. 2b for 1000 Hz cut-off. Circles 
represent data for a low-pass noise with -144 dB/oct filter slope as referen
ce sound, assigned the number 100 (filled circle). Squares refer to data for 
a reference sound with -12 dB/o ct filter slope (assigned the number la), which 
however were transformed as follows: in order to get comparable results from 
both sets of experiments, values of pitch strength were made to coincide at 
the reference sound -12 dB/oct (filled square). i.e. all medians and inter
quartiles resulting from the respective second set of experiments and enlarged 
by a factor of 2.5. Interestingly, this procedure leads for both cut-off fre
quencies to exact coincidence of pitch strength values at the other reference 
sound (-144 dB/oct), indicating rather little dependence of these pitch 
strength scalings on reference sound. Accordingly, the agreement between re -
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Fig. 2 . ReZative pitch strength of Zow-pass noise as a function of filter 
sZope . Loudness of noises N = 8 sone (CF ) 
circZes: reference sound with -144 dB/oct fiZter sZope 
squares: reference sound with -1 2 dB/oct fiZ ter sZope 

lative pitch strength values derived from both sets of experiments (cireles 
vs. squares) is rather good at all filter slopes except at -36 dB/oct where, 
however, the interquartiles overlap, too . Generally, observers gave repro
ducible scalings with intraindividual differences of corresponding pitch 
strength values less thàn ~ 10; moreover, no dramatic interindividual differ
ences could be notieed. \{hen evaluating the interquartile ranges connected 
with the squares, their enlargement by a factor of 2.5 has to be taken into 
account. 

Results plotted in Fig. 2 suggest an increase in pitch strength of low
pass noise with increasing filter slope, however with saturation for slopes 
steeper than about -36 dB / oct. This means that extremely steep filters are 
not necessary to produce the maximally possible pitch strength of low-pass 
noise which is - in comparison to the pitch strength of a pure tone - rather 
small. Already low- pass filters with s l opes of only about - 18 dB/oct elicit 
half of the maximal pitch strength and the widespread filter sets with slopes 
of -36 dB/oct or - 48 dB/oct can be used to produce low-pass noises with al
most maximal pitch strength at comfortable listening levels . For first order 
filte~s ( - 6 dB / oct), pitch strength is very small. However, the difference 
in pitch strength between white noise (0 dB / oct) and low- pass noise with 
- 6 dB/oct filter slope seems to be significant. Results plotted in Fig. 2a 
and Fig . 2b show quite similar dependenee on filter slope, almost independent 
of cut-off frequency. 

b) Masking patterns of low-pass noises 

Fig. 3 shows masking patterns of low- pass noises with different filter 
slopes and cut-off frequencies of 250 Hz (Fig. 3a) and 1000 Hz (Fig. 3b), 
respectively. The sound pressure level of the test tone at masked threshold 
is plotted as a function of its critical b and rate (lower abscissa) as weIl 
as frequency (upper abscissa). Dots represent arithmetic means of two thres
ho ld values, which general l y deviated by not more than ~ 1 dB from each other. 

The masking patterns displayed in Fig. 3a and Fig . 3b, respectively, show 
similar trends, but distinct quantitative differences. The spectral shape of 
the corresponding low-pass maskers, however, is identical (cf . Fig. 1). In 
the following, s ome reasons f or the differences in masking patterns will be 
dis cussed . First, for filter slopes < - 36 dB/ oct the patterns at 250 Hz lie 
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Fi g. 3. Masking patterns of low-pass noises with differ ent filte r slopes . 
Loudness of noi ses N = 8 sone (GF)~ 
duration of test t one 500 msec. 

about 10 dB higher than the patterns at 1000 Hz. From Table I becomes clear 
that the overall SPL of the noises at 250 Hz vs. 1000 Hz can account only for 
a difference of 6 dB. However, calculating the levels LeB within the critical 
band around the respective cut-off frequency yields a difference of 10 dB as 
follows: 

250 Hz: LeB = 69 dB + 10 19 (100 Hz/250 Hz) dB 65 dB 
1000 Hz : LeB = 63 dB + 10 19 (160 Hz/IOOO Hz) dB 55 dB 
Second, for filter slopes ~ -24 dB/oct the masking patterns of low-pass noises 
at 250 Hz show steeper slopes than the patterns at 1000 Hz. Above all, this 
effect is due to the nonlinear relation between frequency and critical band 
rate, leading to different attenuation characteristics of the filters at 
250 Hz vs. 1000 Hz when plotted as a function of critical band rate, but iden
tical characteristics when plotted as a function of frequency (Fig. I). 

For example, the attenuation showing up 6 critical bands above the cut
off of two low-pass filters with -18 dB/oct filter slope is compared: 
cut~of[ frequency test frequency attenuation 

250 Hz 1000 Hz 36 dB 
1000 Hz 2500 Hz 24 dB 

As. a rule, for identical filter slope in dB/oct, the filter slope in dB/Bark is 
steeper at 250 Hz than at 1000 Hz. Thus, despite the larger SPL of the low-pass 
noises at 250 Hz in comparison to the noises at 1000 Hz, the masking patterns of 
the former show steeper slopes when plotted as a function of critical band rate. 

- c) Model for pitch strength of low-pass noise 

In this section, a model is proposed describing the pitch strength of 
low-pass noises on the basis of their masking patterns. More specifically, 
it is suggested that pitch strength of a low-pass noise is correlated to the 
slope of its masking pattern. To illustrate the predictions Qf t.b.e madel, 
the dependence of pitch strength on the slope of the masking pattern is plot
ted in Fig. 4. For each filter slope indicated at the upper abscissa of Fig. 4, 
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Fig . 4 . Relative pitch strength of low-pass noise as a func tion of the slope 
of i ts masking pattern. 
Symbols indicate measured dat a as in Fi g. 2, heavy lines results from model . 

the corresponding slope of the masking pattern (lower abscissa) was calculated 
from the data shown in Fig. 3 as follows: for each masking pattern, the level 
di f ferences between the threshold value at the cut-off and the threshold value 
lying 2 Bark or 4 Bark above the cut-off were determined. These level differ
ences (in dB) were divided by 2 Bark or 4 Bark, respectively, and the arith
metic mean of the reslliting two values was taken as a measure of the slope 
of the masking pattern, expressed in dB/Bark. Thus, having established corre
lations between filter slope and slope of masking pattern, the pitch scalings 
shown in Fig. 2 as a function of filter slope could be rearranged and plotted 
in Fig. 4 as a function of the slope of the masking pattern. For filter slopes 
up to -18 dB/oct, the slopes of the masking patt erns dt 250 Hz a~e about 
50 % steeper than the slopes of the patterns at 1000 Hz. However, the maximal 
value of the slope of the masking pattern at both frequencies differs only 
by 9 %. 

The heavy line in Fig. 4a and Fig. 4b, respectively, indicates a linear 
relation between the slope of the masking pattern and pitch strength of low
pass noise. Generally, fair agreement between pitch strength predicted by the 
model and measured pitch strength values can be notieed. Moreover, at each 
slope of the mask ing pattern, the arithmetic mean of the pitch strength values 
stemming from the two sets of experiments (cireles and squares) was calculated 
and compared to the value predicted by the model. On the average, the devi
ations between model and data amount to only 4.14 % a t 250 Hz and 7.86 % at 
1000 Hz. Realizing that the pitch strength scalings were performed by eight 
ob servers while the masking patterns stem from only one of those observers, 
the correlation between data and model has to be considered as rather good. 
Thus, at present a linear relation between slope of masking pattern and pitch 
strength of low-pass noise is proposed. Nevertheless, at specific cut-off 
frequencies power functions with exponents different from one might produce 
slightly higher correlation, which, however, has to be evaluatedin view of 
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the accuracy of measur ement. 

4. SUMMARY AND CO:-1CLUS I O~J 

Pitch s trength of l ow-pass noise increases with f ilte r s lope, r eaching 
a maximal value fo r s l opes s t eeper than - 36 dB/ act . Even with very steep 
filters (- 144 dB/ac t) low-pass no i se produc es a pit ch strength whi ch is 
more than a factor of f ive sma ll e r than the pitch s~reng th produced by a pure 
t one. A model is proposed, suggest ing a linea r r elation between the s lope of 
the masking pattern and the pit ch s trength of l ow-pass noise . Data predi c t e d 
by the model are in good agr eement with measured values. 

While in thi s pap er pitch s "trength of low-pass noi se is correlated with 
its masking pattern, pitch and masking pat t e rns of low-pass noises can be 
related, too . In particular, the pit ch of l ow- pass nois e wi th large pitch 
s treng th (steep fi lters) was found to be correlated with an abrupt drop in 
the masking patte rn (Fas tl, 19 78, Fig . 4). Thus, not only pitch of sounds 
with line spectra can be traced b ack to spectral c lue s (Terhardt, 1974 ), but 
al so pi tch of sounds ,vi th continuous spectra as low-pass noise . In addi ti on, 
pitch s trength of low- pass noise is eastly described on the basis of spec
tral features. 
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COMMENT 

COMMENT ON: "Pitch strength and masking patterns of low-pass noise" (H. Fastl) 

R.S. Tyler 
M.R . C. I nstitute of Hearing Research, 
Univer sity Par k, University of Nottingham, u. K. 

The pitch of a low-pass noise might be related to an enhancement of the 
exc itation pattern near the spectral edge due to effects akin to lateral 
suppression. Simultaneous masking patterns of low-pass noise do not show 
increased masking near the spectral edge (Rainbolt and Small , 1972; Small , 
1975), whereas non-simultaneous patterns do (Houtgast, 1972; 1974). Hout
gast used low-pass noise with 96 dB/octave and virtually infinite filter 
slopes. 1 attempted to replicate the increase in masking ne ar the spectral 
edge of a low-pass noise using forward masking and a slope of 48 dB/ octave, 
but was unsuccessful. The increase in non-simultaneous masking near the 
spec tral edge may depend on the filter slop e in the same fashion that pitch 
strength is related to fi lter slope. 
Houtgast, T. (1972). Psychophysical evidence for lateral inhibition in 

hearing, J Acoust. Soc . Am . 51, 1885 - 1894. 
Houtga st, T. (1974). LateraZ suppression in hearing . Doc toral disser

t a tion . University of Amsterdam. 
Rainbolt, H. R., and Sma ll, A.M . (1972). Mac h bands ~n auditory masking : 

a n attempted replication . J. Acoust Soc Am. 51, 567 - 574 . 
Small, A.M. (1975). Mach bands in auditory masking-rev isited, J. Acoust. 

Soc . Am. 57, 251-252. 
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INFLUENCE OF l-IASKli~G NOl SE ON TtiE PITCH OF COMPLEX TONES 

INTRODUCTION 

A. J. M. Houts= 

Research Laboratopd of Electronics, Mas$achusetts 
Institute of Technology, Cambridge, Maas. 02139 

This study deals with a specific feature of the pitch of a complex sound 
comprising only upper harmonies. The pure tone pitch of each harmonie is 
known to dèpend on factors such as tone intensity (Terhardt, 1974a), the pres
ence of other tones or noise (Terhardt and Fastl, 1971), auditory fatigue 
(van den Brink, 1972) and diplacusis effects (van den Brink, 1970). According 
to one sC:lOol of thought (Terhardt, 1972a,b) such pure tone pitch shift ef
fects are reflected in the complex tone pitch evoked by two or more pure tone 
harmonies. This idea has been supported by experimental evidence involving 
natural and induced binaural diplacusis (van den brink, 1975). 

One of the most consistent pure tone pitch shift effects is probably that 
caused by lowpass noise with cutoff frequency slightly below the tone frequen
cy (Terhardt and Fastl, 1971; van den Brink, 1975). We performed monotic and 
dichotic pitch matching experiments with pure tones and harmonie two-tone com
plexes under lowpass noise conditions and examined whether, as far as funda
mental pitch perception is concerned, noise-induced pitch shifts in the har
monies are equivalent to simple frequency shifts in those harmonies in the 
absence of noise. Our results do not agree with those obtained by van den 
Brink (1975) and do not support the general concept of the virtual pitch 
theory (Terhardt, 1972b, 1974b). 

PROCEDURE 

Subjects were given an alternating sequence of sounds, A, B, A, B, etc., 
where both A and B had durations of 500 msec and were separated by 300 msec of 
quieto A was the test stimulus whose pitch was to be measured, and B the com
parison stimulus which was a periodic train of 100 ~sec pulses at 50 dB SPL 
whose fundamental frequency or rate was controlled by the subject. Sub] ects 
were instructed to match the pitch of B to the pitch of A. When a match was 
completed, a signal given by the subject terminated the sequence, recorded 
relevant parameters, and started a new sequence. The fundamental of signal B 
was assumed to indicate the pitch of sound A af ter completion of a match . 

Test sounds in the main experiment consisted of a single pure tone or a 
two-tone complex, each partially masked by lowpass noise. Signal presentation 
was either monotic or dichotic. In the monotic case, two test frequencies at 
600 and 800 Hz and 60 dB SPL were used, both separately and as a two-tone 
pair, and all stimuli were presented to the left ear. The lowpass noise had a 
cutoff frequency at 600 Hz and a rolloff slope of 48 dB/octave. In the dicho
tic case, tones ranged from the second to the eighth harmonie of 200 Hz (400 -
1600 Hz), where odd harmonies were always in the left and even harmonies in 
the right ear. Harmonies we re tested individually and in dichotic pairs of 
successive order. The masking noise in each ear was derived from the same 
noise souree and filtered separately for each ear at cutoff frequencies approx
imately ten percent below the tone frequency and rolloffs of 48 dB/octave. 
The tones were at 60 dB SPL and the comparison stimulus was binaural. 

The noise intensity, varying between 30 and 70 dB SPL in ten equal steps, 
was the experimental variable. The amount of pitch change, both for the 
single tones and the two-tone complexes, was measured as a function of noise 
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intensity. Matches were performed in runs of ten for the ten different noise 
intensities which were taken in random order. For the loudest noise (70dB) 
the tone was barely audible, whereas for the lowest noise intensity (30 dB) 
the presence of the noise was barely noticeable. For each new matching se
quence a random offset of up to ten percent was introduced between the pulse 
rate and the control dial in order to insure that successive pitch matc hes 
were independent. Subjects were instructed to "bracket," i.e . , to make sure 
that the target pitch was approached from both the high and the low direction. 

In addition to the main experiment a con trol experiment was performed to 
compare the effects of noise-induced pitch changes in pure tones and simple 
frequency changes on the sensation of central, fundamental pitch. This expe r
iment, which was done both monotically and dichotically , involved a test sig
nal of merely two tones in quiet and with a frequency shift derived from the 
previous pure tone pitch matching results. For example, if owing to a certain 
noise level, the pitch of a 600 Hz tone appea r s to be 610 Hz and th~ pitch of 
an 800 Hz tone 815 Hz for a given subject, the control experiment would use a 
mono tic or dichotic two-tone test signalof 610 and 815 Hz in quiet and as k 
the subject to match this to the periodic pulse si gnal ti . 

Three subjects participated. One (R.F.) was a professional musician and 
had absolute pitch . The other two had considerable musical training and ex
perience . 

RESULTS 
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The results of monotic pitch matches by two subjects, including the 
control experiment, are shown in Figs. 1 and 2. The graphs on the left show 
noise-induced pitch changes for a 600 Hz and 800 Hz tone, and the graphs on 
the right show pitch changes in the (missing) fundament al of the two-tone 
complex (200 Hz) i nduced by masking noise (top) and frequency shift (bottom). 
Pitch changes are expressed in percents, defined as 100(f -f )/f , where 

ptt 
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fp is the fundamental of the pulse signal Band ft is either the pure tone 
frequency (600 or 800 Hz) or the missing fundamental (200 Hz). Each data 
point represents the mean of ten matches, with standard deviation bars also 
shown. A second order curve was fit to the experimental means using a maxi
mum likelihood procedure (solid curves). The dashed curves indicate the 
pitches one would expect if complex tone pitch were derived by a minimum 
square error estimate from the pure tone pitches shown on the left hand side 
of the figures. 

In contrast to subject A.H., subject J.S. shows a consistent tendency to 
tune everything between one and two percent sharp. Both subjects show a con
siderably smaller pitch shift effect with the partially masked two-tone com
plexes than with the single tones, and a somewhat larger effec t with the fre 
quency shifted two-tone complexes. Direct comparison of the solid graphs on 
the right in each figure shows quite c1early that noise-induced and frequency 
shift-induced changes in the perceived pitches of harmonies have a very dif
ferent effect on the perceived fundamental pitch of the complex. 

A va1id question one could raise about the monotic results is whether or 
not the smaller noise-induced pitch effects observed in the two-tone case are 
caused by additional pure tone pitch shifts that the tones may induce upon one 
another. Such shifts may go in opposite directions as those caused by the 
noise, resulting in an overall cancellation of the observed effect (Terhardt 
and Fastl, 1971). For this reason a dichotic version of the experiment was 
executed which eliminated possib1e t one-induced pitch shift effects. This 
experiment has the additiona1 advantages of e1iminating possibly confounding 
effects o f aural combination tones and allowing more effective masking of the 
higher stimulus harmonie. A disadvantage was the higher amount of pitch am
biguity caused by ana1ytic pitch cues, which made the pitch matching task more 
difficult and sometimes necessitated the presentation of a target signal at 
the beginning of a match ,to prevent the subject from zeroing in on the wrong 
pitch cue (Houtsma, 1979). 

Some typical dichotic matching results are shown in Fig. 3. Again, all 
data points are the means of ten matches, and are fit with straight 1ines 
which allows the amount of pitch shift in each case to be expressed in "percent 
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pitch change per dB," the slope of the straight line functions. The results 
are reasonably similar to the monotic ones. Pitch shift slopes for the par
tially masked two-tone complexes are less than those observed for the partial
ly masked individual harmonies. The second subject (R.F.) also shows sub
stantially smaller induced pitch shift effects than subject A.H. A possible 
reason for this will be discussed later. 

Results similar to those shown in Fig. 3 were obtained for all other har
monics between 400 and 1600 Hz. These results, expressed in percent pitch 
change per dB, are shown in Fig. 4. They include matches for partially masked 
individual harmonics, partially masked dichotic two-tone complexes, and fre
quency shifted dichotic two-tone complexes in quiet (con trol experiment). In 
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the first case the abscis sa represents the pure tone frequency, in the second 
case the frequency of the lower harmonic, and in the third case the frequency 
of the 10\V'er harmonic before the introduction of frequency shift. The data 
points, representing the slopes of the actual matching functions, show con
siderable variation from one frequency to die next. This is probably because 
no attempt had been made to determine the precise noise cutoff frequency for 
each tune frequency that would result in comparable masking effects. 1'he 
chief purpose of the experiment was to compare at each test frequency the sin
gle tone results with the two-tone results. In every instance, for both sub
jects, tlle pitch shift slope for the complex tone is considerably less than 
the matching slope for either harmonic by itself. Averaging the slopes over 
all test frequencies, one finds for subject A.H. values of .064 and .024, and 
for subject R.F. values of .018 and .009 for the individual tone and the two
tone conditions respectively. 1'he dichotic control experiment was carried out 
only up to the 6th harmonic. 'DIe results show that the observed two-tone 
pitch shift effect is much stronger than the average effect of the single 
tones for subject A.H., which was also observed to alesser extent in the 
monotic experiment. For subject R.F. the results of the frequency shifted 
two-tone complexes are of the same magnitude as the individual tone results. 

DISCUSS I01~ 

1'he most important finding of this study is that the amount of pitch 
change in a two-tone complex, induced by 10\V'pass noise, is subs tantially less 
than the amount of shift induced by the same lowpass noise in its individual 
harmonics. Hon~over, it was shown directly that a pure tone in lowpass noise 
and a pure tune of different frequency in quiet may appear to have the same 
pitch when matched to a common third stimulus, but are far from equivalent 
when used as harmonic components of a complex tone. 1'his suggests that com
plex tone pitch is not obtained through aserial operation in which a proces
sor operates on tone pitches rather than tone frequencies (Terhardt, 1972b; 
van den Brink, 1974), but rather through an independent process parallel to 
the pure tone pitch mechanism. 

Our findings are qualitatively in agreement with those of Walliser (1969) 
who found generally smaller shift effects induced in the pitch of a filtered 
pulse train (harmonics 6-15) than in the pitch of the lower stimulus partial 
(6th harmonic). 1'he partial masker here was white noise. Our results are 
very different, however, from those of van den Brink (1975) who obtained pitch 
matches between a partially masked three-tone complex in one ear and a three
tone complex of the same harmonics in quiet in the other ear. He found that 
the pitch shift induced by the noise in the three-tone complex was exactly 
given by the average of the induced binaural pitch shift functions measured 
for the three individual harmonics. He concluded that "the neural excitation 
pattern that is characteristic of the perception of a certain residue pitch 
is determined by the neural excitation patterns induced by the separate com
ponents of a complex sound which are alreadyrepresentative of their separate 
pure tone pitches." 1'he discrepancies between our data and those of van den 
Brink might be explained by the differences in experimental paradigm. One im
portant difference seems to be that in our experiments all test sounds were 
matched to the same comparison sound, a periodic narrow pulse, whereas in 
van den Brink's experiment subjects matched single tones to single tones and 
a three-tone test complex in one ear to a three-tone comparison complex of 
exactly the same harmonic order in the other ear. In the latter paradigm, 
subjects may subconsciously have matched individual single tone pitches be
tween the ears instead of residues, in which case the apparent agreement be
tween complex tone pitch shift and single tone pitch shift would be entirely 
artifactual. 1'his hypo thesis is strengthened by the fact that van den Brink's 
test matches were usually accurate to within 0.1%, while in his control checks 
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where harmonic complexes of unequal rank orders were matched, a criterion of 
"a few percent error" was used to decide that the subject was matching resi
dues and not partials. The much greater accuracy in the test matches may in
dicate that some other cues may have been used besides residue matching. Our 
experiments, of course, are in principle subject to the same criticism. Sub
jects could have matched components of the test sounds to component pitches of 
the periodic pulse. In our case, however, the data do not support that hy
pothesis. 

Standard deviations found in our experiments we re typically around 0.5% 
as can be seen in Figs. 1 through 3, and were gene rally somel. ha t larger for 
the higher masking levels. This is consistent with the observation that just 
noticeable differences in pure tone frequency increase with masking noise in
tensity (Harris, 1947; Henning, 1967). Variances were also found to increase 
on the average with increasing harmonic number in the dichotic two-tone exper
iments, reaching values of around 1.5% for the highest harmonie pair tested 
(harmonies 7 and 8). This may reflect the increased ambiguity of two-tone 
pairs of high harmonie order. 

The amount of noise-induced shift in the pitch of pure or complex tones 
varies between subjects. Similar intersubjective differences in behavior were 
observed by Terhardt and Fastl (1971) for single tones in lowpass noise. This 
observation may have a physiological basis. Furthermore, the smaller pitch 
shifts observed in subject R.F. mayalso reflect her absolute pitch ability 
which, if used, could have had an equalizing effect on her pitch matching per
formance. 

Our empirical finding that induced pure tone pitch changes are not re
flected to the same extent in complex tone pitch is also consistent with musi
cal experience. Some of these pure tone pitch shift effects have been shown 
to be as large as a full semitone (Terhardt and Fastl, 1971; Terhardt, 1974a). 
If similar pitch changes were found in tone complexes comprising such pure 
tones, musicians would probably complain more of ten about pitch instability 
depending on dynamic levels and general musi,cal texture. Our finding mayalso 
be interpreted to mean that certain hearing pathologies, e.g., severe binaural 
diplacusis, may not be very debilitating impairments with respect to the per
ception of music. 

From a physiological point of view it seems almost certain that noise
induced pitch changes for pure tones are place effects . It is not difficult 
to imagine a mechanism in which the center of gravity of tone response activ
ity changes with tone intensity or in the presence of other stimuli. On the 
other hand, auditory nerve fibers whose tone responses are found to be phase
locked to the stimulus tone will remain phase-locked to the tone if masking 
noise is introduced unIess, of course, the noise is so intense that it dis
turbs the synchrony. In any case, there is no systematic change in the fre
quency to which unit responses are synchronized with increasing intensity of 
masking noise. The apparent fact that complex tone pitch is far less depen
dent on the presence of masking noise than pure tone pitch suggests the exis
tence of two parallel pitch processing mechanisms from the periphery inward, 
one for pure tone pitch based on place encoding, the other for complex tone 
pitch based on temporal information. If no systematic pitch changes at all 
were observed in the partially masked complex tone conditions, the argument 
for two separate and independent pitch mechanisms would have been rather sim
ple and clear cut. Our finding that there is a noticeable positive pitch 
shift for complex tones under masking conditions, even though it is consider
ably smaller than the shift observed with pure tones, suggests that the two 
pitch mechanisms are not entirely independent. 

All th ree major pitch theories are affected by our results in some way. 
The explicit assertion of Terhardt's "virtual pitch theory" (1972b, 1974b) 
that virtual pitch is derived from spectral pitch cues which, in turn, are 
subjeét to the Ioudness and masking effects discussed in this study, is incon-
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sistent with our data. The significance for the "pattern transformation 
theory" (.Wi.ghtman, 1973) is that its "periphera1 activity pattern" evoked by 
spectra1 components of a complex tone, which mediates the complex tone sensa
tion, cannot be the same periphera1 activity pattern that wou1d media te pure 
tone pitch sensations. For the "optimal processor theory" of Go1dstein 
(1973), our findings simp1y underscore the fact that the processor inputs, 
which are noisy representations of stimulus frequency components, shou1d not 
be identified or confused with interna1 representations of pure tone pitches 
(Green, 1976). 

The author is indebted to Rhona Freeman and John Stautner for their 
patience and endurance throughout the experiments. H.S. CoZburn provided 
vaZuabZe assistance. This work was supported by the NationaZ Institutes 
of Hea Zth, Grant NSl1680-0J. 
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COMMENT ON "Influence of masking noise on the pitch of complex tones" 
(A.J.M. Houtsma) . 

E. Terhardt 
I nstitute of EZectroacoustics, TechnicaZ University, MUnchen , FRG. 

Houtsma's conclusion, which asserts inconsistency of the virtual-pitch 
theory with the described experimental data, is untenable. In fact those data 
are highly compatible with the virtual-pitch theory. 

Although Houtsma obviously is aware that (in the monaural experiment) the 
pitch-shifting effect of the low-pass noise on each of the two simultaneous 
components may be different from the effect on each component presented indi
vidually, he does not draw appropriate conclusions. In fact it is highly pro
bable that the individual spectral pitches of the 600 Hz- and 800 Hz-components 
are affected significantly less in the case of simultaneous presentation than 
in the case of individual presentation. The dichotic experiment does not pro
vide a safe solution to this problem since it has been shown that interaural 
pitch shift effects do exist (Terhardt, 1977). Thus, even in the dichotic con
dition, the spectral pitches of the two components may be affected differently 
by the low-pass noise as compared to the single-tone experiment. Nevertheless, 
Fig.3 of Houtsma's paper shows that for subject R.F., the noise-induced pitch 
shift of the individually-presented 600 Hz component is practically identical 
to the fundamental-pitch shift of the two-tone complex (i.e., maximally about 
1%; compare diagrams on right top and bottom). Actually the virtual-pitch the
ory would predict that the spectral pitch of the 600 Hz-component is determi
ning the fundamental pitch (virtual pitch) of the dichotic two-tone complex . 
Hence in this particular case Houtsma's assertion that "corrrpZex tone pitch is 
f ar Ze ss dependent on the presence of masking noise than pure tone pitch" is 
inconsistent with his data which, on the other hand, are presented as "typica?' 
dichotic matching r esuUs". 

The question of whether or not the fundamental pitch of a two-tone com
plex is affected by a low-pass noise in the same way as one or both of the 
spectral pitches can be investigated directly by measuring the individuaZ spec
tra?' pitches of the simuZtaneous two tones instead of the isolated tones. This 
type of experiment is actual l y relevant to the question raised by Houtsma, and 
can be readily carried out either monotically or dichotically. Unfortunately 
Houtsma does not report anything about such an experiment. 

With re gard to tone perception in general, Houtsma mentions quite correct
ly "that induced pure tone pitch changes are not refZected to the same extent 
in corrrpZex tone pitch", and that this is consistent with musical experience. 
In fact, this has already been recognized and discussed several years ago (cf. 
e.g. Terhardt, 1972; 1975) . It is one of the specific advantages of the vir
tual-pitch theory that the lat ter takes explicit account of pure tone pitch 
shifts and complex tone pitch shifts, reconciling them with each other. 
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REPLY TO COMMENT OF E. TERHARDT 

A.J.M. Houtsma 
Research Lab. of Electranics, Massachusetts Inst. af Technology, Cambridge, 
U.S.A. 

I fail to see how my data support the virtual pitch theory. The data in 
Fig. 3 are merely an illustrative example of many observations which are all 
shown in Fig. 4. From this figure one can see that even in the case cited by 
Terhardt the slopes of the pure-tone pitch functions are .03 and .045 respect
ively, where the slope of the corresponding two-tone pitch function is about 
.02. Generally it seems quite clear from Fig. 4 that there is a sizable over
all difference between noise-induced pitch shifts in pure and complex tones. 
According to the virtual pitch theory, the solid, dash-dotted, and dashed 
curves in Fig. 4 should be identical. 
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preliminary data on controlateraly induced pitch shift for pure tones are 
shown for two subjects. It appears that the amount of contralateral shift is 
insufficient to "undo" the ipsilateral shift in order to explain the relatively 
small complex tone effects. Nevertheless, the experiment of measuring pure tone 
pitches of the simultaneous complex as suggested by Terhardt should definitely 
be performed. 
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COMMENT 

COMMENT ON "Influence of masking noise on the pitch of complex tones" 
(A.J.M. Houtsma). 

G. van den Brink 
Dept . of BioZogicaZ & MedicaZ Physics, Erasmus University Rotterdam, 
The NetherZands . 

Pitch of periodic pulse trains 

The apparent discrepancy between Houtsma's findings and my results may not 
be due at all to the type of percept, either a residue pitch or an analytical ' 
percept of the separate components. Since all results of my experiments indicate 
tha t residue pitch is determined by the pitches of the separate components, I 
doubt whether the type of percept would make any difference anyway. Unfortunate
ly, we were not able to check this with the signals as used, because none of the 
subjects involved was able to have anything else but a residue percept, when 
trying this out in conflict situations (800, 1000, 1200 Hz versus 900, 1080, 
1260 Hz). Although to different extents, the criterion could be switched without 
too many problems, using two-component signais, so that the certainty with re
gard to the type of percept is, indeed, considerably less in that case. 

It is hard to judge what procedure is preferabie, having no absolute built
in pitch reference. I am, of course, inclined to prefer a situation in which 
either of the signals involved is being matched with signals that are as much 
alike as possible. So, pure tones with pure tones, residues with residues con
sisting of the same harmonics, etc. One advantage is, that both signals then 
undergo the same influences, in case unforeseen factors affect the pitches. 

Having testsignal and matching signal in different ears, gives the extra 
advantage that the pitch of the matching signal is not being affected by signals 
that are meant to influence that of the testsignal. In Houtsma's procedure, an 
increasing pitch shift for the components of the matching signal can be expected 
with increasing masking level, due to after-effects of the noise. These shifts 
neutralize at least partly the effect of noise up on the pitch of the testsignal 
that, therefore, will be underestimated with increasing noise level. Since 
Houtsma's two components are near the dominant area of their fundamental, the 
weight of their contributions to periodic pulse pitch may even be relatively 
strong. Higher harmonies play a role in the pitch of periodic pulse trains, as 
is clear from the results of Terhardt and of myself. 

It seemed worthwhile to compare the signals involved as a function of the 
frequency in my own experimental set up: In part A of the figure, the results of 
a matching experiment of a pure tone with a periodic pulse train (duty cycle 
1/7) as a function of the frequency is given for either ear between 500 and 3000 
Hz. Part B shows the same for frequencies between 170 and 1500 Hz. A constant 
duty cycle is to be preferred above constant pulse duration because the spectrum, 
relative to the fundamental, does not change with the repetition rate. The faet 
that the pitch of periodic pulse tra ins differs from that of pure tones points 
to an influence of harmonies. This influence decreases with increasing fund amen
tal frequency because of the sensitivity of the ear. Note that the results of 
the left and the right ear show a clear resembrance, but are not identical. This 
not being identical must be due to the left-right differences that cause bin
aural diplacusis as weIl. 

Houtsma used periodic pulse tra ins with constant duration (0.1 ms) so that 
below 1430 Hz the spectra of his signals contain more and increasingly stronger 
harmonics than constant duty cycle signais, with decreasing frequency. In order 
to judge their importance, I matched periodic pulse tra ins having constant duty 
eycle (1/7) with signals having constant pulse duration (0.1 ms). The result is 
shown in C: The frequency difference needed for equal pitches depends evidently 
on the spectral contents. The equal trends in the curves Band C points to a 
common source of influence. This might be due to the same components, probably 
around the 4th harmonic. These harmonics are present in both spectra, having 
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different amplitudes, so that they affect the pitches in the same qualitative 
way but to differ eOnt ext ents. This difference decreases with increasing frequen
cy up to around 1430 Hz where both s ignals are the same. 

When pure tones are be ing matched with 0.1 ms periodic pulses instead of 
pulses with a constant duty cycle of 1/7, the effect in C comes on top of the 
effect in B. The sum of both is given in part D, toge ther with results of a few 
actual matchings, indicat ed with crosses. This curve represents the controversy 
between Houtsma's and my findings o This r esult can easily account for the dis
crepancy of a few percents as found by Houtsma. 

It must be concluded that the pitch of a periodic pulse signal is subject 
to contributions of more than only the first harmonic, and, therefore, depends 
on it s spectrum. The rule that pit ch of a comp l ex sound is determined by weight 
ed contributions of separate pitches of the components seems to hold for period
~c pulse signals as weil . A periodic pulse train is, therefore , not reliable as 
a reference signal for pitch. In fact it is the most complex tone of a ll. 
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COMMENT 

REPLY TO COMMENT OF G. VAN DEN BRINK 

A.J.M. Houtsma 
Research Lab. of Electronics, Massachusetts Inst. of Technology, Cambridge, 
U.S.A. 

Although it may be quite true that the pitch of the pul se-train reference 
signal is influenced by preceding noise exposure or by slight variations in 
its duty cycle, our experimental results should not be affected since the same 
reference signal is used to match partially masked pure tones and complex 
tones. All we assume is that when A is matched to C and B is matched to C, 
than A can be considered to be matched to B, which does not seem unreasonable 
as long as we stay within one psychophysical dimension. For example, if the 
complex tone pitch is increasingly underestimated with increasing noise due to 
noise af ter effects, as van den Brink points out, the same thing will happen 
with the pure tone component pitch matches. Therefore, the ratio of the pure
tone and complex-tone pitch functions, which is the quantity we are really 
interested in, is unaffected by such unknown pitch effects on the reference 
signal. Such a ratio function is a constant for van den Brink's (1975) experi
ment, consistent with the virtual pitch theory, but a distinctly sloping line 
in just about every case in our experiments. 

Since our pure tone results are quite consistent with other results 
reported in the literature, the controversy focuses on the complex tone 
results. In that case, the apparent pitch was always somewhere between 198 and 
202 Hz, which translates into a range of duty cycles from .019 to .021. This 
seems hardly significant. 

Ritsma (1966) also found that pure tones could be shifted in pitch by 
applying low pass noise, but found no such shifts in residues. We are trying 
to duplicate van den Brink's (1975) results with his paradigm, but so far we 
have been unsuccessful. Therefore our experimental discrepancy still remains 
to be resolved. 

REFERENCES 

Ritsma, R.J. (1966). The pitch of Sinusoids ' and Complex Signàls as Affected 
by masking noise. Annual Frogress Report. Inst. for Perception Research. 
No. 1, 27-28. 
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TOWARD UNDERSTANDING PITCH PERCEPTION: 
PROBLEMS, CONCEPTS, AND SOLUTIONS 

Ernst Terhardt 

I nsti t ute of Electroacoustics , Technical University 
MUnchen, Federal Republic of Germany 

I. INTRODUCTION 

There is fair agreement that the past decade brought significant progress 
in the understanding of pitch perception. It is, however, not easy to survey 
the present status of our understanding. Since it is supposed that considerable 
obstacles of understanding are on the conceptual rather than the phenomenologi
cal side, the author's personal concept will be briefly sketched as a basis of 
discussion. To illustrate how that concept is applied in our research group,the 
present status of our work on the quantitative evaluation of the pitch percepts 
evoked by complex, ambiguous tonal signals will be sketched. 

2. CONCEPTUAL ASPECTS OF UNDERSTANDING PITCH PERCEPTION 

The whole domain of pitch perception may be characteriz ed by three basic 
problems which concern (I) the qualitative and quantitative relationships of 
signal parameters to pitch; (2) the origin of tonal affinity and the laws go
verning it; and (3) the memory for absolute pitch and the laws governing it. 
Several crucial aspects of these problems will be briefly discussed in the fol
lowing sections. Due to space limitations only very few references can be gi
ven. The reader's attent ion is drawn to the surveys given by Hilson (1974), 
Plomp (1976), and de Boer (1976). 

a) Si gnal parameters and pitch 

While physical stimulus parameters are solidly defined, the definition of 
pitch invokes some problems. Essentially, three basic concepts may be consi
dered: 
(I) The one-dimensional concept. Pitch is defined as "that attribute of audi
tory sensation in terms of which sounds may be ordered on a scale extending 
from low to high" (Amer. Nat. Standard Terminology). This seems to be the most 
neutral and safe definition, and has been the basis of most psychoacoustical 
experiments on pitch. 
(2) The bi-dimens ional concept. Pitch is defined as being composed of the com
ponents (dimensions) height and chroma, the latter representing the feature of 
"musical identity" of tones being one or more octaves apart. This definition 
probably is conceptually inadequate, since there is no evidence that would re
quire the sensory attribute of height and that of octave affinity both to be 
attached to one sensory quality called pitch. 
(3) The bi-modal concept. The one-dimensionality of pitch does not imply that 
only one type (mode) of pitch would exist. Yet pitch theorizing was impaired 
for a long time by the (more or less implicit) assumption that there was just 
one type of pitch to be explained. This inadequate concept ion caused consider
able problems in finding the pitch-determinant parameters of complex stimuli. 
Systematic consideration of the variety of significant pitch phenomena revea
led convincing evidence for a bi-modal concept, and an explicit definition of 
the two pitch modes, i.e. spectral pitch and virtual pitch, was achieved (Ter-
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hardt, 1972a, b). It is the bi-modal pitch concept which logically opens the 
way to the current "pattern-recognition approach" to the pitch of complex sig
nals. 

Probably the most appropriate conceptual definition of pitch is provided 
by a combination of the one-dimensional concept (1) with the bi-modal concept 
(3) . 

A large and important part of understanding the stimulus-to-sensation-re
lationship is the problem of finding those physical parameters which determine 
the perceived pitch. This problem is considered separately for steady, determi
nistic signals such as pure and complex tones, and quasi-random signals such as 
amplitude-modulated, chopped, or repeated noise. 

In the case of deterministic signals this problem is closely related to 
the concept of frequency which is not strictly regarded in all cases. The term 
"frequency", meaning "periods per second", may be either attached to the real 
acoustic signal (referring to its oscillations per second) or to any particular 
Fourier-component, which is a mathematically- rather than physically-defined 
entity. For the vast majority of tonal stimuli occuring in everyday experience 
it is true that pitch is monotonically related to oscillation frequency (the 
lat ter term is used as opposed to spectral frequency). Thus on first sight os
cillation frequency (or its reciprocal, "periodicity") seems definitely to 
provide the pitch-determinant physical clue. Yet Helmholtz (1863) destroyed 
this concept by attaching pitch to spectral frequency. This was actually an 
excellent principle to explain the pitch of pure tones, but it caused serious 
problems in understanding the pitch of complex tones. Helmholtz apparently was 
satisfied by his idea that in complex tones the fundamental was physically sa 
st rong as to determine pitch, in spite of the presence (and aural resolution) 
of many other harmonics. Schouten and his colleagues, af ter having demonstrated 
experimentally that Helmholtz was wrong in the latter respect, concluded that 
in fact oscillation frequency would provide the most promising approach to a 
solution. However, this approach was not successful either. Rather, evidence 
accumulated that the pitch of complex tones is largely dependent on spectral 
frequency, though not in the way Helmholtz had supposed (cf. Terhardt, 1970; 
1972a, b; Whitfield, 1970; Wightman, 1973; Goldstein, 1973; Wilson, 1974). lt 
was this evidence that forced a conceptual re-definition of pitch, i.e. the bi
modal concept. The particular phenomenon of "central summation" of dichotically 
distributed spectra I components in musical-interval recognition (Houtsma & 
Goldstein, 1972), though adding just another hint to many others, provided a 
sort of trigger for the new conceptual approach to quickly become popular. 

Thus full compatibility of phenomenological evidence and conceptual appro
ach has been achieved. There can hardly be any doubt that with deterministic 
signals spectral frequency should be considered the pitch-determinant clue. It 
should be noted that this does not imply any decision on how the auditory sys
tem actually accomplishes that frequency analysis, i.e. whether this is do ne 
in the "place-" or "periodicity- domain". 

In the case of quasi-random signals the pitch-determining clues are not sa 
weIl established. These signals evoke pitch sensations of very different stren
gths, being either of the spectral-pitch or virtual-pitch type. While in same 
cases it is rather obvious that spectral clues are pitch-determinant (e.g. band 
limited noise; repetition noise), in other cases temporal periodicity appears 
to be the only relevant physical clue (e.g. periodically amplitude-modulated 
white noise). On evaluating the latter phenomenon, the following aspects should 
be noted: 
(1) The case of "pure periodicity pitch" is rare and rather hard to verify ex
perimentally. The pitch sensation is very faint (cf. Fastl & Stoll, 1979). 
(2) The signals by which "pure periodicity pitch" is evoked are not really pe
riodic but "quasi-periodic", i.e. the periodicity exists only in the signal's 
envelope. This reduces the significance of that type of evidence considerably, 
since experiments with complex tones have convincingly established that the en-

354 



Understanding pitch perception 

velope of deterministic signals is not pitch-determinant. 
(3) Since in the "periodicity pitch" case the pit ch sensation is so faint, the 
possibility cannot be excluded that certain specific spectral clues which are 
not existent in the long-term power spectrum are detected by the auditory sys
tem and provide a source of pitch sensation (cf. Pierce et al., 1977). 

Thus the vast majority of pitch phenomena suggest that spectral clues are 
pitch-determinant, while there is only rare and weak evidence of periodicity 
analysis. 

b) The origin of tonal affinity 

Essentially there are two competing hypotheses, namely (1) that the sense 
of harmonic intervals is an inherent feature of the auditory system and is de
pendent on the tempora l structure of the stimulus-synchronized nerve-impulse 
patterns; and (2) that the sense of harmonic intervals is acquired by auditory 
analysis and processing of harmonic complex tones, in particular the voiced 
speech sounds. At pres ent, psychophysical evidence favors the latter hypothe
sis (c f. Terhardt, 1972a, b; 1974; 1976) . It cannot, however, be excluded that 
an explanation of pitch perception as such and of the harmonic sens e along the 
line of the first hypothesis may be achievable. Significant approaches of this 
type do exist (e.g. Ohgushi, 1978), but a comprehensive theory covering the 
variety o f phenomenological evidence is still lacking. 

Hence the current sta tus of psychophysical knowledge in fact supports the 
validity of the second of the aforementioned principles. 

c) Absolute pitch memory 

According to a widely-accepted viewpoint, the sense of musical intervals 
(i. e. tonal affinity, also called "relative pit ch") is a basic, natura 1 fea
ture of the auditory system, possessed by almost every individual, while "ab
solute pitch" is considered as an unusual gift because it is available only to 
very few. However, there are significant phenomenological and theoretical indi
cations that the conceptual approach behind that viewpoint may be inadequate. 
On the phenomenological side it is not established that "relative pitch" is 
considerably more pronounced than "absolute pitch". In an experiment with a 
limited number of musical tones and intervals we found tha t subjects not pos
sessing absolute pitch did not perform much better in the absolute recognition 
of i nterval s than of t ones . Hence, at least with respect to a limited set of 
items to be recognized, the actual ability of most individuals to absolutely 
designate musical tones seems to be basically the same as the ability to de
signate musical intervals. Moreover, many musically-trained individuals pos
sess the ability, with a reliability significantly higher than chance, to 
identify isolated musical tones and the key in which a piece of music is per
formed. Thus a sort of absolute pitch may exist as a "potential" rather than 
readily-applicable faculty, which is common to many individuals. 

This view is weIl in line with certain consequences of the present appro
ach, in particular the virtual-pitch theory. According to that theory, virtual 
pitch of complex signals is established by matching certain pitch cues which 
are subharmonic to the resolved spectral components. The harmonic pitch inter
vals used in that process must be in the . system's memory. Since the width of 
those intervals, in terms of pitch, will be dependent on the absolute height 
of the components, it follows that the absolute pitch must be "decoded" by the 
system: "relative pitch" presupposes the existence of "absolute pitch". Since 
virtual-pitch extract ion is an unconscious process, it can be concluded that 
the memory for both absolute pitch and harmonic intervals reside at an uncon
scious level and are not easily accessible from the conscious and verbal level. 

These arguments provide a speculative approach rather than a basis of un
derstanding. "Absolute pitch" is still poorly understood. 
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3. VARIOUS PITCH PERCEPTS WITH COMPLEX STIMULI: QUANTITATIVE EVALUATION 

The pitch percepts evoked by complex stimuli normally are ambiguous, i.e. 
more than one pitch may be assigned to one and the same stimulus. That ambigu
ity is rather restricted in the case of most usual musical instruments and the 
human voice. It may, however, become quite obvious e.g. with the sounds of 
carrillons and church bells . It is particularly the latter type of tonal 
sounds which provides achallenge to any pitch-predicting system, and the ex
tent to which such predictions can be made correctly may be considered as an
other measure of the understanding of pitch perception. Basically, the entire 
tonal percept evoked by a complex signal may be represented by a pattern of 
pitch values to each of which is assigned a weight which indicates its rela 
tive salience. This pattern will comprise both spectral and virtual pitches. 
A procedure f or the ev aluation of that salience vs. pitch pattern was recently 
worked uut by our group. lts features are briefly outlined as follows (for a 
complete description see Terhardt et al., 1980). 

a) Outline of the procedur e 

Fig . l . Flow- char t of the pitch
evaluation system 

Fig . 1 shows the block diagram (flow
chart) . It operates on the frequencies and 
SPL's of the stimulus components, i.e., 
spectral analysis of the respective stimuli 
of the right and left ear is assumed to have 
been accomplished. The separate steps of 
processing are the following (numbering as 
in Fig.I). 

i ) Addition of combination tones to the 
spectrum . In compl ex signals comprising more 
than two components, aura l combination tones 
hardly affec t pitch. They do, however, with 
two-component stimuli, produce the so-called 
second effect of pitch shift (Smoorenburg, 
1970). In order t o a ccount for that effect, 
the frequencies and SPL's of the 3rd- and 
5th-order combination t ones may be deduced 
from the stimulus da t a , thus obtaining a 
sart of effective spectrum. Recently Zwicker 
(1980) has suggested a formalism for qu anti
tativ e evaluation of the odd-order comb i na
tion tones. 

ii) Evaluation of mutual mas king and pitch 
shifts of components . Only those spectral 
components which are resolved (i.e. produce 
individual spectral pitches) may contribute 

to the tonal percept, either "directly" as spectral pitches, or "indirectly" 
as virtual pitches. The degree of spectral resolution of any particular spec
tral component is depicted by the sound-pressur e- level exces s LX, which has 
been defined on the basis of auditory-frequency resolution as represented by 
masking patterns (Terhardt, 1979). The pattern of LX-values which usually is 
obtained with a complex signal comprising several components, is called the 
spectral- pitch pattern . As an example the calculated spectral-pitch pattern of 
the synthetic vowel lal, realized with 200 Hz fundament al frequency, is shown 
in Fig.2 (upper diagram, vertical lines). The physical spectrum is represented 
by circ les. Also shown is a calculated representation of the excitation level 
I.E. In the present context only the LX-pattern is relevant, as it is used to 
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represent the relative pitch salience of 
every component. 

The position of the vertical lines in 
the LX-pattern denotes the precise spectral 
pitches assigned to the individual compo
nents. These pitches numerically depart 
somewhat from the corresponding frequencies 
(which in this example are 200 Hz times an 
integer) due to the effect of pitch shift 
by masking . The calculation procedure has 
already been described elsewhere (Terhardt, 
1979) . 

In the lower diagram an experimental 
spectral-pitch pattern is shown, i.e. the 
relative number of probe-tone matches to in
dividual harmonies (3 S's; the same stimu
lus; for details see Stoll, 1980). Obvious
ly there is a high correlation to the cal
culated LX-pattern, thus confirming its au
ditory relevanee and justifying considera
tion of LX as an appropriate measure of the 
"salience" of the spectral pitches of indi
vidual components. It should further be no
ted that in the experimental histogram the 
maxima corresponding to individual harmonies 
are somewhat shifted horizontally, thus Ln
dicating the predicted spectral-pitch 
shifts. 

In the pitch evaluation only those 
components with LX-values greater than 0 
play a role. These are cal led "determinant 
components". 

iii) Assigning a weight to every spectral pitch . The relative salienee of every 
spectral pitch as such and its relative contribution to the formation of virtu
al pitch are represented by one numerical value per component, i.e. the "spec
tral - pitch weight". It has been defined as a function of LX and component fre
quency so that in particular the phenomenon of spectral dominance is taken in
to account (for details see Terhardt et al., 1980). 

iv) Extraction of virtual pitches and weights . The various potential virtual 
pitches are extracted basically by the same algorithm as described elsewhere 
(Terhardt, 1979). By additional quantification and implementation of correspon
ding principles of the virtual-pitch theory, the calculation of virtual-pitch 
weights was also achieved . The implemented principles may be qualitatively 
listed as follows. 
(1) Virtual pitch is ambiguous. 
(2) Any potential virtual pitch is subharmonic to at least one stimulus compo
nent. 
(3) When a particular virtual pitch is specified by a group of stimulus compo
nents, only the most salient of them will finally determine the magnitude of 
that virtual pitch. 
(4) The salienee of a particular virtual pitch is dependent on the number of 
determinant spectral pitches; the salienee (weight) of the determinant spec
tral pitches; the subharmonie numbers which specify the relationship between 
virtual pitch and determinant spectral pitches; and the degree of harmonicity, 
i.e. the extent to which the determinant spectral pitches are true harmonies 
of the considered virtual pitch. 
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v) Se l ection of t he mos t prominent pitches. As the number of potential pitches 
provided by steps 3 and 4 may be considerable, the main function of step 5 is 
to reduce the final data to a reasonable number X of most-salien~ pitches. 
Within the group of spectral pitches (provided by the 3rd processing step) the 
salienee of a particular pitch is defined to be directly dependent on the cor
responding spectral - pitch weight. Likewise, the salienee of a particular vir
tual pitch within the group of virtual pitches (provided by step 4) is speci 
fied by the corresponding virtual-pitch weight. Thus finally only the relati
onship of weights between the two groups had to be specified to enable des
cription of the salienee of any pitch, i .e. without regard of whether it is 
spectral or virtual. This was accomplished particularly by optimizing the cal
culated data of a number of church bells to the corresponding psychoacoustic 
results (cf. the following section). 

b) Results 

A variety of harmonie and inharmonic complex tones which have been used 
in research on pitch perception (e.g. full harmonie complex tones; harmonie 
and inharmonic residue tones) have been used to test the procedure. In all ca
ses reasonable results were obtained, i.e., the resulting salienee vs . pitch 
distributions appeared to be highly compatible with the available psychoacous 
tic data. Thus the procedure was extensively tested and optimized with the 
sounds of several church bells which were available on tape records. 

By pitch-matching experiments with 18 subjects the "targets" of the pre
dictions were obtained (cf. Seewann & Terhardt, 1980), i.e. histograms of 
pitch-matches for each bell sound. The input data of the procedure were estab
lished by FFT-analysis start i ng 40 ms af ter the moment of strike. The digital 
spectrum data of the B&K 203 1 FFT-analyzer (400 samples; bandwidth 5 kHz) were 
directly transferred to a HP 9830 desk computer programmed for extract ion of 
precise component frequencies and SPL's, and for carrying out the pitch-pre
diction. Fig.3 depiets the FFT-spectra of two church bells, as examples. The 
corresponding histograms of pitch matches as obtained in the psychoacoustic 
experiment are shown in Fig.4. For each of the two bells the existence of re
latively pronounced maxima indicates that the pitch ambiguity of these part i-
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cular bells is limited. In fact, 
these are two examples of relatively 
pleasant and "musical" bell sounds. 
Inspection of the upper diagrams in 
Figs. 3 and 4 reveals that in the 
case of bell A the most prominent 
peak in the pitch histogram (around 
370 pitch units) does not correspond 
to any prominent speet ral component. 
That pitch value is entirely of the 
virtual type. With bel l B the most 
salient pitch value (around 204 
pitch units) coincides with a spec
tral component. In fact that compo
nent can readily be "heard out" . Ne
vertheless, that pitch must be con-
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sidered as being essentially 
a virtual pitch as weil, be
cause the virtual pitch of 
204 pitch units which is con
veyed by several components 
(one of which is the 204 Hz 
component) has a higher 
weight than the 204 pitch 
units spectral pitch. This 
is illustrated by the calcu
laced results in Fig.4. 
These are represented by 
triangles (virtual pitches) 
and circles (spectral pit
ches), respectively , the 
weights of which exceed the 
value 0.2. The absolute 
weight has not yet been put 
into a defined relationship 
to the relative number of 
pitch matches of the psycho
acoustic experiment; thus 
only the variation of weights 
along the abscissa should be 
compared with the maximum
minimum configuration of the 

pitch matching histogram. For each of the two church belis, the most prominent 
peak of the histogram is correctly predicted by the evaluation procedure (370 
pitch units for bell A, and 204 pitch units for bell B). In the case of Bel l A 
the second-order pitch (185 pitch units) is also correctly predicted. 

As the pitch matches of minor order are regarded, these are correctly pre
dicted with respect to pitch as such, but not so weil with respect to their re
lative salience. In particular there is a tendency of the algorithm to predict 
rather low virtual pitches which are hardly found in the experiment a l hist o
grams. 

We investigated in the described way 17 bell sounds which had been selec
ted by aural evaluation from a great number of tape records with the aim t o get 
a typical representation, inc luding sounds with low and high quality. From this 
sample 8 belis, i.e. about 50%, were aurally found to have agreeable or high 
quality. The relationship between experimental and predicted data as depicted 
by Fig.4 is quite typical of these 8 beli s . Thus one may cons ider the depicted 
data as typical of church bells with an agreeable sound quality in general. In 
the case of bells with poor sound quality the experiment al pitch histograms re
vealed extremely ambiguous pitches and the correlation to the predic ted data 
was poor, in some cases even zero. 

Summarizing it can be concluded that the pitch and pitch-salience predic
tions provided by the described procedure coincide weil with experimental data, 
provided that the pitch ambiguity of the stimulus is not extremely high such 
that the signal is almost atonal. 

AcknowZedgements. Many thanks are expressed to my coZ Zeage s M. Seewann and G. 
StoZZ for their efficient assistance on working out the spectraZ-anaZysis and 
pitch-eva~uation procedures . I am aZso gratefu~ to G. Man~ey, E. Zwicker, and 
H. Fast~ for providing severaZ highZy vaZuab~e comments. This work was carried 
out in the Sonderforschungsbereich 50 "Kybernetik", München, supported by the 
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THE RELATION BETWEEN PITCH AND FREQUENCY 
IN COMPLEX TONES 

I. C. Whitfield 

Neurocommunications Research Unit, Medical School, 
University of Birmingham, England 

1. INTRODUCTION 

In the real m of vision we can refer to yellow or green, and are not 
f orced into talking of a colour of 580 mu or 520 mu. It is unfortunate 
that we have no such everyday words to describe pitch. The mel, instituted 
by S. S. Stevens (Stevens et al, 1937) in an attempt to produce a scale of 
pitch, was concerned more with the size of intervals than with pitch identi
fication and has never achieved currency. I-Je are thrown back therefore on 
matching the pitch of a sound to that of a simple tone, and describing the 
pitch as 'n' Hertz. That necessity has led to the expectation that the 
frequency 'n' ought somehow to exist in the original signal that was matched. 
There is actually no more foundation for ~uch an expectation than for the 
expectation that frequencies of 475 x 101 Hz (red) or 575 x 10 12 Hz (green) 
should exist in a pure spectral yellow. 

I pointed out in 1969 at a previous symposium held not far from here 
(Whitfield, 1970a), and again in Sandefjord (Whitfie ld, 1970b), that it 
seems highly probable that pitch is a property of a complex of harmonics, of 
which not all have to be present to establish the pitch; in particular, the 
fundamental (l st harmonic) i s not uniquely necessary in the establishment of 
this pitch (fig 1). The single tone is then, of course, to be seen merely 
as one special case of a whole family of harmonic combinations with the 
same pitch. I proposed, too, that the pitch of anharmonic complexes is 
derived in a similar way on a 'best fit' basis. 

Fig. 1 . 

a 

b 

c 

d 

I 
0·1 0'2 0·4 

(a) lst, 2nd, 4th & 6th harmonics of 200 Hz. 
(b] 2nd, 3rd, 4th, 5th & 6th harmonics of 200 Hz. 
(cJ 2nd, 4th & 6th harmonics of 200 Hz. 
(a] and (b) have the same pitch, but (c) is an octave higher. The 
'schedo- harmonics ' (WhitfieZd, 1980) of (d) approximate equaZZy 
cZoseZy to either of two series based on the two dashed frequencies 
(af ter rThitfieZd, 1970b). 

361 



WHITFlELD 

Experiments on the pitch of an acoustic signal consisting of pulses ,,,i th 
alternating groups of intervals of say 4.7 and 5.3 msec (Whitfield, 1979a) 
also suggest that pitch is aspectral phenomenon rather than a function of 
individual pulse intervals in nerve fibres. Models of the way in which the 
total power spectrum might be related to pitch have been proposed by Goldstein 
(1973), by Wightman (1973) and by de Boer (1977). 

The basic idea that pitch is a global property, that can be established 
when a suitable fraction of some ensemble of inputs is present, provides a 
link with many other phenomena where the percept remains constant even though 
the actual sensory input varies. Thus the size of an object cornmonly remains 
constant with change of distance, achair remains a chair as we walk around 
it, and the position of a sound source in space does not move as we move our 
head, even though ~t and ~f will certainly do 50. There is reason to asso
ciate many of these phenomena with the cerebral cortex (Whitfield, 1979b), and 
it is of interest to know what effect cortical removal might have on the per
ception of pitch . 

It is well established that although the ability of a cat to discriminate 
between two single tones is lost on bilateral removal of auditory cortex, the 
discrimination is very rapidly relearned. However, as noted above, it is not 
possible in such a signal to distinguish between pitch and frequency, and 50 

we cannot say if it is indeed pitch that is being discriminated. In the case 
of complex tones the situation is easier, because it is possible to set ap 
harmonic (or indeed anharmonic) complexes that have the same (to man) pitch 
but are composed of different frequency elements. 

Because pitch is a subjective phenomenon, it is first necessary to estab
lish that the exper i mental animal chosen (in this case the cat) does in fact 
respond to pitch in a similar manner to man. That this is the case was estab
lished in some experiments by Heffner and Whitfield (1976). The demonstration 
was based on the use of signals where the frequencies of the components of the 
complex tones moved in one direction while the pitch moved in the opposite 
direction. It was thus possible to distinguish between a response t o fre
quency change and a response to pitch change. 

2 . EXPERIMENT 

Cats were presented with a 'safe' signal consisting of a falling pair of 
simple tones, (say) 400 Hz ~ 350 Hz (A), presented once a second for 10 
seconds, the sequence being repeated with a 5-second gap between 10-second 
periods. At random intervals one of these 10-second 'safe' s ignals would be 
replaced by a warn ing sequence consisting of 400 Hz ~ 450 Hz (B) (see note 1). 
The animal was trained to lick fluid continuously from a small saucer but to 
stop licking within 3 seconds when the warning signal appeared. 

Havirig been trained to discriminate between a rising and a falling se
quence, the cats were then presented with complex tone pairs of approximately 
the same pitch pattern, namely 1600 + 2000 + 2400 Hz~1600 + 1950 + 2300 Hz 
(falling pitch, safe) (C) and 1600 + 2000 + 2400 Hz ~ 1600 + 2050 + 2500 Hz 
(rising pitch, warning) (D). The animals transferred rapidly, and treated 
these signals as they did the pure tone sequences. They were, however, then 
overtrained on them before the test signals were presented. 

3. TEST SIGNALS 

In the training series of triads just discussed it can be" seen that when 
the pitch went up the frequencies of the components also went up (or remained 
the same). In the test series it was arranged that when the pitch fell, the 
component frequencies rose or remained the same, thus: 

1600 + 2000 + 2400 Hz ~1700 + 2050 + 2400 Hz 
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Conversely, when the pitch rose, the frequencies fell: 

1600 + 2000 + 2400 Hz ~1500 + 1950 + 2400 Hz. 

These signals formed a test of whether the animal was responding 
to the component frequencies. Let us call them E and F, respectively. 

E and F were inserted randomly into a series of C and D signal s, 
without reinforcement. 

The result was that E was treated like C (safe) and F was treated 
like D (warning) (Table 1). Thus it appears that cats he ar the p i tch 
of these complexes much l ike man , at least as measured by their responses. 

Table I 

Stimul us Pre-op Post- op 

C (Upt) 9.1 9 . 2 } 
Training Signals 

D(Hp.) 2.9 3.4* 

E(ftpt) 8.9 6.1 } 
Test Signals 

F (UP.) 3.8 7.2* 

Average 
removal 
change. 

licking time (seconds) for one cat before and af ter bilateral 
of auditory cortex. f= frequency change; pitch = pitch 
* Scores differ p < 001; Mann-Whitney U test. 

4. EFFECTS OF DECORTICATION 

Af ter extensive removal of both auditory cortices (Fig 2) it was found 
(Whitfield, 1980), as expected, that the response to all signals, including 
the initial pure tone sequences, was lost. Again as expected the response 
to the latter was very rapidly recovered with retraining. However, this 
retraining on s i mple tones did not restore performance on the complex tones . 
There was no longer transfer. Nevertheless the animals could be trained to 
discriminate the complex signals C and D in the same way that they had before 
the operati on. The question is: were they still responding to the pitch 
of these signals, or to the individual components? The E and F signals should 
throw light on the point. As can be seen from Table 1, not only were E and F 
not treated like C and D, respectively, in regard to their pitch, but neither 
were they in regard to their individual frequencies. Indeed, they seemed to 
be treated as entirely strange signal s. Not only was there no constancy of 
pitch, but there appeared also to be no generalization for the direction of 
movement of the component frequencies , where E woul d have been expected to 
be like D and F like C. 

To confirm this suspicion two further test sequences were presented. 
These were very similar to C , D, but the whole series was moved down by 
100 Hz, i. e. : 

'1500 + 1900 + 2300 Hz ~ 1500 + 1950 + 2400 Hz 

or up by 200 Hz, i.e.: 

1800 + 2200 + 2600 Hz ~ 1800 + 2250 + 2700 Hz. 

Nei ther of these signals was treated as warning, scores averaging 8.7 sec. 
The tentative conclusion from this experiment is that the cat without 

auditory cortex is capable of learning to discriminate one frequency from 
another but each probl em must be l earned de novo; there is no generalization. 
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A fortiori, such animals do not extract a common pitch from signais, that for 
the normal animal have this property. 

Fig. 2. The cortiCal lesion. 

5. DISCUSSION 

The phenomenon I have been describing seems to be one of a class of 
phenomena that distinguishes cortical from sub-cortical behaviour (Whitfield, 
1979b). As long ago as 1960 Neff attempted to account for the difference in 
the ability of corticate and decorticate cats to discriminate between patterns 
of simple tones on the basis of whether or not the 'warning' signal activated 
additional fibres in the brainstem. 

This idea seems to be of more general application. It appears to be 
possible for animals to make a simple discriminatory response - such as 
withholding licking, or changing sides in a shuttle box - on the basis of 
signal pairs drawn from a very wide range of stimuli. Thus, not only can 
the decorticate cat detect the change from tone A to tone B or a change fr om 
a signal in the left ear to one in the right ear, it can also be trained to 
respond when a dichotic click train is changed from left-ear to right-ear 
leading (Masterton and Diamond, 1964). At a slightly more complex level, a 
decorticate animal - opossum (Ravizza and Masterton, 1972) - can be trained 
to withhold a lick response when a (freefield) sound source on the left 
changes to one on the right. 

In the majority of such experiments the two neural patterns to be com
pared are presented within a second or two of each other, but that is not 
always a necessary condition. An example can be drawn from localization ex
periments, where the sound is presented each time without any comparison 
source. Whitfield et al (1972) showed that the unidecorticate cat usually 
has its localizing responses to the precedence effect disrupted for signals 
originating on the side opposite the lesion, however, some cats (though a 
minority) are able to 'localize' these signals correctly in a Y-maze (Whit
field et al 1978). If instead of being placed in the Y-maze, these animals 
are placed. in an unconfined space with multiple goal boxes they then fail 

. (Whitfield, 1979c). The Y-maze, although of ten used as such, is not a true 
localization task, but rather another two-choice situation and it looks as 
though these cats have learned the discrimination on the basis of two dif
ferent neural patterns rather than on the identification of the position of 
the sound source. 

I have suggested elsewhere (Whitfield, 1979b) that this is the essential 
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difference between the intact and decorticate animal. The decorticate animal 
is able to l earn to respond to differences between different neural patterns 
generated by physically different stimuli - and some of the distinctions that 
can be made involve quite sophisticated analysis . The sensory cortex on the 
other hand appears to be concerned with identifying some common relationship 
between different neural patterns - not features of the patterns themselves, 
but something common .to their origin. The identities then result in, for 
example, the perception of a sound source as having a fixed position in 
space irrespective of the changes of neural pattern produced by movements of 
the animal ' s head , and in similar perceptual constancies . 

On the basis of these experiments, it could well be that pitch too is 
a percept of this type and is dependent on auditory cortex in the same sort 
of way . In the decorticate animal, a whole range of physical stimuli (fre 
quencies) can be used as a substrate for simple behavioural discriminations 
and (as with localization phenomena) some of these patterns can be quite 
complex yet still be discriminable. In the intact animal, the overriding 
property of periodic stimuli is membership or non-membership of a set of 
terms belonging to a particular harmonic series. It is that membership that 
determines the pitch, and the auditory cortex appears to be where the trans
formation occurs. 

Note 1. For practical reasons the frequencies actually used were slightly 
different from these (e.g., 458 rather than 450 Hz) , and they were randomly 
varied over ab out 10% between presentations to ensure that the animal re
sponded to change rather than absolute frequency. The figures have here been 
rounded for simplicity . 
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TEMPORAL PROPERTIES OF THE PITCH AND 
PITCH STRENGTH OF RIPPLE NOISE 

W.A. Yost 

Parmly Hearing Institute and Psychology Dept., 
Loyola University of Chicago, Chicago, Illinois, U.S.A. 

A broadband signal when delayed (T) and added back to itself, produces a 
stimulus with a rippled, comb-filtered, or co sine spectrum, IH(f)12 = 1 + g2 + 
2gcos2TIfT, which is cal led the cos+ stimulus. When the signal is delayed, in
verted and then added back to itself its power spectrum, IH(f)12 = 1 + g2 -
2gcos2TIfT, which is called the cos- stimulus, where g(O<g<l) is the gain of the 
delayed waveform, f is frequency, and T is the delay in ms. 

Ripple noise stimuli produce a repetition pitch with the cos+ pitch equal 
to I/T and the cos- pitches equa l to either 1.14/T, .88/T or both (see Bilsen, 
1977 and Yost et al , 1978). The matched pitch, pitch discrimination (Yost et 
al, 1978), pitch stength as measured by varying g (Bilsen and Ritsma, 1970 and 
Yost and HilI, 1978), dichotic pitch (Bilsen and Goldstein, 1974) and an af ter 
image pitch (Wilson, 1970) have all been measured using ripple noise. In the 
present study we have investigated the matched pitch and pitch strength of rip
ple noise as a function of the duration of the stimulus. Our motivation for 
these studies sterns from some informal observations regarding subj ects' diffi
culty in making pitch matches for short duration stimuli and from observations 
concerning the peripheral-weighting mod e l (Yost and HilI, 1979) for the pitch 
and pitch strength of ripple noise. The peripheral-weighting model makes use 
of a weighting function similar to the psychophysical-suppression function 
(Houtgast, 1974 and Shannon, 1976) to generate a processed, ripple-noise spec
trum with a bandpass characteristic that reflects the dominance reg ion for the 
pitch of ripple noise (see Bilsen, 1977 and Yost and HilI, 1979). It is the 
suppression of high frequencies on lower frequencies in the weighting function 
which is responsible for the bandpass characteristic given to the processed, 
ripple-noise spectrum. This bandpass characteristic centered at the dominance 
region yields for the cos- stimulus a spectrum which can be analyzed (by auto
correlation, for instance) to produce the two pitches at 1.14/T and .88/T. 
Without the bandpass characteristic (e.g., without suppression) the pitches 
for the cos- stimulus would be predicted (u ~ing autocorrelation, for instance) 
to be at values greater than 1.14/T and less than .88/T. Weber and Gre~n 
(1978) have generated stimulus conditions which argue that psychophysic~l sup
pression may in fact take time to ferm. Thus, short-duration, ripple-nöise 
stimuli might not (if the peripheral-weighting model is assumed) be on long 
enough for the suppression aspects of the weighting function to influence the 
processed spectrum. Without suppre$sion for the short-duration, ripple~noise 
stimuli there would not be a bandpa$s characteristic to the processed spectrum, 
resulting in the pitch of the cos- stimulus being either greater than 1.14/T, 
less than .88/T, or both. We were ~nterested to see if this re sult occllrred. 

The spectrum of a short duration ripple-noise stimulus will be "whitened" 
due to the convolution of the rippled spectrum with the spectrum of the time 
window associated with the short presentation. This "whitening" is similar to 
that obtained when the gain in the delayed network (g) is decreased towards 
zero. That is, the peak-to-valley changes in the spectrum are decreased. 
Since this is known to we aken the pitch of ripple noise (see Bilsen and Ritsma, 
1970 and Yost and HilI, 1978), it is important to know if the results obtained 
from our experiments on shortening duration are due only to the "whitening" of 
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the spectrum. 

1. METHODS AND PITCH DISCRIMINATION RESULTS 

The procedure and stimulus generation methods described bv Yost and 
HilI (1978) were used to obtain the value of · g in decibels of attenuation 
which was required for subjects (four subjects with varying degrees of musical 
training) to just barely discriminate a difference between two values of T. 
Va lues of T for both the cos+ and cos- stimuli were 3.5 ms, 4.0 ms, 4.5 ms and 
5 ms. These values were chosen since both Bilsen and Ritsma (1970) and Yost 
and HilI (1978) have shown that pitch strength is strongest for T between 2 and 
5 ms. Table I shows the results from a series of discriminations between 
pairs of the four values of T. This study was conducted to establish that the 

Table 1. Threshold attenuation values for pair-wise discrimination betWeen the 
cos+ and cos- ripple noise stimuli for the four durations and for each subject. 
Each row for each duration indicates the results from a comparison between the 
va lues of T shown. The cos+ matehed pitches (l/T) of the four signals would be 
200 Hz (5 ms), 222 Hz (4.5 ms), 250 Hz (4 ms), and 286 Hz (3.5 ms). 

500 ms 

5.0 ms vs 4.5 ms 
4.5 vs 4.0 
4.0 vs 3.5 

200 ms 

5.0 ms vs 4.5 ms 
4.5 vs 4.0 
4.0 3.5 

100 ms 

5.0 ms vs 
4.5 
4.0 

4.5 ms 
4.0 
3.5 

50 ms, 

5.0 ms vs 4.5 ms 
4.5 vs 4.0 
4.0 vs 3.5 

cos+ 

21 dB 
20 
21 

19 dB 
20 
22 

18 dB 
19 
19 

17 dB 
15 
16 

SI 

cos-

16 dB 
14 
16 

15 dB 
13 
11 

14 dB 
13 
11 

11 dB 
10 
8 

cos+ 

23 dB 
22 
21 

21 dB 
20 
21 

19 dB 
18 
17 

14 dB 
15 
17 

S'J 

cos-

15 dB 
17 
16 

15 dB 
17 
16 

11 dB 
14 
15 

8 dB 
12 
13 

cos+ 

19 dB 
18 
20 

21 dB 
19 
17 

20 dB 
18 
16 

15 dB 
14 
15 

S3 

cos-

13 dB 
14 
16 

15 dB 
12 
14 

12 dB 
13 
14 

11 dB 
10 

9 

cos+ 

18 dB 
17 
18 

19 dB 
20 
18 

18 dB 
20 
18 

16 dB 
15 
14 

S4 

cos-

14 dB 
13 
11 

10 dB 
13 
11 

11 dB 
9 

10 

8 dB 
7 
8 

four ripple-noise stimuli were somewhat equivalent in terms of discriminability 
as measured by the amount of attenuation required for threshold discrimination 
(threshold attenuation) between two ripple-noise stimuli (see Yost and HilI, 
1978). As can be seen, all discriminations for either the cos+ or cos- stimuli 
yielded essentially the same value of threshold attenuation, establishing a 
type of equivalency among the four stimuli. l As reported by Yost and HilI 
(1978) the cos- stimuli have weaker pitches (lower threshold attenuation) than 
the cos+ stimuli. As can also be seen in Table I, the discriminability of the 
stimuli were slightly affected by duration, with the shorter durations requir
ing less attenuation for threshold discrimination than the longer durations, 

lAs in past studies, (Yost et al, 1978 and Yost and Hill, 1978) the overall 
level of the stimuli throughout this entire study was varied randomly over a 
±4 dB range to help re duce the possibility that the subject could use local 
spectral changes as cues for detection. 
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indicating weaker pitches. Although the subjects showed that they could 
make the pair-wise discriminations, the pitch quality or pitch strength of the 
short duration stimuli was reported as reduced compared to the longer duration 
stimuli. 

2. METHODS AND PITCH IDENTIFICATION 

This experiment was conducted in the hope that the subjects would respond 
more on the basis of pitch strength than they had in the discrimination experi
ment. One of the four ripple noise stimuli was presented on any one trial and 
the subject indicated without feedback which of the four had occurred. The re
sults in Fig. 1 indicated the overall percent correct (P(C» for each subject 
as a function of duration. The experiment was repeated with three different 
amounts of attenuation of the delayed waveform (g) at each duration. For each 
duration a three point psychometric function of P(C) vs. attenuation was ob
tained. The value of attenuation obtained at a P(C) = .57 from a linear fit to 
the psychometric functions was used as the dependent variable. 2 As such, this 
value of attenuation is intended to reflect threshold attenuation or pitch 
strength as suggested by Bilsen and Ritsma (1970) and Yost and HilI (1978) and 
as was used in Table 1. Figure 2 shows the value of threshold attenuation as a 
function of duration for each subject in the identification task. As can be 
seen from both Figs. 1 and 2 there is a fairly large decrease in identifi~ation 
performance and pitch strength as duration is decre~sed. In addition, there is 
much larger between-subject variability then was seEm in Table 1. Performance 
in both identification tasks (Figs. 1 and 2) was perfectly correlated with the 
musical ability of the subjects, with the subject with the most musical ability 
showing the best performances. 
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Fig. 1. Percent correct identification of the pitch of the cos+, and cos- stim
uli as a function of duration. Each function represents a different subject. 
The dotted line at 25% represents chance perfo~ance in the four-choice identi
fication task. 

2In a four- choiae task a pre) of 57% is approximately the same as a pre) of 
70 . 7% in a two- choice task, which was the value used in the discrimination ex
periment of Table 1. 
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Fig. 2. The vaZue of thpeshoZd attenuation (g) obtained in the foup- choice 
identification task is shown fop the cos+ and cos- stimuZi as a function of 
dupation. Each function peppesents a diffepent subject. 

The change in the depth of modulation in the spectrum due to shortening 
the duration is negligible at 500 and 200 ms. At 100 ms the depth of modula
tion is equivalent to approximately 1.5 dB of attenuation of the delayed wave
form, while at 50 msec the dep th of modulation is equivalent to approximately 
3.5 dB of attenuation in the delayed waveform. Thus, the change in performance 
shown in Figs. 1 and 2 cannot be attributed entirely to this "whitening" of the 
spectrum due to shortening the duration. 

3. DISCUSSION 

The results of Figs. 1 and 2 imply that the pitch strength of ripple noise 
does decrease as a function of shortening duration. The stimuli, as shown in 
Table 1, can be discriminated when they are compared in a two-alternative, 
forced choice task, but identification is more difficult. That is, the stimuli 
can be differentiated one from another at short durations, but other as-
pects of the stimulus (perhaps some local spectral changes) provide cues in the 
discrimination task which the subjects could not use in the identification 
task. It is.also possible that if the pitch of the stimuli changed as a func 
tion of duration then pitch identification would be poorer at these durations. 
To check this notion and to pursue the aspect of the peripheral-weighting model 
described earlier, a pitch matching experiment was conducted. 

4. METHOD AND PITCH MATCHING RESULTS 

A variety of matching stimuli were used in an attempt to obtain pitch 
matches to the cos+ and cos- stimuli at the four durations. Although the two 
observers were highly trained, most·of our efforts, especially for the cos
stimulus, failed. That is, the pitch matches were too variabIe at the shorter 
durations (100 and 50 ms) to establish any pitch matches. We were able to ob
tain some useable results when the matching stimulus was a 500 ms, cos+stimu
lus when matching to cos+ stimuli or a 500 ms, cos- stimulus when matching to 
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cos- stimulus. For the cos+ stimuli the results r ef l ected quite accurate 
pitch matches even when the matched stimulus was 50 ms . At a ll durations of 
the s timulus to be matched, the 500 ms, cos+ matching stimulus was adj usted to 
have the same delay as the cos+ matched st imulus. In other words , there ap
peared to be no change in the pitch of the cos+ s timuli as a function of s hort
ening duration. The results for the cos- s timulus with T = 4 ms are shown in 
Fig . 3. At each duration of the cos- stimulus to be matched, the number of 

T=4 MS 

I 
I 

2B~--------------~----------------~ 

122Z.Z8!i) 

~ 
111111 MS 12.34.288) 127U 

/~ ~l\( 
2Br---------------~----------------~ 

Fig. 3. Histograms of the number of pitch matches for each value of delay (T) 
of the matching cos- stimulus when the cos- stimuli to be matched was presented 
at one of four durations (four panels). The delay (T) for the stimuli to be 
matched Was 4 ms. The data from both observers are shown. The number in par
enthesis above each maximum represents an es timate of the values in Hertz of 
the matched pitch . 

times each subject indicated a pitch match is shown as a function of the delay 
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(T) in the delayed waveform for the 500 ms, cos- matching stimulus . At 500 and 
200 ms most of the responses indicated that the matching stimulus had the same 
pitch as the stimulus to be matched (e.g., both stimuli had the same delay, T). 
According to other pitch matching results (some obtained on 51 in an earlier 
study) the pitch of these cos- stimuli would be either 222, 285 Hz or both (see 
Yost et al, 1978). These values are shown in the parenthesis above each histo
gram. The match pitches, to some extent at 100 ms and even more at 75 ms (we 
were able to obtain reliable pitch matches at 50 ms), do not occur when the two 
stimuli have the same delay. This implies that the pitch of the shorter dura
tion cos - stimuli are not the same as that of the 500 ms, cos - matching stim
ulus. If we assume that the subject is attempting to match one of the two pit
ches of the 500 ms, cos- matching stimulus to the short duration stimulus to be 
matched, then the numbers in parenthesis above the peaks in the functions at 
100 and 75 ms indicate these matched pitches. As can be seen, the matched pit
ches at 100 and 75 ms are different than those obtained at 200 and 500 ms. 
With the present procedures we cannot be sure which pair of pitches the sub
jects are attempting to match. However, since pitch matches for the cos- stim
uli have never been measured at values greater than .88/T or less than 1.14/T 
(see Bilsen, 1977), we might assume that the values of the match pitches great
er than 285 and less than 222 Hz were the matched pitches for the short dura
tion cos- stimuli. 

5. DISCUSSION 

Although the results of Fig. 3 at the shorter duration are still highly 
variabie, they do indicate a possibility that the pitches at the shorter dura
tions are different than at the longer durations. Since a great deal of effort 
was spent attempting to obtain a procedure for estimating pitch matches under 
these conditions, some other procedure (musical interval naming, for instance) 
will probably have to be employed to further investigate this effect. The re
sults of Fig. 3 are somewhat consistent with the peripheral-weighting model 
(Yost and HilI, 1978) as explained earlier, if one assumes that ps ychophysical, 
two-tone suppression is time dependent such that short duration stimuli might 
not exhibit suppression. 

In order to determine if this change in the pitch of the cos- stimulus was 
unique to ripple noise stimuli we conducted a similar experiment using a 6-tone 
complex as the stimulus to be matched. In this experiment the matching stimu
lus was a 500 ms, cos+ stimulus and its delayed waveform was varied to match 
either a cos- stimulus, at 500 ms or an inharmonic 6-tone complex with the 6 
tones placed at the same spectral locations as the peaks in the cos- stimuli 
(that is, a 6-tone complex with the lowest component at 375 Hz and a 250 Hz 
spacing between the components). The ripple noise stimuli were filtered so 
that only six spectral peaks were present. As can be seen in Table 2, there 

Table 2. The match pitches (l/T) using the cos+ ripple noise stimulus as the 
matching stimulus and a stimulus to be matched of either a 6-tone complex with 
the lowest component at 375 Hz and 250 Hz spacing between components, or a 500 
ms, cos- ripple noise stimulus with a delay of 4 ms (l/T = 250 Hz) . The number 
in parenthesis besides each matched pitch represents the number of times the 
subject indicated that pitch as the matched pitch (in each case there were 35 
trials). 

SI 

duration 6-Tones cos-

500 ms 256 Hz (18), 217 Hz (5) 285 Hz (19), 222 (10) 
200 ms 256 Hz (19), 217 Hz (4) 
100 ms 263 Hz (20), 225 Hz (5) 

50 ms 263 Hz (12), 227 nz (8) 
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S2 

duration 6-Tones cos-

500 ms 256 Hz (5), 217 Hz (18) 285 Hz (11) , 222 Hz (21) 
200 ms 263 Hz (6), 217 Hz (19) 
100 ms 277 Hz (8), 217 Hz (17) 

50 ms 263 Hz (5), 222 Hz (18) 

was no appreciable change in the pitch of 6-tone complex as a functions of its 
duration. This task was relatively easy for the observers, especially compared 
to those used in our attempts to obtain the data shown in Fig. 3. AIso, as can 
be seen in Table 2, the pitches of the 6-tone complex and the cos- ripple noise 
stimuli do not appear to be the same. Again, further experimentation is re
quired to determine the extent of this difference. The results do seem to im
ply that if there is a pitch change in the cos- stimulus as a function of dura
tion, then it is perhaps unique to the ripple noise stimulus. 

In general then, the results of the present study indicate that the dura
tion of ripple noise affects the strength of the repetition pitch and perhaps 
the matched pitch. As such, the results may be seen as consistent with certain 
assumptions pertaining to the peripheral-weighting model as proposed by Yost 
and HilI (1979). 

This research was partially supported by a grant from the National Science 
Foundation . The au thor would like to thank Wes Grantham, Richard Fay, and 
Robert Lutfi for their valuable suggestions . 
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THE EFFECT OF STIMULUS DURATION ON THE PROMINENCE OF PITCH 

T.J.F. Buunen 

AppZied Physics Department, University af TechnaZagy , 
DeZft, The NetherZands 

I. INTRODUCTION 

One of the most prominent properties of the human auditory system is the 
capability to attribute a specific pitch to an acoustic signal. Insight in the 
functioning of the pitch extraction mechanisms is essential for the understand
ing of speech and music perception. In view of this importance it is readily 
understood why the mechanisms of pitch perception received so much attent ion in 
auditory psychophysics. Plomp (1976) gives a comprehensive overview of recent 
developments in this field. The "state of the a rt" on pitch theories will there
fore not be presented here. All theories have in common that they consider the 
pitch of stationary signaIs. In natural sounds however the signals are hardly 
ever stationary. Speech and musical sounds have a continuously changing short
t erm spectrum and therefore it is relevant to investigate non-stationary sig
nals in order to find out about the dynamic properties of the ear in relation 
to pitch perception. The experiments reported in this paper represent a first 
step in that direction and were performed to gather information about the ef
fect of stimulus duration on prominence of pitch. 

2. SIGNAL DESCRIPTION 

The basic signal used in the experiments was noise added to its delayed 
repetition. The long term power spectrum of this signal is a sinusoidal func
tion of frequency of the form: 

p(f) = I + m cos 2nfT (I) 

where T is the value of the delay time. Because of this spectral shape the sig
nal is sometimes cal led "cosine noise". The spectral modulation depth m depends 
upon the level difference between the original noise and its delayed replica. 
When they have equal amplitudes m is equal to I. This particular stimulus was 
chosen for several reasons. First, by changing the value of m it is relatively 
easy to manipulate the strength of the spectral clue and thus the prominence of 
the pitch. Second, by varying T one can investigate the effect of different 
spectral clues because for small values of T the spectrum contains widely 
spread peaks and for large values the peaks come closer together. Besides, this 
signal has been investigated quite extensively (Bils~n and Ritsma (1970), Yost 
et al. (1978), Houtgast (1971)) as far as its pitch and "internal" spectrum are 
concerned in the stationary case. lts psychoacoustic properties are therefore 
relatively weIl known. 

The actual pitch of eosine noise depends upon the sign of m. For positive 
values of m the pitch corresponds to the pitch of a pure tone with frequency 
I/T for T values roughly between land 20 ms. The sound has an ambiguous pitch 
for negative values of m corresponding to a frequency of 0.88/T and 1.14/T, see 
Bilsen and Ritsma (1970). The signal sounds like white noise when m = O. 

3. PROCEDURE 

Cosine noise was generated by adding analog Gaussian noise to its delayed 
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repetition. An observer was presented with pairs of stimuli consisting of two 
bursts, each .with duration L1t. One burst was just white noise, the other eosine 
noise with delaytime T. In a two alternative forced choice procedure the observ
er was asked to differentiate between a pair of identical white noise bursts 
and two bursts consisting of one burst of white noise followed by a burst of eo
sine noise. In a computer controlled procedure the modulation depth m was var
ied for 75%-correct discrimination as a function of L1t. The signals were pre
sented through TDH-39 headphones and electrically filtered by a low pass filter 
at 10kHz. The overall level of the stimuli was individually set for each ob serv
er at 50dB SLo 

4. RESULTS AND DISCUSSION 

The results for three subjects are presented in Fig. I. Each datapoint is 
the average of 3 independent sessions. The abseiss gives the burst duration in 
milliseconds and the ordinate the attenuation of the delayed noise, equivalent 
to spectral modulation depth (see formula (I)). 

~g'r-------------------------' ~~r--------------------------' 

t=1ms 

alt. 

1 

dB dB 
30 3 

,(=10ms ,(=5ms 

alt. o obs TB 
HB 

1 
20 . .. FB . . 

f 
10 100 11XXlms 

----+ t.1 - t.t 

Fig. 1. ResuZts for three observers. The absciss gives the duration of the stim
uZus. The ordinate represents the attenuation of the deZayed noise. RoughZy this 
attenuation is equaZ to 20 Zog m. 

Depending on T it turns out that the minimum presentation time for pitch detec
tion for signals with maximal spectral modulation Cm = I) lies between 10 and 
50 ms. For larger presentation the prominence of the pitch apparently increases 
since the modulation depth needed to discriminate is less. This increase levels 
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off around 200 ms showing that presentation times beyond this value give the 
same prominenee of pitch as infinitely long stimuli. The minimal values of the 
modulation dep th in that case correspond very weIl with the data by Yost et al. 
(1978). The fact that there is a minimal presentation time of 10-50 ms required 
for the perception of this pitch, can be understood in view of the short term 
spectrum of the stimulus. Although its long term power spectrum is perfectly 
sinusoidal it is evident that a spectrum based on a finite duration sample will 
be different from the eosine function. The effects of sample duration on the 
short term spectrum of a signal have been calculated theoretically by Blackman 
and Tukey (1958). There appear to be two major effects of sample duration on 
the shape of the short term power spectrum. First, the shape of this spectrum 
can be derived by convolution of the long term spectrum with the Fourier trans
form of the time window. This means that any spectral information leading to 
pitch sensation in the long-term spectrum of the stimulus is smoothed out when 
it covers a frequency range comparable to or smaller than the width of the 
transformed time window. Applied to the stimulus in the experiment in this pa
per this means that the sinusoidal function of equation (I) is smoothed out as 
soon as its period in the frequency domain (I/T) is of the same order of magni
tude as I/~t where Öt is the duration of the sound. In this reasoning one can 
understand that for presentation times smaller than a specific value of ~t no 
spectral information is available in the signal. So it follows that this time 
Öt depends on the peak distance of the eosine noise. One expects that for large 
values of T the mimimum presentation time should be larger than for small va
lues. This is in agreement with the results of Fig.l. 

The second effect of the finite stimulus duration on the power spectrum is 
caused by stochast ie fluctuations inherent to the noisy character of the stim
ulus. Blackman and Tukey (1958) show that the energy of a filtered Gaussian 
noise burst of duration Öt is a stochastic variabie described by a chi-squared 
distribution with a relative deviation (S) depending on the width of the ana
lyzing filter Wand the effective duration ~ t of the signal according to 
formula (2): 

1 
S = IWM (2) 

The effect of these stochastic fluctuations on the shape of the short term pow
er spectrum therefore dec reases for increasing values of ~t according to a 
I/Öt relationship. In this view the prominenee of the sinusoidal shape of the 
spectrum of a eosine noise burst with duration Öt increases with a /~t rela
tionship. In Fig.1 lines a r e drawn with a slope corresponding to ~t and /~t. 
The slope of the experimental results is equal to the ~t-line for T = 2, 5 and 
10 ms, while for T = I ms the /~t-slope gives a better description. In all 
cases a platform is reached for ~t = 200 ms. This leads to the conclusion that 
an integration time around 200 ms describes the time wind ow of the auditory 
system in the evaluation of the short time spectrum coded in the peripheral ear. 
This agrees rather weIl with the large integration of their duration of Plomp 
and Bouman (1959), Penner (1978). 

The integration of spectral information following a ~t relationship ap
plies only for T = 10, 5 and 2 ms. For all observers the slope of the results 
for T = I ms is different. There is no obvious explanation for this known to 
the author at this moment. One might speculate that the concept of spectral 
dominanee has some bearing on it. It says that pitch information in a wide-band
sound is extracted from the frequency reg ion roughly equal to 3/T - 4/T for eo
sine noise (see Bilsen and Rit~ma (1970». For T = 10, 5 and 2 ms their regions 
are .35, .7 and 1.75 kHz respectively, for T = I ms the dominant region lies 
around 3.5 kHz. The results of Fig.1 might be reformulated in stating that ap
parently the processing of stochast ie temporal variations in the output of au
ditory peripheral bandpass filters occurs in two different ways depending on 
the frequency region. This view gives an interesting parallel with that from 
Terhardt (1967) on the processing of amplitude modulated sounds. Below 2 kHz 
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the properties of the ear in the processing of temporal fluctuations are due to 
the filtering properties of the bandpass filters in the peripheral ear. Beyond 
2 kHz some other mechanism is responsible. Applied to our experiments this 
statement means that the stochastic fluctuations in the output of the bandpass 
filters below 2 kHz can be described by simple filter theory because these de
termine, in Terhardts view, the processing by the ear. This explains that a 
theory of increasing pitch prominence with increasing duration based on linear 
filter theory works weIl in this region. For frequencies beyond 2 kHz however 
the stochastic fluctuations in the bandpass filters are modified by the limited 
time resolving properties of the ear and therefore simple linear network theory 
might not work. 

Although this reasoning does not give any explanations it might provide 
directions for future research. 
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COMMENT ON: "The effect of stimulus duration on the prominence of pitch" 
(T.J.F. Buunen) 

J.P. Wilson 
Dept . of Communication and Neuroscience, University of KeeZe , U. K. 

A very similar experiment was reported at the Driebergen sympos ium (Wilson, 
1970). This also showed a discontinuity at about 250 ms ec, although for both 
1.43 msec and 11.4 msec delays, the threshold relative amplitude between the 
delayed and undelayed component noi ses was inverselly propottional to the 
duration of the stimulus . 

It should, however, be emphàs ized that both these experiments may refer to 
coZouration rather than pitch s trength . In particular the threshold r e lative 
amplitudes for normal (cos+) and inverted (cos-) spectra are similar (Wilson, 
1967) whereas Yost (this symposium) shows clear differences be tween thresholds 
for the two signals when delay inte r val r ather than detec t ability is used as 
criterion. Although one could still argue about whether Yost I s measure of "pitch 
discrimination" relates to "pitch strength", thi s expe riment appears to be a 
~ove in the right direction. 
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ATONAL PERIODICITY SENSATION FOR COMB FILTERED NOISE SIGNALS 

F.A. Bilsen and J.L. Wieman 

Applied Physics Department, University of Technology, 
Delft, The Netherlands. 

I. INTRODUCTION 

One of the important issues in auditory research is the question to what 
extent temporal information in acoustical signals, and more specifically: the 
temporal coding observed in the auditory nervous system, is actually used by 
the auditory system in performing its main perceptive functions. For the pitch 
of complex tones, rather than the temporal coding the spectral coding has been 
shown to be essential. In one way or another, periodicity pitch is derived from 
the configuration of spectrally resolved frequency components. Nevertheless, 
the question is still open what type of processing, e.g. spectralor temporal 
or both, is invo lved in the processing and evaluation of these individual com
ponents. Moreover, it is evident that temporal processing is necessary a.O. for 
some forms of binaural hearing, and for the detection of low-frequency ampli
tude variations in monaural stimuli. 

In the present paper, we use comb-filtered noise to study the way the au
ditory system handles temporal information. Comb filtered noise essentially 
consists of noise added to its single or multiple delayed version(s) (delay 
time T). Perceptually, comb noise is characterized by a sensation of tonality 
(Repetition Pitch) for small T-values (see e.g. Bilsen, 1966) and a "periodici
ty sensation" for large values of T, which can be described as "motorboating", 
"rattling" or "periodic roughness". The actual trigger to the present study was 
the observation tha t the visual inspection of signal fragments in the time do
main does not reveal any clear periodicity corresponding to the delay time T. 
So, it is not irnrnedia tely clear whether classical models handling periodic am
plitude fluctuations (see e.g. Terhardt, 1974) can explain the periodicity sen
sation. On the other hand, the long-term autocorrelation function of course 
shows a relative max imum at T. The auditory system being able only to perform a 
short-time analysis, the question arises whether an autocorrelation or averag
ing analysis performed on the temporal fine-structure or rather the temporal 
envelope could cope with the subjective data. In the following sections differ
ent comb filtered noise signals are investigated and compared with sinusoidally 
amplitude modulated (SAM) noise, especially concerning the periodicity sensa
tion. The latter stimulus was chosen especially because of its periodic enve
lope and the lack of spectral information· in the long-term (white) power spec
trum. 

2. SIGNAL DESCRIPTION 

The signals used are shortly indicated here by their long-term power spec
tra. For further details see e.g. Bilsen (1966). 

a) Comb-filtered noise 

This signal was realized with a digital delay line (Eventide 1745 M) pro
ducing a delay T. The input was fed with analog gaussian white noise. By feed
ing back the output to the input with an attenuation factor of 0.79 (corre
sponding to -2 dB), an infinite number of delayed versions of the input noise 
is obtained. 
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The complex Fourier-spectrun of the resulting signa l is given by 

H(jw) l+g .exp(-jwT)+g2. exp (-2j wT)+ ...... , with g = 0.79. 

The (comb like) power spectrum IH(jw) 1
2 has rather sha rp peaks at n/T 

(n 0,1, 2 , ... ). The "fundamental" is defined as FO= I/T. 

b) Cosi ne noise 

This signal is characterized by a single delayed vers ion instead of an 
infinite number. The complex Fourier spectrum is given by H(j w)=I+g.exp(-jwT), 
with g=l. The + sign is valid for harmonie cosine noise (delayed ;ersion added) 
o f which the power spec trum is a cosine function with maxima at n/T (n=0,1 , 2.). 
The -sign is valid f or anharmonic cosine noise. Then, the cosine spectrum has 
maxima a t (2n+I)/2T. 

3. PERIODICITY SENSATION OF COMB-FILTERED NOISE 

In order to establish the periodicity sensation of comb noise quantita
tively, it was compared with SAM noise (100% amplitude modul a tion). Subjects 
were asked to adjust the modulation frequency F of SAM noise such that its 
periodicity sensation matched the periodicity m 
sensation of comb noise of which FO(=I/T) was 
set by the experimenter . The subject could 
switch at will between a continuous presen
tation of both stimuli, presented at a sen
sation level of about 40 dB SLo For each val
ue of FO about 10 adjustments were made. The 
average value of F thus obtained, divided by 
FO is expressed asma measured point in Fig.l. 
Tfie standard devia tion (SD) is given below 
in the same figure. Three subjects partici
pated in the experiment. 

1.4 xJW 
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11.3 "'TB 
1.2 

Fm o '" 
-1 .1 x '" lik 
fi, ~ x x 

1.0 --"'----~-----x- ---- - -~--
o x 

1 .3 

50 .2 

10 50 Hz 

Fig . l . Matchings and standard 
deviati on (8D) of t he period
icity sensation for comb and 
BAM noise . 

The horizont al dashed line F /F =1 in 
Fig.1 indicates perfect equality ~f ghe pe
riodicity sensation of comb noise and SAM 
noise. This appears to be the case for FO 
below about 10 Hz . For F above 50 Hz suó
jects were unable to per20rm the task. This 
is in accordance with the sharp increase in 
SD in this region (see dashed line indiea
ting the trend). For these higher values of 
F 0' contrary to .SAM noise comb noise no lon-
ger produces a periodieity sensation, but its pitch sensation takes over. 

4. JUST NOTICEABLE DIFFERENCE IN PERIODICITY SENSATION 

In order 'to obtain further insight in the processes underlying periodicity 
sensation, a series of measurements was dedicated to the just noticeable dif
ference (JND) in "fundamental" FO of comb noise and cosine noise , especially in 
comparison with the JND in F for SAM noise. 

Stimuli of 2 sec durati~n were presented in pairs in a 2AFC method with 
AX-procedure, i.e. one stimulus of a pair with delay Tand the other with T or 
T+6T randomly. The inter stimulus interval was 800 ms. Subjects were asked to 
deeide whether they heard any difference whatsoever between the two stimuli of 
a pair. The JND was expressed as 6T/T where 6T is the increment in delay that 
is discriminated 75% correct. The results of four subjeets are given in Figs. 
2 and 3 for co sine noise and comb noise respectively. Fig. 4 gives the JND 
(=6F /F ) for SAM noise. 

m m 
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For eosine noise and comb noise a rather sudden 
transition can be observed around 40 Hz. Above that fre
quency a pla teau exists equal to .3% for comb noise, and 
to 1% for eosine noise. This JND, obviously in the fre
quency r ange for pitch perception, may be compared to 
the JND of narrow noise bands (Moore, 1973). For funda
menta ls Fa below 20 Hz, a JND of 10% and 20% for comb 
noise and eosine noise respectively is obtained. This is 
of the same order of magnitude as the JND for SAM noise 
in that r egion (see Fig. 4; compare a lso Ritsma and 
Hoekstra, 1974). The large increase in JND of SAM noise 
for higher F shows the decreasing effeetiveness of the 
periodic ity ~e tection mechanism. (By the way, this might 
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be difficult to reconcile with the finding that musical
l y tra ined subjects show correct musical interval recog
nition in a restricted range of F (Burns and Viemeister, 
1976)). m 
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Fig. 3. The JND in per iodicity sensa
tion fop comb fil t eped noise . 

5 . LOWER LIMITS OF PITCH PERCEPTION 
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Fig . 4 . The JND in pepiodicity sensa
tion f op SAM noise. 

In the foregoing sections a transition from periodicity sensation to pitch 
sensation with increasing FO was reported for comb and cosine noise. This is . 
understandable on the basis of the power spectrum. For low values of FO' the 
peaks in the spectrum are closely spaced, and, thus, are no longer resolved by 
the peripheral system. This explains the lack of pitch sensation, in accordance 
with modern pitch theories. To obtain a further confirmation for this explana
tion of the transition region, the lower limit of pitch sensation was deter
mined in an independent way. 

From the literature (e.g. Bilsen, 1966) it is known that the Repetition 
Pitch of cosine noise is subject to a change from I/T for harmonie cosine noise 
into 1.14/T and 0.88/T for anharrnonic cosine noise. Here, we use this pitch 
change as a subjective criterion for the detectabili t y of pitch. Subjects were 
presented alternately with harmonic and anharrnonic cosine noise. Stimuli of I 
sec duration were presented in pairs with random order, at · about 40 dB SL o Sub
jects had to decide whether they heard any difference whatsoever between the 
two stimuli of a pair. Oral reports afterwards confirmed that they used pitch 
as a criterion. Using a 2AFC-method, the threshold value of the delay T was de-
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Tab Ze 1. T (ms) FO (Hz) 
termined for which subj ects showed 75% correct 
discrimination between the two stimuli of a 
pair. 

JIN 22 . 9 + 
RB 19.9 + 
TB 29.8 :!: 
JR 16.5 :!: 

average 22.3 

1.9 
1.8 
1.8 
1.5 

43.7 
50. 3 
33 .6 
60.6 

47.0 

In table I these threshold va lues togeth
er with the standard devia tion are given for 
four subjects. In the second column these T
values are expressed in the fundament a l fre
quency FO' -Apparently, the average value of 47 
Hz corresponds with the transition region in 
Figs 2 and 3. 

6. CONCLUSIONS AND DISCUSSION 

a ) For low fundamentals (F
O

<50 Hz), the 
periodic ity sensation of comb filtered 
noise and SAM noise can be matched. This 
is in agreement with the correspondance 
of the JND's (see Fig.5) in this region. 
AIso , the sn of the matchings is of the 
same order of magnitude (Fig . I). 
b) For cosine noise, a transition r.egion 
between pitch and periodicity sensation 
ha s been found at 47 Hz (see hatched 
column in Fig .5). At this r eg ion the JND 
jumps to a different pl a t eau. 
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c) The autocorrelation f unc tion of harmon
i c cosine noise a f ter a hypothe tica l (pe
riphera l) band filtering shows a relative 
maximum a t T. For anharmonic cosine noise 
this maximum sp~its up into two maxima at 
e ither s ide of T., thus indicating two 
different periodicities. The subjective 
indiscriminability of both type of signals 
in the T-range of periodicity sensation 
thus indicates the inadequacy of a de
scr iption on the basis of autocorrelation 
performed on the temporal fine structure. 
d) Autocorrelation or averaging performed 
on the signal envelope needs further con
sidera tion as a possibility for the system 
to extract time information. The perceptu
al similarity with SAM noise suggests this. 

Fig . 5. Summary af the measurements 
Curve 1 : JND af casine naise 
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COMMENT ON: "Atonal periodicity sensation for comb filtered noise signais". 
(F.A. Bilsen and J.L. Wieman). 

N.F. Viemeister 
Department of Psychology, University of Minnesota, Minneapolis , Minnesota 55455, 
U. S. A. 

The large increase in the JND for SAM noise noted by Bilsen and Wieman 
(see Fig . 4) for modulation frequencies above 200- 400 Hz is in agreement with 
the existence region for the pitch of SAM noise shown by Burns and Viemeister 
(1976) . Our subjects show a fairly rapid deterioration in musical interval rec
ognition for modulation frequencies above 400 Hz, for two subjects, and above 
150 Hz for the third. Since these two sets of data are in reasonable agreement, 
the data shown by Bilsen and Wieman in Fig.4 present no difficulty for our find 
ing that over the range of modulation frequencies within the existence region, 
SAM noise can convey melodie information and, in this sense possesses pitch. 
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COMMENT ON : "Atonal periodicity sensation for comb filtered no~se signais". 
(F.A. Bilsen and J.L. Wieman) 

J.P. Wilson 
Dept. of Communication & Neuroscience , University of Keele , U. K. 

A number of people, including ourselves, have used the term "comb- filtered" 
noise synonymously with "eosine" and "rippled" noi se as it is an appropriate 
descriptor when the spectrum is plotted in dB . It is therefore confusing now 
to use the term differently. 

Although the periodicity in comb- filtered noise may not be obvious in the 
waveform of a single short sample, it can be readily observed with repetitive 
traces or an oscilloscope triggered either by a waveform peak or a zero crossing . 
Such information can in principl e be analysed by the nervous system. 
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Section VI 
Binaural Hearing 

Binaural hearing deals, generally speaking, with all the pos
sible psychophysical and physiological phenomena that occur when 
both ears of a listener are simultaneously stimulated, either with 
identical, or with different, information. It deals with phenomena 
such as lateralization, binaural masked level differences (BMLD's), 
dichotic pitch and so on. In this section, special attention is 
paid to lateralization from interaural time differences and inten
sity differences and for low frequency as well as for high fre
quency signals. Also discussed is how lateralization and BMLD's 
can be used in a paradigm to establish monaural effects like lateral 
suppression. Alternative models that pay attention either to pro
cessing of temporal and/or of spectral information are presented. 
Physiological evidence and results of experiments with listeners 
with impaired hearing provide substantial material to verify these 
models. 
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LATERALIZATION OF COMPLEX WAVEFORMS. 

G. Bruce Henning. 

Department of Experimental Psychology, South Parks Road, 

Oxford. 

Leakey, Sayers, and Cherry (1958) and David,Guttman, and van Bergeijk 
(195-9) suggested that human observers might be sensitive to interaura1 de1ays 
in the enve10pes of complex, high-frequency waveforms. Both studies used ran
dom signa1s whose l ong-term interaura1 corre1ation was zero . Subsequent stud
ies with simp1er, deterministic signa1s a1so showed that observers can detect 
interaura1 de1ays in the sinusoida1 enve10pe of an amp1itude -modu1ated carrier 
whose frequency was much higher than the highest frequency at which interaura1 
de1ays can be detected in pure tones (Henning, 1974; McFadden and Pasanen,1976; 
Nuetze1 and Haf ter, 1976). It has a1so been shown that interaura1 de1ays in 
the carriers of the same amp1i tude-modu1ated signa1s ,are not detectab1e and it 
is of some interest to determine the characteristics of an enve10pe extractor 
that wou1d preserve information about interaura1 de1ay in the enve1ope, but 
not the carrier, of such stimuli (Henning , 1980). 

-
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Fig. 1. shows the phase spectra 
for several sorts of "delay " as 
a function of the frequency of 
the components of an AM wave
form. Fig la. shows the effect 
of delaying the entire waveform; 
lb. that of delaying the envel
ope; lc that of delaying the 
carrier; and ld that of delaying 
the envelope and advancing the 
carrier. All delays have the 
same magnitude. 
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Fig . 2. shows the percentage of 
correct responses obtained by two 
Observers detecting interaural delays 
of the entir e waveform as a function 
of interaural delay in microseconds. 



Lateralization of complex waveforms 

Consider the familar three component waveform produced by sinusoidally 
modulating the amplitude of a sinusoidal carrier to some dep th m: 

y(t)=(1+m.cos2TIf t)sin2TIf t, 1. m c 

where f is the modulation frequency and f is the carrier frequency. When m, 
the dep~ of modulation, is one, this stimSlus will have a power spectrum com
rising three components- the carrier (at frequency f Hz) and two sidebands 
each 6 dB less intense than the carrier at frequenctes f Hz below and above 
that of the carrier. (Provided that precautions are tak~n in experiments to 
turn the signals on and off sufficiently slowly, no important information is 
lost in treating the spectrum as discrete.) If the signalof Equation 1. is 
presented to one ear and a "delayed" version of it to the other, the power 
spectra of the stimuli to the two ears remain identical whether the entire 
waveform, the envelope, the carrier, or any combination of these is delayed. 
Information about different delays is carried in the phase spectra which are 
shown in Fig. 1. 

If phase is specified relative to the point when t in Equation I is zero, 
then the three sinusoidal components of y(t) each have zero phase and the 
ordinate in Fig. I can be treated as an interaural phase difference. Fig. Ia 
shows the effect on interaural phase of delaying the entire waveform; the 
interaural delays at each frequency lie on a straight line that passes through 
the origin (at zero frequency) and which, on these linear co-ordinates, has a 
slope equal to the delay-- a delay relative to y(t) produces negative slopes, 
an advance would produce a positive slope. Delaying the envelope has the 
effect, shown in Fig. Ib, of altering both the slope and intercept of the line 
joining the phases of the components-- the slope of the line is equal to the 
delay but the interaural phase is zero at the frequency of the carrier. The 
local slope of a continuous phase spectrum is sometimes cal led the group delay 
(Papoulis, 1962) and it is convenient to describe the slope of the line 
connecting the interaural phase of the discrete components of Fig. I as group 
delay. An interaural delay of the carrier (Fig. Ic) produces no group delay; 
all three components have the same interaural phase difference and the slope 
of the line joining the phases is zero. Papoulis calls the slope of the line 
joining the phase at each frequency to origin the phase delay. Thus each com
ponent in Fig. Ic has a slightly different phase delay. 

The phase spectra resulting fr om delaying either the envelope or the 
carrier (or both) always result in co-linear interaural phase shifts; inter
aural envelope delays affect the slope of the line about the carrier frequency 
(the group delay); interaural delays of the carrier affect only the intercept 
of the line at the carrier frequency (phase delay); delaying the entire wave
form affects both the group and the phase delay. 

Since observers l are equally sensitive to delays in high frequency, com
plex waveforms that produce interaural phase spectra like those of Figs. Ia 
and Ib but are insensitive to delays that produce spectra like that of Ic, it 
is clear that we must find a model of the binaural system that is sensitive 
to group delay and insensitive to phase delay-- at least in its response to 
high-frequency amplitude-modulated signaIs. (Fig. Id shows a phase spectrum 
produced by delaying the envelope but advancing the carrier by the same 
amount; this stimulus will be considered subsequently.) 

I. The same Observers were used in aZZ the experiments desoribed here 
and the same symboZs used to indiaate their data. The Observer whose data 
are sholim as a square in the author. 
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The next three figures illustrate the lateralization performance of sev-
eralObservers attempting to detect inte raural delays in a standard two-
interval forced-choice task (Henning, 1980). On each trial the waveform of 
Equation 1 was presented to one ear (and a "delayed"version of it to the other 
ear) in the first observation interval. In the second observation interval 
of the trial the signals to the ears were interchanged and the Observers' 
task was to indicate the interval in which the s igna l to the right ear had 
been delayed. The signals were presented for 200 msec and were turned on and 
off with linear ramps lasting 50 msec; the sinusoidal carrier had a frequency 
of about 4 kHz and an intensity of 50 dB SPL; the depth of modulation was 
100% and the modulation frequency was about 300 Hz and harmonically related 
to the carrier. A low-pass filtered noise at 44 dB Spectrum Level was contin
uous ly present. 

Fig. 2 shows the percent age of correct responses in 100 trials for two 
different Observers a s a function of interaural delay (in microseconds) obtain
ed when the entire waveform was de layed. 

Fi g . 3a shows the performance that is obtained when the envelope of the 
waveform is delaye d. The two Obse rvers in common to the Figs show similar 
results and achieve 75% correct lateralization with delays of between 50 and 
70 microseconds. The results of the two other Observers are shown in Fig . 3a 
there is considerable variability among Observers. 

50 100 150 200 250 300 
DELAY J's 

DELAY y5eC 

Figs . 3a and 3b show the per centage of correct r esponses obtained in 100 t r iaZs 
as a f unction of inter auraZ deZay in microseconds . ResuZts for severaZ di f fe 
r ent Observers are shown. Data shown in Fig. 3a (on t he Ze f t J were obtained 
when the enveZope was deZayed- those i n 3b when the carrier was deZayed. The 
carrier f r equeney was about 4 kHz and t he moduZation f r equency about 300 Hz . 

Fig. 3b shows the percentage of corre ct judgments as a function of interaural 
delay in the carrie r--Observers are unable reliably to detect the phase delays 
that result from interaural delays in the carrier. These are the usual sort 
of results obtained with high frequency signals (Henning, 1980). 

The results obtained with low frequencies are quite different. 
Figs. 4a and 4b show the late r a lization pertormance obtained when the 

carrier frequency was lowered from 4 kHz to 600 Hz. The modulation frequency 
was a gain 300 Hz but now the (same three) Observers are unable to lateralize 
interaural delay in the envelope (Fig 4a) and readily lateralize carrier del
ays (Fig 4b). In this experiment the Observers, although informed by lights 
which interval had contained the waveforms in which the stimulus to the right 
ear had been delayed, were not required to maximize the number of correct 
responses. Rather they used the information about correct responses merely 
to be consistent; that is to make their performance as different from 50% 
correct as possible while at the same time still indicating the interval in 
which the leftmost signal occurred. 
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Figs . 4a and 4b show the percentage of correct responses obtained in 100 triak 
as a function of interauraZ deZay in microseconds . ResuZts for three differ
ent Observers are shown. Data shown in Fig 4a (on the Zeft) were obtained 
when the enveZope was deZayed- those in 4b when the carrier was deZayed . The 
carrier frequency was about 600Hz and the moduZation frequency about 300Hz. 

The Observers' performance with enve10pe de1ays (Fig 4a) did not differ 
much from 50% and the sma11 arrows indicate points that have been ref1ected 
about the 50% correct level. 

The differences in Observers' performance at high and 10w frequencies 
suggested that it might be appropriate to study the way in which both carrier 
and modulation frequency affected the detectability of both carrier (phase) 
and envelope (group) delays. To this end waveforms with interaura1 phase 
spectra like that of Fig. ld were generated. In these waveforms the carrier 
was advanced by 200 microseconds (and the envelope delayed by 200 microsec
onds) relative to the waveform of Equation 1 so that the two cues, group and 
phase delay, operated in the opposite sense. In a similar two- interva1 forced 
choice task the Observers were again required to perform consistently and to 
report the interval in which the signal appeared to be farther to the 1eft. 
It was arranged by arbitrary convention th at if the Observer could reliably 
perform the task and if his decision were based on envelope or group delay he 
would achieve 100% "correct" responses. Re1iable performance based on carrier 
or phase delay would lead to 0% correct responses (Henning and Ashton, 1980). 

Carriers ranging from 500 Hz to 5kHz and modulation frequencies rang
ing from 50 to 800 Hz were used; the same three Observers participatecl. 

At carrier frequencies below about 1500 Hz virtually errorless perform
ance was possible with any modulation frequency (barring those,of course, in 
which the frequency of the modulation exceeded that of the carrier) and later
alization in this low-frequency region was based on phase delay. At carrier 
frequencies greater than 1500 Hz the Observers' abi1ity to judge interaural 
delay depended on both the frequency of the carrier and that of the modulatio~ 
Whenever 1atera lization was possible in the high frequency region it was bas
ed on group or envelope de1ay . 

Figs. 5a and 5b il1ustrate two typical sets of results. 
Fig. 5a shows latera1ization as a function of carrier frequency with a 

modulation frequency of 50 Hz; Fig 5b shows the performance with a 300 Hz 
modu1ation frequency. The transistion region near 1500 Hz is apparent in 
both graphs; the 50% correct performance level in that region is an indication 
that neither cue is effective and does not represent a region in which the 
opposed cues are equally effective and cancel each other's effect; it is not 
a region of balance in a group delayjphase delay trade. This is also the case 
in the low-frequency region. Increasing the group or envelope delay with 
carriers be10w 1500 Hz does not alter the level of performance; the Observers 
appear to be sensitive on1y to phase or carrier de1ay at 10w frequencies 
(Henning and Ashton, 1980). 
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MOOUlATION FREQUENCY 50 Hz 
MOOlL\T1ON FREQUENCY 300Hz 

1000 2000 3000 4000 5000 
CARRIER FREQUENCY (Hz) 

Figs. Sa and Sb show the percentage of "correct" lateraZization of waveforms 
in which the carrier was advanced (and the envelope delayed ) by 200 microsec
onds . Reliable performance based on envelope or group delay yields 100% 
correct-reliable performance based on carrier or phase delay yields 0% correct . 
The abscissae show carrier frequency (in Hz). Fig Sa shows the results with 
a SO Hz modulation frequency - Fig Sb those with a 300 Hz modulation frequency . 
ResuZts for three different observers are shown . 

The detectability of interaura l envelope delay appears to be a hi gh
frequency phenomenon but the correspondence between the region in which 
Observers are able to use envelope delays and the region in which the 
tonal residue for corresponding waveforms exist (Ritsma, 1962) is far from 
perfect as Fig. 6a shows. 

~ 
• 0E'TtCT1ON Of MOOULATlON DEl AY 085.1 
- REGION Cl TONAL RESDJE - M-1OO\R1TSMA 

""" 
<!> 

~ 
.. .. 

a .. .. .. .. .. 
Cl: .. .. .. .. .. .. .. ... 

~ 
.. .. .. .. .. .. 

...J ~ 

.. 
.. 
.. .. 
.. .. .. 

~ 1OOr----~~__,___,______,__~~ 
fJ) 
w 
Cl: 

~ 

~ 
~ z 

~ 
~ ·1 .. ~ 

CARRIER FREQU:NCY (KHz) 

Fig 6a indicates, by filled symbols, 
those combinations of carrier frequency 
(abscissa) and moduZation frequency 
(ordinate) at which the best Observ-
er is abZe to detect envelope deZay 
with f ewer than 29% errors . The 
solid shows the existence region 
of the tonaZ residue (af ter Ritsma 
Z962 ) and the verticaZ Zines indicate 
the range for Ritsma's three 
Observers. 

200 300 400 500 
DELAY <j'S> 

Fig. 6b shows the percentage of 
correct lateraZization judgments 
as a function af interaural deZay. 
The waveform was a frequency modul
ated signal with a carrier of 4 k 
Hz , a moduZation frequency of 300 
Hz and a modulation index of 1. 9. 

The simplest envelope extractor (or group delay detector for they are 
equivalent with amplitude moäulated waveforms) consists of two monaural devic
es receiving only high frequency input and each comprising an identical non
linearity and a band pass filter. The non-linearity might be a simple square
law device and the band pass filter might pass signals between 200 and 500 
Hz. The monaural output of each device would contain components at both the 
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modulation frequency, f , and twice that frequency. The low-frequency cornpon
ents in response to an Tnput of the form y(t) would both be in eosine phase. 
A delay in either the entire waveform or the envelope would be reflected as 
delay of the same size in the component at f Hz and a delay of twice the size 
at 2f Hz. (The latter component is 12 dB beTow the level of the component at 
f Hz~) Carrier delays produce no delay in the output of the square-law dev
i~e at either frequency. An interaural comparison of the signals at f Hz, 
then,would produce behaviour sirnilar to that of the Observers. rn 

A simple test of this model has been made by asking the Observers to 
detect interaural delays in a three component stimulus when the components 
are in quasi-frequency modulated phase (for example, the side-b ands in sine 
phase and the carrier in eosine phase). Vnder these conditions the quadratic 
non-linea rity produces no output at frequency f and on this basis it might 
be expected th at lateralization of high-frequenco/ complexes based on inter
aural delay would be impossible. However, although lateralization performance 
is at least a factor of two worse with this waveform, Observers' can achieve 
better than 75 % correct responses. Moreover even with a true frequency modul
ated waveform (Fig 6b) observers exhibit reliable lateralization provided the 
interaural delay is made large. 
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GOMMENT ON: "Lateralization of complex waveforms" (G. B. Henning) 

J. Blauert 
Ruhr-Universität~ Bochum~ Fed.Rep. of Germany 

The data presented in this paper fit nicely to results that have been ob
tained by Boerger (1965) with Gaussian shaped tone bursts. They also confirm 
the concept of the role of interaural fine structure delay and envelope delay 
respectively interaural phase delay and group delay as presented by Blauert 
(1974). This book gives further references to related work . 
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LATERALIZATION OF HIGH-FREQUENCY STIMULI 
ON THE BASIS OF TIME AND INTENSITY 

E.R. Haf ter, R.H. Dye, Jr. and J.M. Nuetzel 

Department of Psychology, University of California, 
Berke ley, California 94720, U.S. A. 

1. INTRODUCTION 

For nearly a hundred years, the prevailing view has been that the locali
zat ion .of high-frequency tones is based on Interaural Differences of Intensity 
(IDIs) derived from the sound-shadow cast by the head on the distal ear, while 
the loca lization of low-frequency tones is based on Interaural Differences of 
Time (IDTs) between sounds arriving at the two ears. This duplex theory of 10-
calization ha s been used to explain the fact that errors of localization are 
lowest for tones of low and high frequency and greatest for those in the mid 
range. One version of the duplex model suggests that the auditory system is 
insensitive to both IDIs at low frequencies and to IDTs at high; but that is 
incorrect. By using headphones to present the cues separately, the detectabil
ity of IDIs can be shown to be relatively constant across frequency. Thus the 
reduction in the sound-shadow of long wavelengths is the only limit to the use
fulness of the cue for localization, making the intensity half of duplex theory 
seem more a matter of acoustics than of biology. The same is not true , however, 
for IDTs. In the free field, the interaural time-of-arrival is r e latively con
stant above 1000 Hz though a bit less than at low frequencies (Kuhn, 1977), but 
when listeners are presented dichotic tones through headphones, they are essen
tially "phase-blind" for frequencies above about 1200 Hz. 

Although it is clear that there is no sensitivity to IDTs in high-frequen
cy sinusoids, this is not necessarily the case if the high-frequency stimuli 
have complex waveforms. Listeners can detect differences of time, for example, 
in high-frequency clicks (Rarris, 1960; Yost, 1976; Haf ter & DeMaio, 1975), in 
amplitude-modulated (AM) sinusoids with a high-frequency carrier (Leakey et al, 
1958; Renning, 1974; Nuetzel & Rafter, 1976) and in high-frequency AM with the 
carrier suppressed (McFadden & Passanen, 1976). Similarly, Colburn and 
Esquissaud (1976) and Rafter (1977) have suggested that sensitivity to differ
ences of time between corresponding portions of the envelopes of signals-plus
maskers can account for the Masking-level Differences (MLDs) seen at high fre
quencies. The conclusion must then be that the inability to lateralize high 
frequencies on the basis of time is a special case, true only for tones or for 
"near" tones such as sinusoidal AM with a very low modulation frequency (see 
the left hand segment of Fig . 1). 

Insensitivity to IDTs in high-frequency tones is not surprising since it 
protects against false perceptions of delays which exceed 180 0 of phase. In 
addition, sensitivity ta IDTs in transients allows the listener to use valuable 
information carried in stimulus onsets. That the binaural system enhances the 
importance of initial transients is evident in the so-called "precedence" 
effect where an interaural delay in the onset generally dominates the percep
tion of laterality, regardless of IDTs in the continuing portions of the stimu
lus (Wal lach et al , 1949; Tobias & Schubert, 1959). One cannot, however, com
pletely ignore differences of time in ongoing stimui. Listeners can extract 
some interaural differences from the entire stimulus, though the amount varies 
with the type of signal. This is seen for the lateralization of noise (Tobias 
& Zerlin, 1959), low-frequency tones in noise (Routgast & Plomp, 1968), low-
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f r eque ncy t ones without noise (Ri card & Haf t e r, 1973) and various t ypes of AM 
(McFadd en & Pasanen, 1976 ; Nue t ze l & Haf t er, 1976), where incr easing the dura
tion of the s timulus l owe r s the inte r aura l thresho l ds . Al so , Haf ter e t a l. 
(1979a ) have shown tha t 500-Hz t ones can be l a t e r a l i zed even with the onse t s 

·comple t e l y masked by nois e . 
The res earch t o be discussed he r e began with an inter es t in the t rans ition 

fr om those cases , whe r e i nteraural timing can be ex t rac t ed f r om the whol e s tim
ulus , to those wher e only the t rans i ent information i s important . As in Henning 
(1974), Colburn and Esquissaud (1976) and McFadden & Pas anen ( 1976), it rejec ts 
the spectrally determined ins ens itivity of the dupl ex mode l in favor of a modi
fied ons e t model in which peaks in the stimulus enve lope may be treated a s s ep
a r able onsets, with fluctuations in the envelope transduc ing temporal markers 
regardless of t he carrier fr equency . Thus the emphasi s shifts from spec tra l 
region to the rate of modula tion. 

2. MODULATION FREQUENCY AND SAM 

One would like to exami ne the limita tions of ra t e direc tly . Some r esults 
f rom s uch an a ttempt a re s hown in Fi g . 1 . There, following Henning (1974), we 
(Nuet zel & Haf ter, 1979) a s ked lis teners to l a teralize a s inus oida l SAM whose 
carrier f requency remained in-phase, interaura lly , but whose modulation envel
ope was delayed to one ear . The ef f ects of rate were teqted by vary ing the 

Fig . 1 . Lat eralization 
thresho l ds for inter
aural de l ay of a sinu
soi dal AM in the pr es
ence of a 1600- Hz low
pass noise . Each 
s timulus was gated "on" 
f or 200 msec wi th a 30-
msec rise- decay t i me . 
The data are averages 
f r om three subj ects . 
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frequency of modulation. The ordinate is the threshold for interaural delay 
(6t). The data plotted here are for a carrier frequency of 5017 Hz, though 
the forms of the functions are similar for carriers of 3017 and 4017 Hz. Also, 
des pite considerable individual differences in the interaural thresholds, the 
forms of the f unctions relative to modulation frequency were similar . Thus, 
the results are given as averages from three listeners . Thresholds represent 
76 %-correct performance in a two-alternative, forced choice (2AFC) . Because 
the two alternatives were created by commutating the inputs to the two head
phones, the given 6ts are t wice the actual interaural delay . A statement in 
the Introduction spoke of ins ensitivity to IDTs in "ne ar" tones. We see that 
for envelope fluctuations below 150 Hz, performance with SAM is increasingly 
similar to that with a5- kHz tone, from which timing in the fine-structure can
not be e xtract ed. It is in the right- hand segment that one would expect to see 
the limitations of rate. What happens though is that the thresholds began to 
rise in the vicinity of 350 Hz, and by 550 Hz, no listener lateralized reliably 
above chance for any of the carriers tested. This is weIl below the l200-Hz 
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region where sensLtLvLty to IDTs in tones breaks down, su~gesting that perhaps 
something other than an ability to code time was responsible for the decline in 
performance. AreasonabIe explanation is that binaural interaction disappeared 
as the sidebands moved increasingly outside of the critical bands of the 
carrier, leading to a shallower depth of modulation. If so, then, both skirts 
of this function show the difficulty of extracting a temporal code when the 
envelope of the modulation varies with too shallow a slope. An alternative 
hypothesis is that while neurons might follow the envelope fluctuations at 
higher rate s, c lo se temporal proximity wou ld not a llow for independent usage of 
the information in each sample. 

3. PULSE MODULATION 

Because SAM seemed inadequate for studying rate, at least at low fre
quencie s , we moved instead to trains of high-frequency dichotic clicks, from 
which listeners would be asked to lateralize on the basis of interaural differ
ences presented in each dichotic pair. Rate would be controlled by varying the 
Inter-click Intervals (ICIs), and the ability to accept and use interaural 
information in the ind ividual c licks would be assessed by varying the number 
of clicks in the train. Yost (1976) had tested for lateralization using trains 
of up to 12 clicks and ICIs as small as 2.2 msec. But the spectra of his clicks 
contained many low frequencies, and we wished to work only in high-frequency 
regions, where l a teralization based on waveform "fine" structure would be un
likely. Also we were hopeful of differentiating between some competing models 
of the rate limitation on timing , and to do so would require longer trains. 
Finally, high-frequency clicks would allow for shorter ICIs (higher rates), 
without physica l interaction between successive c licks in the trains. 

Clicks were generated by stimulating Krohn-Hite filters with 20-~sec rec
tangular pulse s . There were n clicks in each train, where n = I, 2, 4, 8, 16 
or 32. The nominal ICIs were I, 2, 5 and 10 msec . As with AM, a mirror image 
of the delay was presented in the two ha lves of a 2AFC and listeners responded 
to the direction of movement of the per ce ived intracranial image . We were 
worried that the subjects might compare the lagging click in each dichotic pair 
to the leading c lick in the nex t and thus base the ir answers on some kind of 
dichotic pit ch (Bilsen & Goldstein, 1974). To prevent this, a random variation 
of up t o ± 10% was added to each ICI. 

The filters were set to bandpass at 4000 Hz; Krohn-Hite filters have a 24 
dB/oc tave rejection rate. With each click set to a total sound pressure of 40 
dB SPL we feIt assured that energy in the "normal" low-fre quency region of 
binaural interac tion was negligible. Because of the relatively wide bandwidth 
of the filters it was not necessary to worry about interclick interactions in 
the electronics, even for the shortest ICI used. It is less certa in that we can 
ignore interac tion due to ringing by the basilar membrane. Kiang's (1965) 
report of unit s which time-Iocked to clicks of even several thousand/sec led us 
to treat the individual clicks as puncta t e stimuli whose spectra was restricted 
to the high-frequency region (in binaural terms) and whose rate could be varied 
from 100 Hz to 1000 Hz . Clearly though, at high rates where spectral components 
of the c lick trains become inc reasingly spread, reductions in the depths of 
modulation by the auditory filters occur as with SM1. 

The logic used to examine the limitations of rate is similar to that 
suggested by Houtgast & Plomp (1968) to study the effects of dura tion. The 
notion is one of statistical summation. It says that if all of the information 
in a stimulus is used, an increase in its duration (in this case an increase in 
n) produces a proportional decrease in the variance of the noise process that 
limits detection. The result should be a square root decrement in threshold. 
Since our listeners' thresholds were orders of magnitude greater than temporal 
jitter in the stimulus-generating apparatus, all of the "noise" in the experi
ment was internal to the subjects. Therefore, if the nervous system treated 
each dichotic pair in the train as an independent event and if it could remem-
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ber and use the information in each pair, the threshold for a train of n 
clicks would be: 

t.t
n 

= t.t
l

/ rn and, log ( fi t n ) = log(t.t l ) - .5 log (n) (I) 

4. TWO POSSIBLE LIMITATIONS OF RATE ON NEURAL CODING 

Two models that will be considered here differ in the way that they re
spond to high rates of stimulation. Each poses the response of hypothetical 
neural elements and asks what happens to the probability that each click will 
elicit a neural event as the ICI is shortened. The first attributes the limit
ations of rate to refraction. It postulates that the refractory period af ter 
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Fig . 2. Logarithmic plots from two di f fer ent models for the limitations imposed 
by stimulus rate on the use of interaura l differences of time . 
a . The left half computes the b. The right computes the thresholds 

thresholds for n clicks (t.tnJ as: as : 

t.t
n 

= t. t 1/ [1 + p(n_1Jj·5 

each neural event is drawn from a stationary population and that the mean 
period does not vary throughout the stimulus train. It is the sort of renewal 
process used by Luce & Green (1974) to model long term ISI histograms taken 
from the 8th nerve. I f the ICI is so short that a c lick is presented while 
some neurons have not yet recovered from a previous firing , the probability of 
firing , p, is decreased. But, for a given ICI , p is fixed. A simple statement 
of this model as it applies to our experiment is that the number of neural 
events (N) elicited by n clicks should be : 

N = pn 0.0 ~ p ~ 1.0 p = f (ICI) (2 ) 

If applied to equation I, it becomes 

10g (4t n ) = log ( t. t l ) - .5 log (p) - .5 logen) (3 ) 

Note that the slope is -0.5, regardless of p. A vers ion of this model as p 
grows smaller is plotted in Fig. 2a. It is unreasonable to expect rate to 
affect the first click in the train. Thus for the drawing , Eq . 3 was modified 
to read N = 1 + p(n-l). For small n's, this makes a difference, but as n grows 
the slopes quickly approach -0.5. 

The second model to be considere~ asserts that the probabilities of elicib 
ing a neural event may decline throughout the course of a train. The equation 
to be fit is the compressive power function that one might expect with satura
tion. Thus 

N 
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and 

Rere we see that the slope is not constant, but is proportional to k. Ideali
zations of this model as k bec omes smaller are shown in Fig . 2b . 

Fig. 3. LateraU-
zation threshoZds 1 
for interauraZ 
deZay in trains of f-
4000-Hz bandpass 0 
cUcks . Befare 1/

2 
averaging, data w 
from the four sub- > 
jects were scaZed f-

ICI (MSEC> 

sa that the thresh- < 1/4 10 • 
--.J 5 • oZds for n = 1 w 2 

wouZd be 1 . O. n:: 
1 + 

1/8 

2 4 8 16 32 
NUt··1BER OF CL 1 CKS 

Figure 3 shows experimental results (Rafter & Dye, 1978), drawn with 
curves fitted from Eq. 5. The four subjects were not equally sensitive to IDTs 
but since the relation of interest is between the log thresholds and log n, the 
obtained 6ts were scaied geometrically to produce identical 6ts for 1 click for 
all subjec-ts. They were then averaged before t he logarithms were computed. An 
analysis of t he two models was conducted by computing best fitt ing values of p 
and k for each ICI and for the data for 4, 8, 16 and 32 clicks. Because the 
two models are essentially inseparable for smal 1 n's, the data for 2 cl i cks 
were not inc l uded in the computations. The sums of squared di fferences between 
the data and the best fits by the first model averaged 41 times those for the 
second. The solid l ines depict best fitting k's.l The dashed l ine is the com
plete summation line with slope = -0.5. In one respect, averaging across sub
jects is misleading; for three o f the four subjects, an ICI of 10 msec produced 
best fitting slopes of -0.5 . These individual differences and their possible 
meanings are discussed elsewhere (Rafter & Dye, 1980). 

These data show not only that stimuli of high spectral content could carry 
interaural temporal cues but also that the information was transmitted and ac
cumulated across periods of as long as 1/3 second, if the envelope frequencywas 
sufficieritly low. In this regard, the individual clicks acted somewhat like 
the fine structure of low- frequency sinusoids, though interestingly, the slopes 
that one obtains with such tones are more shaI10w (Routgast & Plomp, 1968; Ricard 
&' Rafter, 1973). Finally, the data show that the transit ion to an essentially 
transient mechanism was graded, with t he effec t iveness of later clicks in the 
train being described by a compressive power function with an exponent related 
to the stimulus rate. While the data do no t selec t between bandwidth and rate 
hypotheses, the increasingly shal low slopes between 16 clicks and 32, stimuli 
which have roughly t he same spectra, are supportive of the latter. 

For very small k's the kind of compress i on imp l ied by Eq. 4 descr i bes the 
responses of phasic neurons, that is, neurons which are active only at the 
onsets of stimuli. For i n termediate values, it probably describes the early 
port i ons of the PST histograms of even those t onic neurons whose steady-state 
r espon se are modeled by Luce & Green. 
1. For the data in Fig. 3, the best fitting k 's for IeI s of 10, 5, 2 and 1 msec 

respectiveZy were . 82, .67, . 34 and .24. For the data in Fig. 4, they were 
. 76, .85, .61 and .34. 
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5. RATE AND THE DETECTION OF I NTERAURAL I NTENSITY 

In succeeding experiments , we have tried to determine whether the compres 
sion . implied above is in the binaura l centers or in the monaural channels which 
feed them. In one of thos e tes t s , (Ha f ter et al , 1979b) listeners were a sked 
to detect an IDI rat her than an IDT. One might expec t tha t a ccura te eva lua
tions of intensity would require long time constants; thus we reasoned tha t i f 
tonic information were available, the binaural system would use it . 

Fi g . 4 . Laterali-
zat ion thresholds 
for an interaura l 
difference in 
power (R - L) in 
trains of 4000- Hz 
bandpass clicks . 
Befare averaging, 
data from the four 
subj ects we re 
scaled sa that the 
thresholds for n 
1 would be 1 . O. 
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All other aspect s of the exper i ment were the s ame . The measure used to 
describe the IDI was the differenc e of sound-power between the right channel 
and the left. As such , the addition o f extra inf orrna tion with n was akin to 
increasing duration in the computation of a signal-to-nois e r a tio, and sta t is
tical surnrna tion should a gain predi c t a s lope of -0.5. The results are shown in 
Fig. 4. As before, the data were sca led s o that subjects would have the same 
value for n = 1 before logarithms were computed. What we s ee is tha t the 
e f fec ts of rate on the 6 I s were virtually the same as thos e on the ~ t s .l Thus 
it would seem that the kinds of ons e t enhancement and rate limitation tha t 
af f e c t the detection of interaur al time also affect interaura l intens ity . 

One possible exp l anation for this re sult is that the r a te limitation of 
binaural stimuli t akes place in the monaural nervous s ystem which must handle 
the inforrnation prior to binaural interaction. It has of t en been s uggested 
that dif f erences of interaural intensity in clicks are coded as interaural de
lay by intensity- r elat ed shifts in neura l latency (Dea therage & Hirsh, 1959), 
and the s imila rity between Figs. 3 and 4 onc e more brings that question into 
focus. In order to look more closely into the notion , we (Haf ter et al , 1979c) 
have obtained d's from trains of clicks which contain both IDTs and IDIs. Thus 
far, we have presented the cues only in conjunction with bo th time and int en
sity favoring the same ear. Some res ults of that experiment are shown in 
Fig . 5. The paradigm was essentially the same a s tha t us ed above; the data 
s hown here are for n = 8 and the ICI = 10 msec. These data are from one sub
ject, but the relative effects of IDT and IDI held across subjects and for an 
n of 1 and an ICI of 2 as well. The ab s cissa plots IDT and the parameter is 
IDI. The slop es of the parallel lines were computed from IDI = 0 and then fit 
ted separately to the points for ea ch I CI. What the parallel lines show is 
th at the d' for both cues equaled the sum of the d's for the two taken individ
ually. Thus the effects of time and intensity were completely additive, with 
no additional internal noise. Again, one interpretation of this fact is that 
both cues share a common code, right from the beginning. It is not proven, 
but it is an intriguing idea. 
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Fig. 5. Detecta
bility of simul
taneous va lues of 
interaural delay 
and interaural in
tensity presented 
in trains of eight 
4000- Hz bandpass 
clicks with an 
ICI of 10msec . 
The data are from 
one subject. Lines 
are fit individ
ually to the data 
for IDIs of . 2, . ;3 

and . 5 dB, using 
slopes derived 
fY'om IDI = 0 dB . 
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At this stage in the progress of our work, we feel confident about some 
factors and have speculations about others. First, it is clea r that for the 
lateralization of trains of high-frequency transients, the transition from a 
relatively slow rate of presentation to a fast one is weIl described by a com
pressive power function which reduces the effectiveness of the train as it 
progresses. Moreover, the fact that the magnitude of the compression is tied 
directly to rate suggests a form of saturation in which later c licks in the 
train have successively smaller probabilities of eliciting neural activity. 

Interestingly, we hav e a1so seen tha t the compressive effects of rate a c t 
whether the interaura1 cue is time or intensity and that these two types of 
information add comp1etely without additiona1 noise. This points to the possi
bility that the effects of rate are in the more periphera1 (monaura1) nervous 
system and that the codes for IDT and IDI may even be the same. 

Fina11y, the fact that higher rates had simi1ar effects on interaura1 time 
and intensity suggests that an inabi1ity of neurons to fo110w later clicks in 
the train may have limited performance and not just the reduction in the depth 
of modu1ation that comes from mov ing spectra1 components of the train outside 
of the critica1 band. 
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1. INTRODUCTION 

Many inferior colliculus (IC) neurons are sensitive to the time of 
arrival of sound at the ears (Altman, 1968; Moushegian et al. 1964; Rose et 
al. 1966). Consequently, these neurons have been hypothesized to play a role 
in sound localization. For 1014 frequency sinusoids, the response of many IC 
neurons is a cyclic function of the ïnteraural delay (see Fig. 1C). This 
repetitive cycling, even at interaural delays beyond those that can occur 
naturally, indicates that these cells are sensitive to differences in the 
interaural phase. Variations in interaural phase can also be produced by a 
'binaural beat stimulus', in Hhich the frequency of the stimulus to one ear 
differs slightly from that delivered to the other ear (see Fig. 1A). Such a 
stimulus evokes the sensation of binaural beats in humans. It also provides 
the opportunity to study the sensitivity of neurons to the rate and direction 
of interaural phase change. A primary goal of the present paper is to compare 
the response of IC neurons to interaural delay and binaural beat stimuli as 
HelI as to describe their response to varying the rates and direction of 
interaural phase change. Some of these results have been presented (KuHada et 
al. 1979). 

A second aspect of this paper concerns the relationship bet ween the 
physiological and anatomical properties of IC neurons. Several studies have 
reported on the diversity of neural responses found in the IC (e.g. Rose et 
al. 1963). Fur·thermore, studies employing the Golgi technique have described 
several morphological cell types in this structure (e.g. Rockel and Jones, 
1973). Whether the cells sensitive to changes in interaural phase are related 
to a distinct morphological class of neurons is an intriguing question. In 
order to directly address this issue. we have employed the technique of 
intracellular recording followed by Horse Radish Peroxidase(HRP) marking of 
the impaled neuron. 

2. METHODS 

Cats with clean external ears were barbiturate anesthetized and both 
external meati were dissected free, permitting the insertion of a metal ear 
probe 1-3 mm from each tympanic membrane. A Telex-140 earphone was connected 
via a plastic tube to each ear probe. For each experiment, the sound delivery 
system was calibrated for intensity and phase from 60 - 30,000 Hz. Rise-fall 
time of all stimuli was 3.9 ms. 

The dorsal surface of the right IC was exposed by aspirating the 
overlying visual cortex and removing the bony tentorium. A plastic chamber 
was cemented to the skull, filled wi th mineral oi! and sealed wi th a glass 
plate to Hhich a hydraulic micro-drive was attached. Indium-filled micro
pipette electrodes with gold-platinum tips were used for extracellular 
record ing. Intracellular recordings employed bevelled glass micropipettes 
filled with a buffered 4% HRP solution(pH 8.6, 0.5M KCI; Z = 30 - 100 
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megohms). HRP was ejected by appl ying a pulsed positive current (100 ms on, 
100 ms off, 1-3 min. duration, 10-20 na). 

The locations of all extracellular electrode penetrations were 
histologically verified. In the intracellular experiments, cats were perfused 
intracardially with physiological saline followed by a 1% para formaldehyde -
1.25% glutaraldehyde buffered fixative. Tissue was sagittally sectioned 
(80~m) and a COCI Z - DAB procedure was used to react and intensify the HRP. 

3. RESULTS AND DISCUSSION 

a) Extracellular recording 

Figure lA is a schematic of a binaural beat stimulus. For illustrative 
purposes , the amplitudes of the two sine waves are different and the primary 
frequencies are much lower than those actually empl oyed. In this example the 
stimulus to the contralateral ear (re: recording site) is higher in frequency 
by fb' At cp = 0.0, the two sinusoids are eX ,actly in phase but the contra
lateral signal immediately begins to lead in phase. The signals are 180 
degrees out of phase at cp = 0.5 but shortly thereafter the ipsilateral signal 
leads in phase and progressively diminishes its lead until the two signals are 
again in phase at cp = 1.0 or O. O. This cycle is repeated for each cycle of 
fbo The direction of interaural phase change can be reversed by interchanging 
the frequencies to the two ears. 
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Fig. 1. (A) Schematic of the binaural beat stimu
Zus. (B) Peristimulus time histogram of the re
sponse of an IC cell to a binaural beat· stimulus. 
(C) Interaural time delay curve for the same cell . 
(D) Period histogram derived from (B), and the 
averaged deZay curve (dotted line) from (C), nor
maZized so that the shapes of the curves can be 
compared. Copyright (1979) by the AAAS. 
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The response of an IC 
neuron to a binaural beat 
stimulus is illustrated by 
the per istimul us time 
histogram (PSTH) in Figure 
lB. The stimuli to the 
ipsi and contralateral ear 
were 1000 and 1001 Hz 
respectively, at 50 ~B SPL 
(re: 0.0002 dyne/cm), 5 
presentations, each 3 sec 
in duration. The neuron 
discharges with three 
distinct bursts during the 
duration of the stimulus. 
This response is consis
tent with a neuron that is 
sensitive to a particular 
range of interaural phase 
difference. This inter
aural phase sensitivity is 
shown by the period 
histograms derived from 
the PSTH by folding it on 
the period of the beat 
frequency (Fig. 1D) . The 
interaural phase corre
spond ing to the peak of 
maximal discharge was de
rived by computing the 
phase of the first Fourier 
coefficient and was found 
to be 0.29 cycle . Figure 
lC depicts the response 
of the same neuron to ma
nipulations of interaural 
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delay. The stimulus to bath ears was a 1 sec, 1000 Hz, 50 dB SP L tone. The 
stimulus to first one and then the other ear was delayed in 100 ~s steps to a 
maximum of 3000 ~s. There is a cyc l ic discharge at the period of the 
stimulating frequency that is modulated above and below the level of the 
response to monaura l (contra) stimul ation (see arrow) . This is evident when 
the delay curve is folded on the period of 1000 Hz and averaged as shown by 
the dotted curve in Figure 10. The peak phase angle of this averaged delay 
curve (0.30) and its shape closelyappraximate the period histogram of the 
binaural beat response. In gener al , a cell's interaural phase sensitivity can 
be predicted using either type of stimulus. 

The rate of interaural phase change can be increased by increasing fbo 
Figure 2A is a latency dot display depicting the neural discharge pattern for 
different values of fbo A 300 Hz sinusoid is delivered to the ipsilateral ear 
while the contralateral frequency is varied fr om 301 - 361 Hz . Each dot 
represents the time of occurrence of a spike and each row of dots depicts a 
single presentation of the stimulus . For illustrative purposes, we sholV only 
the response to the last 2 sec of the 3 sec stimulus. At fb = 1 Hz, i.e. 
contra = 30 1 Hz, the cell responds with 2 bursts during the 2 sec sampling 
period; at fb = 11 Hz, 22 bursts; etc. At higher fb's, the discharge follows 
a precise temporal pattern, illustrating this neuron' s interaural phase 
sensitivity. Even when a discharge does not occur, the subsequent discharge 
occurs at the expected temporal position. The period histograms (Fig . 2B) 
illustrate that the neural discharge is phase- locked, even for the highest fbo 
Also evident is a systematic shift in the interaural phase of maximal 
discharge as a function of fbo For most ce l ls this shift was a linear function 
of fb , suggesting that it resulted from a time delay. Due to this phase shift, 
the optimal interaural phase sensitivity of a neuron is best estimated from 
the responses to the lowest beat frequency. In our sample there are marked 
variations in the ability of neurons to follow high rates of interaural phase 
change. Same neurons cannot follow rates beyond 6 Hz whereas others show 
clear locki ng to fb's as high as 80 Hz. In terms of primary frequencies, we 
have observed interaural phase sensitivity at frequencies as high as 2500 Hz . 
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Fig. 2. (A) Latency dot rasters of an IC neuron at different beat fre
quencies. (E) Period histograms of the responses shown in (A) . 
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Figure 3 shows the period histograms of three neurons for different rates 
and direction of interaural phase change. The left and right columns in each 
figure represent the two directions of phase change, and the histograms are 
arranged from top to bottom in order of decreasing rate. Since the direction 
of interaural phase is reversed in the left-hand columns relative to the 
right-hand ones, the abscissas have also been reversed. The results shown in 
Figure 3A illustrate the most common type of response seen in our sample. The 
number of spikes per unit time is similar for all histograms suggesting that 
the level of discharge is independent of rate or direction of interaural phase 
change. Figure 3B depicts a response pattern seen less commonly. \fuen the 
signal to the ipsilateral ear is higher in frequency (right column), the cell 
responds to fb's up to 10 Hz. However, when the direction of interaural phase 
change is reversed (left column), there is a marked reduction in the response 
at àll fb's. The behavior of this neuron suggests a sensitivity to the 
direction of interaural phase change. Figure 3C illustrates the response of a 
neuron that is sensitive to the rate of phase change. As fb increases from 1 
- 7 Hz there is approximately a six-fold increase in the discharge level while 
the responses to the two directions of interaural phase change are almost 
equal. All of the cells in Figure 3 respond to the statie interaural phase as 
evidenced by their phase-locked response, but they differ in their sensitivity 
to dynamic phase changes. 

Whether the different response patterns to binaural beat stimuli have a 
functional significance is not known. However, if we assume that this 
stimulus simulates a free-field sound souree , the parameters of direction and 
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(1979) by the American Association for the Advancement of Science . 
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rate of interaural phase change translate to direction and speed of a sound 
source moving along the azimuth. Figure 4 is a schematic diagram of the 
assumed movement simulated by the beat stimulus illustrated in Figure lA. 
Under dichotic conditions the sound is perceived to be within the head but for 
illustrative pur poses we have projected the sound into space. The sound source 
is perceived to be at the midline when the two sinusoids are in phase 
( ~ = 0.0), moves toward the contralateral ear as it begins to lead in phase 
(0.0 < ~ < 0.5), lateralizes completely when theyare 180 degrees out of 
phase, jumps to the ipsilateral ear as th at ear begins to lead 
(0.5 < ~ < 1.0), and finally returns to the midline as the two signals come 
back in phase. This reflects one cycle of fb and simulates a sound moving 
fr om right to left, i.e., ipsi to contralateral ea r. Interchanging the 
frequencies to each ear results in a contra to ipsilateral movement. 
Increasing the speed of the moving sound source is simulated by employing 
higher fb's. The transition from contra to ipsi leading at ~ = 0.5 will be 
instantaneous only at a particular frequency, which is a function of the 
interaural distance (Yost and Neilsen, 1977). Assuming that the binaural 
beat stimulus simulates the movement of sound illustrated in Figure 4, the 

~=o.O,\ /~=I.O neuron de scr ibed in Figure 3A will 
discharge when a sound source is 
located in a restricted zone along the 
azimuth such that it creates a 
particular range of interaural phase 
differences. The discharge rate is not 

I 

~.o.s ~ 
- C~N~A- 'I ( - ,;-., - --- ~· o.s 

Fig . 4. Schematic of t he assumed 
movement of the sound souree dur
ing t he binaura l beat s timulus . 
Copyright (1979) by t he AAAS. 

significantly affected by the speed or 
direction of the sound source. The 
cell in Figure 38 exhibits directional 
sensitivity since it discharges when 
the sound source is located in a zone 
along the azimuth but its response is 
much greater when the sound moves from 
left to right than fr om right to 

left.The neuron illustrated in 
of a moving sound source since 
change of phase . 

Figure 3C suggests a sensitivity to the speed 
i trespond s more v igorousl y at high rates 0 f 

In sum, we have shown th at the interaural phase sensitivity of IC neurons 
can be studied using binaural beat stimuli and that this method yields results 
similar to those found using the interaural delay method. Furthermore, the 
sensitivity of these neurons to changes in the rate and direction of 
interaural phase can be studied witb the beat stimuli. Although many neurons 
in our sample were insensitive to changes in these parameters, the responses 
of some neurons were clearly altered by changes in direction and/or rate. Ir 
we view the beat stimulus as simulating a moving sound source, the results 
suggest th at some IC neurons are sensitive to the direction and/or the speed 
of the sound. Using click stimuli, previous studies have described direc
tionally sensitive cells in the cat IC (Altman , 1968). The periodic response 
of these neurons at the rate of the beat frequency provides a possible neural 
correlate of the sensation of binaural beats reported by humans in a dichotic 
I isteni ng si tuation. At ver y low beat frequenc ies (fb < 2 Hz), human 
listeners report the sensation of a tone rotating from ear to ear at the rate 
of fb (Perrot and Mus icant, 1977) which is in accord wi th our inter pretation 
that the binaural beat stimulus can simulate a moving sound source. 

b) Intracel l uZar recording 

Figure 5A is a drawing of the axonal arborization and dendritic tree of 
an HRP stained neuron which was reconstructed through serial sagittal sections 
with the aid of a drawing tube. This neuron was located in the central nucleus 
of the IC. The soma is approximately 20 ~m in diameter. The dendrites have 
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many spines and their general orientation (Fig. 5B) appears to follow the 
anatomical laminae seen in Golgi material (Rockel and Jones, 1973). Based on 
these morphological c riteria, this cell conforms to Rockel and Jones' 
fusi form type of princi pal cello The main axon g ives off many collaterals, 
each of which has man y terminal-like swellings. The axon could be traced over 
0.9 mm in the medial-lateral dimension and appeared to be directed towards the 
brachium of the IC. Figure 5C shows the intracellular response of this cell 
to a binaural beat stimulus (fb = 3 Hz) to both directions of interaural phase 
change. During stimulation there is a sustained 15 mV depolarization in the 
membrane potential with a superimposed modulation at the frequency of the 
binaural beat stimulus. Bursts of action potentials tend to be associated with 
the depolarizing fluctuations, thereby causing the spikes to be phase-locked 
to the beat frequency. This response pattern demonstrates the cell' s 
sensitivity to changes in interaural phase. There is no clear preference for 
a particul a r direction of phase change. Between stimulus presentations the 
resting membrane potential was approximately -70 mV with spontaneous EPSPs and 
occasional associated spikes (Fig . 5C). 
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Fig, 5. (A) Camera Zucida drawing of a phase sensitive IC neuron. (B) 
Diagram of a parasagittaZ section through the IC showing Zocation of the 
ZabeZed ceZZ. Curved arrow indicates orientation of Zaminae described by 
RockeZ and Jones (1973). (C) IntraceZZuZar r ecord of the ceZZ to a binau
raZ beat stimuZus (fb = 3 Hz) for both directions of phase change. 

Figure 6 shows the soma-dendritic (Fig. 6A) 
(Fig. 6B) of another HRP stained neuron in the IC. 

and axonal arborizations 
A salient feature of this 

cell is its extensive axonal arborization. The main axon first follows a very 
tortuous course while giving off many collaterals, then curves antero
laterally into the brachium of the IC. The total axonal arborization was 
reconstructed from thirty 80 llm thick sections, thus covering a total expanse 
of 2.4 mm mediolaterally. We have identified over 2000 terminal-like swellings 
on the collaterals of this axon. The soma was considerably larger than that 
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Fig . 6. (A) Camera lucida drawing of the dendritic tree of an onset, non
phase sensitive cello (B) Drawing of the axonal arborization of this cello 
Arrow points to the location of the soma . 200 ~m scale applies to both A and 
B. (e) Inset diagram of parasagittal section showing location of the cell 
deep within the central nucleus. (D) Intracellular records of this cell show
ing the onset burst followed by hyperpolarization. 
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of the neuron in Figure 5. The dendrites are varicose with very few spines 
and it appears to conform to Rockel and Jones' "large multipolar" 
classification. An example of an intracellular record from this cell is shown 
in Figure 6D. In contrast to the cell illustrated in Figure 5, this cell wa s 
not sensitive to interaural phase differences. Shortly af ter stimulus onset, 
there is a burst of spikes, followed by a period of hyperpolarization, which 
gives way to a low amplitude sustained depolarization with 1 or 2 spikes. 
This response pattern resembles the commonly seen "pauser" pattern seen at 
man y 1 evel s of the aud i tory s ystem. 

The ability to follow processes through many brain sections (a difficult 
or impossible task in Golgi-impregnated material) has revealed that most or 
all neurons give rise to local axon collateral systems, some of which are 
extremely extensive (e .g., Fig. 6), even when the primary axon is directed to 
higher centers. The nature of the local interactions mediated by these 
collaterals is presently unknown, but would appear to play an important role 
in integrative processing within the colliculus. As yet we have not been able 
to follow the main axon to its termination. Another potentially significant 
finding is the presence of marked varicosities on dendrites of many 'neurons in 
the IC. The fact that these varicosities are also seen in Golgi material 
indicates that they are probably not artifactual. However, their 
physiological role is not known. 

The two neurons we have presented represent extremes 
physiological and morphological types found in our sample. 
between response and cell type seems to be emerging, our 
at present to draw any reliabl e conclusions. 
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eOMMENT ON : "Binaural interaction in the cat inferior colliculus: Physiology 
and Anatomy" (S. Kuwada, T.e.T. Yin, L.B. Haberly and R.E. Wickesberg). 

D. McFadden 
Depaptment of PsychoZogy, Univepsity of Texas , Austin, Texas 78712, U.S.A. 

May I say on the behalf of the psychophysicists concerned with the 
binaural system that we are delighted to see a neurophysiologist at work on 
binaural processing again. Perhaps the neglect we have feIt in recent years 
is at an end. Having said that, I would like to offer some constructive 
comments in an attempt to enhance achievement of our common goal of understam
ing binaural processing. 

You appear to share the belief of many of us that there exist in the 
auditory nervous system cells "t~ned" to respond maximally to sound sources 
located at particular points in space, and also possibly to different rates 
and directions of movement of those sources. In order to confirm these expec
tations, it seems to me imperative that one establish that cells such as 
those in your Figs. J and 3 are in fact maximally sensitive to sources located 
at one and only one point in space, or rate or direct ion of movement, and 
this requires in part demonstrating appropriate responses to a wide range of 
stimuli within the cell's response area. By "appropriate" I mean that the cell 
be similatly activated by the same value of interaural time difference (or 
rate of direction of movement) no matter how it is uroduced in the stimulus 
(let us ignore for the moment the additional complexity introduced when there 
is both an interaural time difference and an interaural intensity difference 
present). Sa, for example, one needs to know how each of the cells in Figs. J 
and 3 responds to other tonal and complex stimuli over a range of interaural 
time delays. Only with information of this sart can we reach a confident 
conclusion about the organization of the binaural system. I understand that 
you have such data; can you give us a brief summary of it? 

Related to this point is a second one. While I understand that the format 
of your data presentation in Fig. 3 is a natural one given the stimulus you 
used, I would suggest that more insight into the cc-ns behaviour is gained by 
thinking in terms of interaural time, not phase. Across stimulus frequency, it 
is the time difference we expect to control the cell's behaviour, whereas the 
phase relation required to produce it changes. Phase only muddies the waters. 

Also in regard to format, I must say again that I regard data presenta
tions like that in your Fig. Je to be potentially misleading, particularly 
for the outsider to the binaural literature. The figure implies that the cell 
has equal sensitivity to sound sources located at number of points in auditory 
space. But careful attention to the values along the abscissa reveals this 
not to be true. The cat's head is about 200-250 ~sec wide. Thus, if one wants 
to achieve same insight int 0 this cell's behaviour with real-world stimuli, he 
should ignore all of the data beyond ' about + 250 ~sec on either side of zero, 
for such extreme values of interaural time difference cannot arise naturally. 
All that the sections of the figure beyond + 250 ~sec reveal is that a tonal 
stimulus repeats when it is delayed by integ~al multiples of its period. 

A minor philosophical point is that we should expect an anima 1 to have 
at best only a peZative map of auditory space based on interaural time differ
ences, not an absolute one. The normal range of variation in the speed of 
sound prevents a particular point in space from invariably corresponding to a 
particular value of time difference. 

Finally, a personal hope of mine is that you will consider working with 
some cells with high characteristic frequency. Psychophysical research indi
cates that you will find cells sensitive to interaural time differences in the 
envelopes of complex, high-frequency waveforms, much like the cells you find ~ 
low frequencies sensitive to time differences in the fine structure. 
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RFERENGES 

McFadden, D. (1973). A note on auditory ·~eurons having periodic response 
functions to time-delayed, binaural stimuli. PhysioZogicaZ Psych'oZogy J.., 
265- 266. 

McFadden, D. (1973). Precedence effects and auditory cells with long character 
istic delays. JoupnaZ of t he Acous t i caZ Society of Amepi ca 54, 528-530. 

McFadden, D. and Pasanen, E.G. (1975). Binaural beats at high frequencies. 
Sci ence ~, 394-396. 

REPLY TO CONMENT OF D. HGF ADDEN . 

S. Kuwada 
Dept. of Neupophysio Zogy, Univepsity of Wisconsin Medi caZ SchooZ , Madi son, USA . 

Many neurons in the cat inferior colliculus respond in a cyclic pattern 
as a function of interaural delay. However, within this population there are 
marked variations in this cycling pattern. Although we find as others have 
found, neurons that exhibit "characteristic delay", we also find neurons that 
do not. At present we have no basis to exclude the lat t e r type from the sound 
localization process. The role of cyclically responding inferior colliculus 
neurons in localization is yet to be elucidated. Thus McFadden's criteria for 
the behaviour of a cell mayor may not apply. 

Goncerning the comments re: data presentation, I reply that the data are 
presented in the manner in which they were collected. To present only the range 
calculated from estimations of head size could lead the reader to believe that 
at longer "unphysiologic" delays no cycling exists . Furthermore, we find neurons 
that cycle only within a particular range of interaural delays, thus precluding 
a standard format presentation as McFadden suggests. 

Goncerning the suggestions in the last paragraph, we are currently engaged 
in such research. Our preliminary results indicate that cells with high best 
frequency are sensitive to interaural delays in the signals envelope in a 
manner similar to their low frequency counterparts. 

GOMMENT ON: "Binaural interaction in the cat inferior colliculus: Physiology 
and Anatomy" (S. Kuwada, T.G.T. Yin, L.B. Haberly and R.E. Wickesberg). 

E.F. Evans 
Dept. of Communication & Neuposcience, Univepsity of Kee Ze , U.K. 

Have you any information on the question whether the delays exhibited by 
the so-called "characteristic delay" cells are commonly encountered in nature, 
and therefore whether these cells could serve the purpose of ten imputed to 
them ? 

REPLY TO COMMENT OF E.F. EVANS. 

S. Kuwada 
Dept. of NeupophysioZogy, Univepsity of Wisconsin MedicaZ SchooZ, Madison, USA. 

We do find some neurons that peak or minimize outside the estimated 
physiological range. This may not preclude their role in l ocalization since 
other aspects other than a maximum or minimum may be the significant feature. 
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COMMENT ON: "Binaural interaction in the cat inferior co lliculus: Physiology and 
Anatomy" (S. Kuwada, T.C.T. Yin, L.B. H,:berly and R.E. Wickesberg). 

R.M. Stern 
Department of EZectrical Engineering and 8iomedical Engineering Program 
Carnegie- Mellon UniversitY J PittsburghJ Pennsylvania 15213 U. S .A. 

I am not disturbed when physiologists report binaural units that appear to 
respond to interaural time delays that are larger than what could be presented 
to the animal by a point source in a free field. First, I would expect to find 
a gradual rather than abrupt decrease in the relative number of interaural 
time sensltlve units as one examines units with characteristic delays that are 
larger than the limit implied by the "headwidth constraint". Second, many re
cent theories of binaural perception are based on the amount of information 
available in displays related to interaural correlation, which could be obtained 
from populations of units similar to some of those that Dr. Kuwada has described. 
It appears that at least some units with large characteristic delays are needed 
to account for observed psychoacoustical performance in binaural detection ex
periments using maskers that are presented with long interaural time delays. 
In other words, these "physiologically unreasonable" units may be used in per
forming psychoacoustical tasks involving "physically impossible" stimuli. 
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NOTE ON THE MODELING OF 
BINAURAL INTERACTION IN IMPAIRED AUDITORY SYSTEMS 

H. Steven Colburn and Rudolf Hauslerx 

Research Laboratory of EZectronics , Massachusetts 
Institute of TechnoZogy , Cambridge, Mass . 02139 

and 
Eaton- peabody Laboratory of Auditory PhysioZogy, 

Massachusetts Eye and Ear Infirmary, Boston, Mass . 

I. INTRODUCTION 

Impaired auditory systems are rece~v~ng increased attent ion from physiol
ogists and psychophysicists. In spite of this attention, the relation between 
physiological pathologies and behavioral abnormalities is neither describable 
nor understood at present. Further, since most clinical cases of impairments 
are not understood in terms of underlying physiological pathologies, it is not 
possible to re late the abnormal psychoacoustic performance of impaired listen
ers directly to physiological mechanisms. One theoretical approach to the 
understanding of this relation is to consider the behavior expected from ide
alized pathologies. This requires a model for the mechanisms underlying the 
psychoacoustic phenomena as weIl as a specification of the idealized pathol
ogies. In this paper, we discuss expected effects on binaural hearing abil
ities from several idealized pathologies. Binaural phenomena have two advan
tages: they haVe been modeled extensively for normal listeners, of ten in 
terms of neural mechanisms, and they probe different aspects of the coding rel
atively directly. The binaural hearing abilities we consider are: the just
noticeable differences (JNDs) in interaural time delay, interaural correlation, 
and interaural intensity difference; the binaural masking-Ievel differences 
(MLDs) for tones masked by noise; and free-field localization abilities (par
ticularly angle discrimination in the horizontal and vertical planes). Effects 
on these abilities are predicted from a simplified model of binaural inter
action that was developed primarily on the basis of the binaural abilities of 
normal-hearing subjects. The following types of pathologies are considered: 
unilateral dead-ear (only one functioning ear), conductive hearing losses, 
losses of auditory-nerve fibers, changes in tuning curves, scrambled auditory
nerve firing patterns, and lesions in auditory nuclei central to the auditory 
nerve. We believe this choice is a useful starting point, even though real
istic modeling of impairments would require combinations and modifications of 
these idealizations as weIl as more complex possibilities, such as structural 
changes in the central nuclei consequent to peripheral losses. 

The model underlying our considerations is illustrated by the block dia
gram in Fig. I. Several proper ties of the model should be kept in mind as 
the pathologies are considered. First, the inputs to the cochlea include not 
only the usual pathways through the external and middle ears but also bone
conduction pathways. This elaboration is usually and appropriately neglected 
in models of the normal auditory system but becomes important in some circum
stances, including several situations with impaired auditory systems as de
scribed below. Similar comments apply to effects of acoustic crosstalk in 
earphone experiments (included in the air-conduction pathway in the figure). 
Second, the nerve fibers leaving the cochlea are processed through several 

* Present Address: HopitaZ CantonaZ, 1211 Geneve 4, SwitzerZand. 
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ACOUSTIC STIMULUS 
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disti.nct systems: an interaural time system, an interaural intensity system, 
and monaural systems that can process spectral (and overall level) information 
from each cochlea alone. Although the assumption of separate peripheral loci 
for interaural time and intensity processing was made on the basis of psycho
acoustic data (e.g., Rafter and Carrier, 1972), it is consistent with several 
behavioral- abl a tion, anatomical, and electrophysiological studies in animals 
(e. g., Masterton et al. , 1967; Goldberg and Brown, 1968, 1969) and with com
bined electrophysiological-behavioral studies in human subjects with multiple 
sclerosis (Rausler and Levine, 1980). The interaural time system comprises 
coincidence counters, each of which receives a single input fiber from each 
ear. The two fibers of a pair have a common characteristic frequency (CF) and 
a relative (interaural) internal time delay that is fixed for each pair and 
chosen from a distribution with a width of about !I msec. [Au interaural time 
processor of this form is discussed and specified quantitatively in Colburn 
and Latimer (1978).J The interaural intensity system is also organized in 
terms of CF: each comparator receives inputs from a limited band of CFs and 
includes convergence in time as well as space so that, roughly speaking, an 
estimate of interaural intensity difference is made on the basis of differ
ences in the numbers of firings from each side. The monaural processing sys
tems represent the ability to use information available at a single ear with
out binaural comparisons. (We draw the monaural systems separately from the 
interaural systems to emphasize the importance of monaural abilities, even 
though the monaural information is redundant with the set of interaural time 
or interaural intensity outputs in many circumstances.) Third, the basic 
structures of these systems are independent of the CFs of the input fibers, 
which are conceptualized as auditory-nerve fibers for our purposes. Changes 
in performance with frequency are assumed to be primarily determined by 
changes in the auditory-nerve firing patterns and not by changes in the 
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processing structures. Fourth, decisions about stimuli are made in more cen
tral regions in the brain, where (we postulate) the outputs of these systems 
(including outputs at all CFs for the time and intensity processors) are com
bined with memory stores and inputs from other sensory mod a lities. We do not 
assume that the central processing combines this information optimally nor 
that the informa tion from each system is available independent of the other 
systems. Fifth, note that the information processing in this general model is 
consistent with many specific models that have been proposed for binaural phe
nomena. For discussion of this point, see Colburn and Durlach (1978), Stern 
and Colburn (1978), and Bilsen (1977). 

2. IDEALIZED PATHOLOGIES 

a) Unilateral Dead Ear 

In the first type of pathology we consider, one ear is normal and the 
other is completely destroyed (the "unilateral dead ear" case) so that there 
is no activity related to the stimulus on fibers coming from the dead ear. 
The resulting lack of binaural interaction has several irnmediate and obvious 
consequences. Specifically, the interaural time and correlation JNDs would be 
extremely large relative to normal values and MLDs would be ne ar zero in most 
cases. (The size of the JNDs and MLDs would be determined by the ability to 
ma ke use of interac tions between the two stimulus waveforms mediated by 
acoustic cross-talk or bone conduction). 

For the interaural intensity JND, since interaural intensity differences 
require intensity changes at individual ears (and since monaural level differ
ences, in contrast to monaural time delays, are sensitively detected by a 
single ear), predictions are dependent on the procedures used to define it. In 
some procedures (e.g., syrnmetrical intensity variations), substantial informa
tion is available at the normal ear, and in other procedures (e.g., random 
variation of overall level and spectrum), no information is available. [A sim
ilar sensitivity to paradigrn is seen in normal subjects in some circumstances, 
e.g., when the reference intensities are imbalanced (Leshowitz et al ., 1974; 
and Hausler et al ., 1979)J. In the rest of this paper , we define the interaural 
intensity JND to be measured in such a way a.s to eliminate monaural informa
tion. 

For localization experiments, performance predicted for a truly monaural 
listener depends critically upon a priori information about the stimulus. 
When the source spectrum is completely unconstrained, it is easy to show that 
monaural performance above chance is impossible. On the other hand, the spec
tral shape and overall level of the received signal would be areliabIe source 
of information in most cases (e .g., a white noise stimulus at constant average 
or even a fixed tone stimulus). For example, Hausler et al. , (1979) report on 
a subject with one dead ear who obtained performance within the normal range 
for vertical and horizontal angle discrimination at all reference angles 
tested with a white noise stimulus (except for the angle directly to the side 
of the dead ear). 

Localization by s ubjects with a unilateral dead ear provides a useful 
reference for the information provided monaurally. This condition is not 
easily simulated with a normal listener (nor with any listener with two func
tioning ears) since presentation of useful information to only one ear in this 
case requires unnatural stimuli so that the test is contaminated by misleading 
binaural information. Long-term real-world training makes the case of a uni
lateral-dead-ear subject basically different than a "dead ear" created by the 
stimulus. Finally, in considering performance with a unilateral dead ear, 
note the obvious fact that localization by subjects in whom the only function
ing ear is impaired could be significantly worse than localization with one 
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normal ear, since the ability to use spectral information could be destroyed 
by the impairment. 

b) Conduct i ve Losses 

The second type of pathology considered is a conductive loss . In this 
case, we might, to a first approximation, imagine a simple attenuation of the 
signal at the impaired ear or ears. With this approximation, we would predict 
performance by impaired listeners equal to performance of normal listeners at 
equal sensation levels. For bilaterally symmetric conductive losses, this is 
simply changing the overall level and, since most measures of binaural inter
action are relatively independent of level (once levels are clearly above the 
threshold region), we would expect small effects on binaural abilities. In 
the unilateral or asymmetric conductive loss cases, even though many abilities 
are affected by the resulting level imbalance, our simple approximation would 
predict that interaurally balancing sensation levels in the two ears (at all 
frequencies) returns performance to normal levels. 

Although the simple attenuation model may be appropriate for small losses 
(say less than 30 dB HL), when the loss is large (say greater than 40 dB HL), 
this analysis is inadequate. As Hausler et al., (1979) have suggested, stimu
lation of the cochlea by bone-conduction pathways is significant relative to 
stimulation by the normal pathway through the external and middle ear with a 
large conductive loss. When this is taken into account, predicted performance 
with conductive losses is significantly different than that predicted by the 
simple attenuation model . The basic limitation is that the stimulation of an 
impaired cochlea is no longer specified by the pressure in the appropriate ear 
canal; rather, the effective stimulus to an impaired cochlea is determined by 
a combination of the stimuli presented to the two earphones in a localization 
experiment and by some integrated result of the pressure distribution around 
the skull in localization experiments. Thus, the bone-conducted stimulus is 
only slightly different at the two cochl e as so that interaural differences in 
the cochlea outputs are much smaller than in the normal listener for the same 
stimulus. Also, since a significant fraction of the stimulation bypasses the 
external ear, the spectral pattern at the cochlea is less developed and less 
dependent on source position. Further, in contrast to predictions of the 
simple attenuation model, there should be no benefit from overall level 
changes since both air and bone components would increase together with level. 

Our general prediction is for clearly impaired interaural discrimination 
and no spectral localization information at an impaired ear; however, specific 
predictions for performance depend critically on the assumed phase and ampli
tude relations of various components and have not been completed. In uni lat
eral conductive loss cases with one normal ear, complete monaura l information 
would be available at that ear (since the air-conducted components would 
determine the stimulation of the cochlea on the normal side); however, the 
extent to which performance could be achieved that was comparable to unilat 
eral dead-ear cases would depend up on the ability of the central structures 
to ignore the information from the interaural time and intensity systems and 
from the monaural processing of the impaired side. These considerations are 
consistent with the many reports in the literature of poor localization per
formance by subjects with conductive hearing losses (cf. Durlach et al., (1980). 

c) Ner ve Fiber Losses 

In the third type of pathology considered, a subset of nerve fibers are 
eliminated or show no response to sound, while the remaining fibers function 
normally. The essence of these cases is that some of the fibers are unable to 
provide useful information about any stimulus, and whether this is a conse
quence of actual fiber losses or of hair cell damage is unimportant for the 
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present. We focus on the case of scattered losses; in the case of a complete 
loss with all fibers with CFs in a significant range eliminated, the conse
quences are substantial but reasonably obvious. 

In the case of scattered fiber losses without complete loss in a signifi
cant frequency interval (no empty critical bands, for example) , it is useful 
to distinguish among several effects. First, the number of independent 
information-carrying channels is reduced, and this alone would be expected to 
reduce overall performance. Rough calculations indicate that this is a rela
tively small effect; for example, a threshold shift of only 5 dB when 90% of 
the fibers are eliminated. (This follows from the usual assumption that the 
sensitivity index d' is proportional to the signal power and to the number of 
independent channels). The same reasoning applies to binaural performance so 
that a 90% loss of channels would increase the interaural time JND by a factor 
of only ITO, which could be within normal intersubject scat ter when subjects 
are not preselected. Second, since each fiber is restricted to a single, 
fixed, interaural delay in our model, a reduced number of fibers implies a 
reduced number of internal delays. As fiber losses become significant, some 
values of delay are eliminated in local frequency bands, even though there are 
fibers with CFs in this band. It is therefore possible that the dependence of 
performance on the reference interaural delay in this case would be clearly 
abnormal (e.g., selected reference delays for which very good or very poor 
performance results for a narrowband stimulus in a particular frequency band). 
This interference with performance would apply only to narrowband binaural 
phenomena that are clearly dependent on the interaural time system (like 
interaural time JNDs and MLDs) since the interaural intensity system includes 
convergence over many fibers in each comparator. Empirical observations of 
narrowband interaural time JNDs that depend dramatically on the reference de
lay are reported for subjects with unilateral losses (Meniere's syndrome) by 
Hawkins and Wightman (1978); they measured the subject's ability to distin
guish a delayed stimulus from adiotic stimulus and found clear differences 
between the two directions of delay. Third, in cases of bilateral scattered 
losses of 90% of the fibers in each ear, in addition to the first two ef
fects, the one-to-one fiber connections in the interaural time system results 
in an effective loss of 99% of the coincidence outputs (and therefore of the 
internal delays). In this case dramatic impairments in interaural time and 
correlation comparison would be expected, including abnormal or asymmetric 
dependence on reference delay for narrowband stimuli, even though interaural 
intensity and monaural processing, including many localization situations, 
could be only mildly effected (e.g., a 5 dB audiometric loss on each side as 
noted above). 

More specific predictions of these effects are needed; however, they will 
be sensitive to the detailed distribution of the losses and to the detailed 
assumptions about the extent to which the information from pathological chan
nels is processed or ignored. For example, if the firings on some fibers are 
not related to the stimulus waveform and if this set of fibers (i.e., the loss 
pattern) fluctuates in time, it would be difficult to ignore these fibers and 
greater interference would be expected. 

dj Abnormal Tuning Curves 

In the fourth type of idealized pathology, the normal complement of fibers 
is present, but the fibers have abnormal tuning curves. We further assume 
that the rate-intensity functions and the temporal patterns of firing are 
normal (except for the obvious changes in thresholds and peripheral filtering 
implied by the abnormal tuning curve). There are again several different 
cases to consider. 

First, if the tuning curves are simply transported upward a constant dis
tance on a decibel scale, the result is equivalent to a simple attenuation 
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of the stimulus at the affected ear and the consequences for lateralization 
discrimination are predictable from normal listeners with appropriate stimulus 
levels. For example, when the loss is interaurally asymmetric, we expect 
reduced MLDs and impaired performance in interaural time and intensity dis
crimination (as observed in normal-hearing ; subjects with unbalanced levels). 
In addition to these resolution effects, we mayalso see changes in bias, even 
though the ear adapts to a longstanding loss (Florentine, 1976). Even this 
simple case illustrates that care must be exercised in localization-identifi
cation experiments to separate resolution from bias effects: mean absolute 
error or percent correct may not be an informative statistic, for example. 

Second, suppose that the fibers in some CF bands have translated tuning 
curves and those in other bands are normal and that the pattern of translation 
versus CF is somewhat irregular. Note that this condition cannot be simulated 
or corrected by linear filtering of the stimulus since the effective stimulus 
from a given frequency component is not necessarily strongest for fibers with 
CFs at the frequency of the component. Further, the patterns of excitation in 
this case are unnatural and behave differently as a function of level for 
different stimulus frequencies. Predicted performance in many binauralor 
monaural experiments would depend up on the ability of the central auditory 
structures to interpret this unnatural recoding. For example, it would not be 
surprising in these circumstances to find significantly deteriorated spectral 
pattern resolution and therefore poor localization performance in some cases. 
However, if we consider interaural temporal information with stimuli at levels 
high enough to stimulate fibers on both sides, there is no loss of timing in
formation and essentially normal performance in interaural time or correlation 
discrimination would be possible. Interaural intensity discrimination ability 
should be close to normal and the MLD would depend on the details of the dif
ferences from side to side. 

Third, suppose that the tuning curves, in addition to CF-dependent verti
cal translations, have distorted shapes relative to normal, say w-shaped or 
broadly tuned. In this case, the ability to resolve spectral patterns would 
be even more severely limited. In contrast, the temporal patterns in this 
case would again be preserved on individual fibers for narrowband stimuli, and 
the interaural time and correlation JNDs would be relatively well preserved as 
would binaural detection thresholds with narrowband maskers. For wideband 
stimuli, interaural timing abilities depend upon the similarity of the shapes 
of the tuning curves on the two sides. If the shapes are dramatically differ
ent, it is possible that uncorrelated frequency bands of the wideband stimulus 
may be stimulating the right and left fibers of a pair, resulting in no useful 
information in the coincidence patterns for any delay, and the resulting 
interaural time and correlation JNDs would be very poor. Alternatively, if 
the shapes of the tuning curves are similar on the two sides, wideband stimuli 
would also lead to relatively good time and correlation JNDs, even though 
spectral processing would be poor in both cases. Hausler et al., (1979) have 
reported a category of impaired subjects that is consistent with this pattern: 
moderate-to-severe bilateral sensorineural losses (greater than 75 dB HL at 
all frequencies tested for one of the subjects) with no vertical localization 
ability, but with interaural time and intensity JNDs very close to the normal 
range. 

e) Distorted Firing Patterns 

In the fifth type of idealized pathology, we assume abnormal patterns of 
firings on auditory-nerve fibers with normal tuning curves. If the timing 
patterns are distorted with no change in the numbers of firings (and if the 
distortion is unilateral or independent at the two sides), the interaural 
timing information is lost and the interaural time and correlation JNDs as 
weIl as the MLDs would be very poor, although some intensity and spectral 
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information would be preserved in the numbers of firings. If, in addition to 
the timing distortion, the average rates of firings were severly limited, all 
interaural processing would be significantly impaired even though thresholds 
could be close to normal on both sides. In the unilaterally impaired case, 
spectral information would be available at the good ear although its use in 
lateralization would depend on ignoring other distorted factors that normally 
contribute to good performance. In a series of psychoacoustic tests on a 
subject with a vestibular schwannoma, Florentine et al., (1979) found no bin
aural abilities (in interaural time, intensity, and correlation discrimination) 
even though the subject's hearing loss was only 20 to 40 dB HL in the affected 
ear. 

fJ Brainstem or Central Lesions 

In the last type of pathology we consider, lesions are located in the 
brainstem or more centrally. Lesions in individual nuclei that mediate the 
factors isolated in Fig. 1 could independently effect performance in the ap
propriate discrimination tasks or in the localization conditions that depend 
strongly on these factors. This notion is directly supported by the results 
of Masterton et al ., (1967) from cats with brainstem lesions and by results of 
Hausler and Levine (1980) and Hausler et al. (1979) from human subjects with 
multiple sclerosis. As increasingly central lesions are considered, we expect 
more restricted spatial regions and more integr ated functions to be involved, 
like the ability to combine information from eyes, kinesthesis, and other non
auditory factors to a unitary perception of the world. 

3. COMMENTS 

We c lose with several comments . First, almost any combination of bin
aural psychophysical impairments and audiograms can be predicted assuming 
relatively straightforward pathological conditions in the auditory periphery. 
It follows that the observed complexity of the psychoacoustic data is to be 
expected over a population of impaired subjects. Second, although the ideal
ized pathologies of the present study are clearly oversimplified, the treat
ment of these cases illustrates our approach and provides useful, if limited, 
insights. Present uncertainties about the actual pathologies prohibit accu
rate modeis, although some realistic studies in which the physiological data. 
from impaired animals are explicitly described should soon be possible. Third, 
in any analysis of this type, there are also major uncertainties about how 
weIl the centra 1 nervous system adapts to selective losses of information and 
unnatural recoding of information. Evidence that this is not a simple prob
lem comes from the observation (Hausler et al. , 1979) that some impaired sub
jects perform be tter in vertical angle discrimination when one ear is plugged, 
even though these subjects may have lived with their impairments for years in 
a natural environment. Fourth, the most helpful empirical projects in the 
context of the present paper are detailed studies of individual impaired sub
jects with loss etiologies for which animal models can be studied as weIl, 
like losses induced by acoustic trauma or ototoxic drugs. Finally, the seri
ous pursuit of the approach suggested here will require careful attention to 
detailed information from several areas of study, including neuroanatomy, 
electrophysiology, and psy,choacoustics, as weIl as clinical studies. 
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Cm.iMENT ON: "Note on the modelling of binaural interaction in impaired auditory 
systems (H.S. Colburn and R. Hausler) 

E.F. Evans 
Dept. of Communication & Neuroscience , University of KeeZe, EngZand. 

On the question of strategy, an alternative approach seems valid and pos
sibly more cost-effective. That is to look tor generalizations and convergences 
among patients with as carefully selected common aetiologies as possible. For 
example, do you consider that the successful finding of reduced behavioural 
frequency resolution in carefully selected patients by several laboratories, as 
predicted by physiological studies of appropriate animal models, is as useless 
as is implied by the second sentence of your paper ! ? 

REPLY TO COMMENT OF E.F. EVANS 

H. S. Colburn 
Research Laboratory of EZectronics, Massachusetts Institute of TechnoZogy, 
Cambridge, U.S.A. 

No ! I' m af raid I overstated my pos~t~on. I am fundamentally arguing in 
favor of the approach outlined in the paper, not at all against the work that 
you cite (Pick et aZ., 1977; Hoekstra and Ritsma, 1977; Wightman et aZ ., 1977). 
In fact, the most important aspect of my proposed approach, the meaningful 
interrelation of peripheral physiological knowledge with behavioural investiga
tions, is exemplified by this work. The second sentence of my paper was direct
ed toward the majority of past studies especially in the area of binaural inter
action. 
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MODELLING OF INTERAURAL TIME AND INTENSITY 
DIFFERENCE DISCRIMINATION 

Jens Blauert 

Lehrstuhl für allgemeine EZektroteohnik und Akustik, Ruhr-Universität 
Boohum, Fed . Rep. of Germany 

I. INTRODUCTION 

In binaural hearing the lateral positions of the sound images are gover
ned by interaural arrival time and level differences of the acoustical signals 
at the two ears. Two classes of binaural processor models have been proposed 
to explain these phenomena (for a review see Colburn and Durlach, 1978). The 
first class of these models (count- cornparison modeis) is based on an idea of 
v. Békésy (1930). However, these models have never taken into account the more 
complicated psychoacoustical effec ts, e.g. multiple and spread images. The se
cond class of the models (coincidence or correlation modeis) originates from 
Jeffress(1948). Up to now these modeis, though promising, could only explain 
the processing of arrival time differences. 

In a recent article Stern and Colburn (1978) propo sed an extension of the 
Jeffres s -model in order t o include level difference processing by multipling 
the probability distribution of coincidences by an appropriate l evel-diffe
rence-dep endent weighting f unction. Nevertheless they could not imagine any 
physiological structure to perform such a transformation. 

The purpose of this paper is to introduce a new model of binaural proces
sing that can handle arrival time as weIl as level differences and is not un
likely on the ground of physiological evidence. 

It is not that the ex istence of a physiological mechanism - similar to 
our model - has already been established. However, the model has b een con
structed using elements which behave like physiological elements that have al 
ready been found in the auditory pathway. We do not think of our model in 
terms of a general mechanism that accounts for all interaura l signal proces
sing but rather in terms of a processor that works in parallel wi th further 
processors of different structure, each evaluating different at tributes of the 
ear signais. 

Fig. 1 . OutZine of 
the oomplete model: 
The peripheral parts 
are modeZZed by a 
band pass filter 
bank, foZZowed by 
half wave reoti
fiers and first 
order Zow passes 
with a out-off fre
quenoy of 800 Hz 
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2. DESCRIPTION OF THE STRUCTURE OF THE MODEL 

The model of the binaural processor element is embedded in a larger model 
that also includes peripheral signal processing. In its simplest form (Fig. I), 
the frequency selectivity of the inner ear is modelled by a set of band pass 
filters. Every output signalof each bandpass is half- wave rectified and fed 
through a first order low pass with a time constant of 1.25 ms. This is done 
because hair ce l ls only respond to the upper half-waves of cochlear wave-forms 
and because the synchrony of firings, with respect to the fine structure of 
the signaIs, is lost for frequencies above 1 .6 kHz. The output signals of the 
low passes are used as input to the binaural processor elements which will be 
described in detail in the next paragraph. There is one binaural processor 
element for each frequency band under consideration. 

The task of the set of binaural processor elements is to perform a run
ning (discrete) interaural cross correlation in bands on the two sets of input 
signaIs. Each of the correlation functions is weighted by a function which de
pends on the interaural level difference in the specific frequency band . The 
result is a set of weighted cross correlation functions ~xy (f,T,t) that can 
be plotted in a f, T-plane. We assume that the central nervous system performs 
some kind of a pattern-recognition process in this f, T-plane in order to eva
luate the number, lateral position and spatial extension of the sound images. 

In Fig. 2 the principal structure of the binaural processor element is 
shown. There is a number of fibers at each input which is stimulated simulta
neously by the same input signal . At me present state of the model, we assume 
proportionality between the input signal and the firing probability at each 
instant (Duifhuis 1972) . Up to now spontaneous activity and saturation effects 
have been omitted to restrict the number of free parameters at this point of 
the development of our model . Spikes coming from each fiber travel along tap
ped delay lines like in Jeffress ' s model. 

However, there are two fundamental assumptions in addition to Jeffress's: 
(i) The number of pathswith short delays is greater than the number of paths 
with long delays . (ii) Spikes that have been delayed by - nearly - the same 
amount of time are aggregated by means of "refractory" or-cells. These or-cells 
fire when a spike arrives at any of their inputs but are blocked within a re
fractory interval af ter each firing. 

The output spikes of each or- cel I are combined with the output spikes of 
complementary or-cells from the other ear, as shown in Fig. 2. in agreement 
with the original model of Jeffress. The coincidence cells respond when re
ceiving a spike at both of the two inputs - each within a short coincidence 
interval . The number of spikes per interval at the output of each of the coin
cidence cells can be taken as an estimate of one point of a weighted interau
ral running cross correlation function. 

The operation of the model on interaural level differences depends on the 
effect that the output rate of the or- cells is limited by the refractory in
terval. Once the spike ra te at one of the inputs of a coincidence cell has 
reached its maximum, the ra te of coincidences is governed by the spike rate at 
the second input. In general the effect of an increment of the spike rate at 
one input of a coincidence cel I nonlinearly depends on the instant values of 
the spike rates at both inputs. This causes an asymmetry of the coincidences 
as a function of interaural time difference when an interaural level difference 
is applied. 

3. SAMPLE RESULTS AND DISCUSSION 

Figs. 3 and 4 show resulting coincidence functions of one binaural proces
sor element. Two typical input functions have been chosen: (i) Sinusoidal sig
nals with a frequency weIl above 1.6 kHz. These lead to DC signals at the bin
aural processor inputs. (ii) Sinusoidal signals with a frequency below 1 .6 kHz. 
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of the binaural 
processor element . 
The complete model 
provides one bin
aural processor 
element for each 
frequency band 
under considera
tion, e .g . for 
each critical 
band . 

In this case the processor input signals are half-wave rectified, pure tones. 
According to Jeffress's original ideas, each place on the abscissa cor

responds to a certain l atera l position of the image. In Fig. 3,a shift of the 
maximum of the coincidence function with respect to L~ can be clearly observed. 
In Fig. 4, the relative heights of the maxima change as a function of inter
aural level difference. Additionally, an evaluation with a finer resolution 
than 21 points on a 4 ms scale would display a slight shifting of each of the 
max ima. 

input signais. De 
Fig . 3 . Interaural coinci-
dence functions for three _-______ / L~=26dB 
iriteraural level differen- ~ _ ~ 
rences L ~ as stimulated by ~ /~/ -----
DC input signals . This type 1] /' L~ =1zdB'-, 

Cl' of stimulation occurs when o I " 

high frequency pure tone u / " 
acoustical signals are pre- 0 / ", 
sented to the two ears . á;,' ,L ~ = 0 " 

-D I ? "-
Mode l parameters : 21 taps ~ I ' " _',,_, '\ 

delay lines . Refractory C , 

intervals of or- cells: - ~ 
0 . 1 ms. Coincidence i nter- ... "'-"'" 
vals: 0.1 ms . Right ear 
signal level unchanged. 

-2 -1 ms o 1ms 2 
interaural arrivol time dlfference __ 

Due to the relatively large number of free parameters , the model is capable of 
being adapted to a variety of psychoacoustical results. For example, it eluci
dates an association of the center of gravity of the coincidence function with 
the "intensity-image" and of the peak region of the highest maximum with the 
"time-image" (Whitworth and Jeffress, 1961). Thi s is in accordance with the 
expected trading ratios. Note that the operation of the model is dependent on 
the overall level. This can account for the dependence of trading-ratios on 
the overall level. 

Double images - as observed when the two ears are fed on pure tones with 
180

0 
interaural phase shift - can be e~plained by the occurrence of two peaks 

of equal height in the coincidence function. Image broadening due to incohe
rence of the two ear signals is understood on the basis of b~oadening and con
tinuous, stochastic shifting of the regions of maxima and the center of gravi
ty of the coincidence curve. Af ter spontaneous activity will be included in 
the model, it will also be possible to explain the decrease of the accuracy of 
lateralization with increasing interaural arrival time differences. 
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The effect of interaural level differences within our model can be described 
analytically by means of weighting the coincidencefunction for Ll'I = 0 dB. 

2 

The weighting function can be approximated by a straight line with a slope de
pending on the amount of Ll'I' lnstead in their model, Stern and Colburn (1978) 
proposed a rather fla~ bell-shaped weighting function whose center is shifted 
as a function of Ll'I ' This does not need to contradict our model. 

Stern and Colburn were aware of the fact that generally the number of co
incidences must decline with rising interaural arrival time difference. They 
considered that by assuming a suitable weighting function for the number of 
coincidences. Other authors tried to explain the same effect by supposing de
lay paths with a time jitter that is proportional to the delay interval. How
ever, these assumptions did not suffice to explain the effect of interaural 
level differences. 

In our present simple model we took a linear function to describe the de
pendence of the available number of delay paths on the delay interval. Other 
functions will be tested in the future. We also want to note that instead of 
tapped delay lines, a suitable ensemble of untapped delay lines with different 
delay intervals can be used to implement the basic assumption of the model. 

We plan to further develop and refine our model in order to use it as a 
tooI for the prediction of spat ia I qualities of the sound images in room- and 
electroacoustics. 
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BINAURAL TI~ffi PROCESSING AND TI~-INTENSITY TRADING 

J. Raatgever 

Applied Physics Department, University of Technology, 
Delft, The Netherlands. 

J. INTRODUCTION 

Directional hearing is generally assumed to be purely the consequence of 
interaural differences in time and intensity. For low frequency signals the in
teraural time differences between oscillations of the temporal fine structure 
are thought to be important, while interaural intensity differences seem to 
play a less pronunciated role, especially for those frequencies where the di
mensions of the head a re small compared to the wavelength. For high frequencies, 
the internal temporal fine structure not being preserved any longer, interaural 
differences between the signal envelopes are believed to take over, while here 
intensity differences definitely play an important role. For cornrnon daily 
sounds the different localization clues in general do not supply contradictory 
directional information. The uncoupling of time and intensity differences how
ever, by using headphones for instance, leads to confusion in the perception of 
the true direction and distance. The resulting lateralization or localization 
within the head is still influenced by the different interaural parameters. 
Many lateralization studies in the past dealed with the question whether it is 
possible to compensate for an interaura l time difference with respect to the 
perceived lateralization, by changing the interaural intensity difference. This 
so cal led time-intensity trading for lateralization appears to be possible, but 
is very much influenced by the experimental circumstances. Different ways to 
account for these trading effects have been suggested in the various theories 
describing binaural interaction; see e.g. the extensive literature survey given 
by Blauert (J974). In this respec t the findings of Whitworth and Jeffress (J96J) 
and Rafter and Jeffress (J968) are of particular interest, since for some sig
na ls containing low frequencies they reported the simultaneous existence of two 
different lateralization images: an "intensity image" that leads to substantial 
trading effects and a "time image" that can hardly be traded at all. These re
sults may point a t a separate processing of time and intensity d\fferences, at 
l east up to a certain level in the auditory system. 

In this paper we will identify the binaural processing mechanism for low 
frequencies that is able to generate such time images, with the mechanism sug
gested by Raatgever and Bilsen (J977) accounting for lateralization and dich
otic pitch. This model, surnrnarized in the next section, predicts clear time im
ages for various dichotic pitch phenomena. Experiments on the lateralization of 
such dichotic pit ches will be reported and the role of interaural intensity 
differences will be discussed. 

2. MODEL 

The model can be described as follows. Af ter sharp peripheral filtering, 
band-limited signals from corresponding filters at both ears pass delaying ele
ments under preservation of the temporal structure. For every set of corre-
sponding filters the momentary local activity along a contralateral and ipsi
lateral delay line will be added. This leads to internally projected two-dimen
sional activity patterns characteristic for the dichotic way of signal pres en
tation. Rerein the local activity (or power in a linear power evaluation) de-
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Fig.1 . BinauraZ activity patterns 
for MPS 
a: 3- dimensionaZ representation 
b: spectra at T.=O and + 0.8 ms 
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pends on frequency and interaural delay. 
Physiologically, such a network of delay
ing elements corresponds with the neural 
network suggested by Jeffress (1948). The 
local addition is thought to take place 
by means of coincidence detecting cells 
(EE-cells) probably located in the SOC. 
The theory proceeds from the idea that 
the activity patterns can be scanned by 
the central auditory system in such a way 
that place (internal delay) dependent 
frequency spectra will be recognized and 
selected. In this way of thinking dich
ot ie pitch perception is a matter of 
spectral pattern recognition, making use 
of spectral clues like depth of modula
ion, equal spacing of maxima, harmoni
city etc .. The existence of spectral pat
terns optimal for pitch perception at 
particular internal delays implies that 
the sensation of dichotic pitch involves 
a specific lateralization. 

In fig.1 calculated patterns are 
presented for multiple phase shifted 
noise (MPS) i.e. the noise is offered di
chotically, filtered at one ear in such a 
way that the amplitude spectrum remains 
the same, but for all frequencies a phase 
difference of 1800 is introduced, except 

for small areas around a series of harmonically related frequencies (n.250 Hz), 
where the phase shift is n.3600 (n=0,1,2 ... ). Fig.1a shows the 3-dimensional 
representation of the activity pattern while in fig.1b the spectral patterns at 
three internal delays are separated. For interaural delay zero, the pattern in 
the centre is characterized by peaks at harmonie frequencies (here: 250,500, 
750 Hz etc.) resulting in the perception of a periodicity pitch corresponding 
to 250 Hz that is centrally localized. At other places deteriorated patterns 
arise, not giving rise to the perception of pitch in general. Introducing an 
extra interaural delay T will lead to a shift over T of the whole activity pat
tern in the direction along the T . axis. This means that MPS lateralization be
haviour can be compared with that~of dichotically delayed white noise for in
stance (Raatgever and Bilsen, 1977). Would we apply a phase transition of 3600 

at one particular frequency instead of a series harmonically related frequen
cies, then a dichotic stimulus arises that is characteristic for the dichotic 
pitch sensation first reported by Huggins 
(1958). In general, Huggins pitch (HP) 
can be considered as a special case of 
MPS. 

3. EXPERIMENTS 

Lateralization experiments have been 
carried out investigating the role of in
teraural intensity differences in the 
lateralization of HP and MPS. In the 
first instanee classical time-intensity 
trading experiments have been performed: 
A HP stimulus configuration was presented 
with a particular interaural intensity 
level difference ~L and an adjustable ex-
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tra interaural delay T. The ob server had to 
adjust the HP pitch image by means of this in
teraural delay in such a way that it was local
ized in the centre of the head. The experi 
ments were controlled by a computer that ran
domized the signal presentations. Two observ
ers took part in the experiments. One of them 
did not showany sifnificant trading at all, 
while the other had a small trading with a 
trading ratio of about 30 ~s/dB (fig . 2) . 

The technique applied, however, has the 
disadvantage to be based on the lateralization 
in the cent re only. A more complete and accu
rate picture may be obtained, applying a 
matching procedure as follows : The lateraliza
tion of the pitch image in a di chotic pitch 
stimulus configuration with a given additional 
interaural delay T has been matched with the 
lateralization of white noi se with equal level 
at both ears and an adjustable interaural de
lay T . In this way the lateralization behav
iour ~f dichotic pitch can be compared to that 
of white noise over the whole possible range 
of image locations. Introducing an interaural 
intensity difference as weIl in the dichotic 
stimulus, will provide information on the time
intensity trading for lateralization. The ex
perimental procedure was controlled by a com
puter that randomized the signal presentations. 
The same two observers were involved in the 
experiments . The results of the experiments 

with the HP stimulus are given in fig.3. The data points represent the average 
lateralization judgements of HP with level differences ~L=O, 5 and 10 dB. An 
upward shift of the curve would be expected if positive time-intensity trading 
would occur. No systematic trading can be seen. A linear r egres sion analysis 
however re sults in a s light sys tematic trading with trading ratio's always less 
than 20 ~s/dB , and about 10 ~s/dB on the average for both observers. 

For MPS, analogous exper iments have been carried out. The results are 
plotted in fig.4. Here l evel differences of ~L=O and 6 dB have been applied 
under the same conditions used in the HP experiments. The corresponding mea
sured points are expected to shift upwards. Besides, level differences of 
~L=-6 and - 12 dB have 
been introduced, lead
ing to an expected 
downwards shift. No 
systematic shifts can 
be seen, but a linear 
regres sion results in 
minor trading ratio's 
of about 10 ~s/dB if 
the level difference 
operates in the same 
direction as the de
lay and no trading 
whatsoever if the 
effects of delay and 
level difference are 
opposite. 
These ratio's, small 
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as they are, consolidate the conclusion for HP and MPS to have time-images only. 

4. DISCUSSION 

The lateralization matching experiments once again demonstrated the analo
gy between the lateralization of dichotic pitch and the lateralization of e.g. 
dichotically delayed white noise (compare Raatgever and Bilsen, 1977). This is 
not self-evident since the stimulus configurations characteristic for HP and 
MPS for instance, consist of dichotic noise that has opposite phases at both 
ears for the major part of the frequency spectrum. Consequently, the noisy part 
of the stimulus is perceived as a more or less diffuse noise image that is 
quite differently located, compared to white cophasic noise with the same in
teraural delay . The character of the dichotic pitch however, is that of a weak 
(HP) or stronger (MPS) pitch sensation within the noise, that can be localized 
separately. This is a crucial point in the underlying theory, implying for the 
place (i . e. internal delay) where the effective spectral information is found 
leading to the dichotic pitch sensation, that it correlates with the laterali
zat ion of that pitch. 

Interaural intensity differences are expected to cause a decreasing modu
lation in the internal spectra l information, thus weakening the perceived phe
nomena coup led herewith . Dichotic pitch for instance becomes inaudible for in
teraural level differences more than about 20 dB. Consequently, binaural per
cepts like dichotic pitch, that are the results of the binaural time processing 
system exclusively, will not show substantial time-intensity trading . Only mi
nor trading effects will be expected, due to latency shifts in the neurons in
volved. Illustrative in this respect are the findings of Crow et al. ( 1978) of 
time-intensity trading ratio's up to 40 ~s/dB and 8 ~s/dB on the average for 
neurons in the soc. The lateralization of dichotic pitch images is expected to 
behave typically as found for a time image. The trading experiments presented 
here for HP and MPS, have confirmed this point. The trading ratio's found are 
significantly below the upper limit of 40 ~s/dB specified for time images by 
Blauert (1974). The considerable time-intensity trading for the latera lization 
of signals having intensity images as weIl, is probably achieved at a different 
level in the binaural system. 
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ROLE OF FREQUENCY SELECTIVITY IN LOCALlZATION AND LATERALlZATION 

B. Scharf 
Auditory Perception Lab., ivorth
eastern U., i3 oston, MA 02115 USA 

1. INTRODUC TION 

and G. Canéve t 
Laboratoire de Mécanique et d~cous
tique, CNRS, 13274 Marseille, France 

Exemplified by the critical band, frequency selectivity has been demon
strated in detection, masking, loudness summation, phase perception, conson
ance judgments, and so forth (Scharf, 1970). The critical band also is a dom
inant feature in the lateralization of tone bursts which have a different fre
quency at each ear. The interaural onset time difference (~T) needed to lat
eralize a dichotic tone burst toward the leading ear is constant so long as 
the frequency separation (~) between the tone in the left ear and the tone in 
the right ear is less than a critical band (Scharf et al, 1976). Beyond the 
critical band, the lateralization threshold increases with ~F. In short, di
chotic tone bursts in the same critical band are easier to lateralize than are 
tone bursts in different critical bands, and the more critical bands separa
ting the two tones, the harder they are to lateralize. One interpretation of 
these data is that a tone in one critical band is channeled along a different 
neural pathway than a tone in another critical band (cf. Franssen, 1960). 
Arriving at an array of "binaural comparators," neural signals in correspond
ing channels, i.e., originating in the same critical band in each ear, are 
more easily compared for relevant interaural time differences than are signals 
in non-corresponding channels. The farther apart the channels, the more un
certainty is introduced at the comparison stage, and the larger the ~T re
quired for lateralization. (An alternate interpretation is that the grouping 
by critical bands occurs centrally, at the binaural comparator. This inter
pretation implies a retrocochlear basis for the critical band.) 

The dichotic lateralization data lead to the prediction that lateraliza
tion and, by extension, localization of one sound in the presence of another 
depends upon the spectral relations between the two sounds. Thus, localizing 
one tone burst in the presence of another will be most difficult when the two 
tones are within the same critical band and become progressively easier as 
their frequency separation increases. In this paper, we first present data on 
lateralization under masking and then on localization. 

2. LATERALIZATION 

a) ProbZem and Procedures 

How large a ~T is needed to lateralize a tone burst--the target--toward 
the leading ear when a binaural burst--the masker--is presented in close tem
poral proximity? Presented through earphones, the target had the same fre
quency at the two ears and so did the masker, but target and masker differed 
in frequency from each other. Lateralization threshold was measured as a 
function of the frequency separation, 6F, between target and masker. Measure
ments were made with several different time intervals between the onsets of 
the target and masker, but most data were collected with the masker preceding 
by 15 ms. The target's SPL was 60 dB, the masker's 40 dB. Target duration 
was 30 ms, measured from the beginning of the burst's exponential rise to the 
beginning of its fall; masker duration was 25 ms. Rise-fall times were 10 ms. 
An adaptive two-alternative, forced-choice (ZAFC) procedure was used in which 
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the observer, Q, r e port ed on each tria l whether the t a r get was more to the 
l eft or more to the right . 

b) Results and Discussion 
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SEPARATION BETWEEN MA SKER AND TARGET 

Figure 1 shows the results for target frequencies from .5 to 4 kHz. The 
ordinate gives the interaural lIT r equ'ired for approximate l y 75 % correct later
alization. The abscissa gives the lIF . Masker frequency was always higher 
than target frequency. Each point is the median of 170 to 300 judgments by 
three trained Qs. (The targets at .5 and 1 kHz were 180 0 out of phase in the 
two ears while the masker was in phase. At 2 and 4 kHz, tone and masker were 
in phase.) The arrows indica te the critical bandwidth as measured monaurally 
and in dual-frequency lateralization. 

Except at 2 kHz, the data do not show a clear break in the vicinity of 
the critical band. Measurements at the lower frequencies are probably con
founded b y the absence of interaural phase cues. Nevertheless, average later
alization thresholds are always higher at subcritical lIFs than at supercriti
cal lIFs . It is noteworthy tha t the masker, 20 dB below the level of the tar
get, is able to grossly disrupt the lateralization of a target close in fre
quenc y . That such a weak masker can have so strong an effect on the target 
suggests that much of the interference occurs at target onset when the pre
ceding masker is more intense than the target. Turning on a masker 300 ms be
fore target onset and leaving it on for 430 ms resulted in as much interfer
ence with l ateralization as turning the masker on 15 ms before the t a r get. 
Turning aff the masker just prior to signalonset reduced interference. 
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Localization and lateralization 

3. LOCALIZATION 

a) ProbZem and Procedures 

From the results on lateralization, we should expect that localizing one 
tone burst in the presence of another is poorest when the two bursts are with
in the same critical band. Despite technical difficulties that precluded the 
use of a criterion-free, sensitive measure, this general prediction is borne 
out reasonably well by the following experiment on localization. 

Measurements were carried out in a large anechoic room with three loud
speakers 3.7 m from Q. The masker came from a loudspeaker at 0 0 azimuth, di
rectly in front of Q who sat with his head against a rear head rest. Target 
signals came from two speakers located on either side of the masking speaker, 
one 150 to O's left and the other 150 to his right. Each burst of a series of 
four 30-ms tone bursts from the middle speaker was accompanied by a target 
signal from one of the side speakers, a signal that lagged by 20 ms (onset to 
onset). The first two targets were from the Ie ft speaker, and the second two 
from the right. Usually, Q heard each combination of masker and target as a 
single, chord-like sound from the vicinity of the middle speaker, or in back 
of his head. 

Since the locus of the loudspeakers was fixed, we could not vary inter
aural differences. Instead we used a rnethod of limits to determine the level 
of the target at which 0 just perceived a difference between the loci of the 
first two sounds (masker plus left target, presented twice) and the second ' two 
sounds (masker plus right target). We also measured threshold for the detec
tion of the lagging burst whether or not it influenced the apparent locus of 
the combination. The main variabIe was the frequency separation between tar
get and masker. 

b) ResuZts and Discussion 
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Fig. 2. Masking 
of al-kHz tone 
burst for ZocaZi
zation and for 
detection as a 
function of mask
er frequency. 
Masker SPL was 
55 dB. 
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Figure 2 shows the masking of a I-kHz target by a SS-dB burst whose fre
quency is given on the abscissa . Each point is the mean of six measures from 
three Os. Squares indicate the amount of masking in decibels when the Qs at
tempted to detect displacement and triangles when they attempted to detect the 
presence of the target. Masking is the increase from the level in the quiet 
caused by the presence of the masker. In the quiet, mean target level re
quired for localization was 15 dB SPL, and for detection it was 12 dB. 

Frequency selectivity is evident for both localization and detection. 
Over a range of about 150 Hz, nearly one critical band, masking of locus is 
maximal. Outside that range, the locus of even weak lagging bursts is per
ceived. Selectivity is finer for detection than for localization so that de
tection masking is considerably less in the vicinity of the critical band. 
Similar, but more variable, results have been obtained with a target at 4 kHz. 
Data at 2 kHz, where localization is generally poor, we re too variabie to per
mit any conclusions. 

4. GENERAL DISCUSSION AND CONCLUSIONS 

Despite the limitations of our procedure for measuring localization under 
masking, we have demonstrated similar frequency selectivity under masking for 
both localization and lateralization. However, the two sets of data differ 
with respect to the distribution of masking over frequency. The lateraliza
tion data revealed about as much interference from a frequency above the tone 
as from one below (latter data not shown). But the localization data show 
little masking from a higher~frequency tone. Accordingly, interference in 
lateralization extends over two critical bands, whereas masking in localiza
tion seems to extend over only one critical band located below the target. 
This discrepancy may stem from procedural differences and from the redundancy 
of localization cues, which may include interaural intensity and phase dif
ferences as weIl as onset time differences. 

We conclude that frequency selectivity plays a decisive role in the lat
eralization and localization of one sound in the presence of another. Inter
ference with the lateralization of a tone burst is greatest from a masker in 
the same critical band as the target. Similarly, perceiving the locus of a 
tone burst is most difficult when the target is preceded by a lower- or equal
frequency masking burst in the same crit i cal band. 

These findings may be related to speech perception in a noisy environ
ment. Incoming signals from different sources and directions normally differ 
in their momentary spectra. These differences permit a spatial segregation, 
selective attention, and finally, comprehension of the selected speech signal. 
The difficulty of persons with sensorineural hearing impairment to understand 
speech in noise may be caused, in part, by widened critical bands (Florentine 
et al, in press) that preclude good spatial segregation among incoming sounds. 

The author's thank R . Gerrrain, A . Ma:rochioni, and C. Meise Zman for' he Zp in 
ca:rorying out these expenments. Resea:roch suppor'ted l:Jy CNRS and NIH. Pa:rot of 
this paper' was presented at the 97th meeting of the AcousticaZ Socie-ty of 
Amer'ica, June , 1979. 
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INTRODUCTION 

INTERACTIONS BETWEEN TWO-TONE COMPLEXES AND MASKING NOISE 

U. Sieben and R.E. Gerlach 

Drittes Physikalisches Institut 
Universität Göttingen, Germany 

To investigate the phase dependent interaction of the components of a har
monic two-tone complex, in the accompanying paper of Nasse and Gerlach (1980) a 
binaural masking threshold experiment is described. In a diotic noise situation 
a two-tone complex is presented to the right ear and a test tone with a small 
frequency difference relative to the examined component of the two-tone complex 
is pres ented to the left ear. It is assumed that this spatial separation avoids 
interactions of the test tone and the tone complex in the part of the peripher
al auditory pathway, where the nonlinear interactions of the complex components 
are supposed to reside. The subjects task is to indicate the beginning and the 
end of the binaural beat sensation. Provided that the relative phase and ampli
tude of the test tone are known, the internal amplitude and phase of the exam
ined component of the two-tone complex can be calculated with the help of a 
modified "equalization and cancellation" (EC-) model. On the other hand, there 
is the problem of whethe r nonlinear interactions of astrong second tone in the 
complex and the noise occur. Such interactions would re duce the internal cross 
correlation of the noi se, resulting in a Ie ss effective EC-subtraction. It is 
necessary to discriminate this nonlinear effect from the additional masking of 
the second tone in the complex. 

EXPERIMENTAL RESULTS 

First, we performed an experiment to determine the s ummation of masking 
effects in the monaural case, when the masker consists of a low-frequency tone 
(200 Hz - 700 Hz) and a uniform masking noise, low-pass filtered at 3 kHz. For 
constant level and frequency of the pure-tone masker, the masked threshold of a 
test tone depends on the masking-Ievel of the noise. The f r equency of the test
tone is chosen in such a way that phase-dependent variations of its masked 
threshold are avoided. Though the summation of masking-effects in general cannot 
be described by intensity summation (Zwicker and Herla, 1975), this is possible 
in our case (tone and uniform masking noise). However, when the noise masker is 
diotic, this simple model fails to describe the data. This is shown in Fig. I 
where the monaural data (circles) are compared with the diotic-noise data (cros
ses) and the predictions of an intensity-summation model (lines). Though the 
data in the diotic- noise situation are taken from experiments with different 
frequencies and levels of the pure-tone masker, they look similar if they are 
plotted in an appropriate coordinate system. In Fig. 2 the abscissa is the dif
ference of the masking-Ievels of the noise and the pure-tone masker, i.e. of 
the masked threshold-Ievels of the test tone in dB SL when masked with the ' noise 
and the tone only, respectively. The ordinate is the difference of the actual 
test tone level at the masked threshold and the masking-Ievel of the pure-tone 
masker. At LN-LT = 5 dB the diotic-noise data deviate from the theoretical 
curve about 3 dB. We interpret this deviation of the measured data from the 
intensity-summation-model (dotted line) as a consequence of the interaction of 
the tone-masker with the noise. If LT and LN denote the masking-levels of the 
tone-masker and the noise, we write in an EC-model compatibel notation: 
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Fig . 3 . Comparison of the EC-factor f according 
with eq . 1 from our data (circles) is compared 
with the predictions of the half- wave rectifier 
model (eq. 5). The model prediction is calculat
ed under the assumption that the EC-mechanism 
equalizes the internal noise intensities before 
subtraction (solid line) and under the assump
tion that the EC-mechanism maximizes the signal
to-noise ratio at the output of the cancellation 
mechanism (dashed line). The EC-factor is plot
ted versus the difference of the masking- levels 
of the noise and the pure-tone masker. 

Fig. 4. Measured NoSn-BMLD (circles) plotted ver
sus the interauraZ normalized cross-correlation 
coefficient p of the dichotic masking noise . The 
data are compared with the prediction of the 
EC-model (dashed line) and with a modified EC
model (solid line) which takes into account the 
half-wave rectifying in the mechanical- to-neural 
transduction of the signal (solid line). 
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where ~ is the BMLD in the case of composed maskers and f is a modification of 
Durlach's EC-factor (Durlach, 1972). In our experiment f is a function of LN 
and LT and describes the masking-level of the noise at the output of the can
cellation mechanism. With eq. I (solved for f), f can be calculated for the 
composed-masker situation from the measured data and depends on LN - LT as 
shown in Fig. 3. 

INTERPRETATION 

There are some indications, that the neural activity of the 8-th nerve 
responds to something like the half-wave rectified acoustical waveform of the 
signal (Rose et al , 1971). This concept, in a simplified form, implies that in 
a composite-masker situation a sufficiently strong pure-tone masker can "switch 
off" the masking noise during time intervals for which the noise amplitude at 
the contralateral ear is, say, positive. On the other hand, the tone can 
"switch on" the noise when the contralateral noise is negative. If no other 
disturbances are assumed in the channel of the noise, it can be shown that the 
normalized cross-correlation coefficient p of the interaural noise equals the 
probability e that the contralateral noise signals are simultaneously "switched 
on". However, the EC-theory supposes an additional disturbance in the auditory 
pathway, namely a certain internal noise in form of a stochastic time and amp
litude jitter of the time structure of the signals (Durlach, 1972). This causes 
an additional decrease of the internal noise correlation. Durlach (1972) de
scribed the effect of this time and amplitude jitter by a single constant k. It 
is possible to write the EC-model in a way that this constant k is replaced by 
the internal cross-correlation coefficient p = k- I of the diotic noise. Since 
the two mechanisms of decorrelation (jitter and half-wave rectifying) are in
dependent, the total internal cross-correlation coefficient is: 

(2) 

From eq. 2 the modified EC-theory gives an expression for the EC-factor in the 
tone masker - No SM case. The mean power of the difference of the noises in the 
EC-channels nl(t) of the left and nr(t) of the right ear is given by: 

(3) 

and for the EC-factor we get the expression: 

f = 2/(2 - 2p) (4) 

Since the constant k can be determined from the NOSTI threshold (Durlach, 1972), 
it is necessary to calculate the simultaneous "switch on" - probability e of 
the internal noise. If y is the ratio of the masking intensities of the tone 
and the noise, we can show: 
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From eq. 2, 4 and 5, the prediction of the model for f is calculated. Figure 3 
compares the theoretical prediction (solid line) with the data. Calculations 
even with this simple model are in good agreement with the data. The data are 
collected from two subjects with a NoSTI-BMLD of about 13 dB. Fig. 3 shows a 
nonlinear interaction of the pure tone masker and the noise even if the noise
masking level is more than 20 dB higher than that of the tone. To describe the 
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experimental data from Durlach (1972), it is not necessary to distinguish bet
ween a cancellation model which equalizes the noise intensities before subtrac
tion (Durlach, 1972) and a model which chooses an interaural amplifying factor 
in a way that the signal-noise ratio af ter the cancel lat ion mechanism becomes 
maximal. In some asymmetric masker situations this distinction becomes neces
sary. Therefore, the dotted line in Fig. 3 shows the models prediction for the 
case that the signal-noise ratio is maximized. The difference of these two cal
culations is less than 1 dB at LT=LN' For lower noise levels the variance of 
the experimental data becomes too large to allow areasonabie estimation of f. 

DISCUSSION 

It was shown that in the case of composite maskers the binaural masked 
threshold shows other characteristics than the masked threshold in the case of 
monaural noise. This can be interpreted as a consequence of the assumed half
wave rectifying mechanism in the peripheral auditory pathway. The proposed 
model does not take into account the special shape of the excitation pattern of 
the masking tone or the critical band concept. However, preliminary calcula
tions based on improved models did not result in very different predictions. 

If the half-wave rectifier model represents a real process in the peripher
al auditory system, we expect a decorrelation effect, particularly in the case 
of a masker consisting of two independent noises. Figure 4 shows the NpSn-BMLD 
plotted over the interaural crosscorrelation coefficient p of the dichotic 
masking noise. The dashed line represents the prediction of the EC-model. 
Obviously the slope of this curve is too flat for p > 0.7 and too steep for 
p < 0.4. If the half-wave rectifying mechanism is taken into account (solid 
line) the slopes of the models prediction follow the measurement more closely. 
Because in the described experiment the tone masker and the test-tone were pre
sented ipsilaterally, the ears capability to maximize the signal to noise ratio 
at the output of the cancellation mechanism has only small effects on the 
measured BMLD's. If the test-tone is presented contralaterally to the tone 
masker, this effect becomes more pronounced. For the calculation of the ampli
tude and phase of the octave tone in the complex, which is described in the 
accompanying paper (Nas se and Gerlach, 1980), it is necessary to consider both 
effects: the decorrelation of the diotic noise by the tonal masker and the 
optimization of the central s~btraction. 
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SUBJECTIVE LATERALITY OF NOISE-MASKED BINAURAL TARGETS 

Richard M. St ern and Elio t M. Rubinov 

Depaptment of Elec tpical Engineeping and Biomedi cal Engineeping Ppogpam 
Capnegie- Me l lon Univepsity 

r'ittsbupgh, Pennsylvani a 1:i213 U. S. A. 

1 . INTRODUCTION 

While many s tudies have inves t iga t ed the s ubj ective l ateral position of 
simple binaural s t i muli such as pure t ones, c licks, and random noise, rela tive l y 
little is known about the mechanisms by which one can separa t e l y l a t eralize 
spectrally- overlapping components of more complex s timuli. The subj ec tive l a t
eral positions of separ a t e components of multiple-tone comp lexes and click 
trains have previously been r epor ted by Sayers and Cherry (1957), Sayers (1964), 
and Too l e and Sayers (1965), but the se authors do not d iscuss the effect of the 
presence of one component on the perception of the others, a nd the stimulus com
ponent s themselves occupy adjacen t r a ther than overlapping frequency bands. 
Butler and Naunton (1962, 1964) have r eported that an intense masker presented 
to one ear through a headphone coul d cause the pe r ce i ved location of a concealed 
loud s peake r to shift in azimuth, but the r esults of these experimen t s are dif
ficult to interpret because the stimuli r eceived by the s ubj ec t s we r e neither 
specified in detail nor compl ete l y contro l led. 

In this study we have a ttempted t o ob t a in a more quantitative measure of 
the effect of a broadband noise mas ker on the s ubj ective l ater al position of a 
diotic t a r ge t tone . Estimates of target l a t er a lity in the presence of several 
diffe rent types o'f maskers were obta ined as a function of targe t-to-masker r atio . 

2 . PROCEDURE 

Our experimental procedure evo lved from a l eng thy s eries of pilo t experi
ments. Initially we attempted to estima t e the position of the masked tonal tar
gets using several laterali t y-matching methods with aco ustical poin t e r s, as we ll 
as othe r t echniques based on l e ft -right l a t erality comparis ons. I n gene ral, we 
fo und that the spatial image of a noise-masked binaural t arge t is not nearly as 
well defined as that of a target presented in quiet , and l ateraliza tion est i
mates of a tone in noise a.e far more variable. The procedure that we ulti
ma t ely adopted was designed to r educe t wo sources of this variability . First, 
it appeared that laterali za t ion judgements were affected in part by adaptation 
of the noise masker in a manner simila r to the phenomena r eported by Bertrand 
(197 2) and Thurlow and Jack (1973). We randomly alternated the ear to which 
the masker was more intense or l eading in time to reduce the significance of 
this effect. Second, multiple targe t images were perceived for some stimulus 
configurations, and some variability in the data would be introduced if obser
vers r esponded according to different images on successive tria l s . We used a 
cue tone in the main experiments to direct the observers' a ttention to a por
tion of their audi t or y space , one s ide of the head. 

In our final procedure a cue tone , the target- masker complex , and a pointer 
t one wer e presented in s uccession during each experimental trial, with the tim
i ng shown in Fig. 1. The cue, targe t, and pointe r were al l 500-Hz tones , while 
the masker no ise was bandpass filtered be tween 100 and 1000 Hz. The cue was 
presented monaurally to one of the two ears, the t a rge t was diotic, and the 
pointer t one was presented with an interaural intens ity difference that was 
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Fig . 1. Stimulus timing 
sequence for a single experi
mental t r ial . All times ar e 
in msec. Rise/fall times are 
50 msec. 

randomly selected from a previously-defined set. The cue was presented at 75 dB 
SPL, the target was presented at 65 dB SPL, and the overall intensity of the 
pointer tone was adjusted to maintain a binaural loudness approximately equal to 
that of the target. The masker was presented in one of four configurations: 
(a) monaurally, (b) with an interaural intensity difference (lID) of 10 dB, (c) 
interaurally uncorre lated with an lID of 10 dB, and also (d) with an interaural 
time delay (ITD) of 500 ~sec. 

The ob server was instructed to direct his or her attention to the side of 
the head to which the cue tone was presented, and to indicate whether the com
ponent of the masked targe t image in that region was perce ived to the left or 
to the right of the pointer tone. The percentage of t a r ge t-right judgements 
was plotted as a function of the lID of the pointer, and the pointer lID pro
ducing 50 percent comparisons in each direct ion was taken as an estimate of the 
subjective position of the targe t. The target-to-masker ratio EINO and masker 
configuration were held fixed for each block of trials, but the masker signals 
to the two ears were randomly commuted from ear to ear to avoid adaptation ef
fects. The cue was presented to the ear toward which the masker was perceived 
during half the blocks of trials, and to the opposite ear during the remaining 
blocks. Results were tabulated separately according to the polarity of the in
tera ural differences of the masker, and transformed and averaged according to 
assumptions that the observe rs' auditory systems were left-right symmetric. 

3. RESULTS 

Estimates of the lateral positionof the masked target are plotted in Fig. 
2 as a function of E/No for each of the four masker configurations. Filled 
symbols represented laterality estimates obtained from blocks of trials when the 
cue was presented to the ear toward which the masker was perceived, while the 
open symbols indicate results obtained when the cue was presented to the oppo
site ear. Each data point was obtained from the results of 250 to 400 trials. 
The most conspicious attribute of these data is the striking contrast between 
the results generated by the two cue conditions. The target image tends to be 
perceived near the center of the head at high values of E/NO' As EINO is de
creased, this image decomposes into at least two components with positions that 
approach the two ears. We refer to these separate target images that appear 
displaced from and attracted toward the masker image as "masker-opposed" and 
"masker-bound" images respectively. Data were not obtained from all subjects 
for all conditions in part because of the inability of some subjects to consis
tently hear both target images. In general, the data for the masker-opposed 
image were considerably less variable than the masker-bound data. Surprisingly, 
we found considerable intersubject variability for the masker-opposed image at 
high values of E/No. LD, and to alesser extent RR, perceived a significantly 
displaced target image in contrast to the more central one indicated by ER's 
data. As noted above, the polarity of the masker ITD or lID was randomly al-
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ternated to reduce adaptation effects. While the data points of Fig. 2 were 
obtained by averaging across the masker-le ft and masker-right trials, the late r
a lity estimates in some cases would differ by more than 10 dB if these sets of 
trials were considered separately . These data points are enclosed by paren
theses and indicate an additional source of response variability and/or bias 
that we do not understand at present. 

Throughout the experiment we encouraged the ob servers to comment on their 
perceptions a nd the difficulty of the t ask at hand. The laterality-comparison 
task was mo st easily accomplished when either the monaura l or correlated ampli
tude-shifted masker was presented, and the masker-oppo sed target images for 
these masker configurations were particularly robust and consistently perceived. 
Observer ER found tha t the masker-bound image was somewhat more dif fi cult to 
perceive for these two masker configurations, and RR could not perceive this 
image at all. 

In general, the experimental task was more difficult when the unc orrelated 
or time-delayed masker were presented. Observers ER and RR could a ttend to two 
separate target images simultaneously in some of these cases. With the uncor
related masker they perceived an additional central image while listening for 
the masker-bound image, while for the time-delayed masker two images could be 
perceived simultaneouslyon either side of the midline. 

For several masker conditions LD's data showed a highly lateralized mask~r
opposed image even for very large values of E/NO• In an informal experiment 
using correlated amplitude-shifted maskers he reported that he could simulta
neously perceive two images, one highly displaced away from the ear toward 
which the masker is perceived, and a second more central image. As E/NO was 
increased, the central image would begin to dominate his perceptual space. The 
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displaced image tended to fade away, but did not move toward the midline as E/NO 
increased. 

4. DISCUSSION AND SUMMARY 

We found that the image of a masked diotic tonal target is perceived near 
the center of the head at large values of E/NO' and splits into at least two 
components that approach each ear as E/NO is decreased. Nevertheless, the psy
chophysical task is a rather difficult one, and the data are highly variabIe 
within and across subjects. It is not known whether these variations indicate 
that a given image manifests itself differently for different subjects (or the 
same subject during repeated runs) or whether variability in the data results 
from an additional multiplicity of images, with different ones attended to b y 
different subjects. Similarly, the data may reflect the changes in loci of a 
pair of isolated target images that move toward the two ears as E/NO is decreas
ed, or they may represent a perceptually-averaged composite of more fundamental 
components that are fixed in space but vary in strength as a function of E/NO. 
We also cannot be sure that additional target images could not b e isolated with 
additional training or an improved experimental paradigm. The data trends and 
subjective comments by the observers indicate that the target images with var i
ous masker types are perceived qualitatively differently, and quite possibly 
may be generated by different perceptual processes. We believe that the complex 
nature of the perceptual images of a tone in noise revealed by our experiments 
may provide at least a partial explanation for some of the ambiguities and con
tradictions of previous experimental results. 
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1. HISTORY 

A NEW "LOOK" AT AUDITORY SPACE PERCEPTION 

F.L. Wightman and D.J. Kistier 

Auditory Research Laboratory, Northwestern University 
Evanston, Illinois U.S .A. 

It is weIl established that localization, or auditory space perception as 
we cal 1 it, is heavily dependent on interaural time and intensity differences. 
Early research on localization was alrr,ost exclusively focussed on these two 
areas. However, in the last two decades, there has been considerable resea~ch 
on localization cues other than interaural time and intensity differences. Stud
ies of the cues provided by a listener's pinnae have been most prevalent. The 
convolutions of the pinnae constitute a complex acoustical network, and impose 
a direction-dependent filtering on an incoming stimulus. It is now weIl 
established that this spectral shaping is important for "localization (see 
Butler, 1975, for a review of this work). It also appears that the interaural 
difference cues provided by the asymmetry of a listener's pinnae may be impor
tant (Searle et al ., 1975). Other recent experiments have cons idered the role 
of head movements (Thur low and Runge, 1967), visual cues (Gardner, 1968) and 
a-priori knowledge of stimulus proper ties (Coleman, 1962) in localization. 
The specific contributions of all these factors to auditory space percep tion 
are not weIl understood. 

a) Limitations of Previous Work 

There are large gaps in our understanding of auditory space perception. 
In fact, it might be argued that the most basic issues are the least weIl 
understood. For example, while a great deal has been learned about how cer
tain stimulus variables influence the accuracy of l ocalization, it is still 
not entirely clear what it is about everyday sounds that leads to their exter
nalization. That sounds are nearly ahlays "out there" is a fundamental proper
ty of our auditory environment. 

Most localization experiments do not test whether or not a given stimulus 
appears to be "out there." In fact, very few of the data from classical stud
ies are relevant to this issue. For example, that a subject listening over 
headphones can discriminate or detect "simulated" azimuth or elevation changes 
with the same precision as a listener in free space says nothing about whether 
the headphone-transduced sounds actually appeared to be "out there." 

Another problem with previous work on localization is its limited scope. 
By virtue of the stimuli used, the listener's task, the type of data collected, 
and the way those data have been presented, the emphasis of nearly all pre
vious studies has been on the accuracy or precision of localization. Data of 
this sort are obviously important, and lead quite naturally to development of 
mathematical models of localization performance (e.g., Searle et al., 1976). 
However, experiments which measure only localization accuracy may miss or ob
scure other important aspects of auditory space perception. For example, two 
sounds may be judged as originating from the same direction (azimuth and ele
vation), but one may actually appear to be close to the listener (or inside 
his head) and the other far away. Or, sounds may be judged to have the same 
azimuth, (e.g., in experiments on azimuth discrimination), but the fact that 
they may appear to have quite different elevations is never recorded. 
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2. OUR RESEARCH 

The research described here represents an attempt to overcome some of the 
limitations of previous work, by treating auditory space perception as a whoie, 
rather than as a sum of constituent processes. Thus, our experiments have 
been designed not merely to measure horizontal or vertical localization accura
cy, but to quantify certain features of the "shape" of auditory space, and 
the distortions of that space that result from various stimulus manipulations. 
The procedures we have developed to assess the shape of auditory space are 
based on multidimensional sealing (MDS) techniques. 

The central assumption which underlies the application of multidimension
al sealing (MDS) models to the study of perception is that stimuli are repre
sented in an observer's experience by continuous parameters or dimensions. 
The aim of MDS is usually to reveal the number of dimensions relevant to the 
perception of interstimulus relationships, and to determine the relative posi
tions of the stimuli on each perceptual dimension. Thus, MDS provides a model 
for the perceptual configuration of stimuli. Interpretation of this configur
ation generally involves associating the dimensions of the sealing solution 
with psychological or physical variables which are presumed to have affected 
a subjeet's perception. 

The input data for the MDS algorithms are contained in a matrix of empiri
cally-determined similarities (dissimilarities) between pairs of stimuli. By 
iteratively transforming the similarities, MDS provides a geometrie representa
tion of the stimuli by mapping them into a set of points such that the distance 
between any two points reflects the empirically-determined similarity of the 
stimuli. 

Exploratory applications of MDS frequently yield dimensions which are dif
ficult to interpret, since the final configuration of stimuli and its interpre
tation can be heavily influenced by the investigator's expectations and biases. 
As a result of this interpretation problem, many researchers are unwilling to 
use MDS techniques. Confirmatory (as opposed to exploratory) applications of 
MDS avoid many of the interpretation problems, since they use a theory or phy
sical model to predict the dimensionality and the structure of the stimulus 
configuration. Thus some objective measure of the goodness of fit of the seal
ing solution to the theory or model can be eomputed. We are using MDS in a 
confirmatory sense to investigate auditory space perception. 

a) SimuZations 

We feIt it would be useful, before testing actual listeners, to carry out 
a number of simulations in order to evaluate the potential utility of applying 
MDS procedures to the study of auditory space perception. The aim of the simu
lations was to determine 1) the degree to which we might expect sealing solu
tions obtained from listeners' distance judgments to "look like" the actual 
physical arrangement of the sound sourees; 2) the effect on the sealing solu
tion of a listener's uncertainty (error) regarding souree locations; 3) the 
effect of front-back confusions, which could conceivably lead to violations of 
the "triangle inequality"; 4) the influence of the number of sourees on the 
"goodness of fit" between the sealing solution and the actual physical arrange
ment of sourees. 

The simulations were carried out by means of a simple computer program. 
Given a triad of stimuli (each stimulus is defined by its spatial coordinates), 
the program first derives what we cal I the "perceptual" coordinates of each 
member of the triad. These "perceptual" coordinates are computed by ad ding a 
gaussian error to the aetual souree coordinates. This error has a zero mean 
and location-specific varianee. In accord with classical localization data, 
the error is greater for souree positions above the listener than for souree 
positions in front or on the side. The actual error-variances used were extra
polated from estimates of the normal human jnd for azimuth, elevation, and 
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distance taken from existing 
literature. Once the "per-
ceptual" coordinates are es
tablished, the program com
putes the three inter-source 
distances, and . makes the two 
triadic-comparison decisions 
(longest distance and short
est distance) without error. 
In case of tie (two equal 
distances), a random choice 
is made with equal a-priori 
probability. The data are 
then transformed into a half
matrix of dissimilarities, 
and analyzed (by the KYST 
algorithm) exactly as if 
they were actual data from a 
listener. 

The results of the sim
ulations were eneouraging. 
With zero souree-position 
varianee (i.e., an errorless 
subject) the sealing solu
tion nearly perfeetly fit 
the physieal "space" of 
sourees (a perfect fit is not 
to be expeeted due to the 
oceurrenee of ties) regard
less of exaetly how the 
sourees were spatially ar
ranged. Moreover, the good
ness of fit (as measured by 
the eorrelation between the 
solution's coordinates and 
the actual souree coordi
nates) was not affected by 
the number of stimuli (for 
12-22 sourees). In "no-vari
ance" conditions the goodness 
of fit (eorrelation) was al
ways greater than .996. The 
same general finding held for 
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though when the varianee was 7 I 
four times our estimated 
"normal" varianee, the fit 
was relatively poor (r=.68 
in the worst case). Figure 
shows the sealing solution 
obtained from a typieal simu
lation. 

Simulation of "front
back confusions", of the 
type normally reported in 
loealization experiments, 
had no untoward effect on the 

Fig. 1. ResuZts of MuZtidimensionaZ SeaZing 
anaZysis of simuZated triadie eomparison data. 
The numbers represent sound sourees. CireZed 
numbers are from the "no-varianee" eondition. 
Lines eonneet sourees at equaZ eZevation (in 
the "Top View", the wo Zower sets of data 
have been dispZaeed downward for eonvenienee). 
The soZid triangZes indieate the Zistener's 
position and his direetion of view. 
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Fig . 2. Amplitude re
sponse of a t ypical 
l oudspeaker, before 
equalization. The in
se t shows t he loud
speaker's i mpulse
r esponse . 
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scaling solution. For the most part, front-back confusions appeared simply 
as added variance in the positions of the confused points. Only when five 
times the "normal" number of front-back confusions were simulated, was the 
scaling solution unreasonably distorted. 

In summary, we could find nothing in the results of our simulations that 
would lead us to be more than normally cautious in applying MDS procedures to 
localization judgments. 

b) Li s teners 

The aim of our first experiment with actual listeners was to establish a 
baseline, or control level of performance, with which future results could be 
compared. In MDS terms, we wanted to obtain the closest match possible be
tween the space revealed by the scaling solution and the physical space as de
fined by the location of sound sources. For this reason, we chose stimulus 
and response parameters that could be expected to optimize performance. 

i j Stimuli . The stimuli were 200 msec bursts of white noise, presented in an 
anechoic room at about 70 dB SPL. The noise bursts were transduced by matched 
and digitally-equalized miniature loudspeakers. 

iiJ Loudspeaker placement and equali zat ion. Af ter testing several small loud
sp eakers, the Realistic "Minimus 0.7" (4"x3"x7") was chosen due to its rela
tively uniform response and its low price. Out of 30 originally purchased the 
22 with the best matching amplitude responses were selected. Loudspeaker 
responses were measured digitally by taking the Fourier Transform of the aver
a ged response of the speaker to a 20 microsecond unipolar impulse, recorded by 
a B & K 1/2" free-field condens er microphone placed 2 meters away from and on
axis to the speaker. Figure 2 shows a ty.pical averaged impulse response, along 
with the amplitude response of the same speaker. The amplitude responses of 
all 22 fell within 5 dB of the response shown in this figure. The 22 speakers 
were hung from thin wires in an anechoic chamber and were arranged as if on a 
surface of a 1/4-sphere, roughly 2 meters in radius, with the position of the 
listener's head at the center. Table I gives the actual coordinates of each 
speaker (estimated error of placement is less than 20 azimuth or elevation and 
less than 1 cm distance). This arrangement was the result of several com
promises. First, we wanted the speakers more or less evenly distributed over 
the surface of the 1/4 sphere ; thus, more speakers were placed at 00 elevation 
than at higher elevations. Second, to minimize acoustic affects due to the 
separation of the two driver elements in each speaker, we wanted the sources 
as far as possible from the listener. Overhead, the maximum possible distance 
was 1.4 meters, while in front, on the sides, and behind we could accomrnodate 
a distance of 2 meters. Figure 3 shows the loudspeaker arrangement with a 
listener in place. Note that the speakers are all on the listener's right 
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Tab~e I. Coordinates of the 22 loudspeakers used in the ~oca~ization experiment . 
The ~istener 's head is assumed to be at the origin, with 00 azimuth straight 
ahead and 900 azimuth on the right. The azimuth and e~evation entries are de
grees , and the distance entries are meters. Note that seven speakers were 
common to a~~ three stimu~us groups . 

SPEAKER AZlMUTH ELEVATION DISTANCE GROUP 

1 0.0 0 . 0 2.00 A,B,C 
2 22.5 0.0 2.00 C 
3 45.0 0.0 2.00 A 
4 67.5 0.0 2.00 B 
5 90.0 0.0 2.00 A,B,C 
6 112.5 0.0 2.00 C 
7 135.0 0.0 2.00 A 
8 157.5 0.0 2.00 B 
9 180.0 0.0 2.00 A,B,C 

10 0.0 30.0 1. 82 B 
11 30.0 30.0 1. 82 A,B,C 
12 60.0 30.0 1.82 C 
13 90.0 30.0 1.82 A 
14 120.0 30.0 1. 82 B 
15 150.0 30.0 1.82 A,B,C, 
16 180.0 30.0 1. 82 C 
17 0.0 60.0 1. 60 A 
18 45.0 60.0 1. 60 B 
19 90.0 60.0 1. 60 A,B,C 
20 135.0 60.0 1. 60 C 
21 180 . 0 60.0 1. 60 A 
22 0.0 90.0 1. 40 A,B,C 

side. We assumed, for the purposes of this study, that localization on the 
two sides is symmetric. Af ter the speak e rs were in place, their respons es 
were again measured, at a point where the center of a listener's head would b e o 
An "equalizing" impulse response was computed for each speaker, by taking the 
inverse transform of the reciprocal of the speaker's transfer function (approx
mat e ly). All stimuli to be pres en t e d to a listener were first convolved with 
the appropriate "equalizing" impulse response. The purpose of the equalization 
was to minimize the inter-speaker differences , and maximize the uniformity of 
each speaker's response in the range 200 Hz - 20 kHz. Figure 4 shows an ex
ample of an equalized speaker's impulse response and its amplitude response. 

iiiJ Procedure . Listeners were seated in such a way that their heads were at 
the center of the speaker array, with all the speakers at ear-level or above 
(0 0 e l evation i s ear - level), and on the right side (0 0 azimuth is straight 
ahead). Since the chamber was nearly dark at all times , listene r s were not 
weIl aware of the pos itions of the speakers. They were told to si t quite st ill, 
not mov ing the head at all if possible (the head was not restrained). (Note : 
All five s ubj ec ts tested thus far have spontaneously commented that their task 
is facilitated if 1) the head is h e ld motionless, and 2) eyes are shut.) On 
each trial of the triadic- comparison task, computer-equalized noise bursts are 
presented to each of three speakers, one at a time. Listeners control the 
presentation of the sounds (with pushbuttons) until they make a judgment of 
which two sounds appear closest toge ther in space and which two appear furthest 
apart. Af ter the two responses, another triad of stimuli is made available. 
The listeners continue in this way until all possible triads have been heard . 
With 22 speakers taken in triads, more than 1500 trials would be required 
(about 15 hours of subject time) per condition. Since this is obviously too 
heavy a burden on the listener, the sourees were presented in three groups of 
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Fig . 3 . The anechoic chamber with a listener in position. The loudspeakers 
are the small black boxes above and on the listener's right side . 

12 (220 trials, or about 2 hours of subject time per group); s even speakers 
were common to all three groups, and the remaining 15 were distributed uniform
ly across the three groups, 5 per group. Table I identifies which speakers 
f ormed groups A, B, and C. Each of five normal- hearing subjects lis tened t o 
all three s timulus conf i gurations. 

iv) Data analysis . The judgments from the triadie comparison task were trans
forme d according to conventional practice into a half-matrix of dissimilarities. 
This matrix wa s then subject t o multidimensional sealing analysis via the f a-' 
miliar KY ST routine. In order to have a convenient bas i s for comparing one 
solution to another, and for comparing each to the physical space, each solu
tion Ca matrix of 12 points specified in. three dimensiolls) was rotated orthog-
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onally to maximum congru
ence with the matrix of ac 
tual physical coordinates 
of the sourees. This trans
formation of course changes 
only the aspect of view of 
the solution; it does not 
affect the interrelation
ships among the points. 

v ) Resu l ts . Figure 5 shows 
a two-dimensional represen
tation of the MDS solution 
obtained from one of our 
subjects' triadie compari
son data. The solutions 
from the othe r four sub
jects wer e indis tinguish
able . In general the con
grue nce b e tween the e xperi
mental solutions and the 
real spac e is quite good. 
The "poore st" subj e ct, lis
tening to configuration A, 
produced a "goodness of fit" 
(Pearson correlation) of 
0.955, while the "best" 
subject produced a goodnes s 
of fit of 0.987. This con
firms our expectation that 
in this listening condi
tion localization would be 
quite accurate. The regions 
of the space in which the 
fit is not as good (above 
and behind the listener) 
are just those where prior 
data suggest localization 
accuracy is reduced. In 
addition the distortions of 
the space (as revealed by 
the solutions) are qualita
tively and quantitatively 
consistent with our simu
lations ( c f. Fig. 1). Note 
also that the s e ven stimuli 
common to the three stimulus 
groups are located (by the 
analysis) in roughly the 
same positions in the three 
separate scalings. This 
gives us added confidence 
in the robust nature of 
the task and the analysis. 

The five subjects 
produced quite similar 
MDS solutions for the three 
stimulus groups. l1ean 
stress values for condi-
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Fi g . 5 . Resu lts of Multidimensional Sealing 
ana l ysis of aetual t r iadie eomparison data . 
The number s represent sound sourees . Cireled 
number s are from the "no- varianee " eonditi .on . 
Lines connee t sourees at equa l e l eva t ion (in 
the "Top View ", the tUJo lower sets of data 
have been displaeed downward for eonvenience ). 
The solid triangles indieate the listener' s 
position and his dir eetion of view. 
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tions A, B, and C were .03, .027, and .019, respectively. Mean rvalues, 
indicating goodness of fit, were .965, .967, and .969 for conditions A, B, and 
C, respectively . A condition X s ubj ec ts analysis of variance indicated signi
ficant dif f erences in stre s s as a function of stimulus configuration (F 2 8= 
6.236, p<.02) but no s ignificant difference s among subjects(F4 8=1.16, p;.05). 
A condition X s ubj ec t s ana lysis of variance of transformed r vàlues (tanh- 1r) 
yielded nons i gni f icant effects for conditions (F 2 8=.185, p>.05) and subjects 
(F 4 8=2. 24, p>.05). Tukey's t est f or nonadditivi~y indicated nonsignificant 
conàit i on X subj ec t s inte ractions for stress (F 1 7=.008, p>.25) and goodness 
of fit (F1 7=.6 34 , p >. 25). ' , 

C. CONC LUSION 

We believe tha t MDS t echniques can indeed provide a new "look" at auditory 
space perception. Thes e are the only procedures we know of that can evaluate 
auditory s pace pe r ception as an integrated process rather than as simply a sum 
of c ons tituent s ubprocess es. Of course, the simple experiment we have de
scribed here i s only a beginni ng. The real utility of the procedure can be 
mea s ured only by what new insights it provides and what new knowledge it 
brings. We are hopeful, and are currently applying the new procedures to a 
numb e r of basic questions about auditory space perception. 
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Section VU 
Psychoacoustical and Phonetical Interrelations 

Over the last decade an increasing number of studies is devoted 
to clinical applications of fundamental auditory research. It has 
been realized, for instance, that traditional pure - tone audiograms 
provide very limited information with re gard -to a person's hearing 
capacity. The importance of diagnosing frequency resolution has been 
recognized especially. The relation between psychophysical tuning 
curves and hearing impairment has been dealt with in several of the 
sections during the meeting. In the concluding section, special at 
tention is paid to th~ relation between frequency resolution and 
speech intelligibility . The interrelationships between different 
auditQry functions and between psychophysical concepts are also 
being investigated systematically. This relativety young branch of 
the auditory tree promises to increase our knowledge of unimpaired 
auditory functions as well . 
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1. INTRODUCTION 

RELATIONS BETWEEN AUDITORY FUNCTIONS 

J.M. Festen 

Faculty of Medi cine, Fr ee Universi ty , 
1007 Me Amsterdam, The Nether lands 

In psychophysics the characteristics of human hearing are described by 
aud itory functions representing properties of sensation as a function of phys
ic al parameters of the stimulus. Subsequently these functions are combined in 
hearing theory to el aborate an understandable model of the hearing mechanism. 
Of ten the connections between the auditory func tions originate from theoreti
cal considerations or physiolqgical knowledge. To prove relations among audi
tory functions it would be ideal to have the possibility to control at will 
the physical and physiological properties of the ear. The effects on the audi
tory functions would be very informative concerning the minimum number of 
parame ters by which the mechanism can be des cribed. Not having this control, 
we can try to use the interindividual differences in a similar way. The suc
cess ofthis approach depends upon the nature of the interindividual differ
ences: they have to reflect differences in basic auditory functions rather 
than being only accidental differences of a derived function, and, on top of 
that, they should be free of bias caus ed by differences in e.g. training and 
alertness. Furthermore, as the differences among subjects are only small, it 
is of vita l importance to reduce measurement error as far as possible (cf. 
Festen et al , 1977). 

In the literature our point of view has received very little attention. 
For hearing impairment there are a number of studies devoted to the relation 
between speech perception and other auditory parameters, but with respect to 
peripheral auditory processes in normal hearing only a study by Elliott et al 
(1966) was found. They studied discrimination of frequenc y , intensity , and 
duration to gether with the absolute threshold and speech discrimination and 
concluded that these auditory abilities are relatively independent of each 
other . 

In this study we wanted to include three important properties of the pe
ripheral hearing organ, namely: frequency resolution, time resolution, and 
nonlinearity . Our hypothesis is tha t these three are basic auditory functions 
which are reflected in a number of auditory tests. To check this hypothesis it 
is mandatory to include several tests related to each of the hypothetical 
underlying factors. As tests related to frequency resolution we chose the au
ditory bandwidth measured with comb-filtered noise and the slopes of the psy
chophysical tuning curve, measured both in direct masking and in forward mask
ing . Three tests related to temporal resolution were adopted . First the width 
of a temporal window was determined, which is the time-domain analogue of the 
auditory filter, and, additionally, the slopes of the forward and backward
masking curves were measured. As regards nonlinearity the strength of the cu
bic difference tone was measured for an optimum frequency ratio between the 
primaries and the degree of lateral suppression was determined for one 
suppressor condition. Because the auditory functions may vary essentially with 
signal frequency, all tests were administered for the same frequency (1000 Hz). 
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Z. EXPERIMENTS 

The twelve experiments which make up this study are schematicly rep re
sented in Fig. I. The right column gives the temporal structure of the signals 
and the left column the spectral structure. The probe signals are dashed and 
the maskers are fully drawn. All experiments were carried out in test and re
test and we used an adaptive ZAFC to obtain the threshold. Here the experi
ments will be indicated only briefly. 
I) Absolute threshold. Each session started with the determination of the ab
solute threshold at 1000 Hz in three runs of ZAFC trials. The observation pe
riods were indicated visually. 
Z) Bandwidth in simultaneous masking. With a 40-dB-SPL probe and a variabIe 
maske~ threshold levels were measured for peak and trough of comb-filtered 
noise with peak spacings of 1000, 667, and 500 Hz. In test and retest all con
ditions were measured twice. 
3) Bandwidth in nonsimultaneous masking. As Experiment Z, but in forward 
masking with a probe signalof 35 dB SPL and for peak spacings of 333, Z50, 
and 167 Hz. 
4) Shallow edge in simultaneous masking. The slope of the shallow edge of the 
psychophysical tuning curve was estimated by determining the masked thresholds 
for masker frequencies of 950 and 550 Hz (three runs per condition). A low
pass noise was added in order to mask distortion products. 
5) Shallow edge in nonsimultaneous masking. As Experiment 4, but in forward 
masking for masker frequencies of 950 and 750 Hz and without noise. 
6) Steep edge in simultaneous masking. The steep edge of the psychophysical 
tuning curve was estimated from the threshold frequencies for two masker in
tensities, 70 and 90 dB SPL (again three runs per condition). A low-pass noise 
was added in order to mask distortion products. 
7) Steep edge in nonsimultaneous masking. As Experiment 6, but in forward 
masking and without noise. 
8) Tempor al window. With octave-filtered clicks of constant level threshold 
intensities were measured for intensity-modulated noise in peak and trough 
conditions and for modulation frequencies of 10, 15 and ZO Hz. In the test and 
the retest all conditions were measured t wice. 
9) Forward masking. The slope of the forward-masking curve was determined by 
measuring the time interval required to detect an octave-filtered click af ter 
termination of a noise masker for maske r levels of 35 and 55 dB/Hz. Each con
dition was measured three times in test and retest. The signal was presented 
two times in both observation periods of the 2AFC in order to give a more ac
curate discrimina tion between the probe and the random fluctuations of the 
noise at the end of the masker. 
10) Backward masking . As Experiment 9, but here the probe preceded the masker. 
11) Cubic difference tone . The strength of the CDT was measured in two s tages. 
First, the forward-masking-threshold level A of a 1000-Hz probe was measured 
for a two-tone masker generating a CDT at the probe frequency, and secondly, 
the level of an acoustic component of frequency 2f r-fz necessary to mask this 
probe was measured. The outcome of the second stage was defined as the CDT 
level. 
12) Suppression . The strengthof lateral suppression was measured for a multi
component suppressor using the same procedure as in Experiment 11. The multi
component suppressor was used to introduce strong suppression effects, but a 
drawback of this signal is the generation of combination tones influencing the 
measured suppression. 

The stimuli were gated with cosine-squared onset and termination, having 
rise and fall times of 15 msec, with the exception of the Experiments 9 and 
10, and the signals were presented monaurally via electro-dynamic earphones 
(Beyer DT 48). 
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Fig.1. Schematic representation of 12 experiments. The spectral structure of 
the signals is given in the left column and the temporal structure in the 
rigth column. The probe signals are dashed and the maskers are fully drawn. 
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3. PROCEDURE 

In the various tests different signal parameters were used to reach the 
threshold, for instance: probe-signal intensity, masker frequency, and time 
delay between masker and probe. As an example we describe the measuring proce
dure for an experiment with a constant probe signal and a variabie masker in
tensity. Each run of 2AFC trials consisted of three stages. The first stage 
started weIl above threshold and af ter each correct response the masker level 
was raised by a fixed amount untill the first false response. In the second 
stage the masker intensity was decreased af ter each false response and raised 
af ter two successive correct responses. This stage was introduced to provide a 
good starting point for the last stage and was terminated af ter the fourth 
false response. Stage three consisted of a constant number of trials (20 for 
the simultaneous-masking experiments and 30 for nonsimultaneous masking) and 
the mean level of the successive trials was adopted as the final estimate of 
the threshold. In this stage the masker level was raised af ter three successive 
correct responses which procedure converges to a detectability chance of 79%. 
Af ter each correct response the subject was provided with a visual feedback. 

To remove unwanted variance from the data we determined difference scores 
wherever possible. In these scores interindividual differences in training and 
alertness are cancelled, provided that these factors exert the same influence 
upon the two masked thresholds which constitute the difference score. For this 
reason these two measurements always succeeded each other immediately. A dis
advantage of difference scores is the increase of error variance by a factor 
two with respect to the raw scores. 

Finally, the sequence of tests in the whole experiment may contribute to 
the reduction of measurement error. A randomization of the test sequènce over 
subjects eliminates systematic errors in the mean test results but causes error 
variance in the interindividual differences as a consequence of sequence ef
fects. However, in this study we were not in the first place interested in op
timum average test results but rather in optimum interindividual differences, 
and for this reason all subjects were tested according to the same schedule. 

Testing took place in four morning sessions on four successive days. Half 
of the tests was carried out in the first session and the other half in the 
second session. The third and the fourth session were a replication of the 
first two sessions and provided aretest by which for each test the reliability 
could be calculated. For each four-day period two subjects participated in the 
experiments. On the average a test block lasted for a quarter of an hour, af ter 
which the subject had a break of the same duration. In the breaks for one sub
ject the other subject was tested. Altogether 50 normal hearing subjects were 
tested. 

4. RESULTS AND DISCUSSION 

a) Correlations 

The results of the individual tests will not be given here; they are dis
cussed in detail elsewhere (Festen and Plomp, 1980). Instead, as we were inter
ested in the first place in the relations among the tests, we will focus our 
attent ion on the matrix of correlations (Table I). As can be seen in the table 
most of the correlations are very low (for 50 subjects JrJ > 0.36 is signifi
cant at a level of 1% and JrJ > 0.28 at a level of 5%). However, a number of 
correlations should have our attention. For instance, there is a significant 
correlation (r = -0.29) between the steepness of the shallow edge of the tuning 
curve and the width of the auditory filter, both measured in simultaneous 
masking. This correlation may be interpreted as a causal relation in which the 
shallow edge is one of the determinants of the bandwidth. There is a positive 
correlation (r = 0.28) between the strength of the cubic difference tone and 
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experiment kind la 11 12 

of 

sco r e 

1 absolute threshold l evel .23 .17 -.04 - .36 .27 - .38 .08 . 37 .12 .26 .00 

2 bandwidth s imuit. width .17 -.29 -. 23 -. 08 -. 18 -.09 -.06 -.06 .28 .27 

bandwidth nonsimult. width -.05 -.07 . 16 . 08 - .08 .07 .01 - . 09 - . 13 

4 shal l ow edge s imuit. slope .09 -.13 -.07 .39 . 12 .08 .03 - . 16 

5 shallow edge nonsimu it . slope -.1 5 -.02 - .22 - . 12 - .09 - .06 .33 

s t eep edge sim\.lt. IslopeJ - 1 
-.1 2 - .1 4 .05 - .03 - . 11 - .17 

7 s teep edge nonsimu lt . IslopeJ - 1 
. 14 - .12 .12 -. 09 -. 08 

t emporal window width .19 .35 - .02 -. 22 

9 forward masking IslopeJ - 1 
. 08 . 13 .05 

la backward maski ng IslopeJ - 1 
-.17 - . 16 

11 c ubic difference tone strength - . 03 

12 s uppress i en strength 

Table I . Matrix of correlations between the di fference scores (incZuding the 
absolute threshoZd) . With each of the experiments the kind of score is indi
cated for a correct interpretation of the sign of the correlations . 

the auditory bandwidth, which is in line with the gener al finding that the 
generation of combination tones is favoured by astrong interaction between 
the primaries. This relation is illustrated in Fig.2 by the resul ts of the 
bandwidth experiment for three subgroups differing in the strength of their 
CDT. 

Regarding nonlinearity, there is also a posi t ive correlation Cr = 0.33) 
between t he strength of lateral suppression and the steepness of the shallow 
edge of the tuning curve measured in nonsimultaneous masking, suggesting a 
sharpening of the frequency selectivity due to suppression. 

With respect to temporal resolution, there are a few significant correla
tions. There is a positive correlation Cr = 0.39) between the width of the 
temporal window and the steepness of the shallow edge of the tuning curve. 
Furthermore, there is also a positive correlation Cr = 0.35) between the 
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represent three subgroups with 
diff erent mean CDT level (16, 
18, and 16 subjects, respective
Zy) . The smooth curves show cal
cuZated threshold differences 
for a gaussian- shaped filter. 
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r ec iprocal of the slope of the backward- masking curve and the width of the 
temporal window, which means that a steep slope goes with a narrow window. Fi
nally, ther e are a few s ignificant correlations of the absolute threshold: one 
with the forward-maskin g s lope and one with each of the slopes of the tuning 
curve in nonsimultaneous masking . For these correl a tions we have no simple ex
planation. 

b) Reliability of the tests 

Since most correlations in Table I are very low, the question arises 
whether these correlations are truely low or only obscured by measurement er
ror. To answer this question the re sults of the test and the retest for each 
experiment were used to calculate the test reliability. Subsequently an esti
mation of the true correlation could be given according to the equation 

/ ( ) 0.5 ( ) r oo r xy rxx r yy , 1 

where r oo is the correlation coeffi c ient between the true components in the 
te s ts X and Y, or between the average result of the tests X and Y if both were 
repeated infinite times, r xy is the actually obtained correlation coeff i cient 
and rxx and ryy are the coefficients of reliability of X and Y, respectively 
(cf. Guilford, 1954). The reduction of correlation coefficients due to meas
urement error, given by the denominator in Eq.1 is called attenuation . 
Fig.3(a) gives the attenuation for each pair of tests. Now that we know the 
attenuation and the obtained correlation coefficient we can cal culate the es
tima ted true correlation by means of Eq.l. The result is shown in Fig.3(b), 
were the parameter of the curved lines is the absolute value of the estimated 
true correlation. Here we see that even af ter a correction for attenuation 
mos t correlations are still very low; none of the corrected correlations is 

2 5 3 1011 9 7 4 8 1 6 12 

\~\\\\(fI 
>. 
~ 
"E 0.8 
Ol 
'ü 
~ 
Q) 0.6 0 
() 

.~ 
:0 0.4 
.!!! 
ai ... 

0.2 
(a) 

0.2 0.4 0.6 0.8 
reliability coefficient (rxx ) 

0.5 

0.4 

estimated true correlation Ir",1 

0.2 0.4 0.6 0.8 

(b) 

1.0 

0.2 1iïIIII~::i....-_....I...-_....L...._....J...._.....J 
0.2 0.4 0.6 0.8 

obtained correlation coefficient Irxyl 

Fig . 3 . Correction for attenuation applied to 66 corr elation coefficients from 
Table I. Panel (a) gives the attenuation for each pair of tests as a function 
of their individual reliabilities. The test reliabilities are indicated at the 
top by the No . of the experiment . Panel (b) gives a scatter diagram of the at
tenuation found in panel (a) versus the obtained correlations. Different val
ues of the estimated true correlation are r epresented by curved lines. 
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greater than 0.5, and thus the low correlations between the tests are not 
caused by poor test relialibity. 

c) Additional sco~es 

Apart from the scores a lready discussed, a numbe r of experiments, or com
binations ofexper iments, give rise to interesting additional scores . The fol
lowing new scores were introduced: 
I) For the tuning curve in simultaneous masking the mean threshold l evel for 
the two masker frequencies on the shallow edge (score 4a) and the mean thresh
old frequency for the two ma sker levels on the steep edge (score 6a) were in
troduced. 
2) For the tuning curves in simultaneous and in nonsimultaneous masking the 
QIOdB was calculated (score 4,6 and 5,7 , respectively ) . 
3) For the backward-masking and the forward-masking curves the mean ~t between 
probe and ma sker was calculated (s core 10a and 9a, respectively) . 
The correlations introduced by the additional scores are combined in the ma
trix o f Table 11. The scores representing parallel shifts (4a, 6a, 9a, and 
10a) are confounded with differences in training and alertness among the sub
jects. These effects have no influence on the correlations between "shift" 
score s and difference scores, but if the correlations among "shift" scores mu
tually are high this may be the result of effects of training and alertnes s in 
both tests. 

The additional scores introduced a number of interesting correlations . In 
simultaneous masking the bandwidth of the auditory filter measured with comb
filtered noise correlates with QIOdB (r = -0 . 26) and with the shift of the 
s t eep edge away from the probe frequency (r = 0 . 38). 

The possible relation between suppression and the shift of the steep edge 
of the tuning curve, a s proposed by Vogten (1978), could not be demonstr a ted. 
With respect to suppression, however, there appears to be a rather high corre
lation with QIOdB in nonsimultaneous masking (r = 0.48) and a correlation with 

expe riment kind 4a 6a 9a 10a 4 , 6 5,7 

of 

score 

absol ut e t hres ho l d level - .06 .29 .23 . 06 - .06 - .16 

bandwidth s i mu i t . width - .25 .38 . 03 - .03 - .26 - .05 

bandwid th nons i mul t. width . 01 .1 4 - .07 . 02 -. 08 -. 12 

shallow edge s i mult . slope . 06 . 24 . 50 xxx .11 

shallow edge nons i mu i t. sLope . 22 - .33 . 00 .00 . 11 

s t eep edge s i mult . (sZope) - 1 - . 03 xxx - .09 - . 23 xxx -. 20 

s t eep edge nonsimul t. (sZope) - 1 . 08 - . 22 - . 08 - . 03 -. 04 

tempora l wi ndow width .11 . 18 . 49 .53 .39 -. 36 

fo rward masking (sLope) - 1 . 00 . 10 xxx .1 7 .1 3 - . 02 

10 backward mask i ng 
- 1 (slope ) . 05 - . 05 . 28 xxx . 08 -. 22 

II cubi c dif fe r ence cone stl"ength . 13 .1 9 . 04 -.05 . 07 - . 03 

12 suppress i on stl'ength .07 - . 22 -. 2 1 - . 09 - . 11 . 48 

4a shal low edge simult. mean level - . 30 - .25 .07 xxx .26 

6a s t eep edge s imuit . mean. f I'eq . . 50 . 34 xxx - .27 

9a fo rward masking mear! 6,t .50 .23 - . 19 

10a backward mask i ng mean l:J.t .52 - . 09 

4,6 Q'OdB simuit. sharpnes8 . 15 

5 ,7 Q'Od B nons i mui t. shal1mess 

Table II. Mat~ix of co~~elation coe ffi ci ents int~oduced by the additional 
sco~es. Co~~elations be-tween sco~es obtained f~om the same data ~e omitted . 
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the slope of the shallow edge of the tuning curve, also in nonsimultaneous 
masking (r = 0.33). These correlations may be understood as a sharpening of 
the tuning due to lateral suppression (cf. Houtgast, 1973). 

Finally, there is a number of high correlations which are all related to 
temporal resolution. The width of the temporal window is correlated with the 
parallel shift away from the masker in both the forward-masking curve 
(r = 0.49) and in the backward-masking curve (r = 0.53). Additionally, this 
shift of the backward-masking curve away from the masker is correlated with a 
good frequency resolution via the slope of the shallow edge in simultaneous 
masking (r = 0.50) and also via Q10dB in simultaneous masking (r = 0.52). 
These relations show a trade-off between temporal resolution on one hand and 
frequency resolution on the other hand, which is in agreement with a theory 
proposed by Duifhuis (1973). The latter relation is illustrated in Fig.4 by 
the backward-masking results for three subgroups with different tuning-curve 
sharpness. 
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PSYCHOACOUSTICAL AND PHONETIC MEASURES 
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1. INTRODUCTION 

It is now weIl established that cochlear pathology typically results in a 
degradation of frequency analysis and that this can be related to poor speech 
intelligibility (Tyler, 1979; Bonding, 1979; Tyler, Fernandes and Wood, 1980). 
The effect of cochlear pathology on temporal processing is less clear. Our aim 
in the present study is to examine several psychoacoustical measures of tempor
al processing (temporal integration, gap detection, temporal DL, and gap DL) 
and to re late these indices to measures of frequency resolution [(psychoacoust
ical tuning curves (PTC)), speech-intelligibility in noise, and the identifica
tion and discrimination of synthetic voiced and voiceless stop consonants dis
tinguished by differences in voice onset time (VOT). 

2. METHOD 

Sixteen normal and eight hearing-impaired listeners were tested. All 
listeners were given a minimum of 20 minutes practice. In the psychoacoustical 
tasks, each threshold was obtained twice, and a third time if the first two 
values differed by more than 6 dB or 8 ms. Stimuli were presented monaurally 
to the ear with the least pure-tone threshold loss. When appropriate, a 
contralateral 1/3 octave narrow-band noise (NBN) was used to mask the non-test 
ear. 

Thresholds were estimated with a three-interval, forced-choice procedure 
using an adaptive three-up one-down strategy (estimating the 79.4% threshold). 
In the psychoacoustical tasks, the run was terminated when the same level had 
been visted four times. The threshold was calculated as the average of all 
the levels that were revisted more than twice. The intervals were demarcated 
with a l-s warning light and three l-s intervallights, each separated by a 
0.5-s pause. This sequence was terminated by a vote light. Feedback was 
provided by illuminating the correct interval light. We find the 3-interval 
forced-choice method preferabie to the more widely used 2-interval method, 
because naive listeners can select the interval that sounds different-~ 
regardless of the parameters under test. 

In the TemporaZ Integration condition, listeners were required to select 
which of the three intervals contained the signal. Thresholds were obtained 
fOT ,tones of 10- .and 1000-.ms durations. The initial 8-dB step size was 
reduced to 2 dB af ter 3 reversals in direction. The task was performed with 
pure-tone stimuli of 500 and 4000 Hz. 

PTCswere obtained at 500 and 4000 Hz. Listeners were required to select 
which of three intervals contained both signal and masker, when the other two 
intervals contained only the masker. Masker intensity was varied with an ini-
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tial 8-dB step size which was reduced to 2 dB af ter 3 reversals. For the 500-
Hz signal (at 10 dB SL), masker frequencies were 350, 450, 550 and 650 Hz. For 
the 4000-Hz signal, masker frequencies were 2500, 3500 and 4200 and 5000 Hz . 

In the Gap-Detection condition, listeners were required to select which of 
three, l-s noise bursts contained a silent gap. The initial gap of 80 ms was 
varied with an 8-ms step size, which was reduced to 2 ms af ter 3 reversals. The 
gap occured 500 ms af ter the noise onset, and the duration of the gap was sub
tracted from the duration of the following noise, keeping the tatal duration of 
the noise at 1 s. The task was performed with NBN stimuli of 500 Hz and 4000Hz. 

In the Gap- DL condition, listeners were required to select which of three 
l-s noise bursts contained the longest silent gap . The standard stimulus was a 
noise burst of 500 ms, followed by a 30-ms silent gap, followed by a 470-ms 
noise burst. (The duration of the gap increment was always subtracted from this 
later 470 ms.) The initial increment in the gap was 100 ms and was varied using 
a step size of 8 ms, which was reduced to 2 ms af ter 3 reversals . The task was 
performed with NBN stimuli of 500 and 4000 Hz. A second Gap-DL condition was 
implemented in which the standard gap duration was 100 ms and the initial in
crement in the gap was 120 ms. 

In the TemporaZ-DL condition, listeners were required to select which of 
three nois e bursts (which began 500 ms af ter the interval-light onset) was the 
longer. The standard duration was 30 ms and the initial increment of 100 ms was 
varied with an 8- ms step size, which was reduced to 2 ms af ter 3 reversals. The 
task was performed with NBN stimuli of 500 and 4000 Hz. 

The -3 dB points of the NBN stimuli were 450 and 550 Hz for the 500-Hz 
signal, and 3700 and 4300 Hz for the 4000-Hz signal. The noise skirts dropped 
off at 96 dB/octave and the noise floor was at least 50 dB below energy within 
the pass band. The norma l listeners received the 500-Hz NBN stimuli at 62 dB 
SPL and 102 dB SPL, and the 4000-Hz stimuli at 49 dB SPL and 89 dB SPL. The 
hearing-impaired listeners were only tested at the higher intensities. All dur
ations (gaps included) are specified between 50% points on the envelope. All 
rise-fall times were 6 ms, between 10 and 90% points on the envelope. 

Speech inteZZigibiZity in noise was assessed with the FAAF test (Foster 
and Haggard, 1979) presented at 98 dB SPL (ANSI, 53.6- 1969)in the presence of a 
continuous, speech-spectrum shaped noise of 78 dB A (as measured in a Bruel and 
Kjaer 4153 artificial ear). 

Listeners identified and discriminated two sets of synthetic speech syZZ
abZes . For the identification test, two 7-member continua of 5-formant conson
ant-vowel syllables ranging in VOT from 0 to +60 ms in steps of 10 ms were 
created with an OVE IIIb serial resonance speech synthesiser. Formant band
widths and relative intensities were determined according to Fant (1960). One 
continuum ranged from /ba/ to /pa/, the other from /bil to /pi/. For the vowel 
lal, the first formant (Fl) was set to 760 Hz and the second formant (F2) to 
1050 Hz. For /i/, Fl was set to 270 Hz and F2 to 2050 Hz. Inclusion of both 
vowels would allow examination of spectral influences on temporal processing in 
a phonetic task. Following practice trials, listeners heard separate randomisa
tions containing ten instances of each member of each continuum and identified 
the initial consonant as either /b/ or /p/. In the discrimination task a three
up, one-down adaptive procedure was used to determine the 79.4% DL for VOT inc
rements with standards of +15 ms and +30 ms. The initial increment was 30 ms 
and the initial step size was 8 ms. The step size was reduced to 2 ms af ter 
four reversals, and the DL was computed as the mean of the VOTs at the next 
four reversals. The stimuli were presented in a three-interval forced-choice 
format. The intensity of the VOT stimuli varied both with the vowel and with 
VOTo They were presented to the normal listeners at two levels, one 40 dB down 
relative to the other, and to the hearing-impaired listeners only at the higher 

level which was Iba/:VOT = 0, 96.5 dB SPL; /pa/:VOT = 60, 95.0 dB SPL ; /bi/:vOT 
= 0, 88.0 dB SPL, /pi/:vOT = 60, 86.5 dB SPL (ANSI, S3.6-,1969). 
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3. RESULTS 

a) Psychoacoustics 

i) No~aZ Zisteners Table I shows the results of the psychoacoustical tasks. 
Stimulus frequency had little effect on the temporal-processing tasks. The only 
exception was the gap~detection task, where it was easier to detect the· gap in 
the 4000-Hz NBN rather than the 500-Hz NBN. There was a tendency for poorer 
temporal resolütion in the low-intensity conditions. This effect is apparent 
with gap-detection at 500 Hz, but is reduced or nonexistent with gap detection 
at 4000 Hz and gap DL (100 ms). Note the large intersubject variability with 
the gap-DL conditions. This was not evident in either the gap-detection or tem
pora l-DL condition. 

ii) Hearing- impaired Zis t ener s The lower section of Table I displays res
ults for the hearing-impaired listeners whose . average thresholds at 500 and 
4000 Hz were elevated by about 26 and 59 dB compared to the normals. PTC tuning 
was generally poorer for the hearing-impaired listeners, particularly at 4000 
Hz where their pure-tone thresholds were higher. Temporal integration at 500 Hz 
was similar for the hearing impaireç and the normals, but at 4000 Hz was red
uced for the hearing-impaired listeners·. On the remaining psychoacoustical 
tasks, the hearing-impaired listeners genera lly performed more poorly than the 
normals. However there were large individuaZ differences among the hearing
impaired group, with normal performance on some tasks. 

b) Speech tasks 

Table 11 shows the results of the speech tasks. For the VOT tasks, four 
scores have been tabul~ted for each vocalic context. The first is an estimate 
of the VOT corresponding to the phoneme BOUNDARY, (the 50% crossover on the 
identification function). It was computed by totalling the number of ' B' res
ponses and subtracting five. Our primary interest is to use this measure as an 
indicant of any change in the balance of voiced and voiceless percepts between 
conditions, for which it is as sensitive as are phoneme boundaries estimated by 
more sophisticated curve-fitting procedures (MilIer and Morse, 1979). The sec
ond measure is an estimate of the SLOPE of the identification function in the 
region of the phoneme boundary. It was computed as the difference between the 
number of 'B' responses made to the pair of stimuli spanning the phoneme boun
dary divided by the number of milliseconds of VOT distinguishing them. Consis
tency across listeners was high for both the BOUNDARY and SLOPE measures. How
ever, this was not true of the VOT DLs where greater variability among listen
ers occurred. 

i) No~aZ Zisteners The average Iba-pal phoneme boundary a t · the higher int-
ensity, 22.4 ms, corresponds almost exactly to the value of 23 ms reported by 
Lisker and Abramson (1970) for speakers of Americal English. In the present 
study, boundaries increased with the change in vocalic context from lal to lil 
and with the reduction in intensity. VOT DLs were larger in lil context than 
lal, and with standards of 30 compared to 15 ms, but did not vary with presen
tation level. (The apparent exception for the l5-ms standard with the vowel lil 
is largely due to two listeners who produced atypically large DLs at the higher 
intensity.) 

ii) Hearing-i mpaired Zisteners Neither the phoneme boundaries nor the boun-
dary slopes produced by the hearing-impaired listeners differed systematically 
from those of the normals. There is a trend in the averaged data fot DLs to be 
longer for the impaired group. Like normals, the impaired listeners tended to 
produce larger DLs with lil compared to lal, and with the 30-ms compared to the 
l5-ms standard. 
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Table I : Results for the psychoacoustical tasks. Average data for 16 normal listeners are shown for high- and low
intensity stimuli in rows one and two. This is followed by individual data from hearing-impaired listeners for high
intensity stimuli. Average data for hearing- impaired listeners are shown in the bottom row. Standard deviations are 
given in brackets . The first data column displays pure- tone thresholds. The PTC TUNING was determined by subtracting 
the slope on the low- frequency side of the signal frequency from the slope on the high- frequency side. A sharply 
tuned PTC will be represented by a large value while flattened or w- shaped PTCs will be represented by smallor 
negative numbers. The PTC Tuning for the normals was averaged from l2 and l5 listeners, for the 500- and 4000- Hz PTC, 
respectively . Temporal - integration va lues represent the relative differences between the thresholds of the 1- s and 
lO-ms tones. rCNT =could not test] 

LISTENER THRESHOLD PTe TUNI NG TEMP I NTEG GAP DETECT GAP DL (30) GAP DL (100) TEMP DL (30) 
500 4000 500 4000 500 4000 500 4000 500 4000 500 4000 500 4000 TYPE (dB SPL) (dB/Hz) (dB) (ms) (ms) (ms) (ms) 

NORMAL 
High 13 .3 7 . 43 53. 1 51. 2 75 .7 71. 2 18.8 17 . 9 
I nt ensity (4.2) (1. 6) (17.7) (14.4) (29 .5 ) (23.2) (4.8) (5.1) 

Low 20.0 16.5 . 10 .017 12.5 11. 2 23.0 7 . 68 66.2 60 . 7 74.3 67 . 6 23.5 23 . 2 
I nt ensity (4.8) (4.8) ( . 06) (.01) (4.7) (3.0) (6.7) (1. 7) (1 4. 1) (16 . 9) (28 . 8) (29.5) (6.1) (6 . 6) 

HEARING IMPAIRED 
1 56 79 . 05 .002 28.0 7.8 17.7 13 . 4 108.3 71. 5 108.0 84.8 60.4 33.0 
2 44 68 .11 0 2. 0 5.7 11. 2 8.5 77 .3 67.3 92 . 0 100.0 53.3 47 . 2 
3 28 82 - .01 CNT 22.0 5.3 19.8 10 .0 63.0 62.4 98.0 97.8. 36 .0 50.8 
4 42 79 . 17 . 004 10.0 14.3 21.0 13.5 140.0 144.3 128 . 0 146.3 86 '.0 63.5 
5 32 50 .12 .008 20.0 7.0 23.3 6 . 3 110.8 104.8 120 .8 123.0 52.0 33 . 3 
6 24 74 . 17 .001 25.6 4.0 20.6 8.5 65 . 3 56.0 64.5 68.0 38.6 37.0 
7 73 80 . 03 -. 002 9.2 3 . 5 24.5 19.0 54.0 44 . 0 57 . 1 56.1 20 . 0 24.0 
8 72 90 - . 16 CNT 4 . 5 2. 0 79.7 20.0 101. 5 98 . 0 108 . 0 120.0 74.0 84.7 

Average 46.4 75 .3 . 060 .002 15. 1 6.2 27.2 12.4 90.0 80 . 9 97 .0 99. 5 52 . 5 46 . 7 
(19. 0) (11. 9) (. 1) (.003) (9 . 9) (3 . 7) (21.6) (5 . 0) (29.7) (32.6) (25.2) (29 . 9) (21 .2 ) (19 . 7) 
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~ Tab l e II: Results for the FAAF and VaT tasks . Average data from normals are shown for high- and low- intensity stimuli 
N in rows one and two above individual data from hearing- impaired listeners for high intensity stimuli . Average data 

from hearing- impaired listeners are tabulated in the bottom row. Standard deviations have been bracketed. The results 
of the vaT ta s are summarised by four scores for each vocalic context . The first (PB) is an estimate of the vaT 
corresponding to the phoneme boundary (the 50% crossover) on the identification function . The second measure (SL) is 
an estimate of the slope of the identification function in the region of the phoneme boundary . The third and fourth 
measures (DL(75) and DL(30)) are the difference limens for VaT increments above standards of l5 and 30 ms, respect
ively . 

LISTENER 
TYPE 

NORMAL 
High 
Intensity 

Low 
Intensity 

REA.~nW IMPAlRED 
1 
2 
3 
4 
5 
6 
7 
8 

Average 

SPEECH 
INTELLIGIBILITY 

FAAF 
(i': correct) 

83.6 
(2.9) 

73 
80 
65 
63 
59 
70 
61 
37 

63.5 
(12.7) 

u e Me 1Iil1mWIUIDIIIQI""'''''' •• '_ • 

BOUNDARY 
(ms) 

22.4 
(5.0) 

27 .9 
(3 .9) 

24 
24 
21 
18 
23 
21 
26 
39 

24.5 
(6.3) 

VOT C(JNTINUUM 
Iba/-/pal 

SLOPE 
(%B/ms) 

7.1 
(1. 5) 

5.6 
(2.3) 

9 
7 
6 
4 
8 
6 

10 
5 

6.9 
(2.0) 

DL (15) DL (30) 
(mS) (ms) 

11.0 
(n.7) 

11.1 
(2.7) 

9 
9 

10 
8 
6.5 

42 
5 

85 

30.1 
(20.7) 

30 .4 
(18. 3) 

30 
35.5 
58 
31 
46 
42.5 
29 
85 

21. 8 44.6 
(28.2) (19.1) 

BOUNDARY 
(ms) 

24.8 
(5.5) 

29.5 
(3.9) 

27 
27 
25 
19 
22 
28 
29 
32 

26 .1 
(4.1 ) 

VOT ('ONTINUUM 
Ibi/-/pil 

SLOPE 
(%B/ms) 

6.3 
(1.9) 

5.9 
(2.1) 

6 
8 

10 
7 
5 
8 
6 
1.5 

6.4 
(2.5) 

DL(15) 
(ms) 

23.1 
(19.1) 

15. 7 
(11.6) 

62 
59 
34 
32 
53.5 
62.5 
40.5 
12 

DL( 30) 
(ms) 

34.5 
(22.5) 

34 .6 
(18.0) 

85 
51 
27 .5 
61 
67 
52 
76 .5 
85 

44. 4 63.1 
(18.0) (19.6) 
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Temporal processing 

4. DISCUSSION 

Our results suggest that temporal processing can be appreciably impaired 
with hearing l oss. These findings co-exist with reduced frequency analysis, 
poor speech intell i gibility in noise, and a reduction in the sens~t~v~ty to VOT 
differences. However, identification of voiced and voiceless stop con?onants 
appears to be normal. 

a) Psychoacoustics -

i) Normal listeners Our listeners were inexperienced and received only lim-
ited prac tice compared to those in typical psychoacoustical experiments. Thus, 
our measurements are somewhat inflated compared to those obtained from more 
practiced listeners, but we feel that compar isons among groups and parametric 
var iations are still meaningful. 

Plomp (1964) has suggested that gap detection is related to the decay of 
sensation of the preceding noise burst that bounds the gap_ His data obtained 
with white noise indicate little effect of level, except that gap detection 
becomes poorer for levels less than 20 dB SLo Our results show no intensity 
effect for the 4000-Hz NBN, and poorer gap detection at the lower intensity 
(about 20-25 dB SL) for the 500-Hz NBN. Comparing our data obtained at 500 and 
4000 Hz, the better gap detection at 4000 Hz impli es a greater decay of sens
ation at that frequency. The shorter time constants and larger bandwidths ass
ociated with higher-frequency auditory filters are consistent with these find
ings. 

Our larger bap DL at lower intensities and with longer standards is com
patible with the results of Abel (1972b). Our temporal DL tasks showed little 
dependence on frequency, which agrees with the results of Small and Campbell 
(1962) under similar conditions. Creelman (1962) and Abel (1972a) suggest there 
is no intensity effect, provided that the stimulus is clearly audible. We show 
a slight increase in temporal DL at low intensities, where our stimuli were 
about 20-25 SL (500 Hz) and 25-35 dB SL (4000 Hz). 

It is interesting to examine the gap-DL (30 ms) and temporal-DL (30 ms) 
results. They allow a direct comparison between temporal discrimination of 
unfilled (gap DL) and filled (temporal DL) intervals. Our data indicate that 
fil l ed intervals are about three times easier to discriminate than unfilled 
intervals. 

ii) Hearing- impaired listeners If auditory-filter bandwidths are larger in 
hearing-impaired than in normal listeners, then a simple physical realisation 
of the filter would predict shorter time constants. This might imply better 
temporal resolution in the impaired group. Our findings do not support such a 
straightforward analogy. It may be that such an effect does exist, but is 
obscured by other abnormali ties. 

Our results are consistent with previous research showing poorer gap det
ection in hearing-impaired listeners (Boothroyd, 1973; Fitzg ibbons and Wightman, 
1979), but disagree with the conclusions of Rhum et al , who reported normal 
temporal DL in listeners wi th noise-induced hearing loss. However Rhum et al 
used longer standards (300, 500 and 1000 ms) than our 30-ms standard. They 
reported that the averaged hearing-impaired temporal DL (300-ms, 4000-Hz tonal 
standard) was 15.2 ms at 10 dB SLo Their normal DLs averaged 11.9 ms at 10 dB 
SL and 7.9 ms at 50 dB SLo Therefore, our results do not conf lic t with those of 
Rhum et al . 

Jestadt et al (1976) reported that temporal resolution (as measured with 
Huffman sequences) in norma l listeners is poorer at low stimulus intensities. 
Most of their hearing-impaired listeners were bet ter than normals when compared 
at similar SLs, but were poorer than normals when compared at similar SPLs. In 
our data. several hearing-impaired listeners fall within normal limits when 
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compared with the low-intensity stimuli (notably, gap detection at 500 Hz). 
However, most of our hearing-impaired listeners performed more poorly than 
normals, regardless of whether they are compared with the high- or low-inten
sity stimuli. 

b. Speech .tasks 

i) Normal listeners The tendency for phoneme boundaries to fall at longer 
VOTs in /i/ context compared to /a/ has been observed before. In general 
boundaries fall at progressively longer VOTs as the frequency of the first for
mant at the onset of periodicity is lowered. It is not known whether the effect 
should be attributed directly to psychoacoustic factors or to perceptual com
pensation for the co-variation of Fl onset frequency and VOT that occurs in 
speech product ion (Summerfield and Haggard, 1977). A difference in boundary 
location with absolute intensity has not been reported before. Repp (1979) 
showed that the boundary on a /da-ta/ VOT continuum shifted by about 10 ms to
wards longer VOTs as the r elative intensity of the periodic compared to the 
aperiodic portions of the stimuli increased over a 24-dB range. Repp found that 
the boundary did not shift as the overall intensity of the stimuli was reduced 
from 80 to 69 dB SPL. In the present study, a lower intensity was employed at 
which the onset of aperiodicity may have been less weIl defined. 

It is not possible to iso late the factors which gave rise to larger VOT 
DLs in /i/ compared to /a/ context. The aperiodically-excited second and third 
formants traversed higher frequencies with /i/, and the spectral energy at the 
onset of periodicity was lower and more diffuse with this vowel. However, the 
absense of any increase in DLs as overall intensity was lowered, renders expla
nations in terms of energy relations suspect. 

ii) Hearing-impaired listeners Hearing-impaired listeners identified the 
members of the two VOT continua almost identically to the normals (as measured 
by their phoneme boundaries and boundary slopes) but they discriminated VOT 
differences more poorly, particularly with the vowel /i/. Parady et al (1979) 
also examined the abilities of hearing impaired listeners to identify and dis
criminate synthetic CV stimuli differing in VOto They reported congruence of 
identification and discrimination data between normal, moderately-impaired and 
most severely-impaired listeners. Our adaptive procedure would be expected to 
provide a more sensitive index of discriminative ability than would their pro
cedure which required listeners to discriminate fixed 30-ms differences in VOT. 
Our result supports Parady et al's content ion that speech identification and 
discrimination tasks may tap different auditory/phonetic processes. 

c. Correlations among measures 

We have examined the correlations among our various measures across the 
combined group of normal and hearing-impaired listeners. In comparing VOT DLs 
with other measures, it is important to note that different perceptual strat
egies could be employed in the VOT DL task with the two different standards. 
With the 15-ms standard which was heard as /b/, the task could be performed 
phonetically so long as the VOT of the comparison was greater than about 25 ms 
causing it to be heard as /p/. With the 30-ms standard the task could only 
be performed acoustically, since both the standard and the comparison were 
heard as /p/. Thus, different patterns of correlations might be expected at the 
two standards. This is most clearly the case when a comparison is made with the 
GAP DLs, where sizeable correlations emerged predominantly with the 30-ms VOT 
DLs. An analogy to the GAP-DL task could be the detection of increments in the 
relative absence of energy between the broad-band burst of energy at syllable 
onset and the subsequent onset of energy in the first formant. It remains to be 
determined why this may be a significant component of the VOT DL task at 30 ms, 
but not at 15 ms. The absense of a correlation with the l5-ms standard, may 

464 



Temporal processing 

result from listeners adopting a phonetic strategy; or alternatively, a 'CAP
DL' strategy may have been psychoacousticaZZy inappropriate due to difficulties 
in detecting the " gap" . Other psychoacoustic3. l DLs correlate with both the 30-
ms and the l5-ms VOT DLs. The most consistent pattern occurred for the Temporal 
DLs, confirming expectations that the detection of differences in the energy or 
duration of aperiodicity in F2 and F3 is an important component of VOT discrim-
ination. . ' 11· ·b·l· . Measures of PTC tuning correlate weIl w~th speech ~nte ~g~ ~ ~ty, cons~s-
tent with the notion that frequency selectivity, as portrayed by PTCs, reflects 
an important aspect of speech perception. The results of the gap detection task 
also display high corr elations with speech intelligibility ~uggesting that gap 
detection may be an informative measure of temporal resolut~on. However, these 
analyses do not allow for the effects of other variables (eg age, pure-tone 
threshold), which may mediat e the above correlations. As more data become 
availFble such effects will be tested. 
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REDUCED SPEECH INTELLIGIBILITY AND lTS PSYCHOPHYSICAL CORRELATES 
IN HEARING-IMPAIRED SUBJECTS 

W.A. Dreschler 

Faculty of Medicine, Free University, 
1007 Me Amsterdam, The Netherlands 

I. INTRODUCTION 

In assessing the consequences of hearing impairment, an important question 
is which auditory properties are responsible for the reduction in speech intel
ligibility. Primarily, of course, the pure-tone audiogram is at issue, but par
ticularly in subjects with sensorineural losses the relation between audiogram 
and speech intelligibility is only poor (cf. Noble, 1973). Therefore, it has 
been assumed that other auditory properties are involved too. In the first 
place, the frequency resolving power of the ear may be an explanatory factor 
(Evans, 1978; Scharf, 1978), but there is scarcely experimental evidence for 
this assumption. Secondly, speech intelligibility can be affected by a reduced 
sound discrimination ability due to suprathreshold distortions, which may be 
independent of the audiogram or of the frequency resolving power (for instance, 
loudness recruitment). Thirdly, but probably with important practical conse
quences, there are indications, that speech perception in noise depends on oth
er auditory properties than speech perception in quiet, corresponding to the 
distinction Plomp (1978) made for speech-recept ion thresholds in quiet and in 
noise. In this study these three aspects are investigated further in subjects 
with sensorineural hearing impairment. 

2. SUBJECTS, TESTS AND PROCEDURES 

In a preliminary stage a very heterogeneous group of 10 hearing-impaired 
adolescents was tested (Dreschler and Plomp, 1980). In a second stage the num
ber of tests was extended and applied to 25 sensorineurally impaired adoles
cents. Regarding only the common tests of both stages and ignoring in the first 
group the two subjects with a conductive loss, a total of 33 sensorineurally 
impaired subjects has been subjected to the following experiments: 
I) The audiogram was measured at octaves from 250 to 4000 Hz in a 2AFC proce
dure, using an adaptive up-down strategy. 
2) The critical ratio at 1000 Hz was determined by measuring the masked thresh
old of a 1000-Hz tone in white noise with aspectral density of 60 dB/Hz, using 
the same adaptive 2AFC procedure. 
3) The discrimination ability was tested by investigating the perception of i
solated vowel segments, generated by repeating one period by the computer. Us
ing the method of triadic comparisons, dissimilarity matrices for a set of 8 
vowels were obtained. 
4) The speech-recept ion threshold for sentences was measured in quiet and at 
four levels of interfering noise by means of the accurate test developed by 
Plomp and Mimpen (1979). 

All tests were performed monaurally with headphones, and, for the estima
tion of the accuracy, in test and in retest. In the following the mean values 
of test and retest are used. For ease of survey, data-reduction techniques 
were applied. 
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Fi g. l. Representat ion of t he indivi dual audiograms i n terms of two parameters : 
the mean audi ometrie loss and the mean audi ometrie s lope . 

3. RESULTS 

The audiometrie data of all subjeets were subjeeted to a prineipal- eompo
nents analysis to aehieve da ta r edue tion with a minimum l oss of information 
about int er-individual diffe renees. In two dimensions, 84% of the total vari
anee eould be explained (53% by the f ir s t and 31% by the seeond dimension). In 
thi s plane the direction of the me an audiome trie l oss was appr oximately at 
right angles to the direction of the mean audiometri e s l ope , correspond ing t o 
the r esult s of the preliminary s tud y . Therefore, inter-indiv idual differenees 
eould be described also in terms of mean l oss and mean slope of the aud i ogr am, 
as done in Fig .1 (the s l ope of audiograms wi th a progressive l oss t oward s high
e r frequeneies is defined as positive) . 

The eri tical ratio , expressed as tone threshold in dB rela tive to noi se 
spec tra l density in dB/Hz ranged from 2 1. 6 to 36 . 2 dB wi th a mean value of 
29 . 9 dB and an inter-individual standard deviation of 3.0 dB. 

The dissimi larity matrices of a ll s ubjeets were analysed by Carroll 
and Chang' s I NDSCAL, performed in two dimensions . Au assumption in INDSCAL LS 

t ha t all subjee t s use the same fundamen t a l dimens i on s in their judgement of the 
s timuli. The pl ot of a l l stimuli a s a funet ion of these dimensions, call ed the 
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Fig . 2. Results of a two- dimensional INDSCAL analysis of the vowel- dissimilarity 
matrices . In panel A the object space is given for the 8 vowels , indicated with 
IPA symbols . Panel B presents the subject space with the individual weightings . 
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object space, is given in Fig. 2 (a). Because of the close correspondence with 
the weIl known FI-F2 representation of vowel spectra (correlation coefficients 
between the factor loadings and the formant positions are 0.92 and 0.87, re
spectively), the fundamental dimensions in vowel perception may be assumed to 
be the positions of the first and second formant of the vowels. However, the 
subjects differ with respect to the weight in which each dimension contributes 
to the final decision. The plot of these individual weightings, cal led the sub
ject space, is presented in Fig.2(b). The quarter of a circle represents the 
extreme pos~t~on of the individual points, reached if all variance is explained 
by the first two dimensions. On the average, the FI-information accounts for 
51 % of the total variance, the F2-information tor 27%. 

For each subject the speech-recept ion thresholds as a function of the in
terfering noise level were fitted according to a model by Plomp (1978). From 
the fitted curves two parameters emerged: (I) the D-parameter, representing the 
elevation of the speech-recept ion threshold in noise, relative to the noise 
level, interpreted as a distortion term; (2) the (A+D)-parameter, representing 
the threshold elevation in quiet, interpreted as resulting from attenuation (A) 
and distortion (D) together. In Fig.3 the individual results are plotted. 

The correlations between the parameters mentioned are given in Table I. 
The significance is indicated by underlining. 

2 3 4 5 6 7 

1. mean audiometr i e Zoss -0.15 0.47 0 . 03 -0.11 0 . 79 0.53 

2. mean audi ometri e s Zope -0 . 29 0.43 -0.52 -0.46 Q.!.~l 
3. eriticaZ rat i o -0 . 09 0 . 04 Q.!.dd 0.05 

4. F1-wei ghting -0.88 -0.08 Q.!.dQ 
5. F2-wei ghting 0.08 -0.51 

6. SBL in quiet (M D) 0 . 28 

7. SBL in noi se (D) 

TabZe I: Matrix of cor re Zation eoeffi cients for the paramet ers extracted. The 
underZined vaZues ar e signi fi cant at the 1% Zeve Z, the dashed Zines indicate 
vaZues, which are significant at the 10% ZeveZ . (n=33). 
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4. DISCUSSION AND CONCLUSIONS 

From the separate tests and their correlations points of interest are: 
I) From the pure-tone thresholds of this group of sensorineurally impaired sub
jects about 84% of the total varianee could be explained by a description of 
the audiograms in terms of mean audiometrie loss and mean audiometrie slope. 
2) The fundamental dimensions involved in vowel perception are the positions of 
the first and second formant of the vowels. The individual weightings of these 
two dimensions show a trade-off between the FI- and F2-information. 
3) Speech-reception thresholds in quiet and noise are only weakly correlated. 
4) The cr.itical ratio is related to the mean audiometrie loss. Considered in 
more detail, especially the low-frequency thresholds were responsible for this 
relation. which explains the weak negative correlation with the mean slope. 
5) In vowel perception the trade-off between the FI- and F2-weighting is only 
influenced by the mean slope of the audiogram, in such a way that a sloping au
diogram stimulates a high FI-weighting and a low F2-weighting. 
6) The relation between the audiogram and the speech-hearing loss in quiet and 
noise is a complex one: both parameters are positively correlated with the mean 
audiometrie loss, but for descending audiograms the D-parameter is favoured at 
the cost of the (A+D)-parameter. From Fig.1 and Fig.3 it can be seen, that the 
D-parameter is relatively low for flat audiograms and high for sloping ones. 
7) Speech perception in noise is also correlated with the distortions in vowel 
perception, but in view of the common underlying dependenee of both on the mean 
audiometrie slope it is doubtful whether this is an independent effect. 

These conclusions are in fair agreement with the results of the first 
group of 10 subjects (Dreschler and Plomp, 1980). However, compared with the 
total group, the first group was dominated by descending audiograms (88% of the 
total varianee could be explained by one factor, interpreted as the high-fre
quency loss). The critical ratio was strongly correlated to this high-frequen
cy loss factor (r=0.91), resulting in the difficulty to ascribe deteriorations 
in vowel and speech perception to either the audiogram or the critical ratio. 

From the total group it can be seen, that the effect of the critical ra
tio on the speech-hearing loss is only weak, although the critical-ratio values 
in this group are clearly higher than in normal-hearing subiects. Therefore, 
the question which auditory properties are together with the audiogram re spon
sible for the reduced speech intelligibility has not been answered thus faro To 
investigate the role of consonants in this matter, consonant confusions in qui
et and in noise were determined in the second group and are studied now. 
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COMMENT 

COMMENT ON "Redueed speech intelligibility and its psyehophysieal correlates 
in hearing-impaired subjeets" (H.A. Dresehler). 

G.F. Piek 
Department of Communication & Neuroscience. Univers1:ty of &ele. Yeele. 
Staffordshire. ST5 5BG. England. 

Piek, Evans, and Wilson (unpublished experiments) have investigated the 
relationship between speech intelligibility and frequeney resolution. Speech 
audiograms from a sub-group of the patients described in Piek et al . (1977) 
were measured in the quiet and in the presenee of 79 dB SPL white noise masker 
(an adequate suprathreshold masker in the frequeney range 0.5 to 4 kHz for the 
patients ehosen). A eorrelation greater than that reported by Dresehler was 
found between the 1 kllz eritieal ratio and the speech recept ion threshold (SRT) 
both in the quiet (r=0.73, n=16), and in the presenee of the masking noise (r= 
0.40, n=ll). A higher eorrelation was also found bet\veen mean audiohetrie 
threshold (averaged at 0.5, 1 and 2 kHz) and SRT (r=0.9l, n=2l in quiet, and 
r=0.4l, n=17 in masking noise). The reasons for these differenees are not 
elear. but might be related to the use by Piek, et al. of patients with fairly 
flat losses, and the use of free-response, CVC-word tests. 

Piek. et al. (1977) investigated the relationship between eritieal ratio 
and pure-tone threshold. Table one shows a partial matrix of: eorrelations 
between pure-tone threshold and eritieal ratio. The table indieates that some 
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eorrelation is lost when audiometrie thresholds are averaged and that the best 
eorrelation is obtained between tone threshold and eritieal ratio at the same 
frequeney. It also appears that eritieal ratios are slightly better eorrelat
ed with pure tone threshold at an oetave lower than at an oetave higher in 
frequeney. 
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COMHENT 

COMMENT ON: "Reduced speech intelligibility and its psychophysical correlates 
in hearing-impaired subjects" (W.A. Dreschler) 

R.S. Tyler 
M.R. C. Ins titute of Heari ng Research, 
Univer situ Park, Vniversity of Not tingham, V. K. 

The correlation obtained by Dreschler between critical ratio and mean 
audiometrie loss are consistent with some of our own findings. We have measu
red tonal thresholds in broad-band noise in 10 normal and 16 cochlear-impaired 
listeners at 4 signal frequencies and 4 masker levels (Tyler, Fernandes and 
Wood, 1980). With a 60 dB/Hz noise level, the correlation coefficients bet
ween thresholds in noise and thresholds on quiet were r = 0.36, 0.44, 0.63 and 
0.64 for signal frequencies of 0.5, 1.0, 2.0 and 4.0 kHz respectively. A few 
hearing-imparied listeners display pronounced masking effects with low noise 
levels, but normal masking effects with high noise levels. In other words, 
the critical ratio can depend upon the noise level at which they are tested. 
Under some stimulus conditions, we find a significant correlation between 
masked thresholds and speech intelligibility. However, both are also related 
to absolute thresholds, and we are not able to establish any causal relation
ships. 
Tyler, R.S., Fernandes, M. and Wood, E.J. (1980). Masking of Pure tones by 

broad-band noise in cochlear-impaired listeners: submitted fo r publi
cation . 
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RELATIONS BETWEEN HEARING LOSS, MAXIMAL WORD 
DISCRIMINATION SCORE AND WIDTH OF PSYCHOPHYSICAL 

TUNING CURVES 

R.J.Ritsma, H.P.Wit and W.P.van der Lans 

Institute of AudioZogy, University HospitaZ 
Groningen, The NetherZands. 

I. INTRODUCTION 

In clinical practice it is a weIl known fact that a sensorineural hear
ing loss affects the absolute hearirig threshold as weIl as the speech-sound 
discrimination. The loss in speech-sound discrimination is thought to be due 
in part to a widening of the auditory filter. The aim of this study is to com
pare the filter bandwidths for the frequencies 500, 1000, 2000 and 4000 Hz 
with the hearing loss and with the maximal word discrimination score; the latter 
being a measure of speech-sound discrimination. 
Pick et al. (1977) measured the frequency resolution using Békésy threshold 
tracings under masking by comb-filtered noise. Correlationcoefficients of +.60 
and +.72 were found between the patients' bandwidths and hearing levels (0 to 
80 dB loss) at four different probe frequencies (500, 1000, 2000,and 4000 Hz). 
At losses up to about 20 dB the indicated frequency-resolving bandwidths were 
normal, but above 30 dB loss the bandwidths tended to oe larger with larger 
losses. Zwicker et al.(1978) developed a clinical method for determining 
psychophysical tuning curves with the two-tone masking procedure, using only 
a few (6) masker tones at frequencies above and below each of two probe tones 
(500 and 4000 Hz). Groups of subjects with different types of impaired hearing 
were compared with normal in sharpness of tuning as seen in the frequency slopes 
of the masker levels. The 10 dB-oandwidth could not be determined because with 
this procedure measuring of the tip of the tuning curve is impossible. 
As we were in·terested in the fil ter-bandwfdths for speech frequencies of every 
patient, a new clinical method for determining psychophysical tuning curves 
has been developed. 

2. METHOD 

Psychophysical tuning curves were obtained by determining the m1n1mum 
level of a narrQw-band noise needed to mask a pure tone signalof fixed level 
and frequency as a function of the center frequency of the masker. Due to its 
fluctuating amplitude a narrow-band noise masker obscures beats produced when 
the center frequency is close to the signal frequency and thus makes it possi
bIe to measure the tip of the tuning curve (Johnson-Davies et al., 1979). The 
signal was a sine wave with a level of IS dB SLo switched on and off smoothly 
with an on-duration of 220 msec and an off-duration of 280 msec. The narrow
band noise was generated by a sine-random-generator (B&K, type 1024). This 
generator produces band noise with steep skirts (36 dB/IOO Hz). For a signalof 
500 and 1000 Hz the band noise had a width of 100 Hz; for a signalof 2000 and 
4000 Hz a width of 300 Hz. The stimuli were presented monaurally via TDH-39 
headphones. For the determination of the tuning curves 7 masker frequencieswere 
taken, three below, one equal to, and three aoove each of the four signal fre
quencies. The experiment employed normal Békésy threshold tracing for deter-
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Relations between hearing loss 

mination of both the hearing level in quiet and the masker levels at the 
various frequencies. 

3. SUBJECTS 

13 Subjects with normal hearing and 45 patients with rather flat hearing 
losses up to 60 dB in the range of 250-6000 Hz participated in the experiment. 
The hearing losses were of cochlear origin. The restriction of hearing losses 
up to 60 dB was made because for higher losses the psychophysical tuning curve 
tends to deteriorate into a W-shape, ' making a 10 dB-bandwidth determination 
meaningless (Leshowitz, et al., 1977; Hoekstra, et al., 1977). From these 45 
patients IS ears possessed an audiogram with a slope less than 10 dB per octave 
below 2000 Hz and a slope less than 20 dB per octave above 2000 Hz. For these 
IS ears the mean hearing 10ss with the SD is given in fig. I. 
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4. RESULTS AND DISCUSSION 

Fig. 1 Mean hearing Zoss with SD as a 
function of frequency for 15 seZected earR . 

All sub jects gave reliable results as could be checked by comparison of 
their hearing level in quiet and the masker level of the narrow-band noise 
centered to the probe frequency (SD=2.5 dB). Fig. 2 shows a representative re
sult of psychophysical tuning curves at 2000 Hz, obtained from three subjects: 
(A) with normal hearing, (B) a hearing 1055 of 25 dB and (C) a hearing loss of 
54 dB . The Qlo-values (center frequency/IO dB-bandwidth) are given. 
The mean Qlo-values found for the 13 subjects with normal hearing, are at the 
frequencies 500,1000,2000 and 4000 Hz: 3.0±0.5, 5.0±0.7, 4.6±0.7 and 
5.8 ± 1.0, resp. Variation of these mean Qlo-values has been caused by the 
width of the narrow-band noise at the various frequencies, 100 Hz at 500 and 
1000 Hz and 300 Hz at 2000 and 4000 Hz. For reason of comparison the Q-values 
for the subjects with normal hearing have been normalized on the averaged 
value of 4.6, giving correct ion factors of 1.53, 0.91, 1.01 and 0.79 fot the 
signal frequencies 500, 1000, 2000 and 4000 Hz. 
For the IS selected ears the normalized QIO-values for the various frequencies 
are plotted as a function of the hearing 1055 in fig. 3. The correlation 
coefficient is -.80. Extrapolation down to a hearing loss of 0 dB gives a 
QIO-value of 5.5. As subjects with normal hearing have a normalized QIO-value 
of 4.6 it seems likely to assurne that the Qlo-value is constant for hearing 
losses up to IS dB (Pick et al., 1977). In the range of 15-65 dB hearing loss 
the QIQ-value decreases linearly from 4.6 to 1.0, i.e. the QIO-value of the 
mechan~cal filter as can be derived from Békésy's curves (von Békésy, 1960). 
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Fig . 2 Psychophysical t uning 
curves obtained from three 
subjects : (A) with normal 
hearing, (B) a hearing loss 
of 25 dB and (e ) a hearing 
lOBs of 54 dB . 

The maximal word discrimination score was taken as a measure for speech-sound 
discrimination. It has been derived from ordinary speechaudiometry using PB-
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Fi g. 3 The normalized Q10- values 
for various frequencies as a 
funct i on of the hearing loss for 
15 selected ears . (The s loping 
straight line is t he linear re
gr es sion Zine fit to aZl 60 
poi nts ) . 

word lists. In fig. 4 the maximal word discrimination score has been plotted 
as a function of the QIO-values for all patients. The Q10-value is the mean of 
the individual Qlo-values for the frequencies 500, 1000 , 2000 and 4000 Hz. For 
QIO-values larger tha~ 3.0 the spread in the maximal word discrimination score 
is rather small. For Q10-values less than 3.0 the spread is tremendous. For a 
Ql8-value of 2 . 0 the maximal word discrimination score varies between 25 and 
10 per cent. 
Hoekstra, et al. (1977) did not find a one-to one relationship between tuning 
curve and frequency discrimination with bandfiltered periodic pulse trains. In 
general they found that a bad tuning curve did not imply bad frequency discri
mination. From this study we conclude that widening of the auditory filter may 
have influence on speech-sound discrimination, but if so, it is not the only 
decisive factor. 
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COMMENT 

COMMENT ON "Relations between hearing 10ss, maximal word discrimination score 
and width of psychophysical tuning curves" (R.J. Ritsma, et al.) 

G.F. Pick. 
Department of Corrmunication & NeUl'oscience~ University of &ele~ &ele~ 
Staffs. ST5 5BG~ u. K. 

Ritsma et al. suggest that frequency reso1ution bandwidth remains normal 
for hearing 10sses of less than 20dB. I believe that this statement is not 
unequivocab1y proven by the resu1ts of Ritsma, et al. or by those of Pick et 
aZ. (1977). because of the large intersubject differences in frequency reso1u
tion at any hearing loss. Evidence against the idea was obtained af ter I 
received a fair1y large, inadvertent, 1eft-ear temporary thresho1d shift. Fig. 
1 (lower) shows thresho1d recovery as a function of time at three tone frequen
cies (lkHz - dotted. 2kHz-dashed, and 4kHz-continuous). Thresho1d had recovered 
to within 10dB of normal af ter about three days. The upper part of Fig. 1 
shows the recovery of frequency resolution bandwidth as a function of time for 
the same three frequeneies. This bandwidth wa!' obtained usinp, a variant of 
the method described in Piek etaZ. (1977). using a eomb-fi1tered noise 
masker with mean speetrUQ level of 35.7dB SPL. Frequency resolution appears 
to be impaired at 4kHz until about 30 days af ter exposure to the noise • 
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Fig. 1 (Note that upper ol'dinate shouZd be 
divided by two fol' t he 2 kHz data, and 
by four fol' the 1 kHz data ). 

(See also comment to paper by Dreseh1er (this volume» 
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SUBJECT INDEX 

ACT ION POTENTlAL (AP) 
dependence on body temperature, 168 
dependence on white-noise 

masker level, 168 
dependence on interstimulus 

interval, 167 
NAP - amplitude intensity 

function, 154 
NAP - onset latencies, 154 
narrow-band action potentials, 153, 
171 

ADAPTATION 
general, 168, 183 
of masking, 190, 199 
very rapid, 200, 204, 205 
rate, 182 
of spike rate 182, 326 

AFTEREFFECTS, 139 
AFTERlMAGE (negative), 190 
AMPLITUDE MODULATION (AM), 318 
ANOXIA, 28, 127, 128, 129 
ATTENUATION HYPOTHESIS, 238, 240, 241 
AUDIOGRAM, 466 
AUDITORY FILTER 

bandwidth, 144 
effect of age, 140, 141 
shape, 115, 140, 141 

AUDITORY NERVE (see also cochlear 
fibers) 
distorted firing patterns, 417 
fiber losses, 415 

AUDITORY FUNCTIONS, RELATIONS 
BETWEEN, 450, 453 

BASILAR MEMBRANE 
acoustic mass, 19 
electrical model, 53 
impedance, 91 
nonlinear motion, 15, 96 
response curves, 4 

BINAURAL INTERACTION 
binaural masking-level differences 

(BMLD) , 393, 412, 434, 437 
binaural masking threshold, 262 
binaural processing, 409 
in the cat inferior 

colliculus, 401, 409, 410, 41 I 
in impaired hearing, 412, 420 
modelling, 413, 421 

BODY 
position, 64, 67 
temperature, 168 

BPNL model, 256 
BRAINSTEM OR CENTRAL LESIONS, 418 

CAIMAN, 101 
CHARACTERISTIC DELAY, 410 
CHROMA, see pitch 
CHURCH BELL, 358 
CILIA (inner hair celI), 16, 95 
COCHLEAR FILTERS 

distorted firing patterns, 417 
effective bandwidth, 126 
high threshold, 295 
low threshold, 297 
model of primary neuron, 80 
onset rate, 204, 316 
phase locking, 300 
phase response vs best frequency, 101 
PST response patterns, 220 
rate-intensity function 295, 314, 316 
rate-level (R-L) function, 320 
ra te suppression, 286 
spontaneous rates, 284 
synchronization, 289, 293, 301, 304, 

308 
two-tone suppression, 242, 250, 284, 

315, 329 
COCHLEAR 

micromechanics, 85, 91 
models, see models 
nerve, see auditory nerve, also 

cochlear fibers 
nucleus, 272 
response times, 162 

COMPLIANCE, 18 
COMPRESSION, 49 
CONSONANTS 

discrimination, 458 
identification, 458 

CRITICAL BAND (WIDTH), 118, 124, 134, 
144. 214 

·:';RITICAL RATIO, 134, 466, 467, 470, 
471 

CUBIC DIFFERENCE TONE (CDT) 
amplitude characteristic, 45 
in cochlear fibers, 272, 274 
ear-canal recorded, 45, 51 
phase and level dependence, 268, 272 
phase characteristic, 47 
psychophysical tuning curves, 278 
and place of the "second" filter, 129 

CUEING, 222 

DAMPING 
constants, 4 
negative, 7 
nonlinear, 62, 63 
partition, 8 
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DASHPOT, 93 
DECORTICATION EFFECTS, 363 
DIFFERENCE LlMEN 

gap, 458 
intensity (DLI), 207 
temporal, 458 

DIFFERENCE TONE (f2-f 1), 278 
DIPLACUSIS, 64, 67, 350 
DISSIMILARITY MATRICES, 466 
DISTRIBUTED ATTENUATION, 238, 241 
D-PARAMETER, 468 
DYNAMIC RANGE, 300, 308, 312, 320 

ECHOLOCATION, 132 
ECHOES, see evoked cochlear mechanical 

response 
EC-110DEL, 262, 433 
ENHANCEMENT, 191, 198, 199, 237 
EQUIVALENT RECTANGULAR BANDWIDTH 

(ERBW) , 145, 146 
EVOKED COCHLEAR MECHANICAL RESPONSE 

(ECMR) 
continuous stimulation, 36 
generator frequency selectivity, 39 
latency, 58, 68, 74 
location, 123 
models, 49 
and model of cochlear function, 72 
observations on the generator 

mechanism, 34, 42, 53, 61, 75 
relation with threshold, 64, 67 

FLUID LOAD, 3 
FREQUENCY 

analysis, 458 
resolution, 118, 175,320,450 
selectivity, 106, 114, lIS, 140, 476 
threshold curve (FTC), 220 

GAP 
de tec t ion, 458 
difference limen, 458 

GANGLION CELLS, 200, 204 
GERBIL, AUDITORY NERVE, 204 
GREEN'S FUNCTION METHOD, 8 

HAIR CELL 
lesions, 242 
swelling, 49, 74, 76 
transduction, 89 

HISTOGRAM 
period, 403, 404 
peristimulus, 402 
post stimulus response, 220 
post stimulus time, 182 
spike interval, 303 

HEARING LOSS 
conductive, 415 
impaired listeners, 175 

478 

HORSSHOE BAT, 32 

IDEALIZED PATHOLOGY, 414 
INFERIOR COLLICULUS, 401 
INTENSITY IMAGE, 423, 425 
INTERAURAL 

carrier delay, 387, 388, 390 
intensity difference (IDI), 393, 

398, 412, 437 
JND of time delay, 412 
onset time difference, 429 
phase shift, 403 
time difference (IDT), 393, 409, 438 

ISO-RESPONSE CURVES, 221 

LATENCY DOT RASTER, 403 
LATERALIZATION 

of complex waveforms, 386, 392 
of high-frequency stimuli, 393 
of Huggins pitch, 427 
measurement of the inter-aural 

level disparity, 188 
of MPS pitch, 427 
of noise-masked targets, 437 
paradigm, 188, 257 
of pulse modulation, 395 
role of frequency selectivity, 429 
of SAM signals, 394 
threshold, 261 

LOCALIZATION 
duplex theory, 393 
pathology, 414 
problem and procedures, 431 

LOUDNESS 
masked noise, 329 
model, 215 
reduction, 212 

MASKING 
backward (or postmasking), 114, 229 

240, 451 
decay, 175 
direct, 183 
forward, 109, 112, 116, 117, 118, 

121, 149, 175, 222, 451 
influence on the pitch, 341, 348, 

349, 350, 352 
masking patterns of low-pass noise, 

336 
non simultaneous, 126, 451 
simultaneous, 109, 114, 115, 120, 

126, 278, 292, 451 
subsidence of masking, 198 
white noise level, 168 

MECHANICAL 
feedback, 72 
resonance, 2 

MODELS 
active cochlear, 7 



dimensionality, 197 
equalisation-cancellation (EC), 262, 

433 
filter, 97 
hydromechanical, 56 
intensity summation, 433 
Jeffress, 421, 426 
loudness, 215 
one dimensional, 2 
optimal processor (theory), 347 
pattern transformation, 347 
peripheral weighting, 367 
pitch strength, 337 
primary auditory nerve, 80 
rate, 293 
re-emission, 49 
reflection, 53 
Siebert, 2, 293 
three dimensional, 2 
transmission line, 331 
two-dimensional, 3, 7 
virtual pitch (see pitch) 

NARROW-BAND ANALYSIS, 166 
NOISE 

cosine, 367, 374, 380 
comb-filtered, 320, 326, 367, 380, 

384, 450 
intensity modulated, 206 
low- pass, 334 
ripple, 367 
sinusoidally amplitude modulated 

(SAM) , 188, 379, 384 
trauma, 162 

NERVE, see cochlear nerve 
NOISE EXPOSURE 

acute noise traumata, 162 
frequency selectivity, af ter, 476 
tuning curves, af ter, 149 

NOISE TRAUMATA, ACUTE, 162 
NONLINEAR DAMPING, 63 
NONLINEARITIES 

hydromechanical, 42 
slope level, 114 

OFF-FREQUENCY DETECTION AND 
LISTENING, 106, 114, 116, 196, 235, 

238 
ONSET RATE, 204, 316 
OPTIMAL PROCESSOR THEORY, 347 
ORGAN OF CORTI, 16, 24 
OVERSTIMULATION, 171 

PARTITION 
mass, 8 
stiffness, 8 

PATHOLOGY, 414 
PERIODICITY SENSATION, 380, 384 
PHASE 

characteristics CDT, 47 

id. cochlear fibers, 300 
dependence, 268 
effect in two-tone complex, 262, 433 
locking, 308 
response vs best frequency, 101 

PITCH 
abso l ute -, 355 
bi-dimensional concept of - , 353 
chroma, 353 
of comb filtered noise, 374, 379, 381, 
of complex sounds, 341, 350 
cues, 114,240 
dichotic matching, 344 
vs duration, 367, 374 
vs frequency, 361 
height, 253 
Huggins - , 426 
memory, 355 
monotic matching, 343, 350 
mu l tiple phase shift (MPS) , 426 
noise influence, 341, 348, 350 
one-dimensional concept, 353 
periodicity -, 341 
prominance, 374, 378 
repetition -, 367, 381 
residue -, 64 
spectral -, 339, 353 
virtual - theory, 341, 346, 348, 352 

Van der POL EQUATION, 63 
POST (ANTE) MORTEM OBSERVATIONS, 7, 

18, 20 
POTENTIALS 

endocochlear, 24, 32 
endolymphatic, 33 
diffusion, 33 
intracellular, 32 
organ of Corti, 32 

PRECEDENCE EFFECT, 393 
PRE- EVENT STIMULUS ENSEMBLE, 78 
PRINCIPAL- COMPONENTS ANALYSIS, 467 
PROPAGATION HYPOTHESIS, 52 
PULSATION THRESHOLD, 108, 114, 184, 

212, 213, 220, 230, 292 

RATE 
averaged localized synchronized, 290 
intensity function, 295, 314, 316 
level function, 321 
spontaneous, 284 

RAYLEIGH EQUATION, 63 
RECIPROCITY PROPERTY, 61 
RECRUITMENT, 153, 154, 156 
REFRACTORY EFFECTS, 204, 205 
RELAXATION OSCILLATOR, 63 
RENEWAL PROCESS, 396 
RESONATORS, ACTIVE, 62 
RETICULAR LAMINA, 16 

SATURATION, 63, 74, 313 
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SECOND FILTER, 16, 72, 85, 90, 129 
SHEAR, 88 
SPACE 

object -, 468 
subject -, 468 

SPEECH 
intelligibility, 458, 466, 470, 471 
id. in noise, 458 
perception in quiet, 466 
reception threshold, 466 
sound discrimination, 472 

STEREOCILIA 
radial bending, 16 
resonance of, 94 

STIMULUS EVENT CORRELATION, 77 
SUPPRESSION 

lateral, 212, 253, 258 
. pattern, 234 
post stimulus, 182 
rate -, 28'6 
synchrony -, 289 
three-tone, 253 
in the time domain, 183 
two-tone, see two tone suppression 

SUPPRESSORS, 223, 230 
SYNCHRONIZATOR COEFFICIENT, 302 
SYNCHRONIZATION, 289, 293, 301, 304, 

308 

TAN (T) DIAGRAMS, 322, 326, 328 
TECTORIAL MEMBRANE, 16, 17, 24 

coupling with organ of Corti, 17 
radial bending of, 94, 95 
resonance model, 89 

TEMPORAL 
difference limen, 458 
integration, 376, 458 
modulation transfer function, 206 
processing, 458 
window, 451 

THRESHOLD 
absolute, 451 
fine structure, 64, 67 
left-right difference, 64 
high - fibers, 295 
low - fibers, 295 

TIME 
constant, 200 
delay, 162 
image, 423, 425 
intensity trading, 425 
resolution, 450 

TUNING CURVES 
abnormal, 416 
action potential, 171 
noise exposure, 149 
psychophysical, 106, I 15, 136, 149 

278, 458, 472 

480 

TWO-TONE SUPPRESSION 
additivity of, 256 
in cochlear fibers, 242, 250, 284, 

315, 329 
of evoked cochlear mechanical 

response, 38 
lateral suppression, 183, 212, 222, 

253 
local suppression, 224, 238, 240, 241 
post stimulus suppression (recovery 

from) , 182 
rate suppression, 112, 284, 285, 286, 

451 
release of, 254 
suppression contours, 39 

üNMASKING, 222, 226 

VOICE ONSET TIME (VOT), 458, 464 
VECTOR STRENGTH, 308 
VISCOELASTIC COUPLING, 2 

HORD DISCRIMINATION , 472 

ZWICKER-TONE, 190 




