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ABSTRACT

This study explores the opportunities created by subjecting a system of interacting fast-acting parameter-

izations to long-term single-column model evaluation against multiple independent measurements at a per-

manent meteorological site. It is argued that constraining the system at multiple key points facilitates the

tracing and identification of compensating errors between individual parametric components. The extended

time range of the evaluation helps to enhance the statistical significance and representativeness of the single-

column model result, which facilitates the attribution of model behavior as diagnosed in a general circulation

model to its subgrid parameterizations. At the same time, the high model transparency and computational

efficiency typical of single-column modeling is preserved.

The method is illustrated by investigating the impact of a model change in the Regional Atmospheric

Climate Model (RACMO) on the representation of the coupled boundary layer–soil system at the Cabauw

meteorological site in the Netherlands. A set of 12 relevant variables is defined that covers all involved

processes, including cloud structure and amplitude, radiative transfer, the surface energy budget, and the

thermodynamic state of the soil and various heights of the lower atmosphere. These variables are either

routinely measured at the Cabauw site or are obtained from continuous large-eddy simulation at that site.

This 12-point check proves effective in revealing the existence of a compensating error between cloud

structure and radiative transfer, residing in the cloud overlap assumption. In this exercise, the application of

conditional sampling proves a valuable tool in establishing which cloud regime exhibits the biggest impact.

1. Introduction

Clouds significantly affect the earth’s climate, for a

large part because of their impact on the transfer of solar

and thermal radiation (Ramanathan 1987). Clouds are

often generated by processes that act on spatial and

temporal scales that are much smaller than the scales of

discretization in general circulation models (GCMs),

and as a consequence their impact has to be represented

through parameterization. Great variety exists among

the suites of subgrid parameterizations in the various

present-day operational GCMs. On the one hand, this

reflects the long history of the scientific research behind

their formulation, going back decades. On the other

hand, this variety reflects the significant complexity of

such parameterization schemes, which typically consist

of many individual parametric functions, each repre-

senting an observed statistical relation between one

quantity and another. This complexity brings some

considerable risks. The first is in transparency, that is,

the interaction between the many parametric compo-

nents is often not fully understood, whichmight result in

unexpected behavior or instability in the model. An-

other risk is that of introducing so-called compensating

errors between parametric components. These are sit-

uations in which a structural error by one component is

erroneously compensated by another. In a shifting fu-

ture climate, when each process might act differently, it

is not guaranteed that such an artificial correction will
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still hold. Another potential side effect of compensating

errors is that the improvement of one parametric com-

ponent does not guarantee an improvement in the overall

GCM performance.

The complexity of parameterization schemes has

hampered progress in recent decades (e.g., Randall et al.

2003a). To address this issue, the evaluation of param-

eterization schemes against relevant measurements has

been an active field of research (GEWEXCloud System

Science Team 1993; Randall et al. 2003b), as testified by

the numerous model intercomparison studies at process

level (e.g., Stevens et al. 2001; Brown et al. 2002;

Siebesma et al. 2003; van Zanten et al. 2011). These ini-

tiatives have been successful in providing the modeling

community with benchmark results for certain controlled

situations or regimes that have to be reproduced by any

model, thus acting as a ‘‘testing ground’’ for new or existing

parameterizations.However, some problems remain. It can

be argued that the available idealized cases are too few to

guarantee representativeness. Also, to properly constrain

a complex interacting systemwithmeasurements (and thus

identify any existing compensating errors), the representa-

tion of each process should be individually confronted with

relevant, independent measurements. In reality this has

proven hard to realize because either the required multi-

tude of independentmeasurementswas not available or the

measurements did not cover sufficiently long time periods

to ensure statistical significance in the evaluation result.

How should we move forward? In the evaluation of

GCMs at process level, there has been a recent drive

toward a more comprehensive approach, attempting to

involve many more observational datasets (e.g., Sengupta

et al. 2004; Paquin-Ricard et al. 2010; Morcrette et al.

2012; Ahlgrimm and Forbes 2012) and to ensure better

guidance by the GCM (e.g., Jakob 2003). In a companion

paper to this study (Neggers et al. 2012, hereafterNSH12),

a new strategy is proposed that consists of the continuous,

long-term simulation and evaluation of single-column

models (SCMs) against a multitude of independently

measured parameters at meteorological supersites. The

purpose of this strategy is twofold:

d To constrain the systemof interacting parameterization

at multiple key points with independent measurements
d Tomake a statistically significant assessment of model

performance

By adopting this strategy, we hope to improve the de-

tection of compensating errors, and to make the SCM

result more representative of its native GCM while at

the same time maintaining the proven benefits of single-

case studies (such as model transparency).

This study is part of a series of three companion papers

that all deal with the Royal Netherlands Meteorological

Institute (KNMI) Parameterization Testbed (KPT).

Each of these papers has a different purpose. The first

paper (NSH12) gives a general introduction to the KPT,

describing the adopted methodology in detail and dis-

cussing its motivation. The second study, described in

this paper, illustrates the opportunities for model im-

provement created by adopting the multiple-parameter

approach as proposed by NSH12 by means of an ex-

ample evaluation study. The third companion paper

(Neggers et al. 2011) is purely a spin-off study on the

phenomenon of boundary layer (BL) cloud overlap us-

ing large-eddy simulation (LES) results that were in-

spired by results obtained in the study described here.

The model evaluation described in this paper con-

cerns the implementation of a new, integrated scheme

for boundary layer transport and clouds into the Re-

gional Atmospheric Climate Model (RACMO). Both

the new and control version will be evaluated at process

level against multiple measurements at the Cabauw

meteorological site in the Netherlands, to investigate if

the new scheme improves the representation of the local

cloud-radiative model climate. Results of continuous

LES at Cabauw will be used to supplement the obser-

vational datasets with information on boundary layer

cloud structure for which measurements are unavail-

able. We will demonstrate how multiple parameter

evaluation at 12 key points allows the tracing of the

impact of a change in cloud representation throughout

the coupled boundary layer–soil system, and how this

technique in the end proves effective in revealing the

existence of a compensating error in the interaction

between clouds and radiation.

Section 2 contains a brief introduction to the Cabauw

site and its measurements, as well as detailed descriptions

of the model setup and the applied research method.

The results of the multiyear evaluation are presented in

section 3, including among others a summary of model

performance using simple statistical metrics, a condi-

tional sampling exercise to determine the cloud regime

of interest, an evaluation against LES results, and the

impact of a model improvement that was inspired by

these results. Finally, in section 4 the main conclusions

will be summarized and their implications will be briefly

discussed.

2. Method

a. The site

The Cabauw Experimental Site for Atmospheric

Research (CESAR) is situated in a flat grassland area in

the vicinity of the small village of Cabauw in the Neth-

erlands. The site has been operated by the Royal

Netherlands Meteorological Institute since 1973. Its
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main asset is the 213-m tower, equipped at regular inter-

vals with sensors for the purpose of atmospheric boundary

layer research, air pollution studies, and climate monitor-

ing (e.g., Driedonks et al. 1978; Ulden andWieringa 1996).

In addition, an array of continuously operational instru-

ments is installed at the site that includes both in situ

and remote sensing equipment [described in detail by

Russchenberg et al. (2005)]. The Cabauw site participates

in the CloudNet project (Illingworth et al. 2007). All

Cabauw data used in this study are publicly accessible

online (at http://www.cesar-database.nl/).

b. Model setup

Two versions of the RACMO SCM are evaluated in

this study, each representing a different boundary layer

scheme. The first is the scheme as implemented in the

operational RACMO, and is identical to that of the

model cycle 31R1 of the Integrated Forecasting System

(IFS) of the European Centre for Medium-Range

Weather Forecasts (ECMWF). This scheme will be re-

ferred to as the ‘‘control’’ version. The second version is

the eddy diffusivity mass flux (EDMF) scheme, including

the dual mass flux framework (DualM; Neggers et al.

2009; Neggers 2009). The two model versions will be run

and evaluated at Cabauw for the period covering 2007–10.

The setup of the RACMO SCM is already described

in detail by NSH12, but will be summarized here. On

each day within the selected time period, a simulation is

performed of 72-h duration, initialized from theECMWF

analysis at 1200 UTC at Cabauw. The simulations are

performed on the L91 grid, using an integration time step

of 900 s. As usual in SCM experiments, the tendencies

due to advection by the larger-scale circulation are pre-

scribed. These are obtained from short-term regional

forecasts by the RACMO 3D model that occupies the

same time window. RACMO 3D is also run at L91 ver-

tical grid, has a 25-km horizontal grid spacing, and is

initialized and forced (at the boundaries) by fields ob-

tained from global forecasts with the ECMWF model.

In addition, continuous relaxation is applied toward the

state variables (U, V, T, q) as sampled from the same

RACMO 3D forecasts, using a time scale of 6 h. This

synoptic time scale is chosen such that the relaxation

prevents excessivemodel drift in time, while still allowing

the faster-acting parameterized physics to create their

own unique state or ‘‘fingerprint.’’ The soil scheme is

initialized using the RACMO3D state but is free running

during the simulation, allowing it to interact with the at-

mosphere through flexible surface fluxes (including ra-

diation, sensible and latent heat, and precipitation). The

evaluation is limited to the first complete day in the

staggered simulations, which corresponds to hours 12–36

after initialization. This time window gives the models

a 12-h spin-up time, but it is still sufficiently close to the

initialization time, and ECMWF analysis, to minimize

uncertainties in the applied forcing and relaxation.

The LES results used in this study are generated using

the code of the Dutch Atmospheric Large-Eddy Simu-

lation (DALES) model (Heus et al. 2010). The LES is

initialized and forced in exactly the same way as the

SCMs, so that their intercomparison remainsmeaningful.

The spatial resolution of the LES is 100m in the hori-

zontal and 40m in the vertical, in a domain of 6.4 km 3
6.4 km wide and 6km high, with a time step of 2 s. In this

domain and at these resolutions, the turbulence, convec-

tion, and associated clouds in the atmospheric boundary

layer can be expected to be reasonably well resolved. As

part of the KPT (NSH12), the DALES model is run on

a daily basis at the Cabauw site, enabled by the significant

enhancement in simulation speed brought by making use

of a graphical processing unit [GPU; the GPU-Based At-

mospheric LES (GALES); see Schalkwijk et al. 2011]. As

a result, the LES-derived datasets available at Cabauw

now cover multiple years.

TABLE 1. Set of observed and LES-diagnosed parameters at Cabauw used in the SCM evaluation. sfc: surface; BSRN: Baseline Surface

Radiation Network.

Parameter Abbreviation Units Instrument

1 Total cloud cover TCC % CloudNet

2 Downward shortwave radiative flux at sfc SWd Wm22 BSRN

3 Downward longwave radiative flux at sfc LWd Wm22 BSRN

4 Sensible heat flux at 5m SHF Wm22 Sonic anemometer and thermometer

5 Latent heat flux at 5m LHF Wm22 Sonic anemometer and optical open-path sensor

6 Soil temperature at 0 cm Tsoil K KNMI nickel-wired needles

7 Air temperature at 2m T2m K KNMI Pt500

8 Air temperature at 200m T200m K KNMI Pt500

9 Lowest cloud-base height zbase m LD40 ceilometer and LES

10 Maximum cloud fraction within BL cfmax % LES

11 Height of maximum cloud fraction zcfmax m LES

12 Cloud overlap ratio roverlap — LES
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c. A 12-point check

The set of parameters used in this study for model

evaluation is chosen to reflect the cloud, radiative, and

thermodynamic state of the atmospheric boundary layer,

as well as the surface heat budget and the soil tempera-

ture. The 12 data streams as listed in Table 1 consist of

two types, namely, (i) measurements by instrumentation

at Cabauw and (ii) LES results at Cabauw. The obser-

vational parameters are routinely measured at Cabauw

and are therefore available for long and continuous pe-

riods of time. The LES data supplement this set with in-

formation on key aspects of cloud structure for which no

measurements are available.

The chosen set of 12 parameters is designed to con-

strain the following impact mechanism in the coupled

boundary layer–soil system, which mainly involves fast

physics and thus acts on very short time scales. This

mechanism is schematically illustrated in Fig. 1. We

suspect from preliminary tests for various idealized

FIG. 1. Schematic illustration of the chain of interacting processes in the coupled soil–BL system that is investigated

in this study. Numbers refer to the 12measurements andLES diagnostics as listed in Table 1 that are used to constrain

this system.

FIG. 2. Scatterplot of the observed (abscissa) vs simulated (ordinate) monthly-mean (a) TCC and (b) SWd at Cabauw at 1200 UTC

for the period 2007–10. Host model state (RACMO) is shown in gray, its native SCM in red, and the SCM including the new BL scheme

in blue.
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cases that the representation of boundary layer clouds

by the new scheme will differ considerably from the

control model, both in amount and in vertical structure.

Suppose such a difference will also materialize in mul-

tiyear simulations with the SCM at Cabauw. This dif-

ference in clouds will affect the radiative transfer

through the atmosphere, which should affect the surface

downward radiative fluxes. These are part of the surface

energy budget, which will affect both the surface tem-

perature and the surface sensible heat flux. Last, this will

impact the low-level temperature in the atmospheric

boundary layer. All main processes in this chain of fast

interactions thus react to a change in cloud representa-

tion; at the same time, the state of these processes is also

routinely measured at Cabauw or can be estimated from

LES simulations. This allows constraining the repre-

sentation of this interactive chain at multiple points (as

indicated in Fig. 1), and thus identifying possible com-

pensating errors between them.

One could argue that many more parameterizations

are involved in this chain of interactions than there are

measurements. Accordingly, some compensating errors

might still remain undetected. However, using 12 in-

dependent measurements is already an improvement

from evaluating against a single measurement, such as,

say, total cloud cover—many examples of the latter type

of model evaluation already exist in the literature. The

first improvement is that confronting a model with

multiple independent measurements should give the

investigator more confidence in the result compared

FIG. 3. Taylor diagram quantifying the monthly-mean model performance at Cabauw at 1200 UTC for the period 2007–10 for the eight

observed variables in Table 1. Legend and interpretation are explained in the text.
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to a single-variable evaluation. Second, as will be dem-

onstrated, evaluations for a limited number of parame-

ters can already be successful at revealing compensating

errors at the first-order level, that is, between the main

components in the interacting system. More generally

speaking, this study should be interpreted as a first at-

tempt at constraining a system of interacting parame-

terizations more comprehensively—somewhat limited

(but not complicated) by the measurements that are

currently available.

In our experience, a key problem with improving the

representation of an interacting, complex system of pa-

rameterizations in existing operational models is that

a priori the model evaluation one does not know where

exactly the problem lies in the chain of interactions.

Compensating errors could sit anywhere,most of the time

unconsciously introduced through system tuning after

a change in one of the individual model components. To

be comprehensive from the start, one should therefore

constrain the whole system with as many independent

measurements as possible (i.e., available). That this

might result in evaluating parts of the system that in

the end do not cause the problem is not important;

what is important is that this exercise can be effective

in narrowing down the search area, by identifying

variables for which large biases exist that also corre-

late well.

The model performance for each parameter will be

assessed through simple statistical metrics, such as the

bias and the root-mean-square error. The basic time unit

of these statistical analyses is the monthly mean, which

in our experience results in clear signals. It should be

noted that some errors will be shared by both model

versions, for which various reasons can exist. For ex-

ample, there is the question of how representative a

point measurement is of an area mean as represented by

a model grid box. A second cause can be errors in the

prescribed large-scale forcings, for example, due to

small-scale effects that are not resolved by the 3Dmodel.

However, the added value of a multiple-parameter

approach as opposed to a single-parameter approach

is that it makes the evaluation less fragile and more

robust, by reducing the sensitivity to the possible pe-

culiarities of a single measurement. Accordingly, model

differences will only be taken seriously when they

are significant and when they materialize for multiple

parameters.

3. Results

a. Quantifying performance

We commence by evaluating the cloud-radiative cli-

mate overmultiple years (2007–10), as generated by SCM

simulations with the two versions of the CY31R1 physics

package as described in the previous section. Figure 2

shows the monthly means of the total cloud cover (TCC)

and the surface downward shortwave radiation (SWd) at

1200 UTC, plotting the observed (abscissa) against the

modeled (ordinate) values. While the control SCM re-

produces to a degree the cloud-radiative climate of its

host model, the new SCM differs considerably. This

shows that the boundary layer (the only physics com-

ponent that was changed) significantly affects the cloud-

radiative climate at Cabauw. In general, the new scheme

underestimates the TCC, while it overestimates the SWd.

Scatterplots of model results against measurements

like Fig. 2 can be interpreted in terms of the bias and the

centered root-mean-square (CRMS) error, defined as

bias5
1

N
�
N

n51

(fm
n 2fo

n) (1)

and

CRMS5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
�
N

n51

[(fm
n 2fm)2 (fo

n 2fo)]2

s
, (2)

FIG. 4. Bar chart showing the biases of the control SCM (red) and the new SCM (blue) for the eight observed variables in Table 1 as

calculated from the monthly means in the period 2007–10.
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FIG. 5.Modeled2 observedmonthly-mean values of (a)–(h) the eight chosen variables plotted as a function of the rank in the difference

in SWd between the new (blue) and control (red) SCM for the period 2007–10. Gray line connecting the red and blue symbols indicates the

change in the bias as a result of the implementation of the new BL scheme.
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respectively. Here, f is the monthly mean of a time-

dependent variable; N is the number of samples in the

time series; the superscripts m and o indicate the mod-

eled and observed data, respectively; and the overbar

indicates the time mean over the whole period of eval-

uation. The bias and the CRMS error are metrics often

used to measure model performance; the latter here

reflects how well a model reproduces the observed var-

iability among the monthly means. Using these metrics,

we now expand the model evaluation to multiple pa-

rameters by including six more independently measured

variables, as listed in Table 1. A convenient way of vi-

sualizing model performance for multiple variables is

the so-called Taylor (2001) diagram, as shown in Fig. 3.

These two-dimensional diagrams plot the normalized

standard deviation against the correlation coefficient. In

this diagram, the distance from the point labeled ‘‘REF’’

represents the CRMS difference, and is a measure for

how well a model reproduces the observed pattern. The

results show that the old model best reproduces the

observed pattern in monthly-mean variability for all

selected variables, thus confirming the results obtained

for only two variables.

b. Tracing impacts

Differences in biases between models for multiple

variables can reflect how a change in the representation

of one parameter (say, cloud cover) impacts another,

and so works its way through a chain of interacting fast

processes (such as the boundary layer system). For SWd

and TCC, Fig. 2 already shows that the new model has

a larger bias in both variables. The biases have opposite

sign, reflecting the known impact of the one parameter

on the other (i.e., more cloud cover enhances the reflection

of solar radiation). The largest biases in shortwave radia-

tion occur at large SW values, reflecting that the error is

largest during the summer period. For the total cloud

cover the largest biases occur at medium values, which

are typical for summertime climate at Cabauw.

The evaluation of biases is expanded to multiple pa-

rameters in Fig. 4, which summarizes and quantifies the

impact of the model change on all components in the

feedback mechanism, as illustrated in Fig. 1. A 12%

reduction in total cloud cover (reflecting a multiyear

average at 1200 UTC) enhances the downward short-

wave radiative flux by about 36Wm22, but it reduces

the downward longwave radiative flux by 4.5Wm22.

The change in the shortwave dominates, so that the net

downward radiative flux at the surface is also larger. This

leads to a warmer soil, and through the surface energy

budget this also boosts the sensible and latent heat fluxes

into the atmosphere. In turn, this heats the atmosphere

near the surface by about 0.2K.

The nature of this impact mechanism is investigated

in more detail in Fig. 5, by adopting a special plotting

method that differs from Fig. 2 in two ways. First, on the

vertical axis the modeled-minus-observed value is now

shown. This highlights the difference between models,

but it simultaneously maintains information about the

measurement. Second, on the horizontal axis themonthly

means are now sorted on the associated difference in SWd

between the two models. As a result, each data point

(representing the mean over a specific month) has the

same position on the horizontal axis in all panels. What

this reveals is that the difference in bias between the two

models increases with rank for all parameters in this set—

with the largest differences on the right-hand side. This

suggests that the impacts on all parameters are related to

the change in SWd, and that clear correlations should

exist between model differences in various variables.

Figure 6 lists the correlation coefficients between the

model difference in SWd and all other variables. Com-

paring the degree of correlation among variables pro-

vides further insight into where this impact mechanism

starts, and how deeply it works its way into the coupled

boundary layer–soil system. For example, the model

difference in the surface downward shortwave radiation

is highly correlated to the model differences in cloud

cover. The correlations between SWd and the surface

heat fluxes are similarly high, reflecting a substantial

impact on the surface energy budget. However, the

correlation between SWd and the soil temperature, as

well as the air temperature at 2m, is already somewhat

weaker; and then it further weakens with height above

the surface. At 1-km height the correlation coefficient

has reduced to only 0.13. In general, the correlation

weakens when a process is further down the chain of

interacting processes, reflecting that other processes also

start to play a role; in the case of air temperature, this

FIG. 6. Correlation coefficients between themonthly-meanmodel

differences in SWd and various other variables for the period 2007–

2010. Black line represents Pearson’s correlation coefficient, while

gray line represents Spearman’s rank correlation coefficient.
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probably reflects a difference in the vertical structure of

the thermodynamic state, directly resulting from the use

of a different model for boundary layer transport and

cloud.

One should always be cautious when interpreting

correlations, as correlation is not necessarily equivalent

to causality. So, the results by themselves do not prove

that the change in cloud cover is the single cause for

the change in radiative transfer; changes in other model

components could also be responsible. However, it

should be noted that both models use the same micro-

physics and cloud overlap schemes—only the represen-

tation of the macrophysical cloud structure was changed.

So, the results presented so far do strongly suggest that

the change in cloud fraction drives the changes in radia-

tion and other parameters; we now adopt this as our

working hypothesis.

c. Regime sampling

The next step is to gain more insight into the nature of

this change in cloud representation, by studying the

model behavior at process level. The aim of this exercise

is to establish if the change in cloud cover can be attrib-

uted at all to fast-acting parameterized processes. Such

parameterizations can act on very small time scales,

sometimes even close to the integration time step. This

should be reflected in the evaluation strategy.

The method adopted here follows the strategy pro-

posed by NSH12. First, the day or days are identified that

contribute most to the long-termmean model difference;

this choice ensures that the most relevant cases are se-

lected for further study. These cases are then investigated

in great detail; for example, we ask if those selected days

have anything in common, or define a specific regime. If

FIG. 7. Monthly-mean composite time series of (a) TCC and (b) SWd as measured (solid

black) and modeled. Host model state (RACMO) is shown in gray [(a) only], its native SCM in

red, and the SCM including the new BL scheme in blue. While the model results represent

monthly-mean composites of simulations lasting 72 h, the observations are plotted as repeti-

tions of the monthly-mean diurnal cycle lasting 24 h.
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so, a criterion is defined that reflects this regime. This

criterion is subsequently used to calculate conditionally

sampled long-term means. If the signal of interest (i.e.,

the model difference) amplifies for these conditional

means, then the corresponding regime is responsible for

most of the bias. The benefit of such conditional sampling

over long time periods is that it can improve the statistical

significance and representativeness of the choice of the

‘‘most relevant case’’ or ‘‘golden day.’’

First, a single month is selected—for example, using

Fig. 5—for which the difference in TCC and SWd be-

tween the models is large. In Fig. 7 the composite-mean

time development of these parameters is shown for June

2008. A well-defined diurnal cycle exists in the model dif-

ference for both parameters, with the maximum difference

occurring at about 1200 UTC. The breakdown of this

monthly-mean signal into individual days is shown in Fig. 8.

Thedays in thismonth that contributemost to themonthly-

mean model difference are highlighted. To give the reader

an idea of actual cloud field in nature on these days,

snapshots by theCabauwwebcamat 1200UTCon each of

these days are shown in Fig. 9. All days featured fair-

weather cumulus. This would suggest that this boundary

layer regime is responsible for most of the bias.

To improve our confidence in this conclusion, we now

enhance its statistical significance by assessing themodel

difference for the subset of days within the period 2007–

10 on which fair-weather cumulus occurred. A day is

labeled as fair-weather cumulus when the following

three criteria apply at 1200 UTC:

FIG. 8. Distribution by individual days of the monthly-mean TCC at 1200 UTC for June 2008 as

shown in Fig. 7a. Light-blue shading highlights the 8 days with the largest intermodel difference.

FIG. 9. Snapshots by the Cabauw webcam of the cloud field at about 1200 UTC on the selected days indicated.
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(i) a positive surface buoyancy flux

(ii) a lifting condensation level below boundary layer

top

(iii) a total cloud cover smaller than 50%

Figure 10a shows the percentage of days per month that

were labeled as fair-weather cumulus, using the SCM

output of the new scheme. The percentage peaks at about

50% in Northern Hemisphere summer. Figures 10b and

10c show the corresponding model differences in TCC

and SWd, respectively, for both the full monthly mean

and the conditionally sampled monthly mean. For both

variables the model differences are consistently larger

for the conditional mean. This confirms that the fair-

weather-cumulus-topped boundary layer is the regime

in which the impact of the model change is strongest.

d. Process-level evaluation

We next investigate in detail the representation of

boundary layer clouds on the shallow cumulus days se-

lected in the previous section. Figure 11 shows the cor-

responding time–height cross sections of the cloud

fraction in the boundary layer. For reference the LES

results are also shown. One difference in cloud structure

that immediately stands out is the tendency by the control

scheme to create a single-model-level ‘‘anvil’’ at the top

of the cloud layer. In contrast, with the new scheme the

cloud fraction is at a maximum at the cloud base and

decreases monotonically with height above. In addition,

the maximum cloud fraction is larger in the original

scheme. In these two aspects (i.e., the vertical structure

and amplitude), the new scheme better resembles the

LES results.

To judge which vertical structure is most realistic, the

model results are now confronted with two relevant

observational data products available at the Cabauw

site; see Fig. 12. The CloudNet dataset (Illingworth et al.

2007) includes profiles of cloud fraction based on in-

dependent measurements by multiple instruments (cloud

radar, microwave radiometer, and ceilometer). A com-

plicating factor is that at 300m, its vertical discretization

is too coarse to properly resolve the vertical structure of

most cases of boundary layer clouds at Cabauw, which

are typically less than 1 km deep. The few remaining

cases with a deep enough shallow cumulus cloud layer

therefore only allow anecdotal (or by case by case) eval-

uation. For example, Fig. 12a shows that at 1200 UTC

16 June 2008, the shallow cumulus cloud layer was

about 2 km deep. In this case the ‘‘bottom heavy’’ profile

as created by the LES as well as the new scheme is

supported by the CloudNet observation.

The location of the cloud layer boundaries are a first-

order aspect of the vertical structure of the cloudy

FIG. 10. Impact of conditional sampling on the SCM monthly

means for the period 2007–10. (a) Frequency of occurrence of days

at Cabauw labeled shallow cumulus as a function of the month in

the year. Unsampled (black) and sampled (gray) monthly means of

(b) TCC and (c) SWd with the control model (abscissa) plotted

against the modified model (ordinate).
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boundary layer. To assess representativeness the LES

results are now confronted with high-frequency mea-

surements of the lowest cloud-base height by the LD40

ceilometer at Cabauw. To this purpose the lowest cloud-

base height as observed by the LD40 within a 1-h time

bin is used, in order to minimize the chance that samples

are included that actually represent reflections from the

sides of cumulus clouds. The dataset thus obtained

should reflect the lifting condensation level (LCL),

which is generally used as a definition of the base of the

cumulus cloud layer. The evaluation covers the whole

month of June 2008, including a daily time window of 4 h

around 1200 UTC in order to cover some of the diurnal

variation in cloud-base height, as can be observed in

Fig. 11. This period also roughly corresponds to the

period of the largest intermodel difference, as visible in

Fig. 8. The results are plotted as a probability density

function (pdf) in Fig. 12b, suggesting that the LES sat-

isfactorily reproduces the observed LCL with a rela-

tively small bias of 105.6m, a CRMS of 311.7m, and

a correlation coefficient of 0.65. This correlation is rea-

sonable, given that many factors exist that still prevent

a perfect correlation between LES and the measure-

ments, such as (i) uncertainties in the prescribed forcing,

(ii) low-level fog due to local terrain features that are

not captured by the model setup, and (iii) the sampling

method still failing to exclude all samples above the

LCL.

Having obtained some confidence in the LES results,

the final step is to apply the same method of multiple

FIG. 11. Time–height contour plots of the cloud fraction (%) as produced by (a) DALES, (b) the control SCM, and (c) the new SCMon

(left to right) the days highlighted in Fig. 8. For reference, the base (solid black) and top (dashed black) of themoist convective cloud layer

are also shown when available. For the SCMs, these heights are defined as the LCL and the termination height of the model updraft as

applied in the BL scheme.
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parameter analysis as previously used in section 3a in the

evaluation of the vertical structure of the boundary layer

cloud field in the SCMs against the LES. To this purpose

an additional set of four relevant variables is defined

that reflects the key aspects of the cloud vertical struc-

ture in which the two SCM versions differ, as already

established in the discussion of Fig. 11:

d the cloud–base height
d the maximum cloud fraction in the boundary layer
d the height of maximum cloud fraction in the boundary

layer
d the boundary layer cloud overlap ratio

The latter is defined as themaximum cloud fraction over

total cloud cover, both diagnosed over the lowest 4 km.

The overlap ratio is included in this set because of its

potentially important impact on radiative transfer. The

set of four parameters is evaluated using the same setup,

time coverage, and visualization method as was applied

in Fig. 12b. The results are shown in Fig. 13 and are sta-

tistically summarized in Fig. 14. The newmodel performs

significantly better for the cloud-base height, the maxi-

mum cloud fraction, and the height of themaximumcloud

fraction. The maximum cloud fraction, in particular,

seems to be overpredicted by the control model; it is

unable to reproduce the small amplitudes typical of fair-

weather cumulus as diagnosed in the LES. Interestingly,

both models perform poorly for the cloud overlap ratio,

as expressed by the shared large bias for this parameter.

On average, the SCMs give roverlap 5 1, while the LES

gives roverlap 5 0.5; in other words, the SCMs in effect

apply themaximum overlap limit (i.e., total cover equals

maximum fraction), while in the LES the overlap is

much less efficient.

The better performance by the new model on bound-

ary layer cloud structure, in combination with the worse

performance for all other variables, might seem para-

doxical at first. However, this apparent contradiction is

explained by the shared error on cloud overlap as found

in Fig. 13d. This is schematically illustrated in Fig. 15.

Similar tomost operational GCMs, themaximum-random

overlap function (e.g., Geleyn and Hollingsworth 1979;

R€ais€anen 1998) is applied in the radiation scheme in the

RACMO. This overlap function was not affected by the

implementation of the new boundary layer scheme, so

that both model versions use the same overlap function.

In the case of the control scheme, the overestimation

of the maximum cloud fraction in the boundary layer is

compensated by the assumption of too efficient vertical

overlap, resulting in a still reasonable estimate of the

projected cloud cover (but for the wrong reason). In

contrast, the new scheme better reproduces the smaller

cloud fractions, as seen in the LES; but in the radia-

tion scheme, this is still combined with the too efficient

FIG. 12. Comparison of the vertical structure of BL clouds in models and in measurements. (a) Profiles of cloud fraction at 1200 UTC

16 Jun 2008. Solid black line (including asterisks) indicates the CloudNet dataset, while the black dashed line represents the LES result.

RACMO is shown in gray, its native SCM in red, and the SCM including the new BL scheme in blue. (b) The pdf of the lowest cloud-base

height as diagnosed in the LES (ordinate) vs measurements by the LD40 ceilometer (abscissa). Latter is calculated as the lowest cloud-

base height observed within a 1-h time period. Histograms consist of 20 bins within the shown range on each axis. Plotted is P/dx dy withÐ
Pdxdy5 1. Period covers June 2008 for the daily time window 1000–1400 UTC.
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FIG. 13. As in Fig. 12b, except showing LES results (abscissa) vs SCM results (ordinate) for

four parameters expressing BL cloud structure: (a) cloud-base height, (b) maximum cloud

fraction, (c) height of themaximum cloud fraction, and (d) cloud overlap ratio (as defined in the

text). (left) Control model and (right) new model.
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vertical overlap. This results in a structural underes-

timation of the projected cloud cover, which then leads

to an overestimated downward net radiative flux at the

surface, with all its further impacts on the state of the

coupled boundary layer–soil system, as already docu-

mented in the previous sections.

e. Model improvement

The insight that errors in the representation of the

vertical overlap in cumuliform boundary layer cloud

fields are responsible for the degraded overall perfor-

mance by the new scheme has motivated the authors to

investigate this phenomenon more closely. The results

of that study were published by Neggers et al. (2011),

reporting that much of the inefficiency in the vertical

overlap already takes place at depth scales that are

subgrid scale (SGS) at the vertical discretizations typical

of most present-day GCMs. As a consequence, most

GCMs do not account for this important phenomenon.

They also proposed an inverse linear function to de-

scribe the observed behavior of overlap in cumuliform

cloud fields as a function of layer depth.

The new scheme was rerun for the whole period 2007–

10, this time accounting for the overlap on subgrid scales.

To this purpose the overlap function as proposed by

Neggers et al. (2011) was implemented, which effectively

results in an increase of cloud fraction per level within

the boundary layer (as illustrated in Fig. 16a). Figure 17

gives a statistical summary of its performance, in terms

of the main characteristics of Fig. 4 (the multiyear bias)

and Fig. 3 (the centered RMS difference). Compared to

the simulation without the SGS overlap function, the

mean bias has reduced significantly for all variables, al-

most to the level of the control model. The same is true

for the centered RMS difference. Note that both errors

still remain somewhat larger than those of the control

model; this is probably because only the overlap on subgrid

scales was altered. A further reduction in the biases can

be expected when also the supergrid-scale (SuperGS)

overlap (i.e., the overlap between model levels; see

Fig. 16b) is improved.

Some operational models have by now adopted the

Hogan and Illingworth (2000) parameterization of cloud

overlap, which in principle allows for less efficient

overlap within the boundary layer compared to the

maximum-random overlap approach. Note, however,

that the constants of proportionality proposed byHogan

and Illingworth (2000) were derived from analyses of

observational datasets using a discretization of 300m in

the vertical, which as a consequence does not capture

the inefficient overlap at much smaller, cumuliform

length scales, as documented by Neggers et al. (2011).

FIG. 14. Bar chart showing the biases of the control SCM (red) and the new SCM (blue) against LES as calculated from the pdfs shown

in Fig. 13.
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4. Summary and conclusions

The results obtained in this study illustrate that the

multiple parameter evaluation of continuous, long-term

SCM simulations can be an efficient method to (i) con-

strain a system of interacting parameterizations, (ii)

trace impacts of model changes throughout this system,

and (iii) reveal the existence of compensating errors

between parametric components. In the example docu-

mented in this study, we applied this method to evaluate

the impact of the implementation of a new boundary

layer scheme in the RACMO on the cloud-radiative

model climate atCabauw. The ‘‘12-point check’’ revealed

the existence of a compensating error in the interaction

of boundary layer clouds and the radiative transfer,

residing in the cloud overlap function. Equipping the

new scheme with an improved cloud overlap function

resulted in much-improved model performance for all

parameters.

The results obtained in this study suggest and em-

phasize that the important phenomenon of vertical

overlap in boundary layer cloud fields is still poorly

represented in GCMs, and deserves more scientific re-

search. The functionality found by Neggers et al. (2011)

captures the inefficient overlap as diagnosed in LES to

the first order, a finding used in this study to justify its

application in a simple experiment for the purpose of

illustrating sensitivity. However, they also documented

FIG. 15. Schematic illustration of the typical representation of the vertical structure of moist convective BL clouds

by the two model versions: (a) control and (b) new. Label cfmax indicates the level of the maximum cloud fraction,

while label TCC indicates the corresponding magnitude of the TCC assuming maximum-random overlap. Gray

sketches are free-hand expressions of the corresponding cloud field.

FIG. 16. Schematic illustrations of the impact on cloud fraction per level and TCC by the implementation of

(a) a SGS overlap function, and (b) a SuperGS overlap function. Arrows indicate impact.
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considerable case dependence in the associated con-

stant of proportionality, which was speculated to be

linked to the size statistics of the cumuliform cloud

ensemble. More research is needed to fully understand

this dependence.

This study focuses on the interaction between bound-

ary layer clouds and radiative transfer, and their impact

on the coupled boundary layer–soil system. To this pur-

pose a specific set ofmeasurements was defined formodel

evaluation. The selection of such sets of multiple pa-

rameters really depends on the problem of interest.

First, a hypothesis should be formed detailing which of

the parameterized processes involved in the problem

need to be constrained by measurements. The choice of

the site should also depend on the problem of interest; at

some locations the associated weather regime occurs

more frequently than at others, making these sites a

more logical choice.

Other topics can be studied using the method followed

in this study, although some terms and conditions apply.

The process of interest should act on time and length

scales small enough so that (i) the phenomenon actsmuch

faster than the atmospheric circulation in which it is em-

bedded and (ii) it is ‘‘locally forced’’ enough to allow its

study in the absence of interaction with the larger scales.

Only then can the problem be addressed with single-

column modeling using prescribed large-scale forcings.

Examples of topics that could be studied are (i) the rep-

resentation ofmomentum transport in the boundary layer,

(ii) the humidity budget of the boundary layer (left out of

this study for the sake of simplicity and unity of topic), and

(iii) impacts of soil moisture on evaporation. An example

FIG. 17. (a) As in Fig. 4 and (b) as in Fig. 3, except now also showing the new SCM, including the SGS overlap function (dark green).
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of a process that is less appropriate to study is mature deep

convection, as this often involves mesoscale effects that

might be partially resolved in the associated GCM.

In practice, another limiting factor inmultiple-parameter

evaluation at process level often proves to be the avail-

ability of instrumentation at a site, or the insufficient time

coverage of the relevant measurements. The approach

described here advocates the long-term, continuous mea-

surement of a range of relevant variables at supersites, and

promotes their availability to the scientific community. In

this study LES-generated datasets were used to supple-

ment the observational datasets on parameters required

to solve the problem. However, one should realize that

LES is still a model. It should itself be evaluated against

measurements, to increase confidence in its use as a virtual

laboratory. This is an ongoing activity at the Cabauw site.

The evaluation of a system of interacting fast-acting

parameterizations in isolated mode from the larger-scale

circulation against long-term measurements at perma-

nent meteorological sites can facilitate the attribution of

GCM behavior to specific parameterizations. For exam-

ple, it could be of assistance in reducing the uncertainty in

numerical predictions of future climate that is known to

be caused by the representation of subtropical marine

boundary layer clouds. This opportunity is explored in

the ongoing European Cloud Intercomparison, Process-

Study and Evaluation (EUCLIPSE) project.
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