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Summary

In the Eurofix system DGPS corrections are transmitted using the Loran-C signal as a datalink by time 

shifting the Loran-C pulses. The performance of the datalink, however, is bounded by restrictions of 

both the Loran-C system and the DGPS system. First, the normal Loran-C performance should not 

degrade noticeably due to the extra data modulation. Second, the DGPS corrections should be regularly 

updated with a low message error probability. The use of error correcting code reduces the effective 

data rate but is necessary to achieve a low message error probability

In this report the properties of the Loran-C datalink are discussed and possible modulation schemes for 

the Loran-C datalink are derived. The design of the modulation schemes is restricted by the balancing 

requirement imposed by the normal Loran-C performance. The degradation of the normal Loran-C 

performance is simulated as a function of the signal-to-noise ratio for the different balanced modulation 

schemes.

The balancing requirement reduces the data channel capacity significantly. Also, the normal Loran-C 

receiver is not guaranteed a bias-free tracking signal with balanced modulation as the Loran-C 

performance degradation depends on the alignment of the receiver window with respect to the balancing 

block. Therefore, simulations have been done to investigate whether unbalanced data transmission 

yields tolerable Loran-C performance degradation.

<

A coding scheme based on nearly balanced modulation yields great improvement in the properties of the 

data channel. The normal Loran-C performance degradation is comparable with the degradation due to 

balanced modulation.
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Abbreviations

CRI Cross-Rate Interference

CWI Continuous Wave Interference

DGPS Differential Global Positioning System

GCD Greatest Common Devisor

GF Galois Field

GPS Global Positioning System

GRI Group Repetition Interval

IOD Issue Of Data

I-Q sample

LF

In-phase and Quadrature sample 

Low Frequency

Loran Long range navigation

MEP Message Error Probability

rms root-mean-square

RTCM Radio Technical Commission for Maritime Services

RTCM-SC RTCM-Special Committee

SA Selective Availability

SNR Signal-to-Noise Ratio

UDRE User Differential Range Error

VHF Very High Frequency
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Introduction

1 Introduction

Eurofix is a new radionavigation system that consists of two existing navigation systems: the Global 

Positioning System and Loran-C. The Loran-C signal can be additionally modulated to act as a datalink 

over which Differential GPS corrections are broadcast to the GPS users. The modulation, however, is 

bounded by two requirements. First, the normal Loran-C user should not notice a Loran-C performance 

degradation due to the extra data modulation. Therefore, restrictions are imposed on the type of 

modulation that can be used. Second, the GPS user should receive regular updates of the satellite range 

corrections in order to achieve the required positioning accuracy. This calls for a fast and reliable 

datalink, which are conflicting requirements. Therefore, a suitable modulation scheme has to be 

designed which fulfills both requirements.

The Loran-C data channel is disturbed by noise and cross-rate interference affecting the reliability of 

the datalink. The influences of noise and cross-rate are compensated for by the use of error correcting 

codes resulting in a slower datalink. Initially, three modulation schemes are derived and compared with 

respect to data transmission performance. With the aid of computer simulations the Loran-C 

performance degradation due to the data modulation for hard limited stationary receivers is calculated.

The effective data rate of the Loran-C channel is largely limited by the balanced modulation 

requirement. Therefore, simulations have been done to investigate the possibilities to relax this 

requirement. Obviously, better schemes can be designed when the Loran-C balancing restriction on the 

modulation type is less stringent.

After a brief introduction of the Eurofix system in Chapter 2, Chapter 3 discusses the modulation and 

demodulation aspects of the Eurofix data channel. After a quick look at the Loran-C channel properties 

the next Chapter derives three schemes which are based on balanced data modulation and compares 

them with respect to data transmission and Loran-C performance. Chapter 5 discusses the 

consequences of unbalanced data modulation on the Loran-C performance degradation. Also, a coding 

scheme is derived based on nearly balanced data modulation. In the final Chapter of this report 

conclusions are drawn based on the results of Chapters 4 and 5.
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2 Introduction to Eurofix

In this Chapter a short introduction of the navigation system Eurofix is given, as was proposed by Van 

Willigen [1], The Eurofix system consists of two existing navigation systems, the Global Positioning 

System (GPS) and Loran-C. In short, the Loran-C signal will be used as a broadcast data channel for 

Differential GPS (DGPS) corrections. The first two Sections discuss the DGPS system and its 

implementation in the Eurofix system, in the following Sections the Loran-C datalink is discussed.

2.1 Differential GPS

The Global Positioning System is a satellite navigation system capable of position determination with 

high accuracy. The largest errors in the positioning are due to an intentional degradation of the GPS 

signal (Selective Availability, SA) on the civilian Standard Positioning Service which limits the 

accuracy to 100 m (95%). However, the Federal Radionavigation Plan [2] states that the accuracy for 

Harbor and Harbor Approaches should be 8 - 20 meters (95%). In order to meet these requirements the 

use of Differential GPS is unavoidable.

DGPS operates as follows:

On a well known position on earth a DGPS reference station is placed which monitors all GPS satellites 

in view. By measuring the Pseudo Range to each satellite and comparing it with the calculated range 

the station can generate a correction for the erroneous Pseudo Range mainly caused by Selective 

Availability. The corrections are then broadcast to the user receivers in the vicinity and applied by them 

to increase the accuracy of their positioning. That is, errors which are the same in reference station and 

user receiver (correlated errors) can be corrected. The final accuracy of the corrected positioning is 

decreased by two decorrelating effects of the DGPS corrections:

1. Spatial decorrelation

2. Temporal decorrelation

2.1.1 Spatial decorrelation

Due to the different alignment of the satellites for reference and user receiver the DGPS correction 

decorrelates. This spatial decorrelation is a function of distance between user and reference station and 

limits the use of corrections from very distant stations. As a rule of thumb, the rms value of the spatial 

decorrelation of a correction increases by 0.5 meter with every 100 km user-reference station 

separation. Although its influence cannot be neglected the spatial decorrelation will not be discussed 

any further in this report. Furthermore, when the user and reference receiver are very distant from each 

other the set of visible satellites will be different. Therefore, the user has to be within a 600 - 800 km 

range of a reference station to be able to correctly use the generated corrections.
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2.1.2 Temporal decorrelation

The time necessary to transmit a DGPS correction is bounded by the rate of the datalink. During 

transmission the correction ages and becomes less valid. Besides, the correction has to be used until the 

next update is fully received decorrelating even further. As mentioned earlier, the largest error source of 

the civil GPS positioning is Selective Availability. This SA error consists of two parts: a slowly 

varying ephemeris error and a faster changing clock error. Especially, the correction for the latter error 

source decorrelates fast. The additional error due to the temporal decorrelation can be approximated 

with Formula 2.1 [3],

-Tat2 
range 2 a L Formula 2.1

with a the rms value of the SA clock error acceleration, approximately 0.004 m/s2. The quadratic 

increase of the rms value of the decorrelation error is shown in Figure 2.1.
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Figure 2.1 a and 2 a values of the temporal decorrelation as a function of time

If we assume that the final position error distribution is normal, the 95% interval is given by the 2o 

value. Apparently, this temporal decorrelation term has great influence on the final accuracy when 

DGPS corrections are transmitted using a low data rate channel, for instance the Eurofix datalink.
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2.2 The asynchronous data format for Eurofix DGPS messages

Beekhuis [3] showed that the RTCM SC-104 type 1 synchronous DGPS message [4] is not suitable for 

low bit rate data channels. The temporal decorrelation becomes too large due to the long transmission 

time. Instead, he derived an asynchronous DGPS format with less bits than the RTCM SC-104 type 9 

message and thus more suitable for the Eurofix datalink. To assure compatibility with existing standard 

GPS receivers the smaller asynchronous format should easily be transformed to the synchronous 

RTCM type 1 message. Therefore, the Eurofix format contains more or less the same information as 

the RTCM type 1 message. In order to keep the total number of bits as small as possible some 

parameters were omitted or shortened. The Eurofix asynchronous data format (a correction for one 

satellite) as proposed by Beekhuis is given in Table 2.1.

Table 2.1 Eurofix asynchronous DGPS correction for one satellite [3],

Function Number of bits Range Resolution

Message Type 2 4 messages

Satellite ID 5 32 satellites

Issue of Data (IOD) 8

Time Reference (Z-count) 10 1 hour 3.6 seconds

Range correction 12 -655.32...+655.32 m 0.32 m

Range Rate correction 7 -2.048...+2.048 m/s 0.032 m/s

UDRE 1 2 states

Total number of bits 45

For the meaning of the different functions the reader is referred to [3] and [4], In comparison, the 

RTCM type 1 message for 6 satellites contains 360 bits (288 data and 72 parity bits).

Note that the 45 bits Eurofix message does not contain any parity bits. The error correction for the 

Eurofix messages highly depends on the properties of the Loran-C data channel, and is discussed in 

Chapter 4.

At the receiving end the asynchronous corrections have to be repacked into a synchronous RTCM type 

1 message in order to assure compatibility with standard GPS receivers. Every time a new 

asynchronous correction is received, the old corrections have to be recalculated to match the new time 

reference. The new correction and the recalculated ones fit into one synchronous message which is used 

by the GPS receiver to upgrade its position calculation. The validity of the recalculated corrections, 

however, is still related to the time reference in which they were generated. So, each repacked RTCM 

type 1 message contains only one updated satellite, the rest of the corrections are recalculated ones.
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2.2.1 User satellite selection in asynchronous DGPS update frame

The final DGPS accuracy depends on the accuracy of the corrected range measurements to each 

satellite used in the position calculation. Due to the different temporal decorrelation the accuracy of 

these measurements vary as well. If the DGPS receiver uses four satellites for its positioning the 

accuracy is also dependent on the place of the corrections in the satellite update frame. Figure 2.2 

shows the final accuracy of two DGPS users which each use a different set of four satellites for their 

position calculation. The DGPS corrections are transmitted sequentially with a fixed order in the 

satellite update frame.

7.5

-> <- /-----------------------/
Time to transmit Length of update frame

one satellite correction

6 5.
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7 .

Worst

I >

40
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UpdÏeFrame I 1 I 2 I 3 | 4 | 5 I 6 I 7, 8 I 9 I I I 2 I 3 I 4| 5 I 6 I 7| 8 I 9 I I I 2 I 3 I 4 I 5 I 6| 7 I qvi

Figlire 2.2 Final accuracy dependent on the user satellite selection.

Here, receiver 1 calculates its position using corrected ranges to satellites 6, 7, 8, and 9, receiver 2 uses 

satellites 3, 5, 7 and 9. Each time a new correction for a used satellite is received, the accuracy of the 

total positioning is improved dramatically (vertical transitions in the picture). The best performance is 

achieved when all four satellites are most recently updated, the worst occurs just before the update of 

the first satellite (see Figure 2.2). Clearly, the mean accuracy for both users is more or less the same 

but the standard deviation differs.

2.2.2 Integrity and synchronization messages

The Eurofix datalink will mainly be used to transmit DGPS corrections to the users. At the same time, 

the datalink acts as an Integrity channel [5], Although both types of messages have to be transmitted as 

fast as possible and with the lowest possible message error probability (MEP), they set different 

performance requirements on the datalink. The boundaries for the DGPS messages are set by the

6



Introduction to Eurofix
•Ijflfnn"

lÊurofixl

minimum update rate (validity of the correction due to temporal decorrelation) and the maximum 

message error probability. The boundaries for the integrity messages are set by two integrity 

parameters, the Time to Alarm (10 seconds for DGPS services) and the Probability of Missed 

Detection [2, 5]. Also, the receiver should be able to easily classify the type of message, in other words, 

an X-type message should not change into a Y-type due to a simple error pattern. For data frame timing 

aspects some sort of synchronization should be applied, especially when an Integrity message interrupts 

a DGPS message.

In short, three basic types of messages can be sent over the datalink which have to be mutually 

distinctive.

1. DGPS corrections

2. Integrity messages

3. Synchronization messages

All three types of messages can, and probably will, be of different length.

2.2.3 DGPS reference station considerations

In order to meet the 8 - 20 m (95%) accuracy on the Eurofix coverage area the following three 

parameters should be taken into account in designing the DGPS reference station and the Loran-C 

datalink.

1. Number of satellites updated by the reference station

2. Update rate for each satellite

3. Message error probability of a satellite correction

Obviously, the three parameters are related to each other. The satellite update rate depends on the 

number of satellites monitored by the reference station and the transmission time of one correction. 

In turn, the limit on the transmission time of one correction is set by the message error probability and 

the rate of the datalink (the lower the MEP, the larger the transmission time). For good performance, a 

balance has to be found between low message error probability and reasonable satellite update rate. 

The rate of the datalink has a major impact on both parameters but is also limited by the Loran-C 

signal structure, as is described in the next Section.

2.3 The Eurofix datalink

The generated DGPS corrections have to be transmitted from reference station to the users. Up to now, 

corrections have been transmitted using radio transmitters in the LF and VHF radio bands. These 

transmitters have only limited range and require expensive transmission bandwidth in the crowded radio

7
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spectrum. The navigation system Loran-C provides a possible means to transmit corrections over a 

large area using the existing infrastructure and transmission bandwidth. In this way, the realization of 

full DGPS coverage on the US continent and Europe is reduced to cleverly modulating the Loran-C 

signal.

2.3.1 Pulse advance and delay modulation

The DGPS corrections are transmitted to the users by additional modulation of the Loran-C signal. 

Each Loran-C station transmits a group of eight pulses at 1 ps intervals. The transmission is repeated 

every Group Repetition Interval (GRI). By time shifting the original Loran-C pulses the modulator 

creates code bits which are used to transmit the DGPS messages. On the other hand, the introduction of 

the Eurofix modulation on the Loran-C signal inevitably means a degradation of the normal Loran-C 

positioning performance. However, under all conditions the normal Loran-C user should be able to 

navigate within the boundaries specified by the Minimum Performance Standard of the RTCM SC-70 

[6]. As a consequence, restrictions have to be imposed on the amount of power and the sort of 

modulation that can be used for Eurofix data transmission. Current research presumes a 1 ps time 

advance and delay modulation to transmit data over the Loran-C channel (Figure 2.3).

Advanced pulse

Sampled signal of 
delayed pulse, 

positive code bit

Sampled signal of 
advanced pulse, 
negative code bit

Mean pulse 
arrival time

Delayed pulse

Figure 2.3 Eurofix advance and delay modidation

To assure normal Loran-C performance two restrictions are imposed on the applied modulation:

• First, in order to preserve the normal Loran-C performance the mean value of the time shifts should 

not change from the original unmodulated one. Therefore the Eurofix modulation has to be balanced.

• Second, the first two pulses of each GRI cannot be modulated as they are used by the Loran-C 

stations to signal a malfunction of the system (blinking). Further, the tracking at high signal to noise 

ratios requires unmodulated pulses to avoid dead zones in hard limiter receivers, as will be explained in 

Section 3.5.3. Hence, only six out of eight pulses are modulated with Eurofix data.
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The vector representation of the Loran 

signal with additional modulation is given 

in Figure 2.4. The time shifts of 1 ps 

correspond to a modulation angle <p - 36°. 

Due to the modulation the tracking signal 

is 1.84 dB lower than the tracking signal of 

an unmodulated pulse, the coding bit signal 

is 4.62 dB under the maximum signal 

level. With only 6 out of 8 pulses 

modulated the average navigation power 

loss equals • 1.84 = 1.38 dB per pulse. 

The modulation angle could be increased 

yielding more signal power for data 

transmission. Whether the higher 

navigation power loss would be tolerable is 

not discussed here. In the rest of this report 

a 1 ps time shift modulation is assumed.

Mean burst
arrival time

A cos((p) 
Tracking signal 
. -1.84 dB

A sin((p) 
Coding bit signal

-4.62 dB

Figure 2.4 Vector representation of the time shifted 

Loran-C signal.

2.3.2 Data rate limitations of the Loran-C data channel

The data rate of the Eurofix channel depends on the GRI of the used Loran-C chain. This GRI can vary 

from 40 to 100 ms, mainly depending on the number of secondaries and the distances between stations 

of the same chain. When the possibilities for data transmission over the Loran-C channel are 

investigated, the largest possible GRI (e. g. 100 ms) should be used as a worst case example. The data 

rate of the 100 ms GRI is 60 code bits per second (6 code bits per GRI). Due to the properties and 

restrictions of the Loran-C channel, a lot of these code bits have to be used for modulation balancing 

and error correction reducing the effective data bit rate (the number of data bits per second) immensely 

to approximately 15 bits per second or less.
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2.4 Conclusions

The validity of a DGPS correction mainly depends on the age of the correction. Due to temporal 

decorrelation the correction deteriorates. Therefore, the DGPS message format has to be adjusted for 

the slow Loran-C datalink. The final user position accuracy does not only depend on the update rate 

and message error probability of the DGPS messages, but also on the selection of used satellites and 

their place in the update frame.

The Loran-C signal is additionally modulated by time shifting the original pulses. The normal Loran-C 

performance imposes two restrictions on the modulation form:

• The modulation has to be balanced

• The first two pulses in each GRI cannot be used for data transmission.

In this way a maximum of 60 code bits per second can be used for data transmission of which many 

has to be used for balancing and error correction.

10
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3 Modulation and demodulation

This Chapter discusses the modulation and demodulation of the Eurofix data on the Loran-C signal 

which is disturbed by noise and interference. After an introduction to the Eurofix communication 

model, the Loran-C channel and the demodulation of the Eurofix data are discussed. Also, the loss of 

tracking information for the normal Loran-C users is investigated and a modulation requirement is 

derived.

3.1 Introduction

The Eurofix communication model is given in Figure 3.1.

Reference Station

Modulator

Encoder

Loran-C datalink

User Receiver

Demodulator

Decoder

Cross-Rate 
Interference

Thermal 
Noise

DGPS 
Message

DGPS
Message

Continuous 
Wave 

Interference

Atmospheric 
Noise

Figure 3.1 The Eurofix communication model.

The purpose of the Eurofix datalink is to transport the DGPS message generated in the reference station 

to the users. Unfortunately, the Loran-C data channel is disturbed by interference and noise. Therefore, 

the DGPS message has to be packed into a protecting cover of error correcting code, especially 

designed for the properties of this particular data channel. The encoded DGPS message is modulated to 

be transmitted over the Loran-C channel. At the receiving end the message is demodulated yielding an

11
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encoded DGPS message which probably contains errors due to the imperfect data channel. The errors 

are corrected by the decoder and the decoded DGPS message is fed into the GPS receiver.

How the message should be encoded depends highly on the properties of the data channel. Therefore, 

first an investigation has to be done on the Loran-C channel. The design of the error correcting codes is 

discussed in Chapter 4.

3.2 Sources of interference on the Loran-C signal

As can be seen in Figure 3.1, the Loran-C channel is disturbed by four kinds of interferences:

• Thermal noise

• Atmospheric noise

• Continuous wave interference

• Cross-Rate interference

Now, each interference source will be briefly discussed, focusing on its effect on the reception of the 

Loran-C signal.

3.2.1 Thermal noise

Like any other radio transmission system the Loran-C signal is disturbed by thermal noise. The signal- 

to-noise ratio (SNR) of the Loran-C signal can easily drop below the 0 dB line when the signals are 

received at far distances from the Loran-C station. The normal Loran-C user compensates for low SNR 

by integrating the received Loran-C pulses for a certain period of time. With data transmission, 

however, each pulse carries a piece of information and the signal cannot be upgraded by integration.

3.2.2 Atmospheric noise

Atmospheric noise is a pulse like strong interfering signal generated by electrostatic discharges during 

lightning. Due to the high transmission power the effects of a discharge can be noticed over thousands 

of kilometers and can be disastrous for the low power Loran-C signal of distant stations. Due to its 

unpredictable behavior, atmospheric noise is hard to model. The influences of atmospheric noise are not 

treated any further in this report.

12
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3.2.3 Continuous wave interference

Interference of radio systems (other than Loran-C) which operate at a frequency near the Loran-C 

spectrum is called continuous wave interference (CWI). This interference can be very strong, but is 

always limited to a very small band around a central frequency. The effects of CWI can be successfully 

suppressed by notch filters in addition to the standard Loran-C bandpass filter. In the remainder of this 

report the influences of CWI are considered negligibly small.

3.2.4 Cross-rate interference

Probably the largest source of interference of the Loran-C signal is cross-rate. Due to the fact that each 

Loran-C station transmits the same pulse shape signal at the same frequency, the signals of the desired 

Loran-C chain will sometimes be disturbed by those of other chains. In normal Loran-C navigation this 

cross-rate interference will be averaged out by the receiver minimizing its effect on the final positioning. 

With Eurofix, however, we want to transmit data over the Loran-C channel with each of the last six 

pulses carrying a piece of information. If a pulse is corrupted due to cross-rate interference there will be 

a chance that the information is lost. The influences of cross-rate on the data transmission are treated in 

Chapter 4.

3.3 The composite Loran-C signal; groundwave and skywave

At the antenna of a Loran-C receiver a composite signal is received that consists of a signal transmitted 

by the desired Loran-C station and a signal of the sources of interference described in the previous 

Section. In turn, the desired Loran-C signal is a composite signal as well and consists of a direct signal 

(groundwave) and a reflected signal (skywave) of the Loran-C station.

The skywave of a Loran-C signal is the reflection of the original signal against the ionosphere, see 

Figure 3.2. Due to the longer transmission path the skywave arrives a time delay rd later than the 

groundwave (generally 35 ps or longer), the time delay Td depends on the distance between receiver and 

transmitter and the height of the reflection layer (60 - 90 km). Due to its lower attenuation, the skywave 

can be received up to 20 dB louder than the groundwave. Therefore, in normal Loran-C navigation only 

the first part of the groundwave can be used for positioning.
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Figure 3.2 Groundwave and skywave of Loran-C signal.

Ionosphere

Loran 
Receiver

Loran 
transmitter

Groundwave 
-------- )------- -

The composite Loran-C signal is a superposition of the groundwave and skywave with a relative phase 

dependent on the skywave delay rd, Formula 3.1.

C(t) = A^-e(t)•sin(o.27t-t) + Asky •e(t-Td)-sin(o.27i-(t-Td)) Formulas.1

where t is time in ps, and Asky are the amplitudes of the groundwave and skywave respectively, and 

e(t) is the envelope of the Loran-C signal. The envelope of the composite signal changes as the relative 

phase changes from 0 to 7t radians, Figure 3.3.

Figure 3.3 Envelope of unfiltered composite Loran-C signal rd g[ 50,55] ps, Agnd/Asky = 1/3.

Cu
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Although the time delay Td is unpredictable, it is only slowly varying and thus stable over a longer 

period of time. By monitoring the received composite signal for a certain period, the energy of the 

received skywave can also be used for tracking and data demodulation purposes. The next Section 

discusses two possible Eurofix demodulator types of which one uses the received skywave energy.

3.4 Demodulation of the Eurofix data

This Section describes different techniques to demodulate the Eurofix data. Unlike normal Loran 

receivers the data recovery part of the Eurofix receiver cannot average a number of pulses to 

compensate for cross-rate and low signal-to-noise ratios. Every modulated pulse contains a piece of 

unique information which we like to recover. Therefore, a simple though precise demodulation 

technique has to be selected. Obviously, knowledge about the precise time of arrival of an 

unmodulated reference pulse is necessary in order to demodulate correctly. In this Section, however, 

the timing is assumed to be perfect. Section 3.7 discusses the influence of tracking errors on the 

accuracy of the demodulation. Various demodulator types have been tested and optimized [7], Two 

of them are treated here, the single point demodulator and the cross correlation demodulator [15],
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3.4.1 Single point demodulator

Negative 
sample value 

of advanced pulse

Positive 
sample value 

of delayed pulse

65 ps 
zero-crossing

Figure 3.4 Single point demodulation of the 

Eurofix data.

CWI

CRI

Sample value 
of modulated 
Loran-C pulse

Figure 3.5 Superposition of desired signal. 

Continuous wave interference, cross-rate 

interference and noise.

In short, the single point demodulator samples the received Loran-C signal at an expected 

zerocrossing, for instance the 65 ps zerocrossing of the unfiltered signal. The polarity of the sample 

determines the demodulation output, as can be seen in Figure 3.4.

If the sample has a positive polarity, the modulation is said to be a delayed pulse, if the sample has 

negative polarity, the modulation is said to be an advanced pulse. The single point receiver can be 

either of the hard limited type or the linear one. A hard limited demodulator only looks at the 

polarity of the sample, a linear one also takes the actual sample value into account.

The actual sample value depends on the contribution of all signals received at that particular moment in 

time. Figure 3.5 shows the probability density function of a received composite signal constructed from 

the desired Loran-C signal, a continuous wave interference component, a cross-rate component and a 

contribution of the noise. The area above the horizontal line ( Pobs ) is the probability of a good 

detection of the modulated data, the area under the horizontal line ( Qobs) is the probability of a wrong 

detection.

Obviously, the sample point (zerocrossing) should be chosen near the top of the pulse envelope where 

the signal-to-noise ratio is highest. However, the signal may not have been disturbed yet by the 

skywave. Therefore, the selected zerocrossing depends on the distance between Loran-C station and 

Eurofix user assuring a skywave free signal.
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3.4.2 Cross correlation demodulator

The cross correlation demodulator type has been designed by Megapulse, Inc. and uses all available 

signal power of ground- and skywaves to determine the modulated time shift of each pulse. The 

technique is based on the short time stability of the skywave delay Td which yields a predictable shape 

of the received composite Loran-C signal including skywaves. In order to retrieve the modulated time 

shift, the demodulator takes a set of samples from the actual received pulse and compares it with a 

stored image of the pulse shape, as can be seen in Figure 3.6.

BPF

Timer

Pulse 1 and 2

+ At

-At

Stored Image of pulse

Correlator Selector

1 ps advanced reference pulse

1 ps delayed reference pulse

Demodulation 
Output

Figure 3.6 Simplified cross correlation demodulator.

Pulse Selector
Sampler ___

Samples of received Loran-C pulse
Pulse 3 thru 8

After a trigger from the timer the filtered antenna signal is sampled for the duration of the composite 

signal (approximately 250 ps), the samples of the first two unmodulated pulses are used to upgrade the 

stored image, the samples of the last six pulses are stored in a register to be demodulated afterwards. 

After the collection of samples of a modulated pulse is complete, it is once multiplied by a 1 ps 

advanced version of the stored image and once multiplied by a 1 ps delayed one. The products are then 

summed to form the + Ips and - 1 ps correlation values of the received modulated pulse. At the end, the 

demodulator chooses the time shift with the highest correlation value to be the transmitted time shift. 

This type of demodulation strongly resembles the Early-Late delay-lock-loop of standard GPS 

receivers.

This demodulator type can either be hard limited or linear. A hard limited receiver requires a relatively 

high sample frequency as the information is stored in the zerocrossings of the signal. Megapulse uses a 

sampling frequency of 2 MHz (one sample every 0.5 ps) which yields a collection of 500 samples per 

pulse. The sample interval is a compromise between resolution in time and the required amount of
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memory. The stored image is built up by the sum of 256 sample collections of the first two pulses 

(taken from 128 consecutive GRIs) to eliminate the influences of noise and interference. In this way 

500 registers containing a value between -256 and +256 represent the image of the pulse. A register 

corresponding to a sample position with high SNR (near the top of a cycle and the top of the envelope) 

is filled with a high (plus or minus) value, whereas a register corresponding to a sample position with 

lower SNR (near a zerocrossing of a cycle) is filled with a lower value. In this way the correlation of 

samples with high SNR contribute more to the final correlation value than samples with lower SNR.

A linear type demodulator can do with a lower sampling frequency. All information about the pulse is 

contained in I-Q sample pairs, taken at distances equal to at most the correlation time of the 

bandfiltered noise (e. g. 59 ps with a Loran-C bandfilter of 17 kHz ref. [7]). The In-phase and 

Quadrature samples themselves should be taken at 'A of the period of a 100 kHz Loran-C cycle (e. g. 

2.5 ps). Using a linear type demodulator which takes an I-Q sample pair every 50 ps would need only 

12 registers which contain the amplitudes of the samples (not hard limited). The reference pulse could 

be built up by the moving average of the samples of the first two pulses in each GRI.

3.4.3 Soft decision demodulation

As was described in the Eurofix communication model, the errors made by the demodulator due to 

noise and cross-rate have to be corrected by the applied error correcting codes. On the other hand, the 

demodulator can aid the decoder in correcting errors by supplying extra information about the quality 

of the received signal at the cost of a more complex demodulator structure. Two possible demodulation 

strategies and their consequences for the data channel are discussed:

1. Two decision demodulation.

2. Three decision demodulation.

The first type of demodulation is the simplest. Here, the demodulator always takes a decision whether 

the received pulse was advanced or delayed. Any additional information (e.g. signal-to-noise ratio, 

amplitude of the sample, obvious cross-rate interference) will be discarded. This demodulator type 

makes the data channel look like Figure 3.7.
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P2 = 1 - q?

pi = 1 - q>

Figure 3.7 The binary data channel.

The transitions (l-> 0) and (0 -> 1) are caused by noise, cross-rate and other interferences. The 

probabilities qj and q2 are not necessarily the same and depend on the actual status of the channel. If 

for instance in some moment of time a pulse is likely to be hit by cross-rate, the probabilities Qj and q2 

will change. Further, the cross-rate signal could be aligned in such a way that it forces the 

demodulation to one value regardless the shift of the desired pulse. These properties make that the 

channel is not continuous and not symmetric. Note that for a reliable data transmission the mean value 

of both q, and q2 should be less than 0.5.

The three decision demodulator strategy uses an extra state. If the demodulator detects that the received 

pulse has been severely hit by cross-rate or other interference, it takes no decision but declares the 

received pulse not to be demodulated (an erasure occurred). The channel now looks like Figure 3.8.

^ei

qi '

? erasure
q2 

‘
7 e2

............>..................«
l-q2-e2 j

Figure 3.8 The binary erasure data channel.
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Again, the probabilities Qj, q2 , Cj, and e2 depend on the actual status of the channel. Further, the 

proportion between q and e will be demodulator dependent. Obviously, the demodulator is not able to 

distinguish between an error and a good reception (after all, if the demodulator knew it made an error it 

would correct it right away). The demodulator has to set certain thresholds on the value of the received 

signal in order to declare a received signal not healthy enough to be demodulated. As an example a 

linear single point demodulator with fixed thresholds is shown in Figure 3.9.

Fixed thresholdsSelected 
sample point 

(zerocrossing)
Decoded as an 
advanced pulse

Sample value 
of composite 

signal
Decoded as a 
delayed pulse

Decoded As 
an erasure

CRI Noise

Figure 3.9 Linear single point three decision demodulator with fixed thresholds.

In this example the sample value exceeds the upper threshold so the signal will be demodulated as a 

delayed pulse.

Apparently, the introduction of erasures means that the demodulator should have extra information 

about the quality of the signal. Therefore, the demodulator should be either of the linear single point 

type or the correlation type. Clearly, the hard limited single point receiver is not able to declare a 

received pulse an erasure because it lacks information about the signal's quality. The decision 

thresholds can be either fixed or variable. With variable thresholds the proportion of the probabilities q 

and e can be kept the same with changing signal-to-noise ratio, as illustrated in Figure 3.10.

20



Modulation and demodulation
'finni'"

Higher SNR

Variable 
Thresholds

Lower SNR

Sample value 
Delayed pulse

Figure 3.10 Illustration of use of variable thresholds for equal proportion of q and e with 

changing SNR.

Obviously, by setting demodulation thresholds the error probability decreases, that is, some of the 

errors are now declared erasures. On the other hand, the probability of good detection decreases as 

well. Nevertheless, this decrease is compensated for by the increased performance of the decoder. 

At which values the thresholds must be set or at which e/q rate they must be designed is not discussed 

here.

The choice which demodulator should be used depends on the degree of complexity a receiver 

manufacturer is willing to apply. A linear cross correlation demodulator performs best, but requires a 

fast D/A converter. Due to wide spread use of hard limiters and the ability for soft demodulation of the 

Eurofix data, the hard limited cross correlation demodulator is favored.
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3.5 Loran-C navigation degradation

By additionally modulating the Loran-C signal with Eurofix data some navigation power is lost. This 

loss inevitably means a degradation in the performance of the normal Loran-C positioning. A first 

restriction in the design of Eurofix, however, stated that this degradation should be 'acceptable'. In this 

Section the degradation of the Loran-C navigation due to the modulated data is discussed. First a 

general model of current hard limited Loran-C receivers is given.

3.5.1 A typical hard limited Loran-C receiver

A Loran-C user determines its position by measuring time differences between the reception of master 

signals and secondary signals [8], In order to do so, the receiver tracks the zerocrossing of the third 

cycle in each pulse. The acquisition of the desired time measurement consists of two steps: First, the 

desired cycle has to be found (cycle identification) and second, the desired zerocrossing has to be 

tracked. Cycle identification is done on basis of the known shape of the signal's envelope and has to be 

done very accurately. A cycle slip (10 ps error) corresponds to a positioning error of 3 km!

When the right cycle is identified, the signal is sampled to find the right zerocrossing. Once this 

zerocrossing is found, the time measurement can be done and the user's position can be calculated. 

From here on the receiver continues to track the zerocrossing which can change position due to the 

receivers movement. To eliminate the influences of cross-rate and noise in the determination of the 

zerocrossing, the signal samples are integrated for a certain period of time, Tav . In a hard limited 

receiver this integration is done using an up-down counter where each positive sample yields an up 

count and each negative sample a down count. After the integration time, Tav , the value of the up-down 

counter determines the action taken to adjust the approximated location of the zerocrossing (and thus 

the sample point for the next Tav seconds). The tracking process is clarified with an example.
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Figure 3.11 shows the probability density 

function of the signal value at the sample point 

when the receiver makes a tracking error of 

about - 400 ns. Due to the tracking error the 

mean of the signal value is greater than zero 

which yields the directional information for the 

tracker. Due to noise (for simplicity the other 

sources of interference are discarded in this 

example) the probability of a negative signal 

value (Qobs) is not equal to zero. This means that 

there is a real chance for the hard limited signal 

sample to be negative. The probabilities Pobs and 

Qobs depend on the mean sample value 

(determined by the tracking error) and the 

Figure 3.11 Probability density function of the 

sample value due to a tracking error and noise.

Tracking Error

obs

obs

Sample value 
due to 

tracking error

^noise

standard deviation of the noise onoise (depending on signal-to-noise ratio).

Initially, the up-down counter is filled with the value zero. Then, for a period Tav the received Loran-C 

pulses are sampled on the estimated zerocrossing but due to the tracking error wrong sample point. The 

up-down counter adds one, every time a positive sample is measured (with probability Pobs), and 

subtracts one, every time a negative sample is measured (with probability Qobs). After Tav seconds the 

sign of the up-down counter determines the direction the tracker has to be corrected to. Figure 3.12 

shows a possible pattern the up-down counter can be filled with. The pace the up-down counter is filled 

with equals the difference between Pobs and Qobs. When the signal is sampled at (or very near) the 

actual zerocrossing both probabilities Pobs and Qobs are equal (0.5) and the up-down counter is filled 

randomly.

Time av

obs obs

(D 
c =3 o Q 
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Figure 3.12 Up-down counter in Loran-C receiver.
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At the end of the period Tav a decision is made based on the random sign of the up-down counter. 

Theoretically, the tracker of this type of receivers will be idling around the true zerocrossing in this 

situation.

The dynamic behavior of the Loran-C receiver relates to the averaging time Tav and the resolution of the 

tracking (stepsize of tracking correction). That is, if for instance the receiver has a Tav = 7 seconds and 

the resolution = 50 ns, then it takes at least 56 seconds to correct a 400 ns tracking error. The dynamic 

behavior has to be fast with Eurofix receivers, as will be shown in Section 3.6. In contrast, a fast 

normal Loran-C receiver will experience more degradation due to the extra modulation than a slower 

one. The influence of the modulation on the normal Loran-C tracking is discussed in the following 

Sections.

3.5.2 Sample value probabilities of modulated Loran-C pulses

The time shifts of the modulated pulses introduce an extra error in the tracking loop of a normal 

receiver. Figure 3.13 shows the probability density function of the sample value of a time advanced and 

delayed pulse in comparison with an unmodulated one.

Tracking error

Advanced Pulse
/ Not modulated Pulse

/ / Delayed Pulse

Qobs

P1 obs

Figure 3.13 Comparison of the probability density functions of the sample values of a delayed, an 

advanced and an unmodulated pulse.

Clearly, because of the additional time shifts the probabilities Pobs and Qobs change and therefore 

become modulation dependent. This means that the final value of the up-down counter and thus the
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tracking performance will now depend on the transmitted data. No serious harm is done if only the sum 

of the probabilities Pobs over the interval Tav is greater than the sum of all Qobs. One way to achieve this 

is to force the mean of the modulation to zero by balancing the transmitted time shifts. This means that 

there has to be an equal number of time advances and time delays in a certain block (a number of 

GRIs). In this way the average tracking error due to the data modulation is zero. Tracking information 

(gain of the tracking loop) is preserved as long as the sum of the probabilities Pobs of a pair of 

corresponding modulated pulses (one advanced and one delayed, called a modulated pair from now on) 

is greater than the sum of the probabilities Qobs.

3.5.3 Dead zone in hard limited receivers

As stated before, the gain of the tracking loop of a modulated pair depends on the sums of Pobs and Qobs. 

As the signal-to-noise ratio increases the Gaussian distribution becomes higher and narrower leveling 

the sums of Pobs and Qobs, as is shown in Figure 3.14.

Tracking error

Zerocrossing

obs

obs

Advanced Pulse

/ Delayed Pulse

Low SNR High SNR

Figure 3.14 Illustration of change in Pobs and Qobs due to higher signal-to-noise ratio.

As a consequence, at very high SNR the sums of Pobs and Qobs of a modulated pair are approximately 

equal reducing the loop gain to zero for almost any tracking offset. In this so called dead zone, the 

modulated pair does not contribute to the tracking anymore. If all pulses in the GRI were modulated,
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the receiver would lose track completely. Besides the normal Loran-C signaling (blinking), this is a 

second good reason why the first two pulses in each GRI cannot be modulated.

Now, the degradation of the normal Loran-C tracking owing to the modulation can be approximated. 

Figure 3.15 shows the signal loss due to a balanced modulation as a function of SNR where SNR is 

calculated with respect to the amplitude of the tracked cycle. The Loran-C receiver is a simulated hard 

limited receiver with fixed tracking bandwidth of 0.2 Hz (averaging time of 5 seconds) and a small 

tracking stepsize of 1 ns, the simulated receiver is described in Section 4.6.1.

m
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signal-to-noise ratio (dB)
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Figure 3.15 Signal loss due to modulation as a fiinction of signal-to-noise ratio.

Theoretically, the SNR loss boundaries can be calculated in the following way: for low SNR, all 

modulated pulses still contribute to the tracking information, only a navigation signal loss of 1.84 dB 

per modulated pulse is noted. With only 6 out of 8 pulses modulated this yields a total average loss of 

1.38 dB per pulse as was calculated in Section 2.3.1. For high SNR, the balanced modulated pulses 

cancel completely and therefore do not contribute to the tracking loop gain anymore (dead zone). Only 

the two unmodulated pulses add to the tracking information yielding a power loss of3/« which 

corresponds to a 6.02 dB loss (on power basis). The theoretical calculation assumes a perfect timing. 

Tracking errors are not taken into account. This explains the slight difference with the simulated signal 

loss in Figure 3.15.
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3.5.4 The sliding window concept

Due to the relatively low signal-to-noise ratios and the effects of cross-rate interference, all Loran-C 

receivers integrate the received signal before a time measurement is done. The averaging time Tav is 

receiver dependent and can vary from one minute to less than a second. The influence of the data 

modulation will therefore be receiver dependent.

Each receiver takes samples of a number of consecutive pulses. Therefore, the sample collection of a 

Loran-C receiver can be seen as a sliding window over all available pulses in time. The size of the 

window (in samples) relates to the averaging time Tav and is equal to Tav divided by the Group 

Repetition Interval of the Loran-C transmitter. As long as the modulation is balanced over the sliding 

window of the receiver, it does not introduce any severe tracking errors. However, as the window size is 

receiver dependent a balanced modulation for one receiver could be unbalanced for another.

Also, although the modulation is balanced over a certain window, the receiver could lock onto it on a 

bad moment in time, yielding an unbalanced modulation within the receiver window. All is explained in 

Figure 3.16.

Unbalanced modulation parts

1 r

Window badly aligned

1 E

1 E

Figure 3.16 Integration window versus balanced modulation blocks.

Blocks of
Balanced Modulation

Window does not match 
an integer number of balancing blocks

Clearly, any imbalance in the integration window will cause an extra tracking error. Unfortunately 

these imbalances are unavoidable. The influence of imbalances depends highly on the size of the 

integration window and size of the balanced modulation block. If the window contains a large number 

of balanced blocks, the unbalanced parts are averaged out. Therefore, the balanced modulation block
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length should be short relative to any possible integration window size to avoid serious tracking errors 

due to Eurofix data modulation.

3.6 Influence of tracking errors on the data demodulation

For good demodulation of the Eurofix data the incoming pulses should be sampled at precisely the right 

time. If due to a tracking error the signal is not sampled at the correct sample point, the demodulation 

becomes inaccurate, as is shown in Figure 3.17.
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Additional error 
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Advanced Pulse (binairy 0)
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correct' ;
sample \ t
point .

Tracking error

Figure 3.17 Influence of a tracking error on the data demodulation.

Clearly, the probabilities Qj and q2 are not equal, making the channel asymmetric and increasing the 

total demodulation error probability. In order to avoid this increase of demodulation errors the tracking 

loop of the Eurofix receiver should have a good dynamic behavior (preferably better than current 

Loran-C receivers). What type of tracking loop should be selected is a subject for further research and 

is not discussed in this report.
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3.7 Conclusions

At the Loran-C antenna a composite signal is received that consists of a signal of the desired Loran-C 

station and interfering signals. The desired signal consists of a groundwave and a skywave part. The 

relatively slow varying skywave delay rd enables the use of the skywave energy for data demodulation. 

The effects of cross-rate interference (the largest source of interference) on data transmission are 

discussed in Chapter 4.

In order to make as few demodulation errors as possible a suitable and preferably simple demodulation 

algorithm has to be selected. The hard limited cross correlation technique is favored because of its 

relatively low complexity and its ability to use the skywave energy for data demodulation. Extra care 

should be taken in the selection of the type of tracking loop for the demodulator.

The demand for low additional Loran-C performance degradation puts two restrictions on the possible 

modulation forms:

• The modulation has to be balanced in order to avoid tracking errors due to long strings of time 

advanced or time delayed pulses.

• The block length of the balanced modulation has to be short in comparison with the integration 

window of the Loran-C receiver.
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4 Eurofix error correcting aspects

The Loran-C channel is not an ideal data channel, but is endangered by interferences of all kinds, as 

mentioned in Section 3.2. Only two of them are discussed here, thermal noise and cross-rate 

interference. After a brief description of their influences on data transmission, error correcting codes 

are designed to counteract these influences.

4.1 Thermal noise

The noise in this communication system is assumed to be Gaussian which means that it has a normal 

distribution with zero mean (no bias) and a standard deviation on equal to the square root of the signal 

power. Due to noise, random demodulation errors occur. The probability of these random errors 

depends on the signal-to-noise ratio (the value of on in proportion to the signal strength). One remark 

about the influences of noise has to be made with respect to the demodulator type: the single point 

demodulator only takes one sample of signal and noise, yielding a noise error probability directly 

depending on the SNR. In contrast, the cross correlation demodulator takes more samples of signal and 

noise, averaging the noise over a longer period which corresponds to an increase of the signal-to-noise 

ratio. The SNR increase depends on the length of the time interval the samples are taken in compared to 

the correlation length of the bandfiltered noise.

4.2 Cross-rate interference

Due to the fact that each Loran-C station transmits the same pulse shape signal at the same frequency, 

the signals of the desired Loran-C chain will sometimes be disturbed by those of other chains. In normal 

Loran-C navigation this cross-rate interference is averaged out by the receiver minimizing its effect on 

the final positioning. With Eurofix, however, each modulated pulse carries a piece of information which 

has to be recovered one way or the other. If a pulse is corrupted by cross-rate interference, there will be 

a chance that the information is lost. This Section will take a closer look on cross-rate interference and 

its influences on data transmission.

Cross-rate is a deterministic source of interference and is only influenced by the following four 

parameters:

• Group Repetition Interval of desired and cross-rating Loran-C stations

• Initial time offset between the two interfering stations

• Groundwave and skywave signal strength of both interfering Loran-C stations

• Skywave delay of both interfering Loran-C stations
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Although a receiver could receive cross-rate from many stations of different Loran-C chains, for 

simplicity only the effect of the loudest cross-rating station will be taken into account here.

Figure 4.1 shows the cross-rate interference for GRIs 6000 and 8000 (60 ms and 80 ms). Each group 

of eight pulses can be seen as a comb with eight teeth. Cross-rate interference is only noticed if one or 

more teeth of the cross-rating station coincide with teeth of the Eurofix station.

min
GRI A

GRI B

min

mil mi
Figure 4.1 Cross-rate interference for GRIs 6000 and 8000

As can be seen from Figure 4.1 the cross-rate pattern is repeated every To. This repetition time To 

(cross over period ref. [9]) can be calculated with the aid of Formula 4.1.

GRIA x GRIB 5 ,
Tn =--------- ----------0— x 10 Seconds

° GCD(GRIA,GRIB) Formula 4.1

with GCD the Greatest Common Devisor and the GRIs in their 4 digit representation. In our example 

the cross over period would be 240 ms. Most GRIs of Loran-C chains in Europe and the US are chosen 

to have large cross over periods with chains in the vicinity (their GCD has to be small).

4.2.1 Sub-periodicity of cross-rate interference

Although two neighboring Loran-C chains may be mutually prime (their GCD = 1) the cross-rate 

pattern can contain large sub-periodicities. This so-called "short interleaving" [9] can highly influence 

the performance of the Loran-C datalink. The origin of this sub-periodic behavior lies in the fact that 

the arrows in Figure 4.1 , the teeth of the comb, are of certain width (approximately 200 ps). If for 

instance our two cross-rating GRIs are 6001 and 8001 (mutually prime), the cross over period To 

equals 480 sec. However, after 240 ms (approximately four times GRIA and three times GRIB) both 

arrows (pulses) have only shifted 10 ps relative to each other, which is exactly one 100 kHz cycle. This 

means that if a group of pulses of GRIA (groupA) is hit by cross-rate of GRIB (groupB), it will be hit 

again 4 GRIs later with nearly the same alignment.
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The alignment of the cross-rating pulse groupB with respect to the Eurofix pulse groupA depends on the 

time difference At between the start of both groups which can be calculated with Formula 4.2.

At = t0 + n x GRIa - in x GRIb Formula 4.2

where t0 is the initial time offset at the user position at some starting point in time, n is the number of 

GRIa since the starting time and m is the nearest integer to keep At as small as possible. At is the time 

difference between the start of the nth groupA and the m111 groupB. If this time difference lies within the 

interval <- 8 ms, 8 ms> the two pulse groups (partly) overlap, if the time difference equals zero both 

groups start at the same time and all 8 pulses will fully overlap. Further, this time difference determines 

which pulses in groupA are hit and how severely they are hit.

Example: Suppose the Eurofix station has GRIA = 6500 and the cross-rating station has GRIB = 5005, 

and initially they were aligned (t0 = 0). After 30 times GRIA (1.95 seconds) m will be 39 (nearest 

integer) and the time difference At = -1.95 ms. This means that groupA starts 2 pulses earlier than 

groupB , but the coinciding pulses of groupA start 50 psec later than those of groupB . Further, only 

pulse 3 thru 8 of groupA will be hit by a pulse of groupB with an offset of 50 psec as shown in 

Figure 4.2.

Figure 4.2 Example of cross-rate alignment, left: group alignment, right: pulse alignment (Eurofix 

pulse solid and cross-rate pulse dotted).
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4.2.2 Phase angle between desired and cross-rate signal

The shape of the summed signal of the Eurofix pulse and the cross-rate pulse depends on the relative 

phase of both signals. Figure 4.3 shows the summed signal for phase differences of 0° and 180°.
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Figure 4.3 Received summed signal containing Eurofix and cross-rate pidse, equal in strength, once 

in phase (left) and once 180 ° phase shifted (right).

As can be seen in Figure 4.3 the influence of the cross-rating signal depends on its relative phase with 

respect to the Eurofix pulse. Although the two interfering GRIs only differ in a multiple of one 100 kHz 

cycle (last digit in the GRI representation stands for 10 psec), this relative phase is in general different 

from zero. First, the Eurofix and cross-rate pulse can have a different Phase Code (equal to either 0° or 

180°, see [8]). And second, the user position relative to both interfering transmitters introduces a phase 

angle. Especially this second reason makes the phase angle between desired and cross-rate signal 

unpredictable. One should also keep in mind that the user is probably moving, changing the relative 

phase with every meter. Figure 4.4 explains the second reason, where X is the wavelength of a 100 kHz 

cycle (e.g. X = c/f = 3 km).
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X = 3 km

Transmitter A

n*X

AX

User

AX

m*X

Transmitter B

Figure 4.4 Additional phase angle due to user position relative to Loran-C transmitters.

The phase angle between the Eurofix and cross-rate pulse depends on the difference of the distances 

between user and Loran-C stations (measured in 100 kHz wavelengths). If for instance the distance 

between user and transmitter A equals 396 km (exactly 132 times X) and between user and 

transmitter B 451 km (150 times X and AX = 1/3) than the phase angle is 120° (only if both 

transmitters are coherent).

In stationary receivers cross-rate from one Loran-C station can only occur with two opposite phase 

angles determined by the user's location and only switching due to the Phase Coding of both received 

signals. This phase angle is slowly changing as the skywave delay Td of the cross-rate signal changes. In 

mobile receivers the phase angle can change due to the movement of the mobile. This change, however, 

is also relatively slow, because a phase change of 180° due to movement corresponds to a displacement 

of at least 750 m (when the user is moving from one transmitter to the other on the baseline between 

them). On the whole, the phase angle between desired signal and cross-rating signal is user position 

dependent and can reach any value between 0° and 360°. On a short period of time, however, the value 

of the phase angle of a cross-rate signal is limited to two opposite values (actually 3 pairs of opposite 

values can occur if we assume that the cross-rate station is also modulated with Eurofix data)
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4.2.3 The influence of cross-rate on data demodulation

A cross-rate signal does not necessarily have to destroy the Eurofix information. Depending on the 

phase angle the signal could also aid the demodulation. The alignment of the cross-rate signal remains 

the same within a received group of 8 pulses (except for the Phase Codes). Therefore, if a received 

pulse group is hit by cross-rate, the probability of more than one erroneous demodulation in the group 

increases. The occurrence of multiple errors in one pulse group is called a burst error.

The influence of cross-rate is also demodulator dependent. The influence on the single point 

demodulator depends only on the value of the cross-rate sample on the specified sample point. If for 

instance the cross-rate sample equals zero, because the sample point coincides with a zerocrossing of 

the cross-rate it has no influence at all. The influence of cross-rate on the cross correlation demodulator 

is more complex. It depends on alignment, strength and shape (groundwave and skywave) of the cross­

rate signal, and on the properties of the cross correlation demodulator (e. g. length of time frame, hard 

limited or linear).

The influence of cross-rate interference also depends highly on the amount of power of the cross-rating 

signal with respect to the Eurofix signal. Both signals are composite signals containing a groundwave 

and a skywave part. Generally, the cross-rate station is far away and therefore the skywave of the 

cross-rating signal is the largest threat for reliable data transmission.
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4.2.4 Typical cross-rate patterns

As was shown, a long list of parameters determines the influence of cross-rate interference on the 

desired signal. Clearly, the most important parameter is the time difference At, given in Formula 4.2. 

This time difference decides whether a cross-rating pulse group is within reach of the pulse group of the 

Eurofix station. Below, four examples of typical cross-rate patterns are given where it is assumed that 

cross-rate is effective if the pulse is within a 150 ps reach. The pictures show the number of pulses of a 

desired pulse group that is hit by cross-rate of stations of another chain. The GRI number corresponds 

to the value of n of Formula 4.2.
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Figure 4.5 a&b Cross-rate pattern of two new European Loran-C chains, Eurofix chain Les say 9007 

and cross-rate chain Ejde 6731.
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Clearly, both pictures show a strong sub-periodic effect. In the European example the sub-periodic 

interval equals 3 and in the American example 4. Also, both patterns show distinct groups of cross-rate 

(b parts of the Figures). In such a group the peaks are separated at the sub-periodic distances.

Figure 4.7 shows a different cross-rate 

pattern. Here, cross-rate is more regularly 

spread yielding relatively large sub-periodic 

intervals of 13, 19 and 31. As mentioned 

before, the sub-periodic intervals are 

predetermined and depend only on the GRIs 

of the interfering chains. Obviously, both 

clustered cross-rate patterns with small sub- 

periodic intervals and more spread cross-rate 

patterns with larger sub-periodic intervals 

occur. The cross-rate patterns and sub- 

periodic intervals of the other European and 

American chains are given in Appendix A.

GRL = 9610 and GRIb = 8290

O

□

o

<D

8 .

7 .

6 .

5.

4 .

3 .

2 .

100 200 400

GRI number

oL
0

IULJLJL

300

Figure 4.7 Cross-rate pattern of two American 

Loran-C chains, Eurofix chain South Central U.S. 
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4.3 Compensation for the cross-rate influences

Although the influence of cross-rate depends on strength and relative phase of the signal, the patterns of 

the previous Section are taken to be the worst case on which the error correcting codes will be designed. 

The error patterns due to cross-rate show the following two properties:

• First, the errors are likely to come in bursts of maximum length 6.

• Second, the errors occur within regular intervals determined by the sub-periodic properties of the 

cross-rate signal.

On top of the errors due to cross-rate from one transmitter, errors occur due to noise and cross-rate 

from other transmitters (either in the same chain with the same pattern only shifted in time, or in 

another chain with another pattern). This increase of error sources makes the design of appropriate 

codes a very complex process. In first approximation, only the influences of one cross-rate signal and 

noise are taken into account.

In the remainder of this Section, two types of coding schemes are derived and compared in terms of 

effective data rate, and error correcting capabilities. Those who are not familiar with the coding theory 

are referred to Appendix B, introduction to error correcting codes.
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In coding theory, different types of error correcting codes and techniques can be found that are suitable 

to correct burst errors (e.g. interleaving, product codes, Reed-Solomon codes). In this Section coding 

schemes are designed using a product code to counteract the influences of cross-rate because of its low 

complexity and ease to decode. First, the parameters and properties of a product code are derived.

4.3.1 Product codes

A product code is built up by two single codes, Ch and Cv ref. [10], The direct product of these codes 

Ch ® Cv is a matrix with code words of Ch on its rows and code words of Cv on its columns. If both 

single codes are systematic (the first k bits are the information bits, the last r = n - k bits are check 

bits) the matrix looks like Figure 4.8.

Xi,i Xl,2 • • • Xi,kh yi,i ■ ■ ■ ■ yi4h

X2,l X2,2 • ■ • X2,kh y2,i • • ■ ■
• • • ■ ■

xv Xkv,2- ■ ■ XMh yv • ■ ■ ■ yMh
Zi.i Zl,2 • ■ • Zbkh Si,i ■ • • ■ Si,rh

Ziv1 Zrv2- ■ ■ Sr^l • ' ■ ' Srvrh

Figure 4.8 Matrix representation of a product code.

Here, x are information bits, y are check bits of the horizontal code, z are check bits of the vertical 

code, and s are the check bits of either z or y.

The properties of the product code are as follows:

length of the code: 

dimension of the code: 

Hamming distance: 

Code rate:

n = nh • nv

k = kh ■ ky

d - dh • dv

R = RhRv = k/n

(number of information bits)

The strength of this type of code lies in the decoding strategy. The code words are transmitted row per 

row, and at the receiving end stored in the matrix again. First, the receiver decodes the columns of the
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matrix, correcting errors that occurred during transmission (the number of errors that can be corrected 

depends on the Hamming distance dv of the vertical code). After vertical decoding a horizontal vector 

remains, which is decoded to correct for errors that slipped through the vertical decoder (again, the 

number of errors that can be corrected depends on the Hamming distance dh). In this way, the product 

code can correct a burst error of a length which is equal to the length nh of the horizontal code.

On basis of this product code, appropriate modulation and coding schemes are designed for Eurofix 

data transmission. One of the single codes (either Ch or Cv) has to be a balanced one, as the Loran-C 

performance requires balanced modulation. In the next two Sections two coding schemes are derived, 

one based on vertical balancing, the column balanced scheme, and the other based on horizontal 

balancing, the word balanced scheme.

4.4 Column balanced modulation

The first strategy used to design a modulation scheme is the column balanced strategy developed by 

Megapulse, Inc. This Section describes the modulation scheme and derives its properties, e.g. number 

of data bits per GRI, error correcting capabilities, and the different modulation patterns for different 

types of messages.

Figure 4.9 describes the modulation scheme which will be used to transmit the normal DGPS 

corrections. Here a '0' stands for 'no time shift' (e.g. the first two pulses in each GRI), a '+' sign stands 

for a time delay, and a'-' sign for a time advance. These shifts are called pulse bits from now on.

GRIA GRIB

GRI 1 & 2
GRI 3 & 4
GRI 5 & 6
GRI 7 & 8

go------- 
00++++++ ooy-----

h--------------------------------------------------------------

00++++++
00-------

00++++++00-------
Code bit 

vertically extracted
Figure 4.9 Column balanced modulation pattern for normal DGPS corrections.
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Message type classification
As can be seen, a code bit is represented by four pulse bits (two advances and two delays in order to be 

balanced). The two advanced and two delayed pulses can be ordered in six possible ways which are 

used to represent logical ones and zeros in three different classes, as is shown in Table 4.1.

Table 4.1 Vertical modulation patterns used to transmit code bits in three different classes.

Message Type

GRI Number

Normal DGPS

Corrections
Synchronization Integrity Message

1 &2 + — + — + —

3 &4 — + + — — +

5&6 + — — + — +

7&8 — + — + + —

Code bit 
value

1 0 1 0 1 0

The classification of the different message types can be done very accurately. Each message class uses 

its own modulation type for the duration of the entire message. In other words, the class-identification is 

repeated 6 times per 4 GRIs. Therefore, a misclassification of the message due to demodulation errors 

is unlikely.

Error correcting capabilities

By representing each code bit as four pulse bits in different GRIs, the scheme provides protection 

against cross-rate interference. The code Cv of the product code can be seen as a four times repetition 

code with Hamming distance dv = 4. This means that the vertical code can correct one error and detect 

two. Nevertheless, if the sub-periodic interval of the cross-rate interference is 2, 3 or 4 GRIs, the 

receiver may not be able to decode a code bit correctly anymore. This is illustrated with an example in 

Figure 4.10. If for instance the first and fifth GRI are hit by cross-rate (sub-periodic interval equal to 

four), the user could receive an unexpected shift combination.
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Can be decoded to

and

Received 
column

Transmitted 
column

Figure 4.10 Effect of sub-periodic interval of cross-rate.

Wrongly received 
pulse bits due to cross-rate

If the receiver tries to decode the received pulse bits, it cannot correct the two errors. As a result, the 

decoder outputs an erasure on this particular position in the message. This erasure has to be corrected 

by the horizontal code Ch which is applied over the entire DGPS message (about 45 data bits).

However, if too many erasures occur, the horizontal code cannot correct them and as a result the DGPS 

message is lost.

Figure 4.9 showed that the modulation is balanced over eight GRIs. It can also be seen that the scheme 

is vulnerable for cross-rate with sub-periods of 2, 3 and 4 GRIs which means that reliable data 

transmission is endangered. To assure reliable data transmission for these cross-rate situations the code 

should be extended by interleaving over a larger number of GRIs. But then, the code is balanced over a 

larger block of GRIs possibly introducing a larger Loran-C positioning error.

Finally, with this modulation scheme 12 code bits are transmitted in 8 GRIs which means an effective 

data rate of 1.5 bits per GRI (37.5 - 15 bits per second). The code rate of the four times repetition code 

is equal to Ry = 0.25. The additional horizontal code Ch necessary to correct for occasional erasures 

will only reduce both data rate and code rate.
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Loran-C performance degradation
Although the Loran-C performance degradation due to the Eurofix modulation depends highly on the 

tracking bandwidth of the Loran-C receivers, some general properties of this modulation scheme can be 

derived. The maximum imbalance occurs when the receiver window partly overlaps two balanced 

blocks, one at the beginning of the window and the other at the end as demonstrated in Figure 4.11 for 

normal DGPS messages.

The small rectangles each depict a modulated 

GRI, the shaded ones are balanced and the grey 

ones are not balanced because their 

corresponding balancing GRIs fall out of the 

receiver window. It can be seen that the 

maximum imbalance equals 4 GRIs. The 

influence of this imbalance depends on the 

receiver window size and becomes smaller if the 

window size increases. In Section 4.6 the 

Loran-C performance degradation is simulated 

using a hard limiter type receiver. There, the 

influence of the Eurofix data using a column 

balanced modulation scheme is shown as a 

fiinction of signal-to-noise ratio and receiver 

window size.

] [

a Balanced

Unbalanced

Receiver 
window

Balanced group 
’ of 8 GRIs

Figure 4.11 Maximum imbalance of the column 

balanced scheme for normal DGPS messages.
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4.5 Word balanced modulation

The next strategy that can be used to design a modulation scheme is word balancing. In contrast with 

the previous modulation scheme, the modulation is balanced over a number of consecutive shifts. The 

number of GRIs over which the modulation is balanced, is smaller than with the column balanced 

scheme. Consequently, the Loran-C performance degrades slightly less. A disadvantage of the scheme 

is that the modulation cannot be systematic anymore. As a consequence, the reception of an erroneous 

word means the loss of all data bits in that word. The next Sections describe two different schemes with 

increasing complexity.

4.5.1 Balanced over 8 shifts

By balancing the modulation over a certain amount of shifts, two considerations have to be taken into 

account. First, balancing over a large number of shifts makes the code more effective, in other words, it 

takes relatively less parity bits r to balance k data bits, the code rate of the balanced code increases. On 

the other hand, by making the block larger the chance of cross-rate damaging the block increases. 

Because the code cannot be systematic anymore, this means the destruction of all bits in the block. 

Second, an appropriate block length has to be selected so that the total number of possible messages is 

slightly larger than some power of two. In this way only a few unused words are discarded and the code 

is maximally used.

The balanced code used for Eurofix is a special case of the equal weight codes A(n, d, w), where n is 

the length of the code (the total number of bits), w is the number of ones in each code word (weight of 

the code word), and d is the Hamming distance (always even). The properties of this code are described 

in Appendix B. In this particular case w = '/z n, and d = 2. The total number of possible words A(n, 2, 

'/z n) can be calculated with Formula 4.3.

/ \ I nA(n, 2, Ln) = 
IW

Formula 4.3

Note that n is always an even number. Using this Formula the maximum number of code words for any 

n can be derived. Table 4.2 gives the properties of this code for n from 2 to 12.
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Table 4.2 Maximum number of code words ofA(n, 2, 'A n).

n A(n, 2, 'A n) 2log(A) Code Rate
J

bit rate 

(bits per GRI)

2 2 = 2' + 0 1 0.5 3

4 6 = 22 + 2 2.58 0.65 3

6
4

20 = 2 +4 4.32 0.72 4

8 70 = 26 + 6 6.12 0.77 4.5

10 252 = 27 + 124 7.97 0.80 4.2

12
9

924 = 2 +412 9.85 0.82 4.5

Note that the numbers behind the decimal point in the third column are not real bits, they are formed by 

the superfluous words only to be used for special messages such as synchronization, integrity messages, 

etc. As can be seen, best performance is given by choosing n = 8. Then, the total number of code words 

is 70 of which 64 are used to transmit 6 code bits. The remaining 6 words are used for special 

messages. Balancing over 8 shifts means that the transmitted words cross the GRI boundaries. 

Therefore, three 8 shift words are handled as a block to fit into a four-GRI frame. To compensate for 

wrongly detected shifts due to cross-rate the block of three words is repeated three times. The 

modulation scheme now described is given in Figure 4.12.

1 word of 6 code bits

1 GRI

+
+

+
+

+
+

+ +
+

+

+

+ +
+ +

+oo
00
00

00 - -
00 - -
00 - -

00
00
00

00 - -
00 - -
00 - -

Figure 4.12 Modulation scheme using 8 balanced shifts to transmit 6 bits.

Message type classification

Classification of the message type (normal DGPS corrections or error message) is possible by 

transmitting one of the remaining 6 words (remember, only 64 of the 70 words were used to transmit 

data). This classification, however, is less robust than the one used in the column balanced concept. 

Here, the classification word only differs in 2 positions from words used for data transmission. Due to 

a simple error pattern, the classification word can change into a data word. Especially, if the 

classification frame of an integrity message is corrupted the receiver cannot distinguish between 

normal DGPS corrections and this integrity message. Therefore, to meet the Probability of Missed
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Detection integrity requirement [5] the classification frame and the integrity message should be 

repeated. Classification for the different messages could be done by repeating the classification frame 6 

or 9 times instead of the normal 3 times repetition (vertical code). The larger number of repetitions 

increases the reliability of the message classification but at the same time slows down the datalink.

Error correcting capabilities
The product code of this modulation scheme is built up by a balanced code horizontally and a three 

times repetition code vertically as is shown in Figure 4.13.

Three times repetition code 
with distance 3, can correct one error

Balanced code
with distance 2, can detect one error

Figure 4.13 Error correction of the word balanced modidation scheme.

The equal weight code horizontally has a Hamming distance of dh = 2 and the repetition code vertically 

has a distance dv = 3. As mentioned earlier, a product code has at least a Hamming distance d = dh- dv 

(the product of the Hamming distances of each single code). The strength of the code, however, lies in 

the decoding technique. First, the receiver decodes the received frame vertically, one wrongly detected 

pulse bit can be corrected, and then checks the decoded message horizontally. So, if a GRI is hit by 

cross-rate and the corresponding word is corrupted, the vertical majority vote can correct the error. 

However, if the column contains two errors, the decoder takes the wrong decision and decodes the 

column to the wrong value. The horizontal check can only detect this error, the frame cannot be 

decoded and 6 code bits are lost. Extra error correction should compensate for the loss, but the extra 

parity bits slow down the effective data bit rate. If no further error correction is applied a message 

containing one or more undecodable frames is discarded which degrades the final DGPS accuracy.

The encoding and decoding of the data bits can be done using a look-up table or by applying some 

efficient coding algorithm [11], Here, the use of a look-up table is more effective as the number of table 

entries remains small. Appendix C lists the look-up table for this code where the code words are chosen 

as systematically as possible.
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As can be seen from Figure 4.12, the modulation scheme is vulnerable for sub-periodic intervals of 4 

and 8 GRIs. The scheme can be extended using smaller or larger interleave periods for the data words. 

But then, the corresponding three shifts of each word will not necessarily be on the same pulse position 

in the GRI. Also, the three corresponding words are differently spread over the GRIs making it 

vulnerable for more sub-periodic intervals of the cross-rate pattern. In Figure 4.14 the consequences of 

code extension from three to four 8 shift words are shown. The four 8 shift words do not fit into an 

integer number of GRIs anymore. The last two pulse bits of the fourth word have to be transmitted at 

the beginning of the next row and as a consequence the entire row is shifted two places. Apparently, the 

pulse bits of three corresponding words (for vertical decoding) are located on different pulse positions. 

Insight in the properties of the modulation scheme with respect to sub-periodic cross-rate patterns has 

become less clearly.

0 0-+
00-
00-- 00

00--
00
00

0 0 -
00-------

1 frame of
3 corresponding words

Figure 4.14. Consequences of an interleave period offour instead of three words.

In conclusion, the scheme uses 12 GRIs to transmit 18 bits which yields a data rate of 1.5 bits per GRI. 

If a frame is declared undecodable the whole message is rejected affecting the final DGPS accuracy. 

Lastly, the scheme can be extended to counteract the influences of certain sub-periodic cross-rate 

intervals at the cost of more complexity and a weaker insight on the behavior of the scheme.

Loran-C performance degradation

Again, the Loran-C performance degradation depends on the receiver window size. Maximum 

imbalance occurs if the receiver window partly overlaps two balanced words. It can be shown that the 

maximum imbalance is only 8 shifts long. Section 4.6 compares the performance of this scheme with 

the performance of the previous one in respect of Loran-C degradation. Probably, this scheme performs 

slightly better due to the smaller balancing block length.
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4.5.2 Balanced over more shifts adding extra error correction

The previous modulation scheme has two major drawbacks:

• First, if in one column two errors occur due to cross-rate and noise the frame cannot be decoded 

and as a consequence the whole message is lost. At high signal-to-noise ratios this will not happen 

very often, but as the SNR decreases the number of discarded messages will increase and reaches 

an intolerable level.

• Second, the previous scheme is vulnerable for sub-periodic cross-rate intervals of 4 and 8 GRIs. 

Code extension is possible but yields a complex scheme. The scheme described in this Section has 

better error correcting properties at the cost of a lower effective data rate.

To provide extra error correction the Hamming distance of the total scheme has to be increased. The 

previous scheme had a distance of d = dh • dv = 6 and was used to first decode vertically and then 

check horizontally (note that the horizontal code was only error detecting and not correcting). The 

increase in error correcting capabilities of the scheme will be sought in the horizontal code. Appendix B 

states that an equal weight code (and thus the balanced code as well) always has an even Hamming 

distance. Thus, a balanced code has to be found with Hamming distance dh = 4.

Table 4.3 gives the maximum number of code words of the equal weight code with distance 4, 

A(n, 4, 'An) [12],

Table 4.3 Maximum number of code words ofA(n, 4, Vs n) [12].

n A (n, 4, A n) 2log(A) Code Rate bit rate 

(bits per GRI)

2 — — — —

4 2 = 2* + 0 1 0.25 1.5

6
2

4 = 2+0 2 0.33 2

8 14 = 23 +6 3.81 0.48 2.25

10 36 = 25 +4 5.16 0.52 3

12 132 = 2?+4 7.04 0.59 3.5

Again, the numbers behind the decimal point in the third column are not real bits, but are formed by the 

superfluous words (used to transmit special messages). Note that the Code Rate and the data speed 

decreased enormously. As can be seen from Table 4.3, only two good choices for n remain, n = 10 and 

n = 12. For these choices the number of superfluous words is relatively small and at the same time the 

code rate is still acceptable. Unfortunately, the scheme with n = 10 only provides extra error correction 

but does not solve the problem of variable interleave periods. The scheme with n = 12 solves both 

problems and is discussed below.
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Figure 4.15 shows the modulation scheme.

Figure 4.15 Modulation scheme based on the balanced code A(12, 4, 6).

00++++++
00+++++
0 0 + + + + +

1 word of 7 code bits

1 GRI

00
00
00

^1 1 1 1 1 100000 0^
111111000000
J 1 1 1 1 100000 0^

Error correcting capabilities

Again, this scheme describes a product code, only now it is built up by a balanced code with distance 

dh = 4 horizontally, and the three times repetition code, dv = 3, vertically. Clearly, this code will be able 

to correct more errors than the previous one. First, the receiver decodes vertically and then horizontally. 

But now, the horizontal decoder is able to correct one error made by the vertical decoder due to cross­

rate and noise, as is explained with an example.

Example:

Suppose the Eurofix transmitter sent the frame: 

(For ease of survey, the + and - signs are replaced by 

1 and 0).

Due to cross-rate and noise the following frame was 
received:

Clearly, a burst error of length 6 occurred in the 

second row and random errors occurred in the first, 

second ,and third row.

Vertical decoding yields the vector :

Because of the extra error correction (dh = 4) the vert 

decoding error on the fifth place can be corrected:

rl 1 1 1 1 1 0 0 0 1 0 0"
000100000001
J 1 1 0 0 1 0 1 0 0 0 0,

(1 1 1 1 0 1 0 0 0 0 0 0)

1 1 1 1 1 1 0 0 0 0 0
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Figure 4.15 shows that this scheme is vulnerable for sub-periodic cross-rate intervals of 2 and 4. But as 

the 12 shift word exactly fits into a two-GRI frame, any possible interleave period can be chosen to 

compensate for sub-periodic cross-rate intervals without losing balance. Figure 4.16 shows a possible 

extension of the scheme using an interleave period of three words.

1 GRI
/.................... I

00++++++ 00--------
1

-------- • 00 + + +----------- 00- + - + - +
9
• 0 0 + + -- + + 00- + - — +

00++++++ 00---------------- ' 00 + + +----------- 00- + - + - + '00++--++ 00- + - — +
00++++++ 00---------------- ' 00+ + +-----------  

1 00- + - + - + '00++--++
1 00- + - — +

first word second word
of 7 code bits of 7 code bits

third word 
of 7 code bits

Figure 4.16 Possible extension of the scheme using a larger interleave period.

The extension of the code has one drawback. As the block length of the interleaved extended code 

increases, the Time to Alarm requirement for integrity messages is endangered. Before an integrity 

message can take hold of the data channel, the started block of DGPS correction data has to be finished 

first. In worst case (from the integrity point of view), the words are interleaved over the total message 

length. In that case, it takes at most 4.2 seconds (the transmission time of a 49 bit message over a 

Loran-C channel with GRI =100 ms) before the channel is available for integrity messages. Whether 

this delay is acceptable depends on the DGPS integrity requirements.

To conclude, this scheme transmits 7 code bits in 6 GRIs, which yields an effective data rate of 1.17 

bits per GRI. Again, the remaining 4 words can be used to signal special messages.

Loran-C performance degradation

The Loran-C degradation will be merely the same as the previous scheme. Only now, the maximum 

imbalance of the scheme is 2 GRIs, 1.5 times larger than the 8 shift balanced scheme and 2 times 

smaller than the column balanced scheme. All three schemes are compared in the next Section.
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4.6 Comparing the schemes with respect to Loran-C performance

In this Section the three schemes are compared using a simulated hard limited Loran-C receiver. The 

Loran-C performance degradation is calculated as a function of signal-to-noise ratio, receiver tracking 

bandwidth and receiver tracking stepsize. For simplicity reasons, the influences of cross-rate 

interference, continuous wave interference, and atmospheric noise are discarded. First, the simulated 

Loran-C receiver is discussed.

4.6.1 The simulated Loran-C receiver

The simulated Loran-C receiver is a stationary hard limited receiver tracking a zerocrossing of the 

Loran-C pulse. The receiver uses an up-down counter with fixed averaging time Tav in the tracking 

loop to adjust the timing of the sample point. After integration of the samples taken at the estimated 

zerocrossing for a period Tav, the sign of the up-down counter determines the timing adjustment, as is 

described in Section 3.5.1. Depending on the sign of the up-down counter, the sample point is advanced 

or delayed with a fixed tracking stepsize in order to improve the estimate of the zerocrossing. The value 

of the up-down counter and thus the corresponding probabilities Pobs and Qobs depend on the averaging 

time Tav, the tracking error , the signal-to-noise ratio, and the applied modulation scheme.

The tracking of a Loran-C signal can be simulated by a Markov process of order 1. This is easiest 

explained with an example.

-3

P -3,obs

■2,obs

-2

P-2,obs

l,obs

-1

zerocrossing

P - l,obi}

' P l,obs P 2,obs

l,obs

75 ns

P 3,obs

^jObs

125 ns

Figure 4.17 Loran-C tracking modeled as a Markov process.

-25 ns ; 25 ns 
exact

-125 ns -75 ns

Figure 4.17 describes the tracking of a Loran-C receiver with a fixed tracking stepsize of 50 ns.

Without loss of generality, the states of the Markov process are chosen symmetrically around the actual 

zerocrossing. The transition probabilities P10bs and Qiobs relate to the probability density function of the
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value of the up-down counter which in turn depends on the value of the tracking error of state i. The 

transition probabilities can be calculated as a function of the tracking error.

The probability of each state in the Markov chain can now be calculated by Formula 4.4 ref. [13],

p(s,)=y;p(sJ).p(s,/sJ)
j

with

j

Formula 4.4

Formula 4.4 gives a set of linear equations which can be solved by linear algebra. The set of state 

probabilities describes the discrete distribution of the tracking error of the receiver.

By calculating the tracking error distribution as a function of the signal-to-noise ratio for the different 

modulation schemes, a tool has been made to compare the various schemes.

4.6.2 Comparison of the schemes

Figure 4.18 shows the rms value of the tracking error of a simulated hard limiter receiver as a function 

of the signal-to-noise ratio, for normal Loran-C transmission (no modulation), and for Loran-C 

transmission with extra data modulation using the three modulation schemes. The receiver has a fixed 

averaging time of 2 seconds, and a fixed tracking stepsize of 50 ns. The signal-to-noise ratio is defined 

with respect to the rms value of a sine wave with the same amplitude as the tracked cycle.

Tracking stepsize 50 ns, averaging time 2 seconds
200

100

Modulated

50

Not modulated

20

Q 

s 
ä

-20 -15 -10 -5 0 5 10 15 20 2

Signal-to-noise ratio(dB)

Figure 4.18 RMS value of the tracking error of a simulated Loran-C receiver as a function of the 

signal-to-noise ratio.
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As can be seen, the three lines corresponding to the modulated Loran-C transmission show a larger 

tracking error than the line of the normal Loran-C transmission. The picture shows two points of 

interest. First, at approximately +5 dB SNR the slope of the modulated transmission changes. This 

points to the beginning of the dead zone of the hard limited receivers (see Section 3.5.3).

Second, at approximately +20 dB SNR the slope of the normal transmission changes. Apparently, the 

tracking cannot be improved any further than 25 ns. This is easily explained, as the tracker is just 

changing from state '-25 ns' to state '+25 ns' in the Markov chain at high SNR.

Figures 4.19 a-d show the Loran-C performance degradation of the three modulation schemes relative 

to the performance of the receiver when no modulation is applied for different receiver parameters.
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Figure 4.19 a-d Loran-C degradation as a function of the signal-to-noise ratio for three different 

modidation schemes and four different receivers.
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Although the curves of the four receiver types are rather different, some properties of the Loran-C 

degradation due to data modulation can be derived:

• at low SNR all modulation schemes only yield a small signal power loss (approximately 1.5 dB), 

the modulated pulses still contribute to the tracking performance.

• as SNR increases, the modulated pulses lose their influence on the tracking performance (dead 

zone). The tracking signal is reduced with approximately 6 to 7 dB.

• at high SNR the performance of the receiver is limited by the tracking stepsize. At some point, the 

performance of the receiver with modulated Loran-C signals can still be improved, whereas the 

fixed tracking stepsize leaves no room for improvement for the unmodulated Loran-C transmission.

As was to be expected, the column balanced modulation introduces a slightly higher performance 

degradation than the word balanced ones. The differences between the column and word balanced 

schemes decrease as the averaging time increases.

4.7 Conclusions

Cross-rate interference can have large influence on data transmission. Especially, cross-rate patterns 

with small sub-periodic intervals endanger reliable data transmission. The influences of cross-rate have 

to be compensated for by error correcting codes.

The column balanced modulation scheme provides vertical error correction to compensate for cross­

rate. The additional horizontal code can be designed over the entire DGPS message (large block) which 

in general gives better performance than codes over shorter blocks. Unfortunately, the scheme is hard to 

extend to compensate for sub-periodic intervals of 2, 3, and 4.

The 8 shift word balanced scheme on its own will probably not be robust enough for the hostile 

Loran-C data channel. Additional error correction has to be applied to improve the performance. 

However, due to the unsystematic 8 shift balanced code that will be a complex matter.

The 12 shift word balanced scheme probably performs best at the cost of a lower effective data rate. 

The scheme's ability to easily extend the interleave period makes protection for any sub-periodic cross­

rate interval possible.

The Loran-C performance degradation is comparable for all three schemes. The word balanced 

schemes perform slightly better due to a shorter balancing block than the column balanced scheme. At 

low SNR the loss in tracking signal is small (1.5 dB), at higher SNR the loss increases (to 

approximately 7-8 dB) due to the dead zone of hard limited Loran-C receivers.
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All three schemes have a relatively low effective data rate, mainly caused by the balancing requirement. 

Better codes could be designed and higher effective data rates could be reached if only the modulation 

would not necessarily have to be balanced. It is reasonable to think that the information source outputs 

ones and zeros in equal proportions. Perhaps the majority of the messages is already balanced anyway. 

The next Chapter investigates the possibilities of data transmission without this annoying balancing 

requirement.
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5 Unbalanced data modulation

In the previous Chapter three coding schemes were designed based on balanced modulation of the 

Loran-C signal. However, the effective data bit rates of the three schemes are relatively low which 

leaves practically no room for extra error correction if the message error probability seems to be too 

high. The three schemes operate at the system's boundaries which means that decreasing the effective 

data rate any further could have large influences on the final DGPS accuracy. If the balancing 

requirement could be abandoned, more efficient codes can be designed with higher effective data rates.

This Chapter investigates the possibilities of unbalanced data transmission. First, the consequences for 

the normal Loran-C performance are discussed, and then, a code is designed using the maximum 

transmission bandwidth.

5.1 Loran-C performance degradation due to unbalanced data 
transmission

Inevitably, unbalanced data transmission introduces a larger tracking error than balanced data 

transmission. In this Section the performance degradation of unbalanced modulated Loran-C 

transmission is derived and compared to balanced modulation and no modulation. Figures 5.1 a&b show 

the theoretically expected performance degradation of unmodulated data transmission calculated with 

the simulated Loran-C receiver with averaging time 5 seconds and tracking stepsize 1 ns.
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Figure 5.1a: RMS tracking error of Loran-C receiver with unmodulated, balanced modulated and 

unbalanced modulated transmission, b: Signal loss of balanced and unbalanced modulation relative 

to not modidated transmission.
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No importance has to be attached on the actual values of the rms tracking errors in Figure 5.1a, merely 

the path of the three curves and their mutual relation is important. Clearly, the unbalanced modulation 

yields a larger decrease of Loran-C performance than the balanced modulation. Especially, the 

horizontal part of the unbalanced modulation curve in Figure 5. la is of great interest. Apparently, for 

signal-to-noise ratios between +3 and +9 dB the tracking is not improved with increasing SNR. For this 

SNR interval the data modulation is dominant over the two unmodulated pulses in the tracking loop. At 

larger SNR values, the two unmodulated pulses take over and tracking performance is increased.

Fortunately, the difference in performance between unbalanced and balanced modulation becomes 

smaller for the simulated Loran-C receiver. In Figures 5.2 a-d the performance of the unbalanced 

modulation is compared with the column balanced modulation. Note that the column balanced 

modulation resulted in the highest Loran-C performance degradation of the three balanced modulation 

schemes.
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Figure 5.2 a-d Loran-C degradation as a function of the signal-to-noise ratio for unbalanced and 

column balanced data transmission for four different receivers.
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The performance degradation of unbalanced modulation shows approximately the same path shape. The 

only difference is that the unbalanced path has a higher peak value. However, Figure 5.3 shows that at 

SNR values between +3 and +9 dB the slope of the tracking error of unbalanced modulation becomes 

horizontal.
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Figure 5.3 RMS value of the tracking error of a Loran-C receiver as a function of SNR

The knowledge that with increasing SNR the navigation performance remains the same is undesirable, 

to put it mildly. On the other hand, the performance will probably still be better than required to meet 

the Loran-C specifications. Whether the datalink properties can be improved at the cost of more 

Loran-C degradation is a political decision.

5.2 Coding scheme design with full data channel capacity

A code which has full data channel capacity at its disposal probably has better properties. Good error 

correcting capabilities as well as a sufficient effective data rate can easier be achieved without the 

balancing restriction. In this Section a code is designed which is a concatenation of two other codes. 

First, the properties of a concatenated code are discussed.
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5.2.1 Concatenated code design

The principle of a concatenated code is explained in Figure 5.4, ref. [10],

DecodingEncoding Outer channel

DecodingEncoding

Figure 5.4 Concatenated code.

A concatenated code consists of an inner code and an outer code. The inner code is a binary code with 
k 

length n and dimension k ( number of data bits), the outer code is a non-binary code over GF( 2 ) with 
k k

length N and dimension K ( number of data symbols, a Galois Field GF( 2 ) is a collection of 2

elements, Appendix B). The total encoding and decoding will be done in three steps:
k

• First, the incoming message is divided into K parts of length k which are elements of GF( 2 ) and 

can be seen as symbols a1.

• Second, the vector a containing K symbols is the input vector for the outer code which adds N - 

K check symbols, forming the encoded vector c.

• Third, each of the N symbols C; is treated as a binary vector u of length k and fed to the inner code.

The inner code adds n - k check bits to every group of k bits forming the vector x.

Then, the N vectors x are transmitted over the inner channel to the receiver. At the receiving end the 

process is reversed.

A concatenated code is able to effectively correct for burst errors and random errors [10],
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With all coding tools at hand and all knowledge about the Loran-C data channel available, a suitable 

unbalanced coding scheme can be designed. But first, properties of the Loran-C data channel have to be 

examined again.

The Loran-C channel is mainly disturbed by two sources, noise and cross-rate interference. Noise can 

cause single errors randomly placed with a probability depending on the signal-to-noise ratio. Cross­

rate interference can cause burst errors with a maximum length of 6 bits (6 modulated pulses per GRI). 

The code has to be able to correct for both error sources.

The length of the inner code is set by the properties of the burst errors due to cross-rate interference. 

As the burst error falls always within one GRI, it is best corrected for if it coincides with only one 

symbol of the outer code. This means that the length of the inner code is set at 6. The dimension k of 

the inner code can now be chosen 3 or 5.

The (6,3) shortened Hamming code has distance 3 and is capable of correcting one error. The price that 

has to be paid for a single error correcting code is heavy. Already, 3 out of 6 bits are used for error 

correction.

The (6,5) parity code has distance 2 and thus is not able to correct errors. However, the code can detect 

any odd number of errors (e.g. 1, 3, and 5). If it has detected errors the entire symbol is declared an 

erasure and has to be corrected by the outer code.

The unbalanced code will be designed using the (6,5) parity code as inner code.

The outer code is chosen to be a Reed-Solomon code over GF( 2 ). A t-error correcting Reed-Solomon 
k

code over GF( 2 ) has the following properties:

maximum length 

maximum dimension 

Hamming distance

N = 2k -1
V

K = 2 - 1 - 2t

d > 2t + 1

The dimension K of the outer code is set by the total amount of bits in a message, the 45 bits for the 

asynchronous DGPS correction (Section 2.2) set K equal to 9 (k • K = 5 • 9 = 45). The number of 

check symbols depends on the degree of error correction that is needed for reliable data transmission. 

As can be seen above, two check symbols have to be added for every extra error to be corrected. The 

maximum performance with respect to error correction is achieved by choosing N = 31 and K = 9. In 

this way 22 check symbols protect 9 information symbols, so that a message containing 11 erroneous 

symbols can still be corrected. With the aid of the inner code generating erasures this performance can 

be increased even further. The effective data bit rate of this code is 1.45 bits per GRI, comparable with 

the balanced schemes.
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The encoding of the concatenated code will be explained with the example of Figure 5.5. In this 

example a 2-error correcting Reed-Solomon code is used which means that 4 extra parity symbols 

protect the 9 data symbols.

10 110

a

00101

DGPS Message

Reed-Solomon

9 GRIs

00000 0 1111 10 110

Odd parity check

a

Parity symbols

00110 1 0000

a

10010

a

1 GRI
F-------/

12 aa30 a16

Figure 5.5 Example of the encoding of a DGPS message.

First, the generated DGPS message of 45 bits is cut into 9 parts of 5 bits each, forming 9 symbols of 

GF( 32 ). Second, the 9 data symbols are fed into the Reed-Solomon encoder yielding the 4 parity 

symbols. Third, each of the 13 symbols is now encoded by the inner odd parity code which means that 

the parity bit is filled with 1 if the 5 bit symbol has even parity, and is filled with 0 if the symbol has 

odd parity. Now, 13 GRIs can be modulated with the encoded DGPS message.

The effective data rate is dramatically improved in comparison with the balanced schemes. Now, an 

entire DGPS message is transmitted in 13 GRIs which yields an effective data rate of nearly 3.5 bits 

per GRI. With this scheme 2 erroneous symbols or 4 symbol erasures can be corrected. Erasures occur 

when in the received GRI 1, 3 or 5 pulse shifts are inverted. If the error correcting capabilities are not 

sufficient enough, the scheme can easily be extended by simply adding more parity symbols (two for 

every extra error).
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5.2.2 Nearly balanced coding scheme

The inner code of the concatenated scheme is a parity code. Here, the odd parity is chosen which yields 

a balanced GRI for more than half the number of code words. Table 5.1 shows the imbalance 

distribution of the 6 bit words. After encoding, the weight of the 6 bit symbols becomes odd (1, 3, or 5). 

The imbalances for the 6 bit word can be calculated as follows:

In each 6 bit word an equal number of ones and zeros cancel each others influence (advance vs. delay). 

The remaining ones (or zeros) are not compensated for and yield an imbalance. For instance, a word of 

weight 1 (1 delay and 5 advances) corresponds to an imbalance of - 4 (4 uncompensated advances).

Table 5.1 distribution of the weights and imbalances before and after a (6,5) odd parity code.

Before encoding

Weight of 5 bit symbol 0 1 2 3 4 5

Frequency 1 5 10 10 5 1

After encoding

Weight of 6 bit word 1 1 3 3 5 5

Imbalance -4 0 + 4

Frequency 6 20 6

As can be seen in Table 5.1, the majority of the 6 bit words is balanced. Obviously, this yields great 

improvement in the Loran-C performance compared to unbalanced data transmission.
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5.2.3 Loran-C performance degradation of the nearly balanced code

In Figure 5.6 the rms tracking error of the nearly balanced coding scheme is compared with the 

unbalanced and unmodulated transmission.
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Figure 5.6 RMS tracking error of the nearly balanced coding scheme compared with unbalanced and 

unmodulated transmission.

Apparently, the performance is significantly improved in comparison with unbalanced data 

transmission. Also, the horizontal slope has disappeared. Reason enough to compare the nearly 

balanced coding scheme with the balanced schemes. Figures 5.7a-d compare the nearly balanced coding 

scheme with the unbalanced and column balanced schemes.
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Tracking stepsize 50 ns, averaging time 1 second
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Figure 5.7a-d Loran-C degradation as a function of the signal-to-noise ratio for the nearly balanced 

coding scheme compared to the unbalanced and column balanced data transmission.
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As can be seen, the nearly balanced coding scheme is competitive with the column balanced scheme. 

For small receiver integration times the scheme even performs better. The explanation for that has to be 

sought in the imbalance due to imperfect alignment of the tracking window and the balancing block for 

the column balanced scheme.
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5.3 Conclusions

Although unbalanced data transmission probably yields an intolerable Loran-C performance 

degradation, it opened a whole new area of possible coding schemes. Simulations showed that as long 

as the majority of the transmitted words is balanced and the mean value of all possible code words 

equals zero (in terms of modulation) the Loran-C performance degradation is comparable with balanced 

modulation. It should be noted, however, that the simulations were only performed for signal-to-noise 

variations in a hard limited stationary receiver. The results of these simulations should be verified by 

real life experiments.

As far as Eurofix data transmission is concerned, the relaxed balancing requirement has great effect on 

the properties of the Eurofix datalink. Now, better codes can be designed which are more efficient in 

terms of error correcting capabilities and effective data rates. The coding scheme derived in this 

Chapter is only one example of probably a large variety of possible coding schemes.
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6 Conclusions and recommendations

The design of a modulation scheme for the Eurofix datalink is not a trivial matter. The scheme has to 

meet both the Loran-C performance requirements as well as the DGPS update rate requirements. From 

this report the following conclusions can be drawn:

6.1 Conclusions

With respect to DGPS accuracy:

• Due to the different temporal decorrelation of the asynchronous DGPS satellite corrections the 

accuracy of the corrected Pseudo Range for each satellite is different. Therefore, the final user 

DGPS accuracy depends also on the selected set of satellites and how they are placed in the satellite 

update frame.

With respect to the Loran-C data channel:

• The sub-periodic properties of the cross-rate interference patterns have large influences on the data 

transmission. The interleave period of the modulation scheme should not coincide with the sub- 

periodic interval of the main cross-rating Loran-C chain in the neighborhood.

With respect to balanced modulated Eurofix data transmission:

• At low signal-to-noise ratios the loss of navigation signal due to modulation is approximately 1.5 

dB, whereas at higher signal-to-noise ratios this loss is increased due to the dead zone in hard 

limited receivers. Then, the loss varies from 6 to 8 dB depending on the applied modulation scheme 

and receiver configuration.

• The Loran-C performance degradation also depends on the alignment of the receiver window with 

respect to the block the modulation is balanced over. Especially, receivers with small integration 

windows will notice a degradation due to local imbalances of the modulation scheme. This effect is 

decreased as the modulation is balanced over a smaller block length.

• The three balanced modulation schemes have low effective data rates of 1.5 bits per GRI or less, 

mainly caused by the balancing requirement.

67



/IIIIIIlK Conclusions and recommendations
/É uro fi xDCOdr»——— ----------------------------------------------------------------------------------------------------- ---------•iiinin”" '

With respect to unbalanced modulated Eurofix transmission:
• At low signal-to-noise ratios the Loran-C degradation of the unbalanced modulation is comparable 

with the balanced modulation (1.5 dB signal loss). However, at higher signal-to-noise ratios the 

unbalanced modulation yields a significant degradation of the Loran-C performance (approximately 

14 dB signal loss). On the other hand the minimum standard performance will probably still be met.

• A concatenated coding scheme consisting of an odd parity code and Reed-Solomon code yields a 

great improvement in the effective data rate (1.5 to 3.5 bits per GRI, depending on the degree of 

error correction).

• The odd parity code yields a nearly balanced coding scheme which has Loran-C performance 

comparable with balanced codes.

• Although the unbalanced data transmission on itself probably yields an intolerable Loran-C 

performance degradation, it opened the door to a wide new area of possible nearly balanced coding 

schemes.

6.2 Recommendations and further research

The conclusions drawn in this Chapter are all based on theoretical analyses and computer simulations. 

Real life testing of the modulation schemes should verify whether the results are correct.

Also, the Loran-C performance degradation is only simulated for changing signal-to-noise ratios in a 

stationary receiver. Influences of cross-rate interference, continuous wave interference, atmospheric 

noise, and tracking errors due to movement of the receiver were discarded. Research at the behavior of 

the Loran-C performance with these error sources turned on could yield different results.

The influence of data modulation on fast acquisition linear receivers should also be investigated. One 

should keep in mind that the linear receiver can easily demodulate the Eurofix data, subtract it from the 

received signal, and use the upgraded pulse to improve tracking performance.

Finally, the door is opened to a whole new set of nearly balanced coding schemes. The scheme derived 

in Chapter 5 is only one example. Perhaps, coding schemes better adjusted to the typical Loran-C 

environment are lying there waiting to be picked up.
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Appendix A Sub-periodic cross-rate properties of 
European and American Loran-C chains

The sub-periodic intervals of the new European and existing American Loran-C chains are shown in 

Tables A. 1 and A. 2. The names and GRIs of the Eurofix stations are given in the first column, and in 

the first row the GRIs of the interfering chains are given. Information about the location of the stations 

in each chain can be found in [9] and [14],

Table A.1 Sub-periodic cross-rate intervals of the new European Loran-C chains.

7001 9007 7499 6731

Bo 7001 X 18 1 23 25

Ejde 9007 14 35 X 10 15 3

Sylt 7499 1 12 18 X 89

Lessay 6731 24 26 4 9 10 X

Table A. 2 Sub-periodic cross-rate intervals of the American Loran-C chains.

5990 9940 8290 9610 8970 7980 9960 5930

Canadian West Coast Chain 5990 X 15 20 7 24

U.S. West Coast Chain 9940 9 12 X 1015 30 18 19

North Central U.S. Chain 8290 5 12 18 X 15 22 1 27 12 18

South Central U.S. Chain 9610 15 31 13 19 X 14 15 2 27

Great Lakes Chain 8970 20 21 1 36 15 X 16 24 20 30 4

Southeast U.S. Chain 7980 18 18 27 X 25 3

Northeast U.S. Chain 9960 10 15 2 26 18 27 20 X 9

Canadian East Coast Chain 5930 6 4 15 X

The sub-periodic intervals are calculated with the aid of Formula 4.1 of Section 4.2. In this calculation 

the cross-rate pulses are effective if they hit within a 150 ps interval of the desired pulses. The 

boldfaced numbers in both Tables correspond to pairs of GRIs whose cross-rate pattern is badly 

aligned and a large number (> 4) of hit pulses in consecutively hit GRIs occupy the same pulse 

positions. Especially, the GRI pairs with a small boldfaced sub-periodic interval endanger reliable data
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transmission. Some cells in Table A.2 are intentionally left blank. The corresponding cross-rate chain is 

considered to have far less influence than other neighboring chains.
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Appendix B Introduction to error correcting codes

In this Appendix the definitions and properties of some parameters of the error correcting theory are 

discussed. For more background information the reader is referred to [10] and [11].

The error correcting codes used in this report are all binary block codes. A block code C of length n 
kcan be seen as a set of 2 vectors which is a coset of all possible binary vectors of length n. A code is 

called linear if the sum of any two code words is a code word itself. Linear codes can be made 
systematic if the first k bits of the code word correspond to the information vector u. The length n of 

the code is then built up by k information bits (dimension of the code) and r check bits as is shown in 

Formula A.1.

x = (uj u2•••ukJ Sj•••sr) FormulaA.1

The performance of a code can be described with two parameters, the Hamming distance and the code 

rate.

Hamming distance
The Hamming distance d(a,b) between two vectors a and b is defined by the number of places the 

two vectors differ in. For example, the Hamming distance of the following two vectors 

(1 0 0 1 1 1 O) and (O 1 0 1 1 0 1) equals 4.

The Hamming distance of a code C is defined as the minimum Hamming distance between any two 

vectors (code words) of code C.

The Hamming distance is a measure for the error correcting capabilities of a code. A code that has a 

Hamming distance d > 2t + 1 is capable of correcting any t errors or detecting any 2t errors. Also, the 

code can exchange the correction of an error with the correction of two erasures. An erasure is a 

symbol which the demodulator outputs if it cannot make a decision whether the received bit was a 1 or 

a 0. An erasure can be seen as an error of which the position is known and only the true value has to be 

found.

In short, a code can correct any combination of t errors and e erasures as long as 2t + e + 1 < d , the 

Hamming distance of the code.
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Code rate

The code rate of a code is a measure for the amount of redundancy that has to be added to the 

information bits to achieve the desired error correcting performance. The code rate of a binary code is 

given by Formula A.2.

R = log(M) Formula A.2
n 

k 
where M (cardinality) is the total number of code words of the code C. In general M equals 2 , the code 

rate is then described by

R = — Formula A.3
n

Note that the code rate R < 1.

A good code preferably has a high Hamming distance and a high code rate.

Equal weight codes A( n, d, w )

The equal weight code is a class of non-linear and unsystematic codes. This means that the k 

information bits cannot appear as the first part of a code word. All vectors of the code have the same 

weight (the number of ones in a code word). The Hamming distance of an equal weight code is always 

even, because any two code words differ in an even number of places. A balanced code is a subclass of 

the equal weight codes. Then, w equals 'A n.

The maximum number of code words of the A( n, 2, w) code can be calculated with the binomial 

expression of Formula A.4.

n
w

A(n,2, w) = n!
k! (n-k)l

Formula A.4

The set of code words of an equal weight code with larger distance (always even) is a subset of the code 

words of A( n, 2, w).

74



Appendix B

Galois fields
For the construction of good error correcting codes Galois fields are often used. A Galois field

GF( q ) is a finite field with q elements on which the operations sum and multiplication are defined, q 

has to be a prime number or a power of a prime number (normally a power of 2). The elements of a 

Galois field can be used as symbols (instead of bits) over which efficient codes can be designed. The 
symbols of GF( 2m) can be represented as vectors of m bits (m-tuple representation) and used to create 

efficient binary codes (e.g. the binary Reed-Solomon code of Section 5.2.2). For a thorough explanation 

of the Galois fields and corresponding codes the reader is referred to [10] and [11].

75



Appendix C

Appendix C
Look-up table for the A( 8, 2, 4 ) balanced code

This table contains the conversion of an original 6 bit word into the balanced A( 8, 2, 4 ) code 

(4 ones and 4 zeros). The conversion is done as systematically as possible, a code is called systematic, 

if the information bits (word of 6) appear at the beginning of the code word (the 8 shift word). The 

Table lists 50 of 64 6-bit messages systematically. The remaining 14 information vectors contain more 

than 4 ones or 4 zeros, and thus cannot be encoded systematically. An alternative has to be found 

among the remaining 20 legal code words.

Entry Information vector Code word Comment

0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 Not Systematic
1 0 0 0 0 0 1 0 0 10 1110 Not Systematic
2 0 0 0 0 1 0 0 0 110 110 Not Systematic
3 0 0 0 0 1 1 0 0 0 0 1 1 1 1
4 0 0 0 1 0 0 0 0 1110 10 Not Systematic
5 0 0 0 1 0 1 0 0 0 1 0 1 1 1
6 0 0 0 1 1 0 0 0 0 1 1 0 1 1
7 0 0 0 1 1 1 0 0 0 1 1 1 0 1
8 0 0 1 0 0 0 0 110 10 10 Not Systematic
9 0 0 1 0 0 1 0 0 1 0 0 1 1 1
10 0 0 10 10 0 0 10 10 11
11 0 0 10 11 0 0 10 110 1
12 0 0 110 0 0 0 1 1 0 0 1 1
13 0 0 110 1 0 0 110 10 1
14 0 0 1110 0 0 1 1 1 0 0 1
15 0 0 1111 0 0 11110 0
16 0 1 0 0 0 0 0 10 0 1110 Not Systematic
17 0 1 0 0 0 1 0 1 0 0 0 1 1 1
18 0 10 0 10 0 10 0 10 11
19 0 10 0 11 0 10 0 110 1
20 0 10 10 0 0 10 10 0 11
21 0 10 10 1 0 10 10 10 1
22 0 10 110 0 10 110 0 1
23 0 10 111 0 10 1110 0
24 0 1 10 0 0 0 1 1 0 0 0 1 1
25 0 110 0 1 0 110 0 10 1
26 0 110 10 0 110 10 0 1
27 0 110 11 0 110 110 0
28 0 1110 0 0 1 1 1 0 0 0 1
29 0 1110 1 0 1110 10 0
30 0 11110 0 11110 0 0
31 0 11111 0 1110 0 10 Not Systematic

Table A. 3. Look-up table for the A( 8, 2, 4 ) balanced code.
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Entry Information vector Code word Comment

32 1 0 0 0 0 0 10 0 10 110 Not Systematic
33 1 0 0 0 0 1 1 0 0 0 0 1 1 1
34 1 0 0 0 1 0 1 0 0 0 1 0 1 1
35 1 0 0 0 1 1 1 0 0 0 1 1 0 1
36 10 0 10 0 1 0 0 1 0 0 1 1
37 10 0 10 1 10 0 10 10 1
38 10 0 110 1 0 0 1 1 0 0 1
39 10 0 111 10 0 1110 0
40 10 10 0 0 1 0 1 0 0 0 1 1
41 10 10 0 1 10 10 0 10 1
42 10 10 10 10 10 10 0 1
43 10 10 11 10 10 110 0
44 10 110 0 1 0 1 1 0 0 0 1
45 10 110 1 10 110 10 0
46 10 1110 10 1110 0 0
47 10 1111 10 110 0 10 Not Systematic
48 1 1 0 0 0 0 1 1 0 0 0 0 1 1
49 1 1 0 0 0 1 1 1 0 0 0 1 0 1
50 110 0 10 1 1 0 0 1 0 0 1
51 110 0 11 110 0 110 0
52 110 10 0 1 1 0 1 0 0 0 1
53 110 10 1 110 10 10 0
54 110 110 110 110 0 0
55 110 111 10 0 110 10 Not Systematic
56 1110 0 0 1 1 1 0 0 0 0 1
57 1110 0 1 1110 0 10 0
58 1110 10 1110 10 0 0
59 1110 11 1 1 0 0 0 1 1 0 Not Systematic
60 11110 0 1 1 1 1 0 0 0 0
61 11110 1 110 0 10 10 Not Systematic
62 111110 110 10 0 10 Not Systematic
63 111111 1 1 1 0 0 0 1 0 Not Systematic
RI 10 10 10 10 Synchronisation
R2 0 110 0 110 Integrity Message
R3 0 10 110 10
R4 0 10 10 110
R5 1 0 0 0 1 1 1 0
R6 10 10 0 110

Table A. 3 continued. Look-up table for the A( 8, 2, 4 ) balanced code.

78



/lilllllK. Appendix C
ZÉurofïxlöJDDo»—--------- -------------------------------------------------------------------------------- -— -------------------------------------------------------------——-------------------------------------------------- - ----------------------

The difference between systematic and unsystematic encoding is explained with an example.

Example: The information vector corresponding to table entry 3 contains 4 zeros and 2 ones. By adding 

another 2 ones at the end of the message the desired systematic balanced code word is found. However, 

table entry 0 contains 6 zeros and balancing would require 6 ones. The code word has only room for 

two check bits and therefore this vector cannot be encoded systematically. The spare code word 

00011110 is chosen because it best resembles the original message.

79


