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It has been shown that dipolar Bose-Einstein condensates that are tightly trapped along the polarization
direction can feature a rich phase diagram. In this paper we show that finite temperature can assist in accessing
parts of the phase diagram that otherwise appear hard to realize due to excessively large densities and number
of atoms being required. These include honeycomb and stripe phases both unconfined and with a finite extent.
To map out a phase-diagram, we employ both variational analysis and full numerical calculations solving the
finite-temperature extended Gross-Pitaevskii equation (TeGPE). Furthermore, we exhibit real-time evolution
simulations leading to such states. We account for the effect of thermal fluctuations by means of Bogoliubov
theory, employing the local density approximation. We find that finite temperatures can lead to a significant
decrease in the necessary particle number and density that might ultimately pave a route for future experimental

realizations.

DOI: 10.1103/PhysRevResearch.7.023019

I. INTRODUCTION

Dipolar Bose-Einstein condensates (dIBECs) represent an
outstanding platform for exploring the interplay between
long-ranged dipole-dipole interaction, contact interaction, and
quantum fluctuations [1-3]. Quantum fluctuations [4,5] can
play a crucial role in stabilizing the condensate against col-
lapse [6-9], providing access to parameter domains where
exotic physics occur. This mainly includes self-organized
pattern formation akin to classical ferrofluids [10] and the
emergence of ultradilute liquid droplets [11-14].

Supersolidity is a state of matter that simultaneously
features both discrete translational symmetry and a large
superfluid fraction [15-18]. Such phase-coherent density-
modulated states were realized using additional external fields
[19,20]. With the pioneering experiment of Ref. [11], dBECs
emerged as a self-organizing alternative. Since then, a range
of exciting experiments have explored pattern formation and
supersolidity in dBECs, including their excitation spectra
[21-25], nucleation of vortices [26], and the emergence of
patterns in elongated cigar-shaped traps with one-dimensional
symmetry breaking [21,22,27-32] and in a pancake trapping
geometry, where the condensate is tightly confined along the
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polarization direction leading to a two-dimensionally broken
symmetry [11,33]. This intense experimental activity has been
complemented with a range of theoretical works exploring the
physics of dBECs in cigar-shaped [34—43] and pancake traps
[44-50].

Theoretical works exploring such pancake geometries at
zero temperature have revealed a rich phase diagram in this
system [44,47,49,50] with interesting supersolid properties
[44,51]. It has been shown that the different coexisting phases
converge to a single point, at which the phase-transition is
of second order and around which supersolidity occurs [44].
This second-order point unfortunately requires large densities
that appear experimentally unfeasible, and the new phases,
namely, stripe and honeycomb states, require even higher den-
sities. Thus, finding parameters that permit the experimental
realization of these phases represents a significant challenge
[47.,49].

Yet, there appears an alternative way to promote roton-
softening and, subsequently, drive the quantum phase-
transition apart from only increasing density and changing
trapping parameters. Given that dBECs are strongly suscep-
tible to quantum fluctuations, it might seem plausible that
thermal fluctuations have a strong effect as well. In fact,
recent experiments have explored the effect of finite tempera-
tures on the dBEC [32]. Later, theoretical considerations that
treated thermal fluctuations by means of Bogoliubov theory
employing local density approximation showed that increas-
ing temperature can indeed promote pattern formation and
possibly supersolidity [42,43].

Here, we pursue the idea whether a finite tempera-
ture might lower the density required for accessing the
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second-order point and the high-density phases to experimen-
tally more accessible values for a dBEC in a pancake trap.
The shift in density due to a finite temperature has already
been explored in a cigar-shaped trap [43]. The motivation
for exploring the latter again in a pancake trap is due to the
fact that dimensionality and confinement play a crucial role
for the density and the particle number at the second-order
point [44,47]. Thus, we address these questions in this pa-
per, which is organized as follows. In Sec. II, we review the
model we employ to describe the finite-temperature effects. In
Sec. III, we present the finite-temperature phase diagram. In
Sec. IV, we explore whether a real-time evolution accounting
for three-body losses can actually drive the transition to the
high-density phases. Finally, in Sec. V we present the main
conclusions of our work.

II. FINITE-TEMPERATURE THEORY

To identify ground states of the condensate we use both
numerical and variational methods. We employ Bogoliubov
theory and the local density approximation (LDA) to account
for thermal fluctuations on the condensate [42,52,53]. Within
the LDA, this leads to the temperature-dependent extended
Gross-Pitaevskii equation (TeGPE) for the condensate wave
function v (r) given by

292
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Here, n is the chemical potential, m is the atomic mass,
Vaa denotes the dipole-dipole interaction, and a; is the s-wave
scattering length. U describes the trapping potential, which
in the thermodynamic limit reads U (r) = 3ma?z* and for the
fully trapped system is given by U(r) = im(w2x* + wly® +
a)zzzz), with @, > wy, w,. Here, by the thermodynamic limit,
we refer to the situation where the dBEC is unconfined in one
or more directions, such that the particle number and the vol-
ume diverge whilst the density remains constant. In our case,
this is the situation when the condensate is solely confined in
the z direction by the potential U (r) = 1mw?z?, whilst being
infinitely extended in the x-y plane, such that the total particle
number N — oo and the area S — oo diverge, whereas the
average two-dimensional (2D) density pop = N/S remains
finite. The terms Hgy, and Hy, account for the effect of quantum
and thermal fluctuations, respectively. Within the LDA, they
are given by [5,42,52]

32
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where g = 40 g (r) = \/glu + 2 (MIPVK)] is the

Bogoliubov excitation spectrum for a given local density
[ (r)[? of the dBEC, tx = 2K, 8 = 1/ksT, and T denotes

2m
temperature. V (k) corresponds to the Fourier transform of

the sum of the dipole-dipole interaction and the contact

interaction, given by

. A hla,
Vik) = 7T h”ag
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where dipoles are assumed to be polarized along the z axis.
The parameter agg = mCqq/ (127 i) corresponds to the dipole
length, Cyqq describes the strength of the dipolar interaction,
and the auxiliary function Qs(agq/ay) is given by [5]

: daa aw\ 217"
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0

as as

Equation (2) describes the part of the TeGPE that results
from the impact of the quantum fluctuations on the mean
field of the atoms and is responsible for arresting collapse
[9] of the condensate that would otherwise occur [6,7]. Care
must be taken in the evaluation of Eq. (3), since imagi-
nary excitation energies arise for a; < aqq at low momenta.
The application of the trapping potential in all three spatial
dimensions implies a finite size of our system in a given
trapping direction which provides a lower bound to the pos-
sible momenta of the excitations entering Eq. (3). Due to
the symmetry of the dipole-dipole interaction, the contri-
bution to the fluctuation energies depends only on k, and

k, = \/ki + kj. Thus, we only retain excitations that fulfill

k, > 2m/l, and k, > /(27 /1,)? + (27 /1,)?, with I, rep-
resenting the size of our system along the x, y, and z axes,
respectively. For the homogeneous system, we set k, > 27 /1,
k, > 0. In our calculations, we assume that the condensate
exhibits a Thomas-Fermi profile with a typical width of o, =
(%)1/3 in the z direction [44,47,54] (also see the
subseqflent discussion on variational approximation), and we
approximately set I, = 20;. For the transverse size in the fully
trapped situation, we first obtain a stable solution to Eq. (1)
using imaginary-time evolution without a transverse cutoff
(i.e., k, > 0). Subsequently, we fit the transverse density pro-
file with a Gaussian function characterized by a width o,
which allows us to determine /, = [, = 20, and thus establish
the transverse cutoff k, > 7 /o . Using this finite cutoff, we
recalculate the ground state of Eq. (1). Note that the cutoff
may slightly alter the exact position of the parameter do-
mains [55]. For the variational approximation, we consider the
energy difference AE = E(p) — E(pg) between the unmod-
ulated state pp and a modulated state p containing periodic
density perturbations as below [44,47,54],

p(r) = po()[1 + P(ry)l, (6)

where the unmodulated state is approximated by a Thomas-

Fermi profile py(z) = 3;’%(1 — ;—;) in the confined z direction,

p2p represents the avefage 2D density in the transverse
direction, and P(r ) describes the periodic perturbation
in the transverse x-y plane. For the modulation exhibit-
ing threefold rotational symmetry, we define the density as
P(r +) =A 23:1 cos(p; - ry), where A represents the mod-
ulation amplitude and the three wave vectors p; form
an equilateral triangle in the transverse direction, satisfy-
ing Z;zl p; =0 and |p;| = p. In this scenario, Eq. (6)
reveals two distinct density distributions depending on
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FIG. 1. Variational phase diagram for 7" = 0 (blue dashed lines)
and for kg7 /€44 = 2 (solid red line) of a pancake dipolar BEC in the
thermodynamic limit. The red markers represent the corresponding
critical points between different phases obtained via numerically
solving the TeGPE. The density profiles of the modulated states (i.e.,
triangular, stripe, and honeycomb) are displayed in their correspond-
ing domains. The density value is indicated by the color depth, where
blue (white) corresponds to a high (low) density. Note, that there
is a difference in scale for the 2D condensed density p,p shown
at the bottom (i.e., blue axis) for the zero-temperature case and at
the top (i.e., red axis) for the finite-temperature case. The density is
expressed in units of 1/ rg, with ro = 12w ayq.

the sign of the modulation amplitude: a triangular state
for positive A and a honeycomb state for negative A,
as discussed in subsequent sections. Similarly, for the
modulated state with twofold rotational symmetry, such
as the stripe phase, the density modulation can be ex-
pressed as P(r;)=Acos(p-ry), which involves only
one wave-vector component. By substituting this ansatz into
the energy difference equation, we obtain the energy differ-
ence AE(A, p) as a function of A and p. By numerically
minimizing AE with respect to the two variational param-
eters, one can determine the ground state with the lowest
energy. A non-negative AE for arbitrary A and p indicates an
unmodulated superfluid ground state, while a negative AE at
finite A and p indicates the transition to a modulated state. By
comparing the energy shifts of different types of modulated
states, we can identify the boundaries between the triangular,
stripe, and honeycomb states.

To present the results of our work, we choose the charac-
teristic length and energy scales given by ro = 12waqq and
€44 = Fzz/ (mrg). Therefore, and if not specified otherwise, all
subsequent length and energy scales are expressed in terms of
these characteristic quantities.

III. FINITE-TEMPERATURE PHASE DIAGRAM

We start by evaluating the effect of temperature on the
phase diagram in the thermodynamic limit, for which the trap-
ping potential reads U(r) = %mw?z? The trapping strength
is fixed to fiw,/eqq = 0.08. We show in Fig. 1 the phase
diagram for a dipolar condensate with pancake geometry for
ksT = O (blue dashed lines) and kg7 /eqq = 2 [red solid lines

(variational result) and markers (TeGPE solution)]. The latter
corresponds to 7 = 87 nK for a system of '**Dy atoms. The
2D condensate density is defined as pyp = f dz| W(r)|2, where
¥ (r) corresponds to the solution of Eq. (1) normalized to
the particle number N = [ dr|y(r)|>. For the simulation in
the thermodynamic limit we have employed periodic bound-
ary conditions in the x-y plane, where the average 2D density
pop is fixed while the particle number N can vary with the size
of the numerical box.

Comparing the variational and numerical results for the
finite-temperature case in Fig. 1, we note that the variational
analysis captures the qualitative physics reasonably well and
thus represents a comparably inexpensive tool for its ex-
ploration. The full numerical solution of Eq. (1) essentially
amounts to a shift in both scattering length and density.

We can address the consistency of employing the LDA in
our theory by inspecting one of the modulated ground-state
solutions of the phase diagram of Fig. 1. According to Ref. [5],
its applicability is primarily governed by the Thomas-Fermi
parameter Na;/an,, where an, is the harmonic oscillator
length. The LDA is a valid approximation in the regime where
Nag/an, > 1. To examine this Thomas-Fermi parameter for
our setting, we consider the size of a unit cell of, e.g., the
triangular state at p,p = 80 and a,/aqq = 0.797 (i.e., near the
second-order critical point), which contains a single droplet
with Ny A~ 2.5 x 10* atoms. The density profile of such a sin-
gle droplet can be fitted by a Gaussian oc e~ @ 17)/@Lw =2 /e
yielding a; po = 1.42 um and a, p, = 5.3 um. Here, we have
used the relevant parameters (i.e., mass and dipole length)
of '“Dy. Consequently, the Thomas-Fermi parameters are
Nycags/ai no = 98 and Nycas/a; no = 26. As Nag/an, > 1 is
fulfilled, the application of the LDA appears reasonable.

At zero temperature (blue lines), the dashed lines indicate
a first-order phase transition between the fluid-solid, fluid-
honeycomb, and honeycomb-stripe phases. They converge to
a point at which the phase transition is of second order [44].
This qualitative phenomenology and qualitative shape of the
phase diagram remains true at finite temperatures (red lines)
as well.

We focus the discussion now on the second-order point. We
note that a slight shift of the second-order point towards larger
values of the scattering length occurs in the finite-temperature
case. This shift corresponds to Aa, ~ 2.4aq for %Dy atoms,
with gy denoting the Bohr radius. The most striking point
when comparing the zero- and finite-temperature phase dia-
grams is the significant shift in condensate density. For the
finite-temperature case, the density of the second-order point
is more than halved, p5,(87 nK)/p5,(0) = 0.49 (note the
different scales for the zero- and finite-temperature cases in
Fig. 1). This reduction in density in the thermodynamic limit
is promising for the realization of these phases in an experi-
ment, since according to the estimate in Ref. [56] the lifetime
due to three-body losses scales like 3 ~ 1/ p?. Thus, in our
case, the lifetime could be expected to increase roughly by a
factor of ~4.2. We explore the effect of finite temperatures in
the dynamical formation of these phases further in Sec. IV.

These observations are consistent with previous results
[42,43]. Yet, in this case, the shift in density is substantially
larger, highlighting that dimensionality plays an important
role. The increase of temperature for a given condensed
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FIG. 2. Temperature-driven supersolidity, visualized by showing
the contrast of the ground-state wave function [see Eq. (7)] as a
function of temperature for pZDr§ = 105 and a,/aqq = 0.807.

density can promote a phase transition from the fluid phase
to a modulated state. Figure 2 provides an example of
the ground-state phase transitions driven by temperature for
,oZDrg = 105 and a;/aqq = 0.807. It depicts the contrast of the
ground state,

_ e =0 — 1Y@ =0y,
[V (@ =02 + ¥z =0)2,

at a fixed density. We see that, when the temperature surpasses
~83 nK, the honeycomb emerges as ground state with a finite
contrast undergoing a first-order phase transition. If we further
increase the temperature beyond ~88 nK, the honeycomb
becomes energetically less favorable as compared to the stripe
phase.

Let us now explore how varying the trapping frequency
w, quantitatively changes the shift in density of the critical
point. Previous works at zero temperature show there is a
competition between the peak densities and the particle num-
ber in the fully trapped system [47]. Employing parameters
that yield the honeycomb, labyrinth, and stripe structures at
densities for which the three-body losses are moderate for
experiments involve prohibitively large condensed particle
numbers (N ~ 10%) and, vice versa, employing lower parti-
cle numbers (N ~ 10°) leads to peak densities larger than
10" cm—3.

Figure 3 depicts the critical density p5, as a function of
w, for zero and finite temperature with kg7 /eqq = 2. The
figure shows that the difference in the critical density of
the second-order point for a finite temperature decreases
as the frequency increases. This behavior stems from the
density dependence of the quantum and thermal fluctuation
terms of Egs. (2) and (3). It has already been estab-
lished that thermal fluctuations decrease upon increasing
density while quantum fluctuations follow the opposite trend
[42,43].

To further elucidate this point, Fig. 4 shows the depen-
dence of both the 3D critical density p. = 3p5,/(40;) and
the number of condensed particles per unit cell at the critical
point, N, = 2p5,1%/ /3, as a function of the trapping strength

; (N

160 {7~ g ux
140 |
5 120}
100 |
80
0 0.2 0.4 0.6

Wy

FIG. 3. Dependence of the critical 2D density as a function of the
trapping frequency for 7' = 0 (blue solid line) and kgT'/€4q = 2 (red
solid line). The density and the harmonic frequency are expressed in
units of 1/r3 and eqq/h, respectively.

w, for both kgT'/€qq = 0 and 2. Here, the length A =27 /p
is given by the wave vector of the modulated density at the
critical point. Using N, we can estimate how many particles
are required for a given number of unit cells of a density
modulated state in the fully trapped system. Again, we note
that temperature reduces N, significantly for small trapping
frequencies.

In view of the recent progress in the control and reduction
of reactive losses for ultracold dipolar molecules [57-62] and
the realization of the first molecular dBEC [62], it is inter-
esting to put the previous results in the context of molecules.
Due to their considerably larger dipole moment as compared
to dBECs of a single species, the reduced temperature of
kT /€4qg = 2 corresponds to 7 = 1 nK for a gas of NaCs
molecules. For this extremely low temperature, the values of
N, and p. are in the range N, € (0.5,2.5) x 10* and p. €
(10", 10'?) cm™ for trapping frequencies w, € (3, 40) Hz.
While the values of the critical density are less or equal
compared to those in the recent experiment of Ref. [62],

8 ><].04 ><].0‘14 10
——N.(T =0) 22
—— N.(T = 87 1K) =7
6l - = p(T=0) 257
- = p(T =87 1K) L7 g
=z 4t
21
0
0

w, (kHz)

FIG. 4. Three-dimensional critical density (dashed lines) and
number of condensed particles per unit cell at the critical point (solid
lines) as a function of the trapping frequency for 7 = 0 nK (blue)
and T = 87 nK (red) for a gas of %Dy atoms.
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FIG. 5. Subsequent dynamics after an interaction quench from a;/aqq = 0.8 to 0.757 at T = 0 nK (a) and 7 = 87 nK (b). The trapping
frequencies are fiw,/eqq = 0.11 and fiw, /eqq = 0.052. Initially, the number of condensed particles corresponds to N = 3.5 x 10°. Panel
(c) shows the decrease of the atom number due to the three-body losses.

the number of condensed particles per unit cell greatly IV. REAL-TIME EXCITATION OF A HONEYCOMB
exceeds that of the experimental condensate, which consists STATE IN A DIPOLAR BEC

of a few hundred molecules. That being said, the production
of molecular dBEC:s is still at an early stage and future devel-
opments might lead to molecular dBECs with higher particle
numbers.

Thus far we have restricted our discussion to phases in the
thermodynamic limit. We focus our attention now on the fully
trapped system. For that matter, we run real-time simulations
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FIG. 6. Dynamics following an interaction quench from a,/aq = 0.65 to 0.595 at T =0 nK (a) and 7 = 87 nK (b). The trapping
frequencies are fiw, /egq = 0.75 and fiw, /€gq = 0.32. The initial number of condensed particles is set to N = 10°. Panel (c) shows the decrease

of the atom number due to the three-body losses.

of the TeGPE to model the experimental realization of the
honeycomb state for a system of '®*Dy atoms following a
quench of the scattering length at 7 = 0 nK and 7 = 87 nK.
The time-dependent TeGPE is obtained by replacing the
left-hand side of Eq. (1) by ih%l/l. The time-evolved conden-
sate wave function is obtained through an iterative process,

where, for each iteration, the final state V¥ (r,t + At) is
obtained from the initial one v (r, ¢) by evaluating the time-
dependent TeGPE. The quantum and thermal fluctuation
terms are obtained by inserting 1 (r, ¢) in Egs. (2) and (3),
analogously to the procedure followed at zero temperature
[26,63—65]. We have included three-body losses in the same
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way as in Refs. [47,66]. The full time-evolution equation
reads

9 V2 ) ) 2
ih— =(— + U(r) +/dr Vaa(r — )|y ()]
ot 2m
A7 h’a; )
+ [ (r)]” + Hqu(r) + Hn(r)
.hL3 4
- ZTIW(F)I )I/f(r), 3

with Ly = 1.5 x 107* m6/ s [66]. The results for the time
evolution are shown in Figs. 5 and 6.

For a trapping strength of fiw,/eqq = 0.11 and N = 3.5 x
10° condensed atoms, a honeycomb state of a large lifetime
of ~40 ms with a moderate peak density of ppesx ~ 6 X
10" cm™ is displayed in Fig. 5. We can see from the
results that temperature favors the formation of the honey-
comb state, while the calculation at zero temperature does
not lead to a modulated state. Unfortunately, decreasing the
particle number under these conditions further results in the
disappearance of the honeycomb structure. To decrease the
condensed particle number while retaining the honeycomb
state, we have to set a tighter confinement along the z axis,
which will increase the density. We observe a structure with
a much shorter lifetime of ~7 ms for fiw,/€qq = 0.75 and
N = 10° condensed atoms (Fig. 6), however, at the cost of
a considerably larger peak density ppeax ~ 3 x 10" cm=.
Thermal effects here have a smaller impact than in the prior
case, as thermal fluctuations dominate at smaller densities as
already discussed [42,43].

In summary, the two cases we presented have the purpose
to portray two extreme parameter domains, one case with a
large particle number and a comparably small density that is
strongly affected by temperature and one case with a compa-
rably small particle number and a larger density that is less
affected. In the first case, the particle number is significantly
reduced as compared to the zero-temperature situation [47].

V. CONCLUSIONS

In this paper we have explored whether thermal fluctua-
tions might assist in promoting pattern formation to such an
extent that the high-density physics of a dBEC with pancake

symmetry becomes experimentally accessible. This includes
access to novel phases such as honeycomb and stripe phases
as well as the second-order point of the phase diagram. We
have found that an increase in temperature indeed can lead to a
significant decrease in the necessary density to probe the high-
density physics of the flattened dBEC. We have also shown
real-time simulations with realistic interaction quenches that
gave rise to the formation of a honeycomb. Thus, we conclude
that temperature indeed might present a promising route to-
wards the potential realization of these high-density phases.

Beyond probing the high-density physics of dBECs and
pattern formation, this work might pave a further pathway to-
wards exploring finite-temperature effects in dBECs due to the
clear signature of the emerging patterns. Furthermore, higher-
order theories beyond what has been presented here could,
for instance, quantitatively study the effect of temperature on
the superfluid properties of the density-modulated structures,
like the honeycomb or the stripe [49-51], as well as the phase
transition between normal gas and the superfluid state in the
strong local interaction regime [67]. For this purpose, ab initio
methods, like Monte Carlo algorithms, represent an excellent
option. Such methods would be able to study the regime of
temperatures even higher than those considered here, where
the system is mostly noncondensed.
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