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Summary

Trust is essential to any interaction, especially when interacting with technology that does
not (metaphorically) think like we do. Nowadays, many AI systems are being developed
that have the potential to make a difference in people’s lives, from health apps to robot
companions. However, to reach their potential, people need to have appropriate levels of
trust in these AI systems, i.e., people should not over- or under-trust AI as it can lead to
misuse and disuse. Therefore, AI systems need to understand how humans trust them and
what to do to promote appropriate trust.

In this research, as a first step towards eliciting appropriate trust, we must understand
what factors influence trust in AI agents. Despite the growing attention in research on
trust in AI agents, a lot is still unknown about people’s perceptions of trust in AI agents.
Therefore, this research studied what makes people trust or distrust AI.

Additionally, as mentioned above, human’s trust in the AI must be appropriate. The
challenge is to ensure that humans tune their trust in the AI agent since we do not have
control over humans. Therefore, in this research, we leverage the idea that if AI agents can
reflect on their own trustworthiness thrrough explanations, we may be able to influence
humans to fine-tune their trust in them appropriately. With the information regarding the
AI agent’s trustworthiness, a human can adapt to the qualities and limitations of the AI
agent and, consequently, adjust the utilization of the agent accordingly.

The topic of this thesis relates to hybrid intelligence, meaning mutual trust is crucial
for effective human-AI interaction. To do this, in this thesis, we developed artificial agents
that can reason about and promote appropriate mutual trust.

To explore our research questions, this thesis makes use of three lenses namely: a
formal, a social and an application lens. This methodological approach ensured a holistic
exploration of appropriate human trust, drawing on formal theories, social considerations,
and practical insights.

The formal lens delves into the technical intricacies by understanding the logic of
building appropriate trust in AI systems. The social lens shifts focus to the human element,
encompassing the ways in which humans interact with and rely on AI systems in various
aspects of their lives. The application lens situates us in real-world contexts, enabling the
development of tailored solutions and guidelines that cater to the unique appropriate trust
requirements of various domains, from healthcare to law and beyond.

Overall, by combining these the lenses this thesis presents a holistic overview of designing
for appropriate trust in human – AI interactions.
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Samenvatting

Vertrouwen is essentieel voor iedere interactie, vooral als het om interactie gaat met
technologie die niet (metaphorically) denkt zoals wij. Tegenwoordig worden er veel AI-
systemen ontwikkeld die de potentie hebben om een verschil te maken in het leven van
mensen, van gezondheidsapps tot gezelschapsrobots. Om hun potentieel te verwezenlijken
moeten mensen echter een passend niveau van vertrouwen hebben in deze AI-systemen,
dat wil zeggen dat mensen AI niet te veel of te weinig moeten vertrouwen, aangezien dit
tot misbruik en onbruik kan leiden. AI-systemen moeten dus begrijpen hoe mensen hen
vertrouwen en wat ze moeten doen om passend vertrouwen te bevorderen.

In dit onderzoek moeten we, als eerste stap op weg naar het wekken van passend
vertrouwen, begrijpen welke factoren het vertrouwen in AI-agenten beïnvloeden. Ondanks
de groeiende aandacht in onderzoek naar vertrouwen in AI-agenten, is er nog steeds veel
onbekend over de perceptie van mensen over vertrouwen in AI-agenten. Dit onderzoek
onderzocht daarom wat ervoor zorgt dat mensen AI vertrouwen of wantrouwen.

Bovendien moet, zoals hierboven vermeld, het vertrouwen van de mens in de AI passend
zijn. De uitdaging is om ervoor te zorgen dat mensen hun vertrouwen in de AI-agent
afstemmen, aangezien we geen controle over mensen hebben. In dit onderzoek maken
we daarom gebruik van het idee dat wanneer AI-agenten kunnen nadenken over hun
eigen betrouwbaarheid, we mensen mogelijk kunnen beïnvloeden om hun vertrouwen in
hen op de juiste manier te verfijnen. Met de informatie over de betrouwbaarheid van de
AI-agent kan een mens zich aanpassen aan de kwaliteiten en beperkingen van de AI-agent
en daarmee de inzet van de agent overeenkomstig aanpassen.

Het onderwerp van dit proefschrift heeft betrekking op hybride intelligentie, wat
betekent dat wederzijds vertrouwen cruciaal is voor effectieve mens-AI-interactie. Om
dit te doen hebben we in dit proefschrift kunstmatige agenten ontwikkeld die kunnen
redeneren over passend wederzijds vertrouwen en dit kunnen bevorderen.

Om onze onderzoeksvragen te onderzoeken, heeft dit proefschrift gebruik gemaakt van
drie lenzen, namelijk: een formele, een sociale en een toepassingslens. Deze methodologi-
sche aanpak zorgde voor een holistische verkenning van passend menselijk vertrouwen,
waarbij gebruik werd gemaakt van formele theorieën, sociale overwegingen en praktische
inzichten.

De formele lens duikt in de technische complexiteit door de logica te begrijpen van
het opbouwen van passend vertrouwen in AI-systemen. De sociale lens verschuift de
focus naar het menselijke element en omvat de manieren waarop mensen in verschillende
aspecten van hun leven omgaan met en vertrouwen op AI-systemen. De toepassingslens
plaatst ons in de context van de echte wereld, waardoor de ontwikkeling van op maat
gemaakte oplossingen en richtlijnen mogelijk wordt gemaakt die tegemoetkomen aan de
unieke passende vertrouwensvereisten van verschillende domeinen, van gezondheidszorg
tot recht en daarbuiten.



xii Samenvatting

Door deze lenzen te combineren presenteert dit proefschrift een holistisch overzicht
van ontwerpen voor passend vertrouwen in mens-AI-interacties.
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Summary in Hindi

ɟवȯास ɟकसी भी बातचीत के ɡलए आवश्यक है, ɟवशेष रूप से जब हम ऐसी तकनीक के साथ
बातचीत कर रहे हों जो हमारी तरह नहीं सोचती। आजकल, कई कृɟत्रम बुɣद्धमȉा (एआई) प्रणाɡलयाँ
ɟवकɡसत कʏ जा रही हैं जो लोगों के जीवन में बदलाव ला सकती हैं, जैसे स्वाȹय ऐप्स और रोबोट
साथी। हालाँɟक, अपनी पूरी क्षमता तक पहुँचने के ɡलए, लोगों को इन एआई प्रणाɡलयों पर उɡचत स्तर
का ɟवȯास होना चाɟहए। न तो बहुत अɠधक और न ही बहुत कम ɟवȯास होना चाɟहए, क्योंɟक यह
दुरुपयोग या अनुपयोग का कारण बन सकता है।

इस शोध में, हम यह समझने कʏ कोɡशश करते हैं ɟक लोग एआई एजेंट्स पर कैसे और क्यों ɟवȯास
करते हैं। हालांɟक एआई एजेंट्स पर ɟवȯास के बारे में शोध बढ़ रहा है, लेɟकन अभी भी लोगों कʏ
धारणाओं के बारे में बहुत कुछ अज्ञात है। इसɡलए, यह शोध यह अध्ययन करता है ɟक लोग एआई पर
क्यों ɟवȯास करते हैं या क्यों नहीं करते हैं।

इसके अɟतɝरक्त, जैसा ɟक ऊपर उल्लेख ɟकया गया है, मनुष्य का एआई पर ɟवȯास उɡचत होना
चाɟहए। चुनौती यह सुɟनɢȮत करने कʏ है ɟक मनुष्य एआई एजेंट पर अपना ɟवȯास समायोɣजत करें,
क्योंɟक हमारा मनुष्यों पर ɟनयंत्रण नहीं है। इसɡलए, इस शोध में, हम इस ɟवचार का लाभ उठाते हैं ɟक
यɞद एआई एजेंट ȺȲीकरण के माध्यम से अपनी ɟवȯसनीयता पर ɟवचार कर सकते हैं, तो हम मनुष्यों
को उन पर अपना ɟवȯास उɡचत रूप से समायोɣजत करने के ɡलए प्रभाɟवत कर सकते हैं। एआई एजेंट
कʏ ɟवȯसनीयता के बारे में जानकारी के साथ, एक मनुष्य एआई एजेंट के गुणोंऔर सीमाओं के अनुरूप
अपने को ढाल सकता है और पɝरणामस्वरूप, एजेंट के उपयोग को उसी के अनुसार समायोɣजत कर
सकता है।

इस शोध का ɟवषय हाइɟब्रड इंटेɡलजेंस से संबंɠधत है, ɣजसका अथर् है ɟक प्रभावी मानव-एआई
संवाद के ɡलए आपसी ɟवȯास महत्वपूणर् है। इसे करने के ɡलए, इस शोध में, हमने ऐसे कृɟत्रम एजेंट
ɟवकɡसत ɟकए हैं जो उɡचत आपसी ɟवȯास के बारे में तकर् कर सकते हैं और उसे बढ़ावा दे सकते हैं।

औपचाɝरक दृɠȲकोण एआई प्रणाɡलयों में उɡचत ɟवȯास ɟनमार्ण के तकर् को समझकर तकनीकʏ
जɞटलताओं में गहराई से जाता है। सामाɣजक दृɠȲकोण मानवीय तत्व पर ध्यान कें ɞद्रत करता है, ɣजसमें
मनुष्य अपने जीवन के ɟवɢभȡ पहलुओं में एआई प्रणाɡलयों के साथ कैसे बातचीत करते हैं और उन पर
ɟनभर्र करते हैं, यह शाɠमल है। अनुप्रयोग दृɠȲकोण हमें वास्तɟवक दुɟनया के संदभǏ में ɜȸत करता है,
जो स्वाȹय सेवा से लेकर कानून और उससे आगे तक ɟवɢभȡ क्षेत्रों कʏ अनूठʎ उɡचत ɟवȯास आवश्य-
कताओं के अनुरूप समाधान और ɞदशाɟनदǂश ɟवकɡसत करने में सक्षम बनाता है।

कुल ɠमलाकर, इन दृɠȲकोणों को ɠमलाकर यह शोध मानव-एआई संवाद में उɡचत ɟवȯास के
ɟडजाइन का एक समग्र अवलोकन प्रस्तुत करता है।
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सरं्व परर्वशं द ुः खं सर्ववमात्मर्वशं स खम्। 

आ नो भद्रा: क्रतर्वो यन्त  वर्वश्वतुः  । 

एतद् वर्वद्यात् समासेन लक्षणं स खद ुः खयोुः ॥ 

 “Everything that is in another’s control is hard to trust. All that is in self-control is happi-
ness. Let noble thoughts to understand the meaning of trusting others come to me from all
directions.” - Bhagavad Gita [305]

The above verses from the Bhagavad Gita (a Hindu scripture) emphasise self-control
and inner strength for finding happiness and trust. They suggest that relying on external
factors or depending too much on others for trust can be challenging, as these factors are
not within our control. Instead, the path to happiness and trust lies in nurturing noble
thoughts and understanding the significance of trusting others through one’s own inner
qualities and self-control.

In a world where many factors lie beyond our control, trust becomes an anchor amidst
the turbulent sea of uncertainties. Trusting wisely, especially in developing interpersonal
relationships, is like exercising self-control. By discerning and embracing the risk associated
with trusting others, we can navigate the complexities of trust in a way that leads to
happiness and meaningful connections [345]. Trust in building social relationships involves
assessing the elements of risk and vulnerability. However, this concept transcends the
boundaries of interpersonal relationships [160].

In today’s society, where Artificial Intelligence (AI) has gained a vital role, it is of
paramount importance to grasp and employ the concept of trust judiciously. Our trust in
AI systems has profound implications for our daily interactions [236]. In this thesis, we
are motivated by the rise of many successful applications of AI systems that guide our
interactions with the ever-evolving world of technology, with our overarching objective of
ensuring human’s appropriate trust in AI systems.

Although there are many ways to define appropriate trust [255], in this thesis we take
this tomean that the trust a human has in a system is alignedwith the actual trustworthiness
of the system [114]. We argue that human and AI system together should strive for
appropriate trust of the human in the AI system because, with appropriate trust in AI,
people may be simultaneously aware of the potential and limitations of AI. Thus, with
appropriate trust, they will use AI wisely and appropriately.

1.1 Motivation
Since its birth in the 1950’s, AI has proliferated as a research field. Using different ap-
proaches, such as logic-based expert systems since the 80’s and 90’s [158, 296, 411] and
machine learning since its early days [181, 268], the field has attempted to “not just under-
stand but also to build intelligent entities” [317]. In our current age of the 2020s, AI systems
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can automatically learn relevant patterns from data relieving humans of the burden of
manually expressing these patterns in a formal language [168].

Many successful applications of AI algorithms have influenced people in their everyday
lives. Some software examples are health care diagnostics [178] and drug discovery [235],
automated financial investments [16], and recommender systems that learn your preference
to recommend products or services [300]. Following the popularity of smartphones, many
people carry AI applications with them daily in their pockets, such as voice assistants [234]
and intelligent map planners [285]. Hardware applications have also increased, such as
autonomous factory robots working assembly lines [322], consumer robots that vacuum
clean your house [130], and cars that drive themselves [342].

Intelligent AI applications provide services and products to the general public. However,
there have also been unintended negative side-effects of using AI in practice. For example,
a Boeing Max737 aircraft crashed in Indonesia where the pilot over-trusted the auto-pilot
mode [303] and defence personnel under-trusted the warning of an autonomous anti-
ballistic missile which landed on a busy neighbourhood, causing the loss of hundreds of
lives [110]. Both over-trust and under-trust of AI-embedded systems by humans have led to
severe issues [155]. For example, Amazon’s AI recruiting tool being biased against women’s
recruitment for leadership roles [13], a railroad accident in which the crew neglected speed
constraints [346], and the use of facial recognition technology in law enforcement to target
Black and Latino communities [271]. One of the major reasons of disuse and misuse of
AI is people’s over- or under-trust in it, or in other words, lack of appropriate trust in AI
[256].

Obviously, designers of computer systems, want their users to trust their systems, as
they do their best to create trustworthy systems. Hence the objective of designing computer
systems or algorithms for increasing human trust [51], which spans at least the last five
decades [233]. Following the existing literature on building trust in computer systems,
various researchers have adopted the learning to design for increasing human trust in AI
systems [368]. However, with a mere focus on increasing human trust in AI systems, we
ignore the fact that these systems can fail or behave unpredictably, introducing the risk of
misuse (over-trust [294]) and disuse (neglect or under-trust in AI [293]). Therefore, there is
a gap in the current literature, which focuses on how we can design for appropriate trust
in AI.

1.2 Main ResearchQuestion
Appropriate trust is a complex topic as it requires consideration of context’s influence,
the AI system’s goal-related characteristics, and the cognitive processes that govern the
development and erosion of trust [61]. The current landscape of AI research predominantly
emphasises building trust without delving into the subtleties of appropriateness. This
research gap represents a critical juncture where we aspire to bridge the divide and offer
insights into the nuanced world of designing for appropriate trust, ensuring that AI systems
align harmoniously with human needs and aspirations. Therefore, in this thesis we explore
the following main research question:
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How can we design for appropriate human trust in human-AI interaction?

1.2.1 Approach and Sub-qestions
To explore our main research question, this thesis will make use of three lenses namely: a
formal, a social and an application lens. This methodological approach ensures a holistic
exploration of appropriate human trust, drawing on formal theories, social considerations,
and practical insights. This comprehensive approach enables a nuanced understanding
of the multifaceted nature of trust in human-AI interactions, facilitating the development
of effective design recommendations and strategies that align with the complexities of
real-world contexts.

The formal lens delves into the technical intricacies by understanding the logic of
building appropriate trust in AI systems. A formal perspective is crucial for comprehending
AI trust, with models like Belief, Desire, and Intentions (BDI) [306] and Ability, Benevolence,
and Integrity (ABI) [242] serving as essential tools for understanding the intricacies of
trust within AI systems.

The social lens shifts focus to the human element, encompassing the ways in which
humans interact with and rely on AI systems in various aspects of their lives. As human
trust is inherently rooted in the social sphere, it necessitates an exploration of the social
aspects of trust.

The application lens situates us in real-world contexts, enabling the development of
tailored solutions and guidelines that cater to the unique appropriate trust requirements
of various domains, from healthcare to law and beyond. This lens helps us bridges the
insights gained from both the formal and social lenses to specific domain-specific tasks
involving Human-AI interaction.

Our aim is to approach the main RQ by formalizing appropriate trust for AI systems to
understand it, taking into account the social factors influencing it, and how such formalisms
can be used when humans interact with AI agents. This multi-faceted approach ensures
a comprehensive understanding of the topic. The formal lens allows us to analyze the
intricate dynamics of appropriate trust within AI systems with formal methods, providing
a structured way to define and measure it. The social lens uncovers the intricate web
of human perceptions, subjective biases, and actions that shape our trust in technology,
ensuring our solutions resonate with the human experience.

Lastly, the application lens brings a real-world context, identifying specific areas where
fostering appropriate trust in AI is paramount, guiding us to develop practical solutions
tailored to the diverse needs. Taken together, these three lenses can help in exploring our
main research question (refer Figure 1) and provide a holistic framework for understanding
appropriate trust in the context of AI, ranging from its formal foundations to its social and
practical implications.
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Figure 1.1: The three lenses: Formal, Social & Application used in this study.

By applying these lenses, our main research question is divided into different sub-
questions. The following describes these sub-questions and how they are supported and
motivated by findings and theories reported in the literature.

1.3 Three Lenses: Formal, Social, and Application
Formal lens: Formal Understanding and Background
Formal Understanding
We posit that designing for appropriate trust is ineffective without understanding first
what we mean by it. The formal lens we use provides a structured and systematic approach
to defining and conceptualizing trust in human-AI interaction, which is foundational for
developing a clear and precise understanding of appropriate trust. Firstly, we undertake a
rigorous analysis and definition of trust concepts. By employing formal methodologies,
we can establish clear and unambiguous definitions, fostering a shared understanding
among researchers. Secondly, the formal lens enables the development of models and
frameworks that can be systematically tested and validated. This enhances the reliability
and reproducibility of research findings. Furthermore, a formal approach facilitates the
identification of variables and parameters that influence trust dynamics facilitating their
operationalization in a structured manner. Therefore, we posit our first research question
as:

RQ1: How can we formally define appropriate human trust in human–AI
interactions?

As mentioned before, human trust in an AI agent should be as appropriate as possible.
The challenge is how to encourage that humans tune their trust towards an AI agent.
Metaphorically speaking, by embracing the challenge of designing AI agents to introspect
and communicate on their own trustworthiness and adjusting their behavior accordingly,
we can exert an influence on humans to fine-tune their trust appropriately. With the
information regarding the agent’s trustworthiness, a human can adapt to the qualities and
limitations of the agent and, consequently, adjust the utilization of the AI agent accordingly.
Without this knowledge, it would be difficult to coordinate within a task environment
which requires a high level of mutual understanding and adaptability [320].

The initial phase of our exploration involved studying trust as a belief of trustworthiness.
In this phase we first endeavoured to understand trustworthiness, and secondly how beliefs
of trustworthiness are formed. By synthesizing theoretical constructs, we adopted the ABI
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model [242] to define the trust of an agent x in agent y as the belief B of agent x regarding
the trustworthiness of y with respect to x.

Based on the theoretical constructs and our definition of trust, we established that in
human-AI interaction it is important that 1) the agent appropriately trusts the human and
2) the human appropriately trusts the agent, but it is also important that 3) the agent has
a belief about whether the human appropriately trusts the agent, and that 4) the human
believes the agent appropriately trusts the human, and why. We schematized these notions
through formalism of nested beliefs and proposed to view them in a human-AI agent dyadic
relationship in Chapter 2.

Once we formally defined appropriate trust, we studied mutual trust between an
AI agent and a human as a dyadic relationship, including belief formation in shaping
human trust. Subsequently, our focus shifted to understanding agent beliefs, wherein we
sought to define an AI agent’s integrity and benevolence. By establishing a theoretical
foundation concerning the ethical principles and their congruence with human values, this
exploration laid the essential groundwork for comprehending one of the components of
appropriate trust in AI systems. Finally, we synthesize these distinct yet interconnected
strands of inquiry, offering a cohesive narrative that explicates the integral components
and relationships in formally defining appropriate trust.

Our exploration serves as a crucial bridge, connecting the theoretical foundations of
defining appropriate trust, such as the need for humans to be able to form beliefs, to the
practical aspects of how individuals perceive and trust AI agents in real-world interactions.
The insights derived from this examination not only contribute directly to the broader
objective of formalizing trust in human-AI interactions but also emphasize the importance
of understanding the cognitive processes involved, including belief formation, in shaping
dyadic trust. Furthermore, we consider all the aspects that shape dyadic trust: the roles
(trustee/trustor) of humans and AI agents and the different perceptions (beliefs) about each
team member’s trustworthiness.

A Systematic Review
To utilize the formal lens of understanding human-AI interactions, we must situate our

inquiry within the broader context of existing research. The formulation of research ques-
tions around the formal definition of appropriate trust, the integrity and benevolence of AI
systems in building appropriate trust have provided a structured approach to understanding
the complexities inherent in human-AI interactions. Therefore, it becomes imperative to
acknowledge the multifaceted landscape of trust in human-AI interaction within the realm
of formal analysis. Thus, a comprehensive background analysis is warranted to grasp the
current state of the formal aspects of the field and the diverse methodologies employed to
foster appropriate trust.

To achieve an appropriate level of trust in human-AI interaction, different approaches
have been taken in the literature with mixed results. Through empirical studies, researchers
from multiple scientific fields have implemented various strategies for trust calibration
[402]. The level of trust placed in a system can be aligned to some extent with the perceived
trustworthiness of that system [56, 247, 406]. Despite these endeavours, the field lacks
a comprehensive understanding, and consensus regarding the definition of appropriate
trust. This lack of clarity is compounded by different perspectives, diverse definitions, and
varied concepts related to appropriate trust, trustworthiness, and appropriate reliance,
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as highlighted by Vereschak et al. [379]. A structured literature review can provide an
overview of the state of the art of the seemingly scattered nature of the field and different
terms associated with appropriate trust. Research gaps can be identified on the basis of
such a structured literature review. This lead us to the second research question:

RQ2: What’s state-of-the-art in fostering appropriate trust in AI systems?

Studying the state-of-the-art of a field requires examining its evolution, definitions,
related concepts, measures, and methods. Therefore, we adopted the formal lens to conduct
a systematic review to answer our research question. We formulated an extensive literature
review of former and current trust models in building appropriate trust in AI systems to
scope the field. This analysis not only illuminates the existing landscape but also provides a
structured foundation for a better conceptual understanding of appropriate trust, enabling
the identification of crucial elements and gaps that contribute to a more nuanced and
refined formalization. Furthermore, this review lead to a better conceptual understanding
of appropriate trust, and a formalization of such. Based on the findings of the literature
review, we analysed how we could employ these models to promote appropriate trust in
the agents, and what is still missing.

Social Lens: Values & Integrity of AI Systems
Human & AI Agent Values

The social lens is crucial for revealing the need for AI systems to have a relationship
with people [289]. This lens focuses our attention on the profoundly human aspects of this
interaction, encompassing not only the ways in which individuals interact with and rely
on AI systems but also on beliefs, values, and societal factors that shape the foundation of
trust.

As we delve into the social lens, we aim to understand the nuanced and multifaceted
nature of human trust in AI, recognizing its dynamic interplay with the human experience
and the broader societal context. After all, studying trust through a social lens is crucial for
constructing appropriate trust in human-AI interactions because it provides a foundational
understanding of the dynamics that govern these interactions. We can then move on to
studying, appropriate trust, which per definition builds upon the concept of trust.

We see human trust as a multi-dimensional concept as suggested by Roff and Danks
[315]. On the one hand, trust corresponds to reliability and/or predictability and on the
other hand trust depends upon people’s values, preferences, expectations, constraints, and
beliefs. Prior studies have examined how trust is attributed according to the ability of the
system [59, 318], but to the best of our knowledge the link between integrity of systems
and explanations has not been explored so far. Understanding the integrity dimension
enables designing these agents to align their behaviour to the values of the humans they
interact with. Note, that different people prioritize different values, which in turn guides
how people behave and judge the behaviour of others [121].

This alignment of values is pivotal in domains where AI agents are entrusted with sig-
nificant decision-making responsibilities. In cases such as autonomous vehicles, healthcare
recommendations, and legal advisory systems, the stakes are high, and the level of trust
required is substantial. The assurance that AI systems operate in harmony with ethical
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values and individual values helps assure users that their interests and ethical principles
are safeguarded. It also strengthens trust in AI systems by reinforcing the belief that
these systems prioritize their individual user’s interests and adhere to ethical principles.
This understanding is a central aspect of the social lens because it deals with the human
experience, perceptions, and the ethical implications of trust in AI systems. Therefore, we
explore the following research question (Chapter 4):

RQ3: How does human and AI agent value similarity influences a human’s
trust in that AI agent?

Integrity of AI Systems & Explanations Integrity is a fundamental ethical principle
that encompasses honesty, transparency, and consistency in one’s actions. In the realm of
AI systems, integrity can be viewed as a value that AI systems should uphold. When AI
systems demonstrate integrity, they not only follow ethical guidelines but also exhibit a
sense of moral responsibility, which is essential for fostering trust. Users tend to trust AI
systems that display integrity because they perceive these systems as fair and principled.

By studying RQ2, we found that integrity holds a significant place in the matrix of
trust [254]. In this social lens, understanding integrity is paramount, as it is one of the
core factors that influence the perceived trustworthiness of AI systems. Thus, integrity
critically contributes to the development of appropriate trust in AI systems, emphasizing
its importance in the complex landscape of human-AI interaction.

One of the methods for AI systems to display integrity is the use of Explainable AI.
Explainable AI (XAI) is meant to give insight into the AI’s internal model and decision-
making [395] and has been shown to help users understand how the system works [52, 287].
Efforts to ensure that AI is trusted appropriately are often in the form of explanations
[24, 225, 414]. Furthermore, integrity has linked it to conventional standards of morality
- especially those of honesty and fairness [159, 246]. XAI can be regarded as a way to
enhance system integrity i.e., the system being honest about making decisions is a form of
integrity. Therefore, the question arises what the effect would be of explicitly mentioning
principles related to integrity into XAI on appropriate trust of a user in the system.

RQ4: How does the expression of different principles of integrity through
explanations affect the appropriateness of human’s trust in the AI agent?

Application Lens: Building Appropriate Trust in AI-based Predictive
Policing
Transparency through explanations can help to achieve appropriate integrity and thus
trust [252]. However, it is not clear yet when to choose what forms of explanations [353].
For example, explanations could be visual in the form of a graph such as a saliency map
[4], or textual in the form of words and phrases or analytical, allowing users to explore the
data and the model [142, 194]. Despite the considerable interest different XAI presentation
methods have received individually, only a few studies have compared these different
presentation forms to learn when, why, and for whom they work [277, 295, 313, 353]. To
address this research and empirical gap, in RQ5, we investigate how users interact and
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perceive different explanations, such as textual, visual, or a combination of text and visual
(i.e., hybrid) to foster appropriate trust in an AI-based predictive policing system1.

RQ5: What effect do different types of explanations have on building appro-
priate trust in AI-based predictive policing systems?

We choose AI-based predictive policing as our use case because it represents a domain
where appropriate trust is pivotal due to the high-stakes nature of decision-making. Fur-
thermore, examining how different explanations impact appropriate trust in this context is
practical as it informs the design and deployment of AI systems particularly in sensitive
areas like law enforcement, promoting responsible and effective use [338].

As per Ribera et al. [309], the effectiveness of explanations is not solely contingent on
the delivery of explanations but is also influenced by the specific end-user who receives
these explanations. For instance, developers and AI experts may utilize explanations to
validate the system’s proper functioning. Previous research indicates that a hybrid form
of explanations significantly enhances the understanding of lay users compared to visual
explanations [33]. However, there has been limited exploration into the comparative
effectiveness of various explanation methods in instilling appropriate trust, particularly
between expert users and lay users. In the context of predictive policing, this comparison
gains relevance, given that some police officers may have varying levels of professional
experience, such as those who recently joined the department. Consequently, this chapter
also aims to assess the efficacy of different explanation types with both expert and lay
users, considering professional experience as a moderating factor. Thus, we prompted users
with a selection of hotspots related to predictive policing, gauging their comprehension of
the provided explanation and assessing whether they could place appropriate trust in the
system.

To quantify appropriate trust, we employed established measures from existing liter-
ature. The sub-question was approached by enlisting and contrasting participants with
varying expertise, such as police officers and lay users, with a focus on examining the role
of explanations in cultivating both appropriate and subjective trust.

Overall, this chapter serves as the application lens in the thesis, combining insights from
both the social and formal lenses to address the main research question. From the formal
lens perspective, this chapter engages with the structured methodology of employing
various types of formal definitions of appropriate trust as studied in RQ3 and established
measures from the literature to systematically investigate the impact on appropriate trust in
AI-based predictive policing systems. Simultaneously, the application lens draws on social
lens by incorporating the use of different explanation presentation forms (no explanation,
textual, visual, or hybrid) by introducing a systematic approach to understanding the role
of explanations in the context of building trust. Furthermore, the inclusion of participants
with different expertise levels, such as police officers and lay users, reflects a social lens,
acknowledging the diversity in user backgrounds and experiences. By doing so, it provides
a nuanced application lens, offering insights into the practical implications of different

1In this RQ, we only focus on presentation form of explanations which is distinct from different type of explanations
such as counterfactual, importance-based or factor-based [410]
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explanation methods on the establishment of appropriate trust in AI-based predictive
policing systems.

1.4 Scoping this thesis
As building appropriate trust in human – AI interaction is a complex topic, it is not possible
in a single thesis to fully address how to design for it. Hence, in Figure 1.2 we present how
we scoped down our work, in terms of the problem targeted and adopted methodological
focus. Table 1.1 summarizes the scoping of our research.

Table 1.1: Research Questions and Our Methodological Focus

Research Questions Our Methodological Focus

RQ1. How can we formally define ap-
propriate human trust in human–AI in-
teractions?

A formal conceptualization of appropriate trust based
on the concept of nested beliefs.

RQ2. What’s state-of-the-art in foster-
ing appropriate trust in AI systems?

A systematic literature review of Measurement, Tasks,
Methods, and results of those methods of building
appropriate trust in human-AI interaction.

RQ3. How does human and AI agent
value similarity influence a human’s
trust in that AI agent?

Creation of AI agents value profiles based on Schwartz
Portrait Value Questionnaire [24] and teaming partici-
pants with those AI agents to examine value similarity
and effect on human trust.

RQ4. How does the expression of dif-
ferent principles of integrity through
explanations affect the appropriateness
of human’s trust in the AI agent?

Design of integrity-laden explanations focusing on
three principles of integrity: fairness, honesty, trans-
parency and examining the effect of them on appro-
priate trust.

RQ5. What effect do different types of
explanations have on building appropri-
ate trust in AI-based predictive policing
systems?

Design of text-based, visual and hybrid (Text+Visual)
explanations to examine the effect of them on appro-
priate trust in an AI-based predictive policing system.

1.5 Contributions
The posed research questions are explored in depth in the papers presented in Part II of
this thesis. This section briefly summarizes the contributions in the Table 1.2.
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Table 1.2: Contributions per chapter in this thesis

Chapter Adopted
Lens

Contribution(s)

2 Formal A formal conceptualization of appropriate trust based on
nested beliefs and how trust beliefs are established in a
dyad between a human and agent.

3 Formal 1) A systematic review of current practices in building
appropriate trust, different ways to measure it, types of
tasks used, and potential challenges associated with it.
2) A novel Belief, Intentions, and Actions (BIA) mapping
to study commonalities and differences in the concepts
related to appropriate trust by (a) describing the existing
disagreements on defining appropriate trust, and (b) pro-
viding an overview of the concepts and definitions related
to appropriate trust in AI from the existing literature.

4 Social An understanding of how human and agent Value Simi-
larity (VS) influences a human’s trust in that agent.

5 Social 1) A measurement method for appropriate trust based on
a specific task in human-AI interaction.
2) An understanding of how expressing integrity through
explanations can help in building appropriate trust in AI
systems.

6 Application An understanding of how user expertise and different
types of explanations affect user’s appropriate and sub-
jective trust in predictive policing.



1

12 1 Introduction

1.6 Thesis Organization
The remainder of this thesis consists of the chapters listed below and schematized in Figure
1.2 with the underlying concepts and relationships.

Chapter 2: Building Appropriate Trust in AI systems – A Formal Perspective (A combined
chapter of published extended abstract [114], doctoral consortium [251] and a
co-authored journal paper [369])

Chapter 3: Systematic Literature Review – Building Appropriate Trust in AI Systems (to
appear in ACM Journal of Responsible Computing)

Chapter 4: Effect of Value Similarity on Trust in Human-Agent Interaction (Published in
AAAI/ACM AIES Conference 2021 - [254])

Chapter 5: Integrity Based Explanations for Fostering Appropriate Trust in AI Agents
(Published in ACM Transactions on Interactive Intelligence 2023 - [252])

Chapter 6: Fostering Appropriate Trust in Predictive Policing AI Systems (In review at
ACM AIES conference 2024)

Chapter 7: Discussion & Conclusion

This thesis is aimed at understanding how we can design for appropriate trust in human-AI
interaction. We begin with understanding the topic of appropriate trust in Chapter 1
and adopt a three lenses approach: Formal, Social and Application to study appropriate
trust. We first adopted the formal lens, where we funnelled down 1.2 to conceptualizing
appropriate trust through nested beliefs and dyadic trust, as our specific focus was on
human-AI interaction (Chapter 2). After conceptualizing appropriate trust and its definition,
we broadened our focus by studying how other researchers from different disciplines have
defined it and what methods and measures have been adopted to achieve appropriate trust
in human-AI interaction (Chapter 3).

Our findings from Chapter 3 provided insights to funnel down our approach of the use
of Explainable AI (XAI) to build appropriate trust. To further understand the use of XAI,
we adopted a social lens to study how integrity-laden explanations can help build trust
(Chapter 4) and then appropriate trust in human-AI interaction (Chapter 5). We specifically
looked at integrity-laden explanations as they appeared to be a research gap in exploring
their effectiveness in fostering appropriate trust (Chapter 3), and they also provided us
with a way to design ethical AI agents that possess internal integrity.

Finally, in Chapter 6, utilizing the application lens, we investigated the effect of integrity-
laden explanations in a specific domain (predictive policing) using an iterative and incre-
mental design cycle informed by the previous Chapters 4 and 5.
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2
Building Appropriate Trust

in AI systems – A Formal
Perspective

[∠] This chapter comprises of the following published articles where I have contributed specific sections.

[] Siddharth Mehrotra, Modelling Trust in Human-AI Interaction: Doctoral Consortium Track. in Proceedings
of the 20th International Conference on Autonomous Agents and Multiagent Systems, AAMAS ’21, Online, IFAAMAS.

[] Carolina Centeio Jorge, Siddharth Mehrotra, Myrthe L. Tielman, and Catholijn M. Jonker. "Trust should
correspond to trustworthiness: a formalization of appropriate mutual trust in human-agent teams." in Proceedings
of the 22nd International Workshop on Trust in Agent Societies (TRUST 2021) co-located with the 20th International
Conferences on Autonomous Agents and Multiagent Systems (AAMAS 2021).

[] Anna-Sophie Ulfert, Eleni Georganta, Carolina Centeio Jorge, Siddharth Mehrotra, and Myrthe Tielman.
Shaping a multidisciplinary understanding of team trust in human-AI teams: a theoretical framework in European
Journal of Work and Organizational Psychology (EJWOP) (2023): 1-14.
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2.1 Introduction
Artificial Intelligence (AI) agents are becoming more intelligent and able to execute relevant
tasks for our daily lives. For some of these tasks, humans and AI agents should learn to
cooperate, coordinate and collaborate for optimal outcomes. The idea is to capitalize on
the strengths of both humans and AI agents. In the context of collaboration between
humans and AI, an optimal outcome refers to the achievement of the best possible result or
performance [52]. This could involve a combination of factors such as increased efficiency,
enhanced productivity, improved decision-making, and successful resolution of tasks or
challenges.

A key element in achieving effective decision-making is mutual appropriate trust [182],
i.e., both trustor and trustee should trust each other appropriately. We take appropriate to
mean that a human’s trust in an agent should correspond to that agent’s trustworthiness,
and an agent’s trust in a human should correspond to the human’s trustworthiness. On
an intuitive level, we argue that appropriate trust happens when an entity’s trust towards
another entity corresponds to the latter’s actual trustworthiness. Consequently, when
there is appropriate trust, there is no under-trust (leading to under reliance) or over-trust
(leading to over-reliance), which minimizes negative performance outcomes. For example,
if an agent X trusts another agent Y to execute a task (e.g., driving a car) which requires
skills that Y does not have, agent X over-trusted agent Y and the consequences can be
negative and even disastrous (e.g., car accident). On the other hand, if agent X does not trust
agent Y to execute a task (e.g., driving a car) and agent Y would execute the task perfectly
well, agent X is under-trusting agent Y which can also negatively affect the outcome (e.g.,
walking instead). In particular, when X is a human and Y is an AI agent, and trust is not
appropriate, this will lead to disuse or misuse of technology [294]. However, such intuitive
notions leave ambiguities. Therefore, we propose to formally define what appropriate trust
means in human-AI interaction.

In the design and development of AI agents, formalizing the concept of appropriate
trust is paramount [400]. Formalism serves as a key foundation, providing essential clarity
and precision in the creation of AI systems [79], and the use of formalized theory to study
complex and dynamic systems [359]. Furthermore, formalism is crucial for guiding the
development process, allowing for the creation of measurable metrics and evaluation
criteria [199]. This, in turn, facilitates the assessment of AI systems in fostering mutual
appropriate trust in human-AI interactions. Finally, a formal definition contributes to the
theoretical underpinning of the concept, aiding in the creation of models and frameworks
that enhance the reliability of AI systems. Therefore, our main research question is:

How can we formally define appropriate human trust in human–AI interactions?

To achieve a formal definition of appropriate trust in human-AI interaction, we first
need to understand trust itself and how it forms and dissipates in human-AI dyads. This
understanding can be gained by a nuanced examination of how both trustor and trustee
perceive each other’s competence, benevolence, and ethical considerations [47]. By examin-
ing aforesaid considerations, we can gain insights into the multifaceted factors influencing
trust formation, including performance, transparency, and alignment with human values
(Section 4). Additionally, in human-AI interaction insights from dyadic trust can inform
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the development of adaptive models and algorithms, enabling AI systems to respond to
real-time feedback, align with user preferences, and uphold transparent decision-making
processes.

After formally defining trust based on human and AI agent beliefs (Section 2.2), we
will establish a formal notation for appropriate trust based on nested beliefs (Section 2.3).
Finally, to establish the grounding of dyadic trust we will conceptualize how trust beliefs
(i.e., belief in trustworthiness) can be established in human-AI interaction (Section 2.4)
based on the Ability, Benevolence and Integrity (ABI) model [242].

2.2 Trust as a belief of Trustworthiness
Humans base their daily behaviour on trust; every time we interact with, delegate to or rely
on the intention of another individual, group or thing [371]. In an interaction between two
cognitive agents [369] (artificial or human), trust involves two parties, the trustor and the
trustee, and an action (trusted by the trustor to the trustee) that affects a goal (of the trustor).
For this discussion, it is important to acknowledge that trust and trustworthiness are two
related, but distinct concepts. While trustworthiness, the characteristic that someone is
to be trusted can be conceptualized as a property of the trustee (e.g. following the work
of Castelfranchi and Falcone [54]), trust is a directional attitude of the trustor towards a
trustee, which involves the perceived trustworthiness of this trustee. This implies that the
trustor must have a “theory of the mind” of the trustee, which may include personality,
shared values, morality, goodwill, etc. [56].

Trust is an aspect of relationships and, as such, can only be viewed in the context of
individuals and their relationships [330]. As an example, let’s imagine that a cognitive agent
Y (artificial or human) drives well and is trustworthy regarding driving tasks. For another
cognitive agent X to trust agent Y for a driving task, agent X has to believe that agent Y
is trustworthy for this task. The assertion in the example implies a nuanced relationship,
recognizing the interplay between objective trustworthiness and subjective trust beliefs.
This corresponds to the concept that any changeable notion that an agent has about the
world is a belief that agent has. In this, we follow the Beliefs concept from the Belief-Desire-
Intention (BDI) architecture for agents [306]. Formalising this, in terms of the trust 𝑇 of
agent 𝑥 in agent 𝑦, is a belief of 𝑥 (trustor), 𝐵𝑥 , about 𝑦’s (trustee’s) trustworthiness, 𝑇𝑊𝑦 ,
meaning that:

𝑇 (𝑥,𝑦) = 𝑥( 𝑦) (1)

Accordingly, in order to understand trust, we first need to understand trustworthiness,
and secondly how beliefs about trustworthiness are formed. Trustworthiness is a complex
concept, and following the literature it can consist of a set of dimensions that range from the
trustee’s competence to its intentions [133]. How an entity can be considered trustworthy
is not a trivial question, and is context-dependent, as well as dependent on the nature of the
trustee [146, 325]. When considering human trustworthiness in organizational behaviour,
Ability, Benevolence and Integrity (ABI ) model [241] is often employed. Similarly, other
dimensions of trust (perceived trustworthiness) in technology as being Performance, Process
and Purpose [214], which are linked with the ABI model according to Lee & See [216]. In
this work, we use the ABI model from Lee & See’s work [216].



2

20 2 Building Appropriate Trust in AI systems – A Formal Perspective

When talking of artificial agents and societies, for example, we can consider beliefs
such asWillingness, Competence and Dependence to estimate the trustworthiness of another
cognitive agent [57]. Finally, trustworthiness or its dimensions can be affected by external
factors, which are contextual conditions determining the situation in which the task is
executed [107], such as environmental configuration, emotional state, workload, etc.

As mentioned previously in this section, trust varies with the person and across re-
lationships. We will illustrate this using the ABI model of trust [241], which has been
widely used to study human trust. The authors define trust as “the willingness of a party
to be vulnerable to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the ability to monitor or
control that other party". In this model of trust, trustworthiness is defined as “the extent
to which an actor has the ability to execute relevant tasks, demonstrates integrity, and
is benevolent towards fellow team members" [382]. Furthermore, Lee & See [216] define
Ability, Benevolence and Integrity as follows:

1. Ability: “Ability is that group of skills, competencies, and characteristics that enable
a party to have influence within some specific domain”.

2. Benevolence: “Benevolence is the extent to which the intents and motivations of the
trustee are aligned with those of the trustor. Benevolence suggests that the trustee
has some attachment to the trustor”.

3. Integrity: “Integrity is the degree to which the trustee adheres to a set of principles
the trustor finds acceptable”.

We can see that although Ability depends only on the trustee, both Benevolence and
Integrity depend on both the trustor and the trustee. Even though trustworthiness is a
characteristic of a trustee, this characteristic will differ per trustor. For example, if Alice
trusts Bob to babysit her children, her trust is based on her belief in Bob’s ability to care
for the children (his ability), his goodwill towards her and her children (his benevolence),
and his honesty about his qualifications and intentions (his integrity). However, Charlie,
who has had a negative experience with Bob in the past, might not trust Bob to babysit his
children, even if Alice does. This is because Charlie’s perception of Bob’s trustworthiness is
different from Alice’s, potentially stemming from situations like Bob questioning Charlie’s
honesty, compromising integrity in Charlie’s eyes. Additionally, differences in shared
values, like preferred sleep schedules (8 pm for Alice and Bob, 6 pm for Charlie), might
create a clash of styles, further influencing Charlie’s perception of Bob’s suitability and
ultimately, his trust. These examples highlight how a trustee’s trustworthiness is not a fixed
characteristic but rather a dynamic concept shaped by the individual’s past experiences,
shared values, and perceptions.

Following, both trust and trustworthiness depend on the two cognitive agents (artificial
or human), trustor and trustee (𝑥 and 𝑦), that compose the dyadic relationship. Thus, we
stipulate that we need to define the trust of an agent 𝑥 in agent 𝑦 as the belief  of agent 𝑥
regarding the trustworthiness of 𝑦 with respect to 𝑥 , adapting Expression 1 to:

𝑇 (𝑥,𝑦) = 𝑥( 𝑦(𝑥)) (2)
where  𝑦(𝑥) means trustworthiness of y with respect to x.
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2.3 Appropriate Trust
As mentioned before, it is important that human’s trust in the AI agent is appropriate.
The challenge is to make the AI agent behave so that humans tune their trust towards
the AI agent, since we do not have control over the human. However, leveraging the
idea that agents reflect about their own trustworthiness, we may be able to build agents
which actively influence humans to appropriately fine-tune their trust in them. With the
information regarding the agent’s trustworthiness, human teammates can adapt to the
qualities and limitations of the agent and, consequently, adjust the utilization of the agent
accordingly. Without this knowledge, however, it would prove difficult to coordinate within
a task-environment given an unpredictable agent teammate.

We posit that how trustworthy an agent, 𝑎, is for a human, ℎ, and how a human trusts
the agent (human’s belief in agent’s trustworthiness) should be similar to get appropriate
trust. If the belief of an agent in their own trustworthiness towards human is different from
their belief of human’s trustworthiness towards them then we come closer to under-trust
𝑇 (𝑎,ℎ) ↓ or over-trust 𝑇 (𝑎,ℎ) ↑ i.e.

ℎ( 𝑎(ℎ)) >  𝑎(ℎ)→ 𝑇 (𝑎,ℎ) ↑ (3)

ℎ( 𝑎(ℎ)) <  𝑎(ℎ)→ 𝑇 (𝑎,ℎ) ↓ (4)

Therefore, to avoid such situations, the agent’s belief in their own trustworthiness
shouldmatchwith their belief about the belief of human’s trust in them, hopefully (assuming
the beliefs are correct) leading to appropriate trust by a human in that agent. However,
shifting our focus to human-AI interaction, we encounter a more complex scenario. In
this setting, not only is it crucial for the agent to appropriately trust the human (1) and for
the human to trust the agent (2), but also the agent has a belief about whether the human
appropriately trusts the agent, and that (3) the human believes the agent appropriately
trusts the human, and why. In this chapter, we will focus on the cases 1 and 3, since we
are addressing trust from the agent’s perspective as we can only directly manipulate the
artificial agent’s beliefs. Fig.2.1 schematizes a dyadic human-agent relationship.

Following figure 2.1, we have the trust of the AI agent in the human, meaning the
agent’s belief on human’s trustworthiness, 𝑇 (𝑎,ℎ) = 𝑎( ℎ(𝑎)) (from Expression 2), and
the trust of the human in the agent, which is the human’s belief on agent’s trustworthiness
𝑇 (ℎ,𝑎) = ℎ( 𝑎(ℎ)).

An agent, to be able to promote and elicit appropriate trust (from the human towards
the agent), does not only need to reason with beliefs about human’s trustworthiness, but
also with beliefs about human’s trust (estimating whether the human trusts the agent).
What’s more, we identify that we may also need beliefs about trust when appropriately
estimating human’s trustworthiness. This being said, in the dual-mode vehicle example,
can the agent trust the human to follow an instruction, if the human does not trust that
agent? Considering again theABI trustworthiness model mentioned in the previous section,
we believe that if a trustee trusts a trustor, this is a sign of their benevolence towards the
trustor, which in turn would increase the trustee’s trustworthiness to that trustor. Thus, in
order to trust the human teammate, the agent should estimate the human’s trust in the
agent. In order to estimate 𝑎( ℎ(𝑎)), we may also need the agent’s belief in human’s
trust in the agent, i.e., 𝑎(ℎ( 𝑎(ℎ))). Following the example, for the agent to trust the



2

22 2 Building Appropriate Trust in AI systems – A Formal Perspective

Figure 2.1: Human-Agent dyadic trust based on the beliefs of trustworthiness. Here  𝑎(ℎ) means trustworthi-
ness of agent a with respect to human h.

human to follow an instruction, the agent needs to believe that the human trusts the agent
(e.g., the human relies on this particular agent’s knowledge/intelligence).

As mentioned before it is important for the agent to appropriately trust the human. So,
when estimating whether it can trust its human teammate to follow an instruction, the
agent’s trust in the human should correspond to the actual human’s trustworthiness (e.g.,
to what actually the human can and/or wants to do), i.e.,

𝑇 (𝑎,ℎ) ≡ 𝑎( ℎ(𝑎)) ≡  ℎ(𝑎) (5)

which requires that the agent also accurately estimates the human’s trust in the agent.The
human’s trust in the agent, on the other hand, is the belief of the human in the agent’s
trustworthiness, ℎ( 𝑎(ℎ)), and should correspond to the agent’s actual trustworthiness
( 𝑎(ℎ)), i.e.,

𝑇 (ℎ,𝑎) ≡ 𝑎(ℎ( 𝑎(ℎ))) ≡ ℎ( 𝑎(ℎ)) ≡  𝑎(ℎ) (6)

Lastly, since the nested concepts presented on Expression 5 are based on  𝑎(ℎ), this
means that we may be able to calibrate human’s trust in the agent (𝑇 (ℎ,𝑎)), by manipulating
 𝑎(ℎ) through the accurate belief of the agent’s own trustworthiness. This means that if
the agent is aware of its own trustworthiness, meaning that if the agent’s belief in agent’s
trustworthiness corresponds to actual agent’s trustworthiness, i.e.,

𝐵𝑎( 𝑎(ℎ)) ≡  𝑎(ℎ) (7)

the agent may be able to alter its own trustworthiness (or simply how it lets the human
perceive it).
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2.4 How are trust beliefs established?
In previous sections, we formalized that if the agent is aware of its own trustworthiness,
meaning that if the agent’s belief in their trustworthiness corresponds to their actual trust-
worthiness, the agent may be able to change the perception of the human and, consequently
can help in calibrating human’s trust. However, how these beliefs can be established still
remains an open question.

To study how beliefs can be established, we will again utilize the ABI model proposed
by Mayer et al [241]. A common outline in studying trustworthiness of AI agents is
often linked with measuring the performance of the agent based on the capabilities [256].
Following this, much of the previous research has looked at ‘ability’ as the core factor of
estimating trust. However, we propose to view trustworthiness as more than ability.

We identify a gap in the literature which focuses upon modelling integrity and benev-
olence of an artificial agent towards a human [372]. We argue that this research gap is
pivotal in our understanding of trust beliefs by the agents which focuses on aspects other
than their capabilities. Therefore, in the following sub-section , we will refer to our readers
prior work on ability and then we propose a first attempt on how integrity can be modelled.
Finally, we will discuss an existing model for computational benevolence [372].

2.4.1 Ability
We can infer an agent’s ability from the aggregation of all functionalities and capabilities it
has. Understanding the agent’s capabilities embedded by the developer can help both the
agent and the human understand whether an agent has very low ability or very high ability.
For this purpose, several existing trust-related functionality aggregators which focus on
the system capabilities may be used, such as the ones described in [36, 62, 370]. In these
functionality aggregators the trust is based on the task success, number of errors, skills
and knowledge to accomplish a task. For example, competence beliefs about an agent [57],
automation capability [190] and agent’s core functionality [165] are prominent inclusions
for functionality aggregators. Therefore, in this paper we propose to rely on such existing
aggregators to understand an agent’s ability in terms of how it can form belief about its
own trustworthiness.

2.4.2 Integrity
We assume that an agent’s integrity for a specific task is its integrity towards a human in
accomplishing that specific task. We define integrity as the similarity of the human and
agent values1, meaning, having similar priorities over those values (which can be related
to the actual definition of integrity focusing upon principles). In this section, we propose a
basis for formally defining how integrity beliefs are formed. In particular, we derive two
cases where an agent either possesses information regarding the values of the other or
does not.

Case 1 We start by defining this relationship in the case where an agent has some
belief about the values of the human. We state that the belief an agent 𝑎 has about the

1Values are abstract motivations that justify opinions and actions, and are intrinsically linked to moral judgement
[331].
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integrity of a human ℎ directly follows from the how similar agent 𝑎 believes the priority
ranking of their values to be to that of ℎ:

𝑖𝑓 {𝑠𝑖𝑚

𝑎
(𝑎(𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦ℎ(𝑉ℎ)),𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑎(𝑉𝑎))} ↑ 𝑡ℎ𝑒𝑛 {𝑎(𝐼 (ℎ))} ↑ (8)

𝑖𝑓 {𝑠𝑖𝑚

𝑎
(𝑎(𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦ℎ(𝑉ℎ)),𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑎(𝑉𝑎))} ↓ 𝑡ℎ𝑒𝑛 {𝑎(𝐼 (ℎ))} ↓ (9)

where 𝑠𝑖𝑚

𝑎
(𝑎,ℎ) represents the belief of 𝑎 about the similarity of 𝑎 and ℎ, 𝑉𝑎 is the value set

of a, 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦𝑎(𝑉 ) represents a priority ranking of agent 𝑎 over this value set, and therefore
𝑎(𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦ℎ(𝑉ℎ)) is 𝑎’s belief about ℎ’s value and priority thereof. In other words, integrity
beliefs of 𝑎 about ℎ are formed by 𝑎 comparing their belief about ℎ with what they know
about themselves. We stipulate that if the belief about the similarity is higher, so will the
belief in the integrity and vice-versa.

Case 2: In general it is important for an agent to rely on knowledge about human
values. However, a situation could arise in which an agent has no information regarding a
certain human teammate. In such a case we focus on the integrity reputation of the agent
as per [419].

We state that the integrity reputation of an cognitive agent (artificial or human) 𝑎0
according to an artificial agent 𝑎, 𝐼𝑅𝑎(𝑎0), is the average sum of beliefs about 𝑎0’s integrity
that are communicated (𝐶𝐵𝑎) by other autonomous agents (𝑎′, 𝑎′′, ...) to 𝑎. The equation
12 represents the communicated beliefs of 𝑎0 according to 𝑎 as sum of the communicated
beliefs by other autonomous agents. Finally, the equation 13 represents the average sum of
those beliefs forming the integrity reputation of 𝑎0 according to 𝑎.

𝐶𝐵𝑎(𝑎0, {𝑎
′
, 𝑎

′′
...}) =

𝑎
𝑛

∑

𝑖=𝑎
′


𝑎
′(𝐼

𝑎
′(𝑎0)), 𝑎

′′(𝐼
𝑎
′′(𝑎0))...𝑎

𝑛(𝐼𝑎𝑛(𝑎0)) (10)

𝐼𝑅𝑎(𝑎0) =

𝐶𝐵𝑎

𝑛

(11)

2.4.3 Benevolence
Mayer et al. proposed that the effect of integrity on trust will be most salient early in the
relationship prior to the development of meaningful benevolence [241]. Therefore, we
believe it is firstly important to understand how integrity can be understood and modeled as
effect of perceived benevolence on trust will increase over time as the relationship between
the parties develops. Moreover, as benevolence is about interpersonal relationships, it
might not develop in agent-human relationships in the way it does for human-human
ones. There are a number of steps taken in the social science research community to
understand benevolence [171, 213]. However, we could only find one example of modelling
benevolence in computer science community by Urbano et al. who classify benevolence as
a Social Tuner in Human-AI interaction [372]. According to them, Social Tuner measures
the trustee’s specific attachment toward the truster. This attachment is captured by the
coefficient of benevolent actions. They estimate the value of the benevolence of the trustee
toward the truster, 𝑏𝑒𝑛𝑥,𝑦 from the coefficient of benevolent actions. The coefficient of
benevolent actions 𝜌𝑏𝑎 ∈ [0, 1] measures the historical pattern of favorable or beneficial



2.5 Summary of Contributions

2

25

actions taken by the trustee towards the truster.

𝑏𝑒𝑛𝑥,𝑦 =

1

2

𝜌𝑏𝑎+

1

2

𝑐𝑢𝑚𝑉𝑎𝑙𝐴𝑔𝑟𝑒𝑒𝑚

𝑛

(12)

where 𝜌𝑏𝑎 is the result of the correlation between the number of agreements established be-
tween truster and trustee in the past and cumulative value of past agreements (𝑐𝑢𝑚𝑉𝑎𝑙𝐴𝑔𝑟𝑒𝑒𝑚).

It is worth noting that the estimation of benevolence is only possible when there are,
at least, two past interactions between the truster and the trustee under evaluation. The
manner in which [371] studies benevolence can also fit in our formalism focusing upon
beliefs which forms specific relationship between trustee and trustor. Also, the value of
benevolence must be updated at every new trustworthiness estimation, as benevolence
may evolve due to the mutual (dis)satisfaction of the trustee with the relationship, which
may change with time and context.

2.5 Summary of Contributions
This chapter set out to address the RQ: How can we formally define appropriate human trust
in human – AI interactions? The initial phase of our exploration involved studying trust as
a belief of trustworthiness. This phase on inquiry mentioned that to understand trust, we
first need to understand trustworthiness, and secondly how beliefs of trustworthiness are
formed. By synthesizing theoretical constructs, we adopted the ABI model [242] to define
the trust of an agent x in agent y as the belief B of agent x regarding the trustworthiness of
y with respect to x. Furthermore, we proposed that for appropriate trust to develop, an
agent’s perception of its trustworthiness towards a human and the human’s actual trust in
the agent should be aligned. When these beliefs diverge, it can lead to either under-trust
or over-trust situations, refer Equation 3 & 4.

Based on the theoretical constructs in Section 1.2 and 1.3, we formalized that in human-
AI interaction it is important that 1) the agent appropriately trusts the human and 2) the
human appropriately trusts the agent, but it is also important that 3) the agent has a belief
about whether the human appropriately trusts the agent, and that 4) the human believes
the agent appropriately trusts the human, and why [381]. We schematized these notions
through formalisms of nested beliefs and proposed to view them in a human-AI agent
dyadic relationship. In Section 1.4, we studied the salient role of mutual trust in a dyadic
relationship, including belief formations shaping human trust. Subsequently, our focus
shifted to establishing these beliefs, wherein we sought to define an AI agent’s integrity and
benevolence in Section 1.5. By establishing a theoretical foundation concerning the ethical
principles and their congruence with human values, this exploration laid the essential
groundwork for understanding appropriate trust in AI systems.

2.6 Limitations
To appreciate the contribution of this work, we also need to understand its limitations. In
our definitions for trustworthiness and trust in agents or humans, we rely on the belief of
one in another. However, we explicitly do not focus on how those beliefs are generated and
how we can evaluate them. Although these are crucial for achieving mutual appropriate
trust, we argue that we can only start to generate and evaluate beliefs once we understand
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what they are about. This work takes this first crucial step. Moreover, we note that
according to many models, including the trust model by Rahman & Hailes [3], trust beliefs
will involve beliefs of risk, utility and motivations along with trustworthiness. This means
that a study into how beliefs about trustworthiness are formed should also take these
aspects into account.

Nilsson states it is important to expose beliefs to the reasoned criticism of others [275].
Yet, we do not explicitly incorporate other researchers’ criticism for the formation of beliefs
regarding trust or trustworthiness. However, we believe this can be formally extended
in future work when, for example, agent 𝑎1 is forming the belief regarding human ℎ1’s
trust in itself, 𝑎1 can take into account another agent’s criticism (if this other agent has
interacted with ℎ1 before).

Going forward, we aim to refine the formalization and implement a method to evaluate
it. In particular, we would like to conduct user studies to evaluate our notions regarding
beliefs of beliefs in an experimental setting. This can both help us understand how trust
beliefs are formed in humans, and how agents can appropriately use these beliefs.

2.7 Follow-up Discussions and Thesis Positioning
This chapter laid the groundwork for defining and understanding appropriate trust in
human-AI interactions with a formal lens. We have proposed a formal definition based
on the belief of trustworthiness and emphasized the importance of considering the dyadic
nature of the relationship between a human and an AI agent.

While this chapter defines trust as a belief in trustworthiness, it emphasizes the limi-
tations of a simple definition. We conceptualize trust based on the Lee & See [216] work
which links trust to a belief of trustworthiness. Then, we argue that an agent should aim for
appropriate trust, which means it should aim for a human’s belief in their trustworthiness
to be equal to their actual trustworthiness. Given the diversity in terminology related to
‘appropriate trust’, it would be relevant to compare this conceptualization of appropriate
trust to existing definitions in the literature, and adjacent concepts such as calibrated trust
and warranted trust [167].

Furthermore, following our definition of appropriate trust, we would need to compare
trust directly with the trustworthiness. However, it is a complex process to compare beliefs
of trustworthiness with actual trustworthiness because beliefs about trustworthiness are
subjective and limited by future actions and hidden motives, making it a challenge to
compare them with someone’s actual trustworthiness. Therefore, we propose to first
research how prior works attempted to investigate this complex process.

Following the ABI model [242] and our directional definition of trust (Section 2),
benevolence and integrity depend on both trustor and trustee. Moreover, ability for one
task isn’t the same as ability for another, and one could also question if the same integrity
values are relevant in all contexts. Hence, the need to study in what contexts appropriate
trust has been investigated so far.

Finally, several researchers have made attempts to study how to achieve appropriate
trust in human-AI interaction (See Chapter 3). In future work, it would be relevant to first
study what other methods have been successfully used so far to achieve this goal by other
researchers. In synopsis, the next proposed steps can be:
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1. validation and refinement of the proposed definition through comparison with
existing understandings,

2. identification of knowledge gapswhere the focus on nested beliefs and the dyadic
nature can offer new insights,

3. building upon existing research by utilizing established knowledge, and

4. informing future research directions by highlighting areas like specific contexts
and robust measurement development that require further exploration.
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Appropriate Trust in Artificial Intelligence (AI) systems has rapidly become an important
area of focus for both researchers and practitioners. Various approaches have been used
to achieve it, such as confidence scores, explanations, trustworthiness cues, or uncertainty
communication. However, a comprehensive understanding of the field is lacking due to the
diversity of perspectives arising from various backgrounds that influence it and the lack of a
single definition for appropriate trust. To investigate this topic, this paper presents a systematic
review to identify current practices in building appropriate trust, different ways to measure
it, types of tasks used, and potential challenges associated with it. We also propose a Belief,
Intentions, and Actions (BIA) mapping to study commonalities and differences in the concepts
related to appropriate trust by (a) describing the existing disagreements on defining appropriate
trust, and (b) providing an overview of the concepts and definitions related to appropriate trust
in AI from the existing literature. Finally, the challenges identified in studying appropriate
trust are discussed, and observations are summarized as current trends, potential gaps, and
research opportunities for future work. Overall, the paper provides insights into the complex
concept of appropriate trust in human-AI interaction and presents research opportunities to
advance our understanding on this topic.

3.1 Introduction
Artificial Intelligence (AI) has become an increasingly ubiquitous technology in recent
years, with applications in a wide range of industries and areas of life. The ability of AI to
process and analyze large amounts of data quickly and accurately makes it particularly
valuable for domains with high-stake decision-making such as finance, healthcare, and
transportation [266, 335]. While AI-embedded systems are powerful, they can still fail or
behave unpredictably, leading to inappropriate trust, and introducing the corresponding
risk of misuse and disuse [294].

Both disuse [238] and misuse [243] of AI-embedded systems by humans have led to
severe issues, such as Amazon’s AI recruiting tool being biased against women [83], a
railroad accident in which the crew neglected speed constraints [347], and the use of facial
recognition technology in law enforcement to target Black and Latino communities [179].
One of the major reasons of disuse and misuse of AI is people’s over- or under-trust in it,
or in other words, lack of appropriate trust in AI [282]. Appropriate trust is often linked
to the alignment between the perceived and actual performance of the system [406]. We
argue that human trust in the AI system must be appropriate because, with appropriate
trust in AI, people may be simultaneously aware of the potential and the limitations of AI.
This should lead to reducing the harms and negative consequences of misuse and disuse of
AI [292].

People have long been aware of the importance of appropriate trust in interpersonal
relationships [101]. Taking an example from the Indian scripture “Bhagavad Gita”, dated
400 BCE [116], the deity Krishna advises that humans should be careful in trusting others
and develop trust in degrees so that their trust is often appropriate [46]. Furthermore, he
suggests by cultivating appropriate trust, humans gradually move forward in interpersonal
relationships. This highlights for how long this concept has played a role and is vital
and helpful in understanding how people can develop appropriate trust in interpersonal
relationships and AI systems.

To achieve appropriate trust in AI systems, different approaches have been taken
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such as use of confidence scores [24, 185, 230, 301, 416], explanations [205, 207, 344, 394],
cues (alarms [64, 408], warning signals [279] or uncertainty communication [365]). Many
studies aim to adjust the trust bestowed in a system to reflect the trustworthiness of
said system [225, 328, 407, 416]. Despite these efforts, a comprehensive understanding
of the field is currently lacking, and consensus on the definition of appropriate trust
remains elusive. Different perspectives and varying definitions of trust, trustworthiness,
and reliance contribute to this lack of clarity, as pointed out by Gille [128].

According to Jacovi et al.’s overview [167], there are numerous types of trust that need
to be more precisely defined and differentiated. For example, the confusion between two
similar, yet different concepts, appropriate trust and appropriate reliance, which often
stems from a lack of clear understanding of these terms’ definitions. Various strategies
have been employed to establish an appropriate level of trust in human-AI interaction.
Researchers from diverse scientific fields have conducted empirical studies and developed
theoretical models to explore different methodologies for building such trust. However,
despite the crucial role of appropriate trust in ensuring the successful use of AI systems,
there is currently a fragmented overview of its understanding [256].

To highlight and better understand appropriate trust in human-AI interaction, our paper
aims to present a comprehensive overview of the current state of research on Human-AI
trust by emphasizing definitions, measures, and methods of fostering appropriate trust
in AI systems. Furthermore, we make an attempt to map different terms associated with
appropriate trust and provide a comprehensive summary of current trends, challenges and
recommendations.
In this work, we study the state-of-the-art in building appropriate trust by examining its
evolution, definitions, related concepts, measures, and methods. Our research questions
are:

1. What’s the history of appropriate trust in automation before AI systems?

2. How does current research define appropriate trust and what related concepts exist?

3. How can we structurally make sense of these concepts related to appropriate trust?

4. What’s state-of-the-art in fostering appropriate trust in AI systems? which includes

(a) How do studies measure whether the trust is appropriate or not?
(b) What kind of tasks do researchers employ in their studies to understand appro-

priate trust?
(c) What different types of methods for building appropriate trust exist?
(d) What are the results of the methods aimed at building appropriate trust?

To investigate the questions above, we provide a history of appropriate trust development
and present a systematic review to identify current practices in the theoretical and exper-
imental approaches. Furthermore, we identify potential challenges and open questions,
allowing us to draw research opportunities to understand appropriate trust. First, we pro-
vide an overview of the history of understanding appropriate trust in automated systems.
Next, we describe our systematic review methodology and the corpus, summarize the
current understanding of appropriate trust and propose a Belief, Intentions, and Actions
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(BIA) mapping to highlight commonalities and differences between concepts. Following
this mapping, we present the results of the systematic review, discussing different ways to
measure appropriate trust, types of tasks used, approaches to building it, and results of the
appropriate trust interventions. Finally, we discuss the challenges identified in studying
appropriate trust and summarize our observations as current trends, potential gaps, and
research opportunities for future work.

Our main contributions are:

1. A Belief, Intentions, and Actions (BIA) based mapping of appropriate trust and related
concepts.
Our mapping is result of analyzing how authors define and quantify the abstract notion
of appropriate trust and related concepts such as warranted trust, justified trust and
meaningful trust;

2. An exhaustive presentation of different definitions used, measures of appropriate
trust, tasks adopted by authors and various methods for building appropriate trust.
Our presentation is based on similarities and differences in the approaches that authors
have used to define, measure and build appropriate trust in variety of tasks.;

3. A set of future research opportunities highlighting current trends, challenges and
recommendations for future work.
Our set of future research directions results from a structured summary of our analysis
based on the implications of the approaches (definitions, methods, tasks and measures)
adopted by the authors to foster appropriate trust in human-AI interaction.

3.2 Background and History of Appropriate Trust
The topic of appropriate trust has been maturing for years. As technology evolved from
automated machines to decision aids, virtual avatars, robots, and finally, AI teammates,
appropriate trust has been studied in both depth and breadth across a variety of domains.
As discussions of the failures of under- and over-trust in automation begin to appear,
researchers started to study how they could calibrate human trust in automation. One of
these early studies defined trust calibration as the relation between user reliance and system
reliability [28]. Trust calibration was studied by looking at how usage of a system over time
changed trust levels, calibrating it to the demonstrated reliability of the system. The coining
of this term marked the beginning of appropriate trust research within computer science
communities, influenced by, but distinct from, previous trust research in e.g. psychology
and philosophy.

Understanding the historical context and evolution of appropriate trust allows us to
position this work within the broader context of the field. Therefore, in this section, we
chronologically describe past efforts to study appropriate trust until the starting point of our
systematic search. The background and history of appropriate trust can provide insights
about its conceptualization and how technological and social factors have influenced the re-
search field. Moreover, historical analysis can highlight the various theoretical frameworks
that have been used to study trust calibration and their limitations. By examining the
historical development of this topic, we can better understand its current conceptualization
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(a) A time-series chart shows the number of studies from 1987 to 2022
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Figure 3.1: (a) A timeline for the development of appropriate trust as a topic of research from 1987 to 2022 based
on the hits from the SCOPUS database. The red dotted line indicates rapid rise of research interest in appropriate
trust research. (b) Some key papers during the early stage development of the topic. It’s important to note that
these are just some key developments and trends in the study of appropriate trust during this time period, and
the field has continued to evolve and expand in the years since 2010.

and identify gaps in the literature. In Figure 3.1a & 3.1b, we illustrate the timeline for these
developments.

3.2.1 1980-1990s: Over- and under-trust in automation
The question of how and when to trust automation easily pre-dates the modern computer
era. In the early 1980s, there was a surge of interest in the potential of computer-based
decision aids to support decision-making in various fields [200, 350, 357]. As automation
gained further computing power and was able to solve tasks with high complexity, people
started relying on the advice provided by these systems. However, early studies found
that users tended to over-trust this advice, even in cases where it was clearly incorrect or
irrelevant [161, 336]. This phenomenonwas referred to as "automation bias" or "automation-
induced complacency" [398]. This concern populated further in the late 1980s, where
researchers were concerned about the reliability and safety of nuclear power plants.

Over-trust in automation is only one side of the coin, while under-trust is the other.
One of the factors identified as contributing to various accidents such as the Baltimore
train incident [346] or misuse of anti-ballistic missiles [110] was the tendency of operators
to under-trust the information provided by the control systems and not to rely on them.
This problem led to the development of various training and simulation programs aimed at
improving operator trust in the automation [22].

In this era, researchers were interested in understanding how humans interact with
automated systems and errors that can occur when trust is misplaced. Studying the operator
role and human-system integration, Knee and Schryver found that over- and under-trust
stem partially from consistent, reliable performance by the Intelligent Machines (IM) within
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tasks, problems, etc. that the human operator may not fully understand (due to the lack
of training, experience, or even the ability to be actively involved in system operation)
[196]. According to them, such cases may support "blind reliance" on the part of the human
operator, i.e., acceptance of IM control actions without question of its intent or motives. In
conclusion, the study of trust in automation from the 1980s to the 1990s sheds light on the
pitfalls of misuse, disuse, and overuse of automated systems, highlighting the importance
of understanding how humans trust automated systems.

3.2.2 1990s: Introduction of HCI as a field and focus on appro-
priate trust

In 1987, Muir presented a model based on dynamics of trust between humans and machines
for calibrating user’s trust in decision aids [267]. At this point in time, extensive research
began in the Human-Computer Interaction (HCI) community to examine the factors that
influence a human’s trust in automation [148]. One of the themes of this research was
calibrated trust.

In the CHI ’94 conference, Bauhs and Cooke showcased the effect of system information
on trust calibration [28]. The authors reported that the system information aided in
calibrating users’ confidence in system reliability, but it had little effect on users’ willingness
to take expert system advice. In the same year, Lee & Moray showed how trust and self-
confidence relate to the use of automation and refer trust calibration as correspondence
between a person’s trust in automation and the automation’s capability [215]. Following
Lee & Moray’s work, a seminal article by Parasuraman and Riley [294] in 1997 on the use,
disuse, abuse, and misuse of automation indicated the issue of over- and under-reliance on
machines due to lack of trust.

Many articles followed Lee & Moray and Parasuraman & Riley research. Ostrom in
1998 [283] showcased that effectively studying trust in automation can help alleviate
the uncertainty in gauging the responses of others, thereby guiding appropriate reliance.
Tangentially, Kaber, and Endsley introduced the concept of situational awareness to tackle
the issue of mistrust in automated systems in the same year [103]. Thus, the emergence of
trust calibration studies signalled and ushered in a greater focus on user-centered design
as a means of minimizing automation dis- and mis-use.

3.2.3 2000s: Emergence of appropriate trust as a key topic of
research

A seminal article by Lee & See in 2004 provided the first conceptual model of the relationship
among calibration, resolution, and automation capability in defining appropriate trust in
automation [216]. This work by Lee & See was built on the key work by Cohen et al. in 1998
[71]. The Lee & See model was based on purpose, process, and performance dimensions
of information that describe the goal-oriented characteristics of the agent to maintain an
appropriate level of trust.

In 2006, Duez et al. [98] followed Lee & See’s model to study information requirements
for appropriate trust in automation, while Dongen and Maanen [374] investigated whether
calibration improves after practice and whether calibration of own reliability differs from
calibration of the aid’s reliability. Thus, researchers were able to develop models of infor-
mation communication [98] and asymmetrical reliability attribution [374] in automated
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systems, which improved understanding of how users calibrated their trust over time.
Following the mentioned works and literature on calibrated trust, the Human-Robot Inter-
action community developed an of understanding appropriate trust in robot capabilities,
such as Freedy’s et al. measures of trust in human-robot interaction for detecting over-
and under-trust in 2007 or Hancock et al.’s 2011 meta-analysis of factors affecting trust
in Human-Robot Interaction [138]. Their results indicated that improper trust calibration
could be mitigated by manipulating robot design, focusing on quantitative estimates of
human, robot, and environmental factors. Similarly, Sanders et al. [323] provided a model
of human-robot trust targeting performance, compliance, collaboration, and individual
human differences to study how human trusts can be calibrated in situations of over- and
under-reliance.

The topic of appropriate trust also started to pick up in industrial settings during the
2000s. For example, in 2008, Wang and their colleague from a defense R&D studied the
effectiveness of providing aid reliability information to support participants’ appropriate
trust in and reliance on a combat identification aid [389]. Their results showed that
participants who needed to be made aware of the aid’s reliability trusted in and relied on
the aid feedback less than those who were aware of its reliability, highlighting appropriate
reliance on the aid.

Thus, the emergence of appropriate trust as a prominent topic in the 2000s was marked
by the increasing prevalence of automation and innovative steps taken by researchers to
study the role of this topic. Notably, Lee & See’s 2004 article [216] introduced a conceptual
model that interconnected calibration, resolution, and automation capability to define
appropriate trust in automation. This work which was built on Cohen’s et al. work [71]
was followed by many authors such as [98, 138, 323, 389] where fresh insights were seen
considering purpose, process, and performance dimensions of information, offering a
deeper understanding for trust calibration. Furthermore, the relevance of appropriate trust
extended to industrial settings, as demonstrated by studies on combat identification aids
and defense technology [390].

3.2.4 Parallel Developments: Influential Domains
While research in automation has made significant contributions to our understanding of
how people develop and calibrate their trust in computer systems, appropriate trust is also
studied in a variety of other fields, including psychology and philosophy. In many cases,
our current understanding of appropriate trust have in fact stemmed from the paradigms
established in these domains [119, 216, 293].

Different disciplines study appropriate trust differently, however they all seek the
capacity for accurate trust assessment, with the goal of establishing a robust basis for
augmented decision-making. Appropriate trust has been studied extensively in psychology.
It is understood as trust that is based on a rational assessment of the risks and benefits
of trusting another person or source of information [222, 326]. For example, Evans et
al. showcased that older children (9-10 years) are more sensitive to changes in trustee’s
characteristics, suggesting that they are not only more trusting, but more discerning in
their decisions of when to trust [105]. Similarly, Barnard showcased that how medical
professionals change their attitudes and behaviors to gain trust of their patients and
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proposed which conditions would win justified trust1 of patients in them [27]. Therefore,
in human-human interaction the ability to accurately calibrate trust is essential for building
and maintaining strong relationships, as it helps individuals to avoid betrayals and to
cultivate mutual respect and understanding. Overall, appropriate trust is an important
aspect of social functioning and well-being.

In Philosophy, the concept of appropriate trust is closely related to the idea of epistemic
responsibility, which emphasizes the need for individuals to take responsibility for their
beliefs and to use appropriate methods for evaluating evidence and making judgments
[30, 302, 316]. In particular, according to Onora O’Neill, appropriate trust involves a
"reasonable reliance on another’s goodwill, competence, and reliability" [280]. Other
philosophers, such as Karen Jones [180] and Katherine Hawley [141], have also explored
the concept of appropriate trust and the importance of carefully calibrating one’s trust
based on various factors, such as past experiences, social norms, and situational factors.

The research interest in trust calibration evolved slowly compared to promoting trust
in automation [67]. This can be partly due to a higher interest in understanding multidi-
mensional aspects of trust, and partly due to the complex nature of automation systems.
However, in the last ten years (2012-2022), interest in appropriate trust research has grown
drastically, see Figure: 3.1a. This trend is likely driven by the increasing cognitive com-
plexity of AI and ubiquity of interpersonal interactions, as well as organizational interest.
Therefore, it has become timely to provide an in-depth literature overview of the state-of-
the-art for building appropriate trust in AI. We follow the methodology outlined in this
section to provide a comprehensive overview of studies from 2012 till June 2022 in the
following section with our systematic review methodology.

3.3 Systematic Review Methodology

Exploratory Search in
ACM & IEEE DL with
keywords app. trust

or reliance

50 relevant papers
from established

venues from last five
years

New Keywords
Identification

Expansion of Scope
and timeline for
included papers

Finalized Keywords &
Scope; Search

performed in ACM &
Scopus on  

June 15, 2022

End Note Library
Setup

Figure 3.2: Search process for preparing the corpus of the systematic review

We conducted a systematic review to understand (a) current understanding about building
appropriate trust in AI, (b) how appropriate trust and its related concepts have been defined
and conceptualized, and (b) what measures and methods have been made to achieve
appropriate trust in AI. We adapted the procedure by Calvaresi et al. [53] by developing the
research protocol following inclusion and exclusion criteria. For search and identification
1Different terms have been used in the literature which are related to appropriate trust such as "Justified Trust",
"Optimal Trust", etc., refer Section 3.1 for details.
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Figure 3.3: *SCOPUS data includes all retrieved databases such as IEEE, Springer, SAGE, etc. ACM data was
excluded from the search as it was taken from ACM DL.
** Other reasons include: records not retrieved, broken URL, and blank pages in the published record.
*** Reason 1: The article’s focus is NOT on appropriate trust derived from the primary or secondary research
question. Reason 2: The article does not use a method or a measurement technique to measure or calculate trust.
Reason 3: The article is published as a short version of a long paper (In this case, we included the longer version
of the article).

of the relevant articles, we followed the PRISMA guidelines [288]. The specifications of
these guidelines is illustrated in Figure 3.3.

3.3.1 Search String
Appropriate trust is a complex concept and the term ’appropriate’ is often interchangeably
used with terms for similar concepts (such as appropriate reliance, justified trust, etc.)
[167, 364]. Therefore, we first conducted an exploratory search to determine which terms
for similar concepts are used. In the ACM and IEEE Digital Libraries, we searched for
articles with the keywords “appropriate trust" or “calibrated trust" from the last five years2.
This exploratory search produced 186 results. Among these 186 results, we focused on
articles from four of the most most reoccurring and relevant computer science venues,

2This phase was conducted in May 2022. We decided for the last five years as it coincides with the recent rise of
interest in appropriate trust research.
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FAccT, CHI, IUI, and HRI. We selected 50 articles (FAcct: 6, CHI: 20, IUI: 12, and HRI: 12)
with the highest use of keywords and similar concepts throughout the articles.

We manually reviewed every title, keyword, and abstract to find new keywords to
be included in our final search string (e.g., “optimal trust", “justified trust"). We iterated
different combinations of the keywords until all papers deemed relevant in the exploratory
step appeared among the ACM & IEEE Digital Libraries search results. Analyzing the text
of the relevant articles and their references, we noticed that scholars from the Computer
Science community often cite scholars from other disciplines who also study appropriate
trust. These disciplines include engineering, social sciences, psychology, mathematics, and
decision sciences. Therefore, we decided to include these subjects in our search criteria.
Furthermore, we decided to broaden our timeline to include articles published in the last
decade3 (2012-2022) after examining the references of the articles. Figure 3.2 visualizes our
search process and string finalization. The final search string used in ACM and SCOPUS
search is:

( ( "appropriate trust" ) OR ( "calibrated trust" ) OR ( "warranted trust" ) OR ( "justified
trust") OR ( "optimal trust" ) OR ( "responsible trust" ) OR ( "trust calibration" ) OR ( "over
trust" ) OR ( "under trust" ) OR ( "over-trust" ) OR ( "under-trust" ) OR ( "meaningful trust" ) )
AND PUBYEAR > 2011 AND PUBYEAR < JUL 2022 AND ( LIMIT-TO (SUBJAREA , "COMP"
) OR LIMIT-TO ( SUBJAREA , "ENGI" ) OR LIMIT-TO ( SUBJAREA , "SOCI" ) OR LIMIT-TO
( SUBJAREA , "PSYC" ) OR LIMIT-TO ( SUBJAREA , "MATH" ) OR LIMIT-TO ( SUBJAREA ,
"DECI" ) ) AND ( LIMIT-TO ( LANGUAGE , "English" ) )

3.3.2 Selection Criteria
Our search string generated 1,697 articles from the ACM and SCOPUS databases. This
phase of generating the final list of articles based on the search string was conducted on
June 15, 2022. The screening of articles was carried out manually in three stages: (A) title
and abstract screening based on the inclusion criteria, (B) full-text screening based on the
exclusion criteria, and then (C) full-text screening with a fine-grained examination based
on the inclusion criteria. Our inclusion criteria were:

1. Language: The article should be in English.

2. Peer-Reviewed: The article should have been peer-reviewed. For example, articles
from arxiv, OSF, magazine articles, etc., were excluded.

3. Format: Only full and short articles were included so that all the reviewed arti-
cles could contain similar details about a study. Therefore, posters, dissertations,
workshop papers, workshop calls, etc., were excluded.

4. Publication Singularity: Only the complete version of the article is included.

5. Human-Centered: Studies needed to have some form of human involvement to be
included. For instance, full simulated multi-agent models were excluded.

3Since the aim is to identify the current trends and understand recent works in appropriate trust research, we
chose to restrain this work to papers published in the last decade
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6. Inclusion of a Definition: For a paper to be included, it should have a explicit
definition or implicit definition through either referencing previous work or describ-
ing measures of appropriate trust or the similar concept (calibrated trust, warranted
trust, etc.).

7. Conceptualization of Appropriate Trust: The articles should conceptualize ap-
propriate trust with measurable constructs or a similar concept. For example, the
article uses measurable constructs for appropriate trust.

After applying the inclusion criteria in a two-step abstract and full-text screening
process, 169 articles remained. On these 169 articles, we performed further fine-grained
examination based on the following criteria:

1. Contribution Scope: Articles whose primary contribution was unrelated to appro-
priate trust were excluded. Articles discussing the need for appropriate trust without
any direct contribution to define, measure, or model it were also excluded.

2. Contribution Type: Surveys, Scoping Reviews, and Literature Reviews were ex-
cluded.

The research team registered the protocol of the review with Open Science Foundation
(OSF)4 to make the selection of reviews a transparent process. Once the registration was
completed, the first and second author independently examined the full text of 169 articles.
Both authors used the Rayyan web app [286] to organize their decisions. When there
were discrepancies between their decisions, the two researchers involved the senior author
in discussing it. This discussion process resulted in the final list of 65 articles for the
systematic review.

3.3.3 Corpus Overview and Analysis

(a) Number of the selected papers per top six publishing venues (b) Number of papers per year from 2012 to 2022

Figure 3.4: Distribution of selected articles over last ten years and top six of their publication venues. Please note
that the data for 2022 is incomplete since the data collection for this literature review was conducted in the mid
of June 2022.

The final corpus consists of 65 papers, on which we first performed a metadata analysis.
We were interested in the publication venues, timeline of publications, and application
4https://osf.io/c78tw/?view_only=16c398038f474b9b8922277a3fd94c87

https://osf.io/c78tw/?view_only=16c398038f474b9b8922277a3fd94c87
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scenarios. The top six publication venues and chronological distribution of articles over
the last ten years are shown in Figure 3.4a and 3.4b.

In Figure 3.4a, we can observe that the most popular venues, among others are Human
Factors and Ergonomics Society (Human Factors) and HRI (n = 8 each) and CHI & FAccT
(n = 4 each, idem) which account for 47.3% of the final corpus. Also, the last five years have
experienced a growth in the number of publications related to the appropriate trust, see
Figure 3.1. This trend reflects a growing interest in human-centered AI and the importance
of studies focusing on appropriate trust, distinct from enhancing trust in AI.

3.4 Definitions and Related Concepts
Appropriate Trust in AI systems is growing rapidly as a research field for both researchers
and practitioners. To understand how to achieve appropriate human trust in AI (Human-
AI trust), it is important to understand how we define it and its related concepts. The
increasing interest in Trustworthy AI research [358] has brought to light a growing need
for clarity among the community regarding the different concepts and definitions related
to appropriate trust in AI.

Terms like “appropriate trust”, “calibrated trust” and "appropriate reliance" are often
used interchangeably in prior research [327]. There have been debates in the community
about what appropriate trust is and how different concepts related to appropriate trust
are different or similar, for instance during the CHI TRAIT workshop in 2022 [25] and the
CSCW ’23 workshop on "Building Appropriate Trust in Human-AI Interactions" [10]. These
debates are a result of the complex nature of trust in AI systems, which can be difficult to
understand and evaluate. In this systematic review, we identified different terms related to
appropriate trust in the literature, the most common ones being calibrated trust (number
of articles (n) =16), appropriate reliance (n=8) and warranted trust (n=6). The full list of
terms is available in Table 3.1, with the corresponding definitions as given by the papers.
We can see from Table 3.1 that there is often more than one definition of appropriate trust
or its related concepts. This discord and diversity among different concepts motivates us
to establish links between them and present a unified mapping.

3.4.1 A Belief-Intentions-Actions (BIA) Mapping
Given the number of terms and slightly different definitions that exist, our first aim is to
achieve a clearer understanding of the different concepts surrounding appropriate trust. To
this end, we grouped all the presented concepts at different levels of human perception in
a conceptual mapping, following Michael Bratman’s theory of human-practical reasoning
[38]. In this subsection, we will first discuss the relationships among appropriate trust
and its related concepts following this mapping. Following, we relate the concepts to the
definitions presented by the authors of the included papers.

We illustrate our categorization of the concepts associated with appropriate trust in
Figure 3.5. Figure 3.5 presents a Belief, Intentions, and Actions (BIA) mapping of appropriate
trust and related concepts. These levels allow us to separate the different perspectives on
trust as a belief, intention, or action. More specifically, Beliefs describe a perception of
the world and the other agents in it, including beliefs about other agents’ intentions and
actions. Beliefs may or may not be justified based on current information about the world
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Table 3.1: Definitions of Appropriate Trust and its related concepts, A * represents articles before the year 2012 or
after the end of search date. The * articles were not included in the review process.

Keyword Definition
Appropriate
Trust - Based
on System
Performance
or Reliability:

1. Appropriate trust is the alignment between the perceived and actual performance of
the system. Appropriate trust is to [not] follow an [in]correct recommendation." [406].
2. If the reliability of the agent matches with user’s trust in the agent then trust is appropri-
ately calibrated [279].
3. In human-robot teaming, appropriate trust is maintained when the human uses the robot
for tasks or subtasks the robot performs better or safer while reserving those aspects of the
task the robot performs poorly to the human operator [282].

Based on TW
and beliefs:

1. Appropriate trust in teams happens when one teammate’s trust towards another teammate
corresponds to the latter’s actual trustworthiness [182].
2. We can understand ‘appropriate trust’ as obtaining when the trustor has justified beliefs
that the trustee has suitable dispositions [80].

Based on the
Calculations:

1. “Appropriate trust is the fraction of tasks where participants used the model’s prediction
when the model was correct and did not use the model’s prediction when the model was wrong;
this is effectively participants’ final decision accuracy" [394].
2. Trust appropriateness was calculated by subtracting a_ideal from a participant’s
allocation for a given round. Thus, a positive value indicates trust that is too high, a negative
value indicates trust that is too low, and 0 indicates calibrated, appropriate trust [173].
3. The level of trust a human has in an agent with respect to a contract is appropriate if
the likelihood the human associates with the system satisfying the contract is equal to the
likelihood of the agent satisfying that contract* [412].
4. The term appropriate trust then is the sum of appropriate agreement and appropriate
disagreement of humans with the AI prediction[225]

Warranted
Trust

1. A match between the actual system capabilities and those perceived by the user" [328].
2. “Human’s trust in a AI model (to Contract - C) is warranted if it is caused by trustworthi-
ness in the AI model" [167]

Justified
Trust

1. “Justified Trust is computed by evaluating the human’s understanding of the model’s
decision-making process. In other words, given an image, justified trust means users could
reliably predict the model’s output decision." [6]

Contractual
Trust

1. “When a trustor has a belief that the trustee will stick to a specific contract". [167]
2. “Belief in the trustworthiness (with respect to a contract) of an AI." [113]

Calibrated
Trust

1. “Trust calibration is the process by which a human adjusts their expectations of the
automation’s reliability and trustworthiness". [212]
2. Calibrating trust is if explanations could help the annotator appropriately increase their
trust and confidence as the model learns [126]
3. Trust calibration refers to the correspondence between a person’s trust in the automation
and the automation’s capabilities* (based on Lee & Moray [215] and Muir [267]) [216].

Well-placed
Trust*

“[T]he only trust that is well placed (intention) is given by those who understand what is
proposed, and who are in a position to refuse or choose in the light of that understanding
[280].

Responsible
Trust

“The area for responsible trust in AI is to explore means to empower end users to make
more accurate trust judgments". [223].

Reasonable
Trust*

“Reasonable trust requires good grounds for confidence in another’s good will, or at least
the absence of good grounds for expecting their ill will or indifference.". [21]
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and past agent behavior [113]. Second, Intentions represent the deliberative state of the
human – what the human has chosen to do. Intentions are desires to which the human has
to some extent committed [123]. Finally, Actions describe events as they actually occur in
the interaction [11], such as a doctor actually offering a patient an in-person consultation.
In essence, this mapping provides a mechanism for separating each interaction into three
parts; the informational state (beliefs), motivational and deliberative states (intention), and
reactive activity (actions).

AI Agent
Human

Actions

Belief

Intentions

Well-placed
Trust

Misuse
/ Disuse

Appropriate
Trust

T(Belief)
= AI TW

Under/Over
Trust

T(Belief)
!= AI TW

Trust Calibration /
 Alignment Necessity of the process

to reach the state

The maintained state of
"Calibrated Trust" over multiple

interactions

 T(Intention)
~ AI TW

Justified
Trust

 T(Behaviour)
~ AI TW

 T(Behaviour)
!~ AI TW

<< often leads to >>

Intentions

Actions

Responsible
Trust

 T(Intention)
~ AI TW

Warranted
Trust

T(Belief)
= AI TWcausal

Calibrated
Trust

Th(Belief)
= AI TW

Meaningful
Trust

 T(Behaviour)
~ AI TW

Contractual
Trust

T(Belief) =
Belief(upholds(AI,C))

Contract
(C)

Figure 3.5: In this figure, we present a Belief, Intentions and Actions (BIA) mapping of Appropriate Trust and
related concepts. The pink outline represent the elements linked with the human (h) and the AI agent entity.
The black coloured circle with a robot icon represents the AI agent. For brevity, when writing T(Belief), we
mean Trust(human,agent) (Belief) and for TW(agent) we use AI trustworthiness. Also, Under/Over trust and
Contractual trust are represented in different colors as these types of trust aren’t (necessarily) appropriate.

Our mapping identifies two actors: the Human and the AI agent. The human actor
is illustrated with a ‘user’ icon and the AI agent is represented by a robot icon. To help
distinguish between the different concepts, we formally define them. In our definitions, we
use the following variables: ℎ𝑢𝑚𝑎𝑛 ∈ 𝐻 for a human, 𝑎𝑔𝑒𝑛𝑡 ∈ 𝐴 for an AI agent, and 𝑇

(𝑥,𝑦)

to denote the trust that trustor x has in trustee y. We then use the following notations:

T
(ℎ𝑢𝑚𝑎𝑛,𝑎𝑔𝑒𝑛𝑡)

(𝐵𝑒𝑙𝑖𝑒𝑓 ) =Trust of the human in AI agent is human’s belief in AI agent’s TW

TW𝑎𝑔𝑒𝑛𝑡 = Actual trustworthiness of the agent

T
(ℎ𝑢𝑚𝑎𝑛,𝑎𝑔𝑒𝑛𝑡)

(𝐼𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛) =Human trust in agent is about the human’s intentions towards agent

T
(ℎ𝑢𝑚𝑎𝑛,𝑎𝑔𝑒𝑛𝑡)

(𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑢𝑟) =Human trust in agent is about the human’s behaviour towards agent
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We have divided the definitions of appropriate trust in the Table3.1, see keyword
"Appropriate Trust" based on the similarities such as system performance or reliability,
beliefs, and calculations. Based on this division, we can formulate our conceptualization of
appropriate trust. We define trust to be appropriate when the human’s trust formed by
beliefs about the AI agent’s trustworthiness (denoted as TW

(ℎ𝑢𝑚𝑎𝑛,𝑎𝑔𝑒𝑛𝑡)
(Belief)) is equal to

the AI agent’s actual trustworthiness TW𝑎𝑔𝑒𝑛𝑡 (Actual), refer eq. 3.1.

Appropriate Trust ⟺ 𝑇
(ℎ𝑢𝑚𝑎𝑛,𝑎𝑔𝑒𝑛𝑡)

(𝐵𝑒𝑙𝑖𝑒𝑓 ) = TW𝐴𝑔𝑒𝑛𝑡 (3.1)

From this foundation, we go on to differentiate between the many related concepts for
appropriate trust which we have encountered. As a note to our readers, the definitions and
terms presented in the Table 3.1 don’t always match one-to-one with our conceptualization
in Figure 3.5, because sometimes different authors define the same term in different ways.

First, we consider calibrated trust, the most common term in the reviewed corpus,
which introduces notions of dynamic trust and trust variations to the Human-AI interaction
[243, 324]. We define calibrated trust as similar to the appropriate trust in that a human’s
trust belief about the agent corresponds to their actual trustworthiness. However, calibrated
trust necessarily involves a process of trust calibration or trust alignment that corrects for
over- and under-trust over the course of time and repeated interactions. We postulate that
appropriate trust is the maintained state of “calibrated trust" over multiple interactions.
Nevertheless, human trust in an AI system may be appropriate even without calibration.

Distinct from appropriate or calibrated trust is over-trust i.e., the human’s trust beliefs
in an AI agent’s is greater than the AI agent’s actual trustworthiness TW𝐴𝑔𝑒𝑛𝑡 . Similarly,
when the human’s trust belief in an AI agent is less than the AI agent’s actual trustworthi-
ness TW𝐴𝑔𝑒𝑛𝑡 then a state of under-trust is reached.

Next, warranted trust is defined as trust caused by the trustworthiness of the AI
agent. More specifically, we talk about warranted trust if there is a causal relationship
between trustworthiness of the trustee and the trust of the trustor [113]. Though we expect
warranted trust to mostly be appropriate, not all appropriate trust needs to be warranted.
In other words, while trust that is well-supported by evidence and reasoning is probably
appropriate, there may be situations where trust is appropriate even if there is no clear
evidence or justification to support it. For instance, if an e-commerce website has a polished
and visually appealing design, it may create an initial positive impression in the user’s
mind. This positive impression, in turn, may lead the user to trust the website’s content
to some degree, even though they lack in-depth evidence about the product’s quality.
Finally, contractual trust in the AI agent is based on the belief that the AI agent will
uphold an explicit contract (upholds(AI,C)) which specifies what the AI agent is expected
to do [140, 354]. Here, the contract may refer to any functionality of the AI agent that is
deemed useful, even if it is not concrete performance at the end-task that the AI agent was
trained for [167]. It is important to highlight that contractual trust differs from many other
definitions in that it does not directly imply appropriateness, as the human’s beliefs about
the agent might not be related to its actual trustworthiness.

Unlike the three above-mentioned concepts, well-placed and responsible trust
are built around intentions. Here, both well-placed and responsible trust are defined as
intentions about how to act towards the agent (denoted as TWℎ𝑢𝑚𝑎𝑛(Intent)). Meaning, if
a human has well-placed trust, that means its intentions are correct given the trustee’s
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trustworthiness. Here, intentions are being referred as human’s intentions to rely on,
cooperate with, or be vulnerable to the agent (trustee) in some way. These intentions
reflect the human’s willingness to trust the agent.

Trust is justified when a human’s behavior is appropriate given the agent’s trustwor-
thiness.In this case, the human actor is acting trustingly towards an agent. The ability of a
user to evaluate trust does not make the AI agent more accurate, robust, and reliable in
itself; it can only, at best, make the use of the AI by the human more accurate, robust, and
reliable leading to justified trust. In contrast, when human’s trust is not justified based
on the AI’s agent trustworthiness, it is plausible that the user can lean towards misuse or
disuse of AI.

So far, we have described our mapping related to the human actor. Now, we shift our
focus to the AI agent. As mentioned earlier, we consider the AI agent attributed with
intent. Here, the AI agent can form an intention based on the human behavior which can
be associated with the action(s) it can take resulting in human to form beliefs about the AI
agent’s trustworthiness, making it a closed-loop process. This process helps in arriving at
the belief that a contract, as outlined by Jacovi et al [167], has been established between
the pair and will be adhered to in the future. In other words, an AI agent can form an
intention based on human behavior or actions by observing the human behavior. Based
on its intention it can decide how to respond by taking an action. By doing so, the AI
agent can ensure that it acts in accordance with the contractual agreement (actions the AI
agent is authorized to take and the expectations for how the AI agent should behave) and
maintains the trust of the human.

In addition to the aforesaid concepts, we found a few further, more minor and less
defined terms which are not completely covered in Figure 3.5 and these are the ones which
we haven’t defined explicitly, namely meaningful trust (closely linked to Justified Trust),
optimal trust (Justified Trust), moral trust (Responsible Trust), capacity trust (Perceived
Capability), and well-deserved trust (Justified Trust, Warranted Trust). Our list of related
concepts is not exhaustive, and there could be further concepts that appear outside the
domain of our review that we haven’t included in our search criteria.

In summary, we have described the distinction between appropriate trust and related
concepts stemming from human beliefs, intentions, and actions. We believe this is one of
the first conceptualization in human-AI interaction research to describe, associate, and
categorize various concepts in a single framework, which could help reduce the discord
among the community on approaching the concept of appropriate trust.

3.5 Results of the Systematic Review
In this section, we review how authors of the included papers define and measure appro-
priate trust5, what different domains, settings, and tasks they employ, methods for building
appropriate trust and the results achieved.

5We follow the same terminology (appropriate trust/ calibrated trust/ warranted trust etc.) as the authors of the
reviewed papers to maintain the consistency.
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3.5.1 Measures (How to measure Appropriate Trust?)
Human trust is studied differently based on whether it’s conceptualized as a mental attitude
[55, 106], a belief [182, 188, 415] or a behaviour [54, 279, 405]. These approaches are
typically linked to specific measures which either focus on subjectively measuring attitudes
or beliefs, or which look at behavior which demonstrates human trust. As measuring the
appropriateness of trust naturally includes measuring trust, we draw the same distinction
and divide this subsection into three parts in accordance with Wischnewski et al. [402]:
a) Perceived trust, b) Demonstrated trust, and c) Mixed approach. Simply put, we say
perceived trust is about measuring a person’s subjective beliefs, while demonstrated trust
focuses on their behavior [261]. While measuring perceived trust is typically done via
questionnaires, surveys, interviews, focus groups, and similar reporting tools, demonstrated
trust is usually aboutmeasuring trust-related behaviors (for instance, in the form of reliance).
In demonstrated trust, participants are given the option to use or rely on the system. The
underlying assumption is that the more often people use or rely on a system, the more
they trust it.

Perceived Trust
Among the papers in our corpus, ~40% measure appropriate trust or related concepts
by examining a match between the system’s capabilities and the user’s trust as a belief.
The most common strategy to measure appropriate trust was manipulating a system’s
trustworthiness and using self-report scales to compare how self-reported trust adapts
to the trustworthiness’ levels. For example, Chen et al. [63] presented participants with
either 60%, 70%, 80%, or 90% reliable systems and measured trust through subjective
self-report. Similarly, with a within-subjects experimental design, de Visser et al. [88]
had participants interact with a system which trustworthiness’ levels were manipulated
through its reliability from 100% to 67%, 50%, and, finally, 0%. Then, the authors used a
self-reported trust scale to measure trust which then through comparison with system’s
trustworthiness provided appropriateness of trust. In the prior examples, manipulating
trustworthiness helped the authors to do a before/after comparison. According to Miller
[261] this comparison is crucial for measuring appropriate trust. The authors highlight that
without manipulating the trustworthiness of the machine, we cannot establish whether
the intervention has correctly calibrated trust.

We found some authors measured perceived trust by performing a match between
the trust ratings and the static reliability of the robot or the AI system [7, 35, 86, 172, 202,
227, 282]. However, the match between trust ratings and static reliability may not be
perfect. There may be other factors such as appearance or behavior that influence how
people rate the trustworthiness of a robot or AI system, even if the system is perfectly
reliable. Furthermore, this method does not take into account the dynamic nature of trust.
Therefore, we argue that it’s difficult to match performance levels with subjective scale
ratings.

Demonstrated Trust
We found that only ~26% of studies used behavioral measures for appropriate trust, and
we identified three approaches to do so. The most common is agreement percentage,
that is the percentage of trials in which the participant’s final prediction agreed with the
AI’s correct prediction and cases where participants didn’t agree with the AI’s wrong
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prediction [24, 44, 225, 270, 394, 416]. Usually, appropriate trust is seen as a sum of
appropriate agreement ratio (human agreementwith correct AI predictions) and appropriate
disagreement ratio (disagreement with incorrect AI predictions) [76, 225, 279]. Another
measure of appropriate trust is related to switch percentage [416], that is the percentage
of trials in which the participant decided to use the AI’s prediction as their final prediction
instead of their own initial prediction. However, it is usually not a standalone measure of
appropriate trust and is coupled with other measures. For example, Zhang et al. used a
statistically significant interaction between switch and agreement percentages and the AI’s
confidence level [416]. When AI’s confidence level was high and the switch and agreement
percentage was high (and vice-versa), then trust was deemed appropriate.

A final method is to measure ideal trusting behavior during the task beforehand and
compare to which extent the actual users’ behavior matches it [145, 173]. For example,
for an experiment where users have to delegate a number of tasks to AI, it is possible to
calculate the most optimal number of tasks to delegate to AI in order to achieve the best
speed and performance at a given AI’s reliability [145]. The closer users are to this number,
the more appropriate their trust in AI is.

Mixed Approach
A total of ~20%6 studies from our corpus used a combination of both self-reportmeasures and
behavioral measures to understand appropriate trust. These measures can be categorized
into two different subgroups.

The first subgroup includes measures that focus on participants’ decisions and com-
pliance with the system’s recommendations along with self-reported scales. For example,
Wang and Pynadath measured appropriate trust by letting users decide when and when
not to trust a low-reliability robot [391]. They measured self-reported trust by modifying
Mayer’s scale [242] and used behavioral measure of compliance as dividing the number
of participant decisions that matched the robot’s recommendation by the total number
of participant decisions. Accordingly, when both measures matched the reliability of the
robot, the trust was considered appropriate. Similarly, Kaniarasu et al. conducted a study
where participants rated trust at trust prompts and used buttons to indicate trust changes
[185]. Appropriate trust was measured by examining the degree of alignment of user’s
trust with the robot’s current reliability (high or low). Finally, Zhang et al. measured
participants’ reliance on AI using two behavioral indicators, agreement frequency and
switch-to-agree frequency, as well as via subjective trust ratings [413]. Their diverging
reliance and subjective trust ratings results highlight the difference between these two
types of measures.

The second subgroup includes measures that examine how participants calibrate their
trust over time as they become more familiar with the system’s capabilities and policies.
For example, Albayram et al. measured how participants calibrated their trust as they
grew familiar with the system’s capabilities by using subjective responses and number of
images allocated to the automation for pothole inspection by varying automation reliability
[7]. Similarly, de Visser varied the anthropomorphism of the automation to understand
trust calibration and appropriate compliance [88]. By using both subjective ratings and
6The remaining 14% of the reviewed papers presented frameworks or theoretical models where no user-study
was conducted in which a measure appropriate trust was used.



3.5 Results of the Systematic Review

3

47

a compliance measure, they measured appropriate trust as the match of a user’s trust
with the actual reliability of the aid. In both of the previous examples, the researchers
manipulated the trustworthiness of the system to measure tan appropriate level of trust.
This approach is in line with Miller et al. [262] who states that ’there must be some known
or estimated ‘level’ of trustworthiness that is manipulated as part of the evaluation.’

Synopsis
In summary, measures of appropriate trust typically involve either a comparison of two
different measures: trust of the human and trustworthiness of the system, or they involve
some form of agreement metric. The first type naturally involves knowing the trustworthi-
ness of the system. Trustworthiness can be defined as absolute (e.g. the system is correct
or not) or relative (the system gets better/worse over time). Although the first might give
more insight into how good the system is, it does mean the AI needs to be either wrong or
right, which needs to be known. The relative measure allows for an easier comparison, as
appropriateness is just about whether trust moves up or down in the same direction as
trustworthiness. However, if trust is low for a nearly perfect system and slightly higher
but still low for a perfect system, it is still inappropriate despite moving in the correct
direction.

Comparing trustworthiness with trust naturally also involves measuring trust. In this
also, two methods can be distinguished. The first is subjective and behavioural measures
based on questionnaires, and the second is on actions. The main disadvantage of question-
naires is that outcomes can be difficult to directly compare with trustworthiness, while it is
easier to establish if reliability is correct. On the other hand, questionnaires better capture
the concept of trust as a nuanced belief, as reliance behaviour could be caused by more than
just high trust. This is also reflected in the differences between behavioral and subjective
scales that can occur when both are used [413]. This highlights the disadvantage of seeing
appropriate trust in terms of an agreement metric; this is, by definition, about reliance
behaviour and often imposes constraints on the type of human-AI collaboration. Given the
limitations of most current measures, the option to use different methods simultaneously
has the opportunity to offer a more nuanced result. Which mix is the best might depend
highly on the collaboration between the human and AI.

An example of simultaneous use of different methods is (a) the use of validated ques-
tionnaires to measure perceived trust combined with (b) behavioural measures to measure
demonstrated trust could offer a more insightful measurement than use of one alone [402].
The underlying assumption is that these measures provide an accurate understanding of
human’s trust. However, as human trust is a multi-dimensional concept its measurement
based on scales or behaviour might not provide its complete understanding [348]. For
example, behavioral measures are context-specific and may not generalize well across
different situations and subjective measures may involve participants’ individual biases
or the willingness to disclose their true feelings. Therefore, we propose the next steps in
determining how to measure appropriate trust should be to examine combination of mea-
sures other than perceived or demonstrated trust. These measures can include personality
traits [120], past experiences [131], social norms [360], and cultural values [420], and how
these measures can differ across different contexts and populations. The importance of
the context of the task and domains of the study for measurements highlights a need to
explicitly define and describe these for studies in appropriate trust.
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3.5.2 Tasks
In this section, we describe the tasks and domains observed in the corpus of this review.
We cluster these tasks around distinguishing characteristics which emerged.

We grouped all studies into different application domains to get an overview of the
tasks. In enumerating the domains seen within our corpus of papers (See Table 3.2), we
observe that military operations, transport, and domain agnostic applications are the most
common in appropriate trust research. On a more granular level, we see that tasks such as
automated driving (n = 14), prediction and classification (n = 14), and reconnaissance (n
= 8) are most commonly given to users. Human-AI collaborative tasks such as working
in a military environment with humans (e.g., [394]) and teaming for military missions
[279, 364] are the particularly preferred cases of the reviewed articles. The popularity of
military and transport application fields within the study of appropriate trust could follow
from the more severe risks associated with the incorrect use of technology in those settings.

Domain Tasks
Military

• Object recognition [68, 172, 227], Prediction [35], Reconnaissance
[85, 136, 171, 173, 274, 279, 391, 408], Remote operation [87, 176,
364], Search and Rescue [185], Non-Experimental [282, 365]

Transport
• Automated Driving [5, 18, 19, 102, 132, 144, 191, 201, 202, 229,
264, 373, 386, 401], Non-Experimental [321]

Domain agnostic
• Classification [272, 406], Multi-arm trust game [74], Object Recog-
nition [413], Non-Experimental [66, 149, 164, 182, 328, 333, 337]

Healthcare
• Classification [145, 269, 270, 272], Meal Design [44], Non-
Experimental [113, 167, 223, 245]

IT
• Prediction [126], Classification [24], Question Answering [24],
Non-Experimental [174]

Justice
• Prediction [225, 394], Classification [24], Question Answering
[24]

Table 3.2: Domains and Associated Tasks Across Our Corpus
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When analyzing the breadth of user studies included in this review (𝑛 = 46, 45.6%
between, 32.6% within subject, 15.2%mixed design), we see a number of patterns emerge in
the characteristics of the tasks assigned to participants. We group those characteristics along
the dimensions of risk, dynamism, and users’ expertise. Interestingly, only three studies
[270, 274, 373] preform a non-controlled experiment, relying on think-aloud sessions, co-
design, and interview sessions. They targeted medical, mobility, and military experts for
interaction design. To some extent, this does suggest a lack of space within appropriate trust
research for the voices of users and stakeholders, and little input on its design processes
on their part.

Risk
We highlight risk as an integral part of experimental set-ups, as vulnerability is a key
element of trust [216, 242]. Yet, it can be overlooked in studies of human-computer trust.
We differentiate between explicit and implicit risk using the criteria proposed by Miller
[261]. In these criteria, trust is characterized by the presence of vulnerability and stakes,
which introduce a downside to inappropriate trust. The user must be aware of these stakes
throughout the experiment, so that actions can be adjusted to accommodate risk. We see
that 78.3% of studies include an element of risk in their design. This element is largely
implemented in one of two ways; simulated through points gained and lost (45.7%); or
incentivized through performance-based pay bonuses (21.7%). Only one study [8] used
a task which was risky in the experimental setting itself, namely disassembling traction
batteries in a recycling context.

The remaining papers rely on the understood risk of a given task (automated driving and
remote operation) in the real world to assume users would engage realistically with their
experiment [87, 176, 225, 364, 401], or do not discuss risk in their methodology [76, 406].
Given the importance of risk to trust, it is difficult to argue that users in such studies
demonstrated trust at all, with no consequences attached to over- and under-trust, users
may rely on, and positively perceive a system regardless of its actual trustworthiness.

Dynamism
The next element of task design we analyzed is dynamism, that is, changes in Human-AI
trust over time informed by the history of interaction [148]. Specifically, we investigate
whether studies measure trust levels at multiple points, thus accounting for this dynamic
aspect of trust. Across all studies, we find that 63%measure trust more than once throughout
the task. In cases of automated driving tasks, this can sometimes even be a continuous
measure of trust derived from driver behaviour [5, 191, 401]. Meanwhile, a third of studies
measured trust only once throughout the experiment, reducing the complexity of the trust
relationship to one snapshot.

Moreover, most of the studies reviewed were either laboratory-based which used
simple tasks or theoretical models, which further fails to reflect real-world scenarios. Thus,
generalizability of these findings to more complex and dynamic real-world situations is
uncertain.

Participant Expertise
Overall, 67.4% of studies recruited non-expert participants, because often researchers
design tasks so that the participant pool felt equally qualified to complete them without any
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specific training [19, 24, 44, 74, 394, 416]. Recruitment of non-experts also occurred for the
tasks that could require more specialized knowledge, such as military-related tasks [185].
The main reason could be that candidates with required expertise are not available and/or
are not easily found. This claim can be supported by the fact that all automated driving
studies recruited licensed drivers to their experiments, while only three non-automated-
driving user experiment studies recruited expert participants [126, 269, 364]. Given that a
users’ perception of their expertise can affect the extent to which they trust and rely on the
automated system [413], participant expertise should more closely align with the expected
expertise of the end user, for more realistic results.

3.5.3 Methods for building appropriate trust (How to achieve
it?)

In this section, we describe what different approaches were taken towards achieving
appropriate trust in the reviewed corpus. A categorization of the methods revealed four
broad categories: (1) Improving system transparency, (2) Cognition and perception, (3)
Models, guidelines, theories and frameworks, and (4) Relational framing and continuum of
trust. These are further shown in Figure 3.6.

Improving System Transparency
The first category of methods aims to achieve appropriate trust by adding transparency
to systems. About 52% of articles in our corpus target improving transparency of the
system to build appropriate trust, i.e., informing users about the specific capabilities and
limitations of AI. This indicates that there is a common assumption that improving system
transparency can help the human user to better decide when to trust or distrust the AI
system.

One way transparency is improved is through providing Explanations. Explanations
focus on the inner-workings of the AI systems (n = 16), appearing either for every AI
recommendation [126, 364, 413, 416] or under specific circumstances. For example, Adaptive
Explanations by Bansal et al. appear only for the predictions where the AI is quite confident
and are absent for the low confidence predictions as a way to avoid human over-trust in
the latter case [24]. This explanation method was found to be effective in trust calibration,
as here the AI system adjusts to the user’s attitude and behaviour following the signs of
over- and under-trust. To further mitigate over-trust, Lakkaraju et al. call for designing
explanations as an Interactive Dialogue where end users can query or explore different
explanations for building appropriate trust [208].

Another way to instill transparency is through Confidence Scores of the AI models to
align the user’s trustworthiness perception of the system with the actual trustworthiness (n
= 12). These scores reflect the chances that the AI is correct, thus relating to its competence
and capability. According to Zhang et al., confidence scores are a simple yet effective
method for trust calibration [416]. However, it does not necessarily improve AI-assisted
decision-making [24]. Furthermore, confidence scores are not always well calibrated in ML
classifiers [273] which can lead to inappropriate trust.

A combination of explanations and confidence scores has been used for appropriate
trust as well under the term of Informed Safety & Knowledge in relation to autonomous
vehicles [191]. The confidence scores informed the drivers of the vehicle’s safety. At the
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same time, the explanations were provided to demonstrate the vehicle’s knowledge of any
maneuver, enabling the drivers to adjust their level of trust in the system appropriately.

Similar to confidence scores, Uncertainty Communication (n=3), i.e., emphasizing
the instances when AI is “unsure” of a prediction or does not have a definite answer, can
also calibrate trust. For example, an AI agent can yield back the full control to humans and
explicitly indicate that it does not “know” the solution [365]. The results of this method
demonstrate that it helps users to spot flows in the reasoning behind the AI predictions
and when AI is “unsure” about them, and consequently rapidly calibrate their trust.

While confidence scores and uncertainty communication come mostly in a form of a
text message, their more anthropomorphized counterpart is verbal assurances. Within
this method of transparency, the system verbally indicates to the users what it can and
cannot do in a form of promises [7, 8] or intent [229]. For example, Albayram et al.’s results
show that participants calibrated their trust based on the system’s observed reliability
following the promise messages [7]. Besides written or verbal indicators, odors, presented
as Olfactory Reliability Displays [401], can also serve to communicate a change in
reliability levels of AI for users to calibrate their trust. The authors communicated a change
in reliability levels of an automated vehicle simulator using two odors i.e., lemon for a
change to low and lavender for a change to high reliability. Their results indicate that
olfactory notifications are useful for trust calibration.

Providing more information about not only the AI capability, but also about the task
and the context, or in other words, Situational Awareness Communication, can provide
transparency to achieve appropriate trust [19, 176]. For example, Azevedo et al. showed
that with activation of different communication styles to encourage or warn the driver
about Situational Awareness (SA) when deemed necessary helps in calibration of trust
[19]. Similarly, Johnson et al.’s results show that warning drivers about SA is effective at
increasing (decreasing) trust of under-trusting (over-trusting) drivers, and reducing the
average trust miscalibration time periods by approximately 40%.

Studying various methods of improving system transparency for building appropriate
trust in AI systems can provide valuable insights. Overall, these works show the value of
understanding system transparency and how it can be increased in multiple ways. Some
of the most common examples are confidence scores and explanations. However, we also
see some unique solutions, such as using olfactory displays or verbal assurances. All these
solutions seem promising for improving system transparency, but that communicating
system uncertainty or providing real-time situational awareness helps is only sometimes a
given. This shows that there is still much to gain, especially in understanding why an AI
system is uncertain or what can help to improve its situational awareness for improving
system transparency.

Cognition and Perception
Another group of methods to achieve appropriate trust is related to human factors, and
accounted for 21% of the reviewed papers. Several of them focus on the users’ mental
model of AI [282]. The more correct the mental model is, the more likely it is that trust
will be calibrated appropriately, which links back to our previous method of increasing
transparency. One of the ways to achieve this is through training users how to perform the
task and how to collaborate with an AI-embedded system [176, 270]. The results show that
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training that emphasized the shortcomings of the system appeared to calibrate expectations
and trust [176]. Another way to build a more correct mental model of AI is to let users
observe the system’s performance over time [24]. By observing the system performance
over time in Bansal et al. study [24], participants developed mental models of the AI’s
confidence score to determine when to trust the AI.

Other human factors are related to nudging and cognitive forcing functions. For
example, adding friction in the decision-making process of AI to purposefully slow down its
recommendation and providing users a nudge gives them an opportunity to better reflect
on the final decision [269]. Naiseh et al.’s results show that with a nudging based XAI
approach such as, (“You are spending less time than expected in reading the explanation."),
users can calibrate their trust in AI. Similarly, introducing cognitive forcing interventions,
i.e., not automatically showing AI recommendations but on-demand or with forced wait
can significantly reduce over-reliance compared to the simple explainable AI approaches
[44].

Another potential method to calibrate trust through understanding human factors
was proposed by Johnson et al. [176]. The authors gave participants trust calibration
training about task-work and teamwork before the task. Their results show that training
that emphasized the shortcomings of the autonomous agent appeared to calibrate expecta-
tions and trust. Lastly, the characteristics of an AI-embedded system, notably its degree
of anthropomorphism contributes to appropriate trust [86]. The results showed that
increasing the humanness of the automation increased trust calibration i.e., compliance
rates matched with the actual reliability of the aid on increasing humanness.

In synopsis, studying cognition and perception can help us to better understand how
people interact with AI systems and how they form impressions of AI systems. Also,
studying the mental processes involved in perception, learning, reasoning, and decision-
making can help us in designing for appropriate trust in AI systems.

Models and Guidelines
Theoretical foundations can provide insights into how to establish appropriate trust in
human-AI interaction (n=12) [87, 164, 176, 264, 328, 337]. One example is using models and
frameworks to understand how the actual and perceived trustworthiness of AI systems
relate to each other. Several papers use different models to explain this relationship and
suggest ways to improve it. For instance, Schlicker et al. use twomodels from organizational
psychology to identify factors that influence thematch between how trustworthy the system
is and how trustworthy the user thinks it is [328]. Similarly, Israelsen proposes a three-level
model that compares the user’s and AI’s abilities, analyzes the user’s past experiences
with similar systems, and measures the user’s willingness to depend on the system [164].
Some similarities between the theoretical models we reviewed are that they often try to
explain how the user’s perception of the AI system’s trustworthiness is influenced by
various factors, such as the system’s performance, reliability, transparency, feedback, and
context. These factors can help us understand how people interact with AI systems. By
understanding these factors that influence trustworthiness, we can design AI systems that
can be appropriately trusted [256].

Another type of model focuses on the communication of trustworthiness cues in AI
systems. For example, Liao and Sundar [223] proposed the MATCH model for responsible
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trust, which describes how trustworthiness should be communicated in AI systems through
trustworthiness cues. With their model, they highlight transparency and interaction as
AI systems’ affordances for designing trustworthiness cues. Apart from communicating
trustworthiness cues, some authors studied building appropriate trust by allowing for
real-time trust calibration [5, 136, 333]. For example, Shafi [333] provided a parametric
model of machine competence that allowed generating different machine competence
behaviors based on task difficulty to study trust dynamics for real-time trust calibration.
Furthermore, Guo and Yang modeled trust dynamics using Bayesian inference when a
human interacts with a robotic agent over time [136]. Here, based on the real-time trust
values, a human can calibrate its trust in the robot.

Unlike theoretical models, guidelines offer practical design solutions to achieve cali-
brated trust in AI. For instance, a calibrated trust toolkit [373] aids transparent design of
autonomous vehicles, analogous to methods in section 3.3.1. These guidelines address
post-design implementation, offering a road-map for human factors in industrial robots
and trust calibration for robotic teammates.

In synopsis, various theoretical models and guidelines have been proposed to under-
stand the mechanisms around achieving appropriate trust in AI. Theoretical foundations,
such as the models and frameworks, provide valuable insights into the factors influencing
trustworthiness perception. By examining factors like system performance, reliability,
transparency, feedback, and context, we understand how users interact with AI systems,
ultimately aiding in designing AI systems that can be appropriately trusted.

Furthermore, models like the MATCH model by Liao and Sundar focus on communicat-
ing trustworthiness cues, emphasizing transparency and interaction as essential elements
in designing trustworthiness cues in AI systems. Like the one proposed by Shafi, real-time
trust calibration models offer insights into how trust dynamics can be managed during
human-AI interactions, allowing for adjustments based on task difficulty and performance.
In addition to theoretical models, practical guidelines play a vital role in achieving cali-
brated trust in AI. These guidelines offer actionable recommendations for designers and
developers, ensuring that AI systems align with their original design intent. It is worth
noting that industrial organizations also contribute to this field, offering guidelines that
often focus on building users’ trust but increasingly recognize the importance of achieving
appropriate trust through effective communication and transparency, as emphasized by
the Google PAIR guidebook [290].

A nuanced approach is crucial in designing trust models for AI systems, considering
the intricate interplay of various factors influencing trustworthiness. Likewise, when
confronted with many guidelines on trust in AI, tailored selection and adaptation are crucial
to ensuring that the chosen guidelines align closely with the unique context, objectives, and
stakeholders of the AI system under consideration. Therefore, designing a comprehensive
model that addresses all aspects is a complex challenge. Similarly, navigating the many
guidelines for building appropriate trust in AI systems can be overwhelming. Therefore, it
is essential to consider the specific context, domain, and stakeholders involved. Different
guidelines may have varying focuses, such as ethics, explainability, or fairness, so selecting
the most relevant ones based on the specific requirements and goals of the AI system can
help guide the implementation of appropriate trust measures.
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Continuum of trust

In order to achieve appropriate trust, one has to be able to recognize when it is not there
to fix this. Therefore, studying the entire continuum of trust beyond its appropriate level,
i.e. over-, under-, mis-, and dis-trust, is helpful in achieving it. For example, it can be
possible to achieve calibrated trust through fostering both trust and distrust in AI at the
same time [264]. Sensibly placed distrust makes users not agree with the opinion of
others automatically, but rather increases their cognitive flexibility to trust appropriately
[284]. Yet, only 14% of the reviewed papers look into this. The literature proposes terms
like calibration points [245] or critical states [157] to classify the situations when the
intervention for calibrating trust is needed. The former term is characterized as a way to
classify situations in which the automation excels or situations in which the automation is
degraded [245]. The later is characterized by the situations in which it is very important to
take a certain action such as an autonomous vehicle detects a pedestrian [157]. In both of
these situations, a mismatch can occur between levels of performances and expectations,
which would allow users to reflect whether their trust levels are appropriate or not.

Generally, we find that the reviewed papers mostly rely on analyzing human behaviors
to determine whether trust needs to be calibrated. For example, states of over- and under-
trust are inferred from monitoring the user’s reliance behavior rather than subjective trust
measures [279]. Collins and Juvina propose to watch out for any behaviors that can be
considered as exception out of principle of trust calibration (appropriately calibrated trust)
to understand better long-term trust calibration in dynamic environments [74]. In their
study with a multi-arm trust game, during critical states, users unexpectedly changed
their trust strategy, tending to ignore the advice of the previously trusted AI advisors
and leaning more towards the previously non-trusted ones. One of the unique findings
from this work was that a) trust decays in the absence of evidence of trustworthiness or
un-trustworthiness and b) perceived trust necessity and cognitive ability are important
antecedents on the trustor’s side to detect cues of trustworthiness.

The previous example teaches us that trust calibration is a complex process that requires
a nuanced understanding of the context and user behavior, and that the ability to adapt
and change trust strategies in response to changing situations is an important aspect of
successful trust calibration. Similar to Collins and Juvina, Tang et al. [355] explicitly
used distrust behaviors by leveraging data mining and machine learning techniques to
model distrust with social media data. Distrust was conceptualized such that it can be a
predictor of trust and of the extent to which it is mis-calibrated. Lastly, one paper relied
on physiological markers such as gauge behaviour from a eye tracker coupled with the
rate of reliance on AI and compared it with the system’s capability to identify if trust is
mis-calibrated [19].

In conclusion, there are various approaches adopted by the authors ranging from exam-
ining behavior and performance to studying distrust and trust mis-calibration for building
appropriate trust. Authors have proposed over- and under-trust detection, calibration
points, and critical states to study appropriate trust through the continuum. Furthermore,
studies on distrust have shown that it can play a critical role in trust calibration, and
trust mis-calibration can be used to understand long-term trust calibration in dynamic
environments.
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3.5.4 Results of calibration interventions
In this subsection, we provide a general overview of the findings of the reviewed papers. In
particular, we focus on the results of applying the methods for building appropriate trust
described in Section 6.3.

From the categories of methods described in this section, improving system trans-
parency was the most common. Most papers supported the hypothesis that transparency
facilitates appropriate trust in a system. For example, it was found that uncertainty ratings
[365], confidence scores [416], providing explanations [24, 208, 272], and reliability and
situational awareness updates [19] improved appropriate trust in a system. However,
other papers add some nuance to this conclusion. For instance, Bansal et al. found that
explanations increased the human’s acceptance of an AI’s recommendation, regardless
of its correctness [24]. Furthermore, Wang & Yin found that only some of their tested
explanations improved trust calibration, indicating that not all explanations are equal [394].
Lastly, though confidence scores can help calibrate people’s trust in an AI model, Zhang
et al. (2020) found that this largely depends on whether the human can bring in enough
unique knowledge to complement the AI’s errors [416]. These results highlight that further
research is necessary to study exactly what methods of increasing transparency are useful
to facilitate appropriate trust, given the context of the interaction. We believe opportunities
lie in exploring how diverse factors such as user expertise, task complexity, and the type
of explanation influence trust calibration. This could involve controlled experiments that
manipulate different transparency elements to pinpoint their individual and combined
effects on trust.

Improving system transparency had mixed results for building appropriate trust, and
leveraging human cognition and perception for trust calibration yielded the similar results.
For example, Riegelsberger et al. found that changes in how a system interacts with
the user impacted users’ perception of trustworthiness. [310]. Similarly changing the
interaction with the system, Buçinca et al. found that cognitive forcing functions7 reduced
over-reliance on AI. However, the performance of human+AI teams was worse than the
AI alone with these functions [44]. Other than the use of cognitive forcing functions to
compel people to engage more thoughtfully with AI systems, Naiseh et al. found that
nudging can also help users become more receptive and reflective of their decision possibly
leading to appropriately trusting the AI system [269]. As nudging and cognitive forcing
functions target cognitive and perceptual mechanisms for building appropriate trust, the
effectiveness of training is also intricately linked to the these mechanisms. For example,
two studies showed that teams receiving the calibration training reported that their overall
trust in the agent was more robust over time [176, 270]. Based on these findings, it is crucial
to focus on developing interventions that promote analytical cognitive thinking to foster
appropriate trust in AI systems.

The appearance of a system plays a significant role in shaping how humans perceive
and mentally process its attributes, which in turn impacts their levels of trust in the system.
For example, Jensen et al. discovered that a system with a more human-like appearance
was perceived as more benevolent, but this did not lead to differences in trust in behavior
leading to unsupported trust calibration [172]. Similarly, both Christoforakos et al. [69]

7Interventions implemented during decision-making to disrupt heuristic reasoning and prompt analytical thinking
such as on-demand explanation or forced waiting for output [210].
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and de Visser et al. [88] found that more human-like systems were considered more
trustworthy, but didn’t help in trust calibration. These results highlight that the human-
likeness strategies for building appropriate trust have been challenging so far. Although it
seems clear there is some effect of appearance on trust, how to use this properly to ensure
the appropriateness of trust remains an open question.

So far we have looked at results of the trust calibration interventions related to improv-
ing system transparency and understanding human cognition and perception including
human-likeness. Distinct from these methods, understanding the continuum of trust was
also helpful in certain cases for building appropriate trust. For instance, calibration points
and critical states prompted users to adjust their trust in the system by facilitating specific
moments of engagements [157, 245]. Furthermore, detecting over- and under-trust was
critical in providing trustworthiness cues to the user in calibrating their trust levels. How-
ever, the use of these cues was found to not necessarily improve the performance of the
human-AI teams [279]. Finally, miscalibrated (i.e., over- or under-) trust [74] and distrust
[201] were also promising to calibrate human trust in the system in certain situations
such as under conditions of increased trust necessity. Miscalibration affected interactions
with new trustors, as a reputation for past trustors preceded the entity, causing potential
new trustors to approach with caution [201]. Therefore, understanding continuum of
trust through user studies can help in building appropriate trust which can improve the
human-AI team performance and helpful in trust repair. In particular, opportunities lie in
conducting more empirical studies investigating trust development over time with different
contexts and how this impacts human decision-making.

In summary, the methods applied in the selected papers yielded mixed results. On the
one hand where improving system transparency and understanding human perception and
cognition had an impact on appropriateness of trust but on the other hand it did not improve
the human+AI joint performance. Similarly, studying the continuum of trust helped in
fostering appropriate trust but it also failed to improve human-AI team performance as well
as in repairing trust. Overall, it remains complicated to find one-size fits all solution for
building appropriate trust in AI systems. Therefore, we recommend that future researchers
give careful consideration to a) how they define appropriate trust, b) specify what do they
mean by it, c) how they conceptualize their measures and d) avoid using related concepts
in particular.
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Figure 3.6: Overview of the different appropriate trust building methods adopted in the articles from our corpus.
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3.6 Discussion
In this systematic review, we have discussed the (a) history of appropriate trust, (b) dif-
ference and similarities in concepts related to appropriate trust, (c) a BIA mapping to
understand commonalities and differences of related concepts, (d) different methods of
developing appropriate trust, as well as (e) results of those methods. In this section, we
reflect on our findings by providing critical insights on elaborating key challenges and open
questions. Furthermore, we provide some novel perspectives on understanding appropriate
trust and finally acknowledge the limitations of this work.

3.6.1 Key Challenges
With appropriate trust constituting a central variable to the appropriate adoption of AI
systems, different approaches have been taken to understand it. Our aim with this study
was to provide an overview of the field’s current state. In doing so, we reflected on our
findings and found some challenges that exist in our way of understanding this research
area. In this sub-section, we elaborate on the aforementioned key challenges, how to
overcome possible limitations and summarize critical points with research opportunities
for future work. Our identified key challenges are:

1. Discord and diversity in concepts related to appropriate trust such as calibrated trust,
justified trust, responsible trust etc.

2. A strong focus on appropriate trust in capability, leaving out other aspects of trust
such as benevolence and integrity [182].

3. The issues involved in adequately measuring appropriate trust.

Discord and diversity in understanding appropriate trust
From the analysis of the reviewed definitions of appropriate trust, we identify 3 major
challenges for the current theoretical discourse on the topic. Firstly, as seen in Section
5, there is no uniform understanding on what appropriate trust is: some papers define
appropriate trust based on system performance or reliability [274, 279, 282, 386, 406], some
relate it to trustworthiness and beliefs [80, 182] and some base it on calculations[76, 173,
394]. Such a variety of the appropriate trust definitions stems from different understanding
of what “the right amount of trust" implies. The common denominators of having various
definitions of appropriate trust can be linked to: (a) the context in which it is studied often
differs from one study to another, (b) the multidimensional nature of trust, often associated
with attitude or subjective beliefs, adds complexity to understanding appropriate trust, and
(c) different academic fields approach the study of trust in unique ways, leading to divergent
interpretations of appropriate trust. For example, in HRI domain trust is often linked to
robot’s performance [185] whereas in Psychology it is commonly linked to understanding
social and interpersonal aspects [308].

In addition to the variety of definitions of appropriate trust, we also found that the
literature proposes various related concepts 8 (See Table 3.1), sometimes used interchange-
ably in the discourse about appropriate trust [24, 279, 401]. For example, we would like
8From our understanding, a "concept" is a general idea representing a category, while a "definition" is a precise
statement that clarifies the meaning of a term or concept.
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to especially stress the difference between appropriate trust and another most used re-
lated construct - calibrated trust. Although the logical formulation of the two concepts
is similar as shown in the BIA mapping in Figure 3.5, trust calibration requires a process.
In contrast, appropriate trust is the maintained state of the calibrated trust over a series
of interactions. This conceptual overlap raises questions about the precise boundaries
and distinctions between these concepts and highlights the need for a more refined and
standardized conceptual framework.

These challenges surrounding understanding appropriate trust emphasize the signifi-
cance of shaping our research agenda in this domain. To address the need for consensus
among researchers, in this work we proposed a framework that explicitly defines appro-
priate trust and its boundaries. Our framework consider multiple dimensions, such as
system capability, trustworthiness, beliefs, and task requirements while accounting for
contextual variations. Moreover, we made an attempt to clarify the relationships between
appropriate trust and related concepts, establishing clear definitions and boundaries to
facilitate meaningful discussions and avoid conceptual confusion. By addressing these
challenges and shaping a coherent research agenda, we can advance our understanding of
appropriate trust and its implications for various domains.

Prominent focus on system’s capabilities in definitions
The majority of appropriate trust definitions or its related concepts focus on the capability
or ability of an agent. Here, appropriate trust is the alignment between the perceived and
actual capabilities of the agent by the human [225, 279, 406]. Much of previous research
has looked at ‘ability’ as the core factor of establishing trust [182, 251], which bring the
focus upon the engineering aspect of trustworthiness. However, we view trustworthiness
as more than just ability. Our interpretation of trustworthiness can be enhanced when
we not only focus upon agent capabilities but also on understanding other factors such as
integrity and benevolence [242, 293] or process and purpose [216].

Hoffman et al. state that “a thorough understanding of both the psychological and
engineering aspects of trust is necessary to develop an appropriate trust model" [149]. Our
examination of the psychological aspects of trust in human-AI interaction has revealed
a need for improvement in the existing literature regarding modeling the integrity and
benevolence of an AI agent toward a human as highlighted by Ulfert et al. [369], Mehrotra
et al. [256] and Jorge et al. [182]. Mayer et al. [242] propose that the effect of integrity
on human trust will be most salient early in the relationship, before the development of
meaningful benevolence i.e., X has disposition to do good for Y [92]. Therefore, we pose
that it is important to first investigate how humans perceive AI system’s integrity and how
to model this relationship for fostering appropriate trust in AI system. Then it becomes
vital to study the effect of perceived benevolence on trust as it increases over time as the
relationship between the parties develops [251]. Throughout, the perceived ability of the
system remains important. However, we pose it is crucial to not forget these other factors
in research on appropriate trust.

Adeqately Measuring Appropriate Trust
While analyzing our corpus, we encountered common issues with appropriate trust mea-
surements identified by Miller [261]. These issues include the absence of risk and vul-
nerability elements in user studies; overlooking instances of under-trust; uncertainty
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regarding the extent to which behavioral experiments can capture trust; the robustness of
single/multiple-item questionnaires in capturing changes in trust levels over time; reliance
on agreement/disagreement with model predictions without considering discrepancies in
human goals; and the use of appropriate situational awareness as a proxy for trust.

First, we found some papers in our corpus [8, 76, 185, 270, 328] which had little or no
element of risk in the task design. We posit that in a questionnaire, survey, or field study it
is crucial that participants have experienced or currently experience vulnerability to the
possibility of the AI system failing. Trust cannot exist without the element of risk, and
participants must have a personal stake in the situation. Including risk and vulnerability
factors allows researchers to evaluate the trustworthiness of systems or services accurately.

Second, we observed some articles focused on capturing over-trust in AI [44, 164, 174,
391, 401], however under-trust was often overlooked. We posit that calibrated trust requires
equal consideration of both scenarios. Appropriate trust necessitates equal consideration
of both over-trust and under-trust scenarios because a skewed focus on one aspect can
lead to sub-optimal outcomes.

Third, it is not clear to what extent behavioral experiments which account for 70%
of experiment designs, especially physiological & empirical measures, can be used as a
proxy to capture trust. While behavioral experiments can offer valuable insights into trust-
related behaviors, their ability to fully capture the complexity of trust can be unclear due
to simplified environments, artificial motivations, lack of context, limited generalizability,
and the subjective nature of trust [104].

Fourth, it is difficult to establish whether single/multiple-item questionnaires are robust
enough to capture changes in trust levels over time [8, 74, 176, 191, 201]. Also, in almost
40% of studies trust is measured before and after the user study, though it is not always
appropriate to reflect on users’ attitude at such a high level of granularity. A focus on
trust dynamics over time as indicated by some studies [8, 18, 136, 201] could be a better
approach.

Fifth, measures of trust related to whether humans agree or disagree with a model
prediction are employed in some studies [44, 225, 413, 416], however what happens when
the model targets differ from human goals? Sixth, reliance was often used as a proxy for
trust, or even treated as the same thing. As Tolmeijer et al. [364] highlighted trust in
an agent as the belief that “an agent will help achieve an individual’s goal in a situation
characterized by uncertainty and vulnerability” [216], while reliance on AI is defined as
“a discrete process of engaging or disengaging” [216] with the AI system. Finally, some
authors [19, 176] acknowledge the ambiguity of using appropriate situational awareness
as a proxy for measuring appropriate trust in their approach.

In this sub-section, we explored the discord and diversity in concepts related to ap-
propriate trust, including calibrated trust, justified trust, and responsible trust. We also
highlighted a prevalent focus on trust in capability, neglecting other important aspects like
benevolence and integrity. We found a lack of clear understanding of appropriate trust
and identified issues in assessing it. Finally, we have yet to completely characterize how
to measure appropriate trust adequately. For example, there is more work to do to fully
understand the element of risk or vulnerability, to have a clear distinction between reliance
and trust, and an uneven focus on both over- and under-trust.
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3.6.2 OpenQuestions
While analyzing the text from our corpus, we discovered some open questions on determin-
ing whether appropriate trust in AI systems is achieved. First, what to take into account
when deciding whether human’s trust in the AI system is over-trust or under-trust? From
the reviewed articles, this distinction seems to be primarily based on the AI accuracy, i.e.,
correct or incorrect AI recommendations[406, 413, 416].

We argue the process of determining where the threshold lies in deciding over- or
under-trust can not be solely about making a right or wrong decision; instead it should
consider multiple aspects. For example, while accuracy indicates human reliance on the AI
system’s outputs, it does not capture the nuanced nature of trust. Trust involves more than
mere reliance; it encompasses perceived reliability, multiple interactions, transparency, and
the belief that the AI system has the user’s best interests. For instance, a user may rely on
an AI-based navigation system when using it for the first time to reach their destination,
leading to 100% reliance. However, trusting the system 100% may require interacting with
it multiple times in different contexts. Hence, we argue that a comprehensive evaluation of
trust should consider a multidimensional approach that incorporates both accuracy and
factors related to transparency, interpretability, adaptability, longitudinal interactions, user
feedback, and the cognitive and emotional aspects of trust. This broader perspective will
enable researchers to understand better when human trust in an AI system gears towards
over-trust or under-trust [276].

Second, how to calculate appropriate trust for a task with non-binary decision-making?
i.e., when the decisions are non-binary (e.g., price estimation) it is relatively difficult to
identify over- and under-trust at regular time intervals. This could be because it involves a
continuous scale of possibilities, making it challenging to define clear boundaries for what
constitutes over-trust or under-trust. However, when the decisions are binary it is easier
to assess trust since one can directly compare the outcomes to the binary decisions (e.g.,
correct or incorrect). In our analysis, we could not find any articles from the reviewed
corpus that clarify how to calculate appropriate trust if the decisions are non-binary. We
believe in such cases, it is essential to consider a more nuanced approach that takes into
account the specific characteristics of the task and the decision-making process such as by
assigning probabilities to different outcomes or decision options.

Third, and relating to the previous point, as AI systems can change over time, so how
can we measure appropriate trust, or even reliance, as they becoming moving targets?
Consider the automated vehicle which is highly reliable in dry, clean, weather but whose
performance degrades in rainy conditions, forcing the driver to dynamically adjust their
trust. We only find mention of this limitation in five of the articles we reviewed. Further,
we could not find reviewed articles addressing how periodicity in the trust gain and loss is
affected by the task i.e., frequency or regularity with which trust is gained or lost in a task,
thus we have limited understanding of trust dynamics in real-world long-term interactions.

We postulate that a common reason why we couldn’t find articles relating to periodicity
of trust is because dynamics of trust development and erosion is itself a complex topic
which can impact task performance and efficiency. Hence, we need further research on
generating empirical evidence, insights, and theoretical frameworks to address the gap in
knowledge regarding the influence of task frequency and regularity on the periodicity of
trust gain and loss.



3

62 3 A Systematic Review on Appropriate Trust in Human-AI Interaction

3.6.3 Novel perspectives
We found some distinct perspectives on understanding appropriate trust in AI while
analyzing our corpus. First, Chiou and Lee argue that the current approach to studying
trust calibration neglects relational aspects of increasingly capable automation and system-
level outcomes, such as cooperation and resilience [66]. They adopt a relational framing of
trust to address these limitations based on the decision situation, semiotics, interaction
sequence, and strategy. They stress that the goal is not to maximize or even calibrate trust,
but to support a process of trusting through automation responsivity. We resonate with the
perspective put forward by the authors; however, to achieve a higher degree of automation
responsivity, human values, societal norms, and conflicts are to be studied and implied in
the AI systems.

Second, Toreini et al. suggest that we need to study the locus of trust to understand
appropriate trust in the systems [366]. They raise the questions such as whether we
trust the people who developed the system or the system itself. What purpose are the
broader organizations serving? Furthermore, the authors acknowledge the limitations of
individuals’ capabilities concerning assessing ability and benevolence and propose that
individuals accomplish this indirectly by assessing the ability and benevolence of the
entity developing the AI. Finally, among the enormous amount of methods and approaches
presented in the review, the work by Collins and Juvina highlights the importance of
trust mis-calibrations to study appropriate trust [74]. According to the authors, when
the need for trust becomes stronger, individuals may stop trusting their previous trusted
partners and instead try to establish trust with those they previously distrusted. Studying
these exceptions to the principle of trust calibration might be critical for understanding
long-term trust calibration in dynamic environments. We believe that this change in trust
tactics which is known in human-human interaction is missing in the human-AI interaction
studies. Furthermore, we couldn’t find any studies in which humans interact with several
AI systems in real life, so this aspect of trust strategies needs to be studied if we wish to
learn about how trust mis-calibration can be a useful tool to understand appropriate trust
in AI systems.

3.6.4 Limitations
Despite the systematic review’s comprehensive analysis of the state of the art in fostering
appropriate trust, there are several limitations to this study that need to be acknowledged.

First, while we included studies from a number of relevant disciplines (refer to our search
string in section 3.3.1), it is possible that some relevant studies weremissed. Additionally, we
only focused on studies published in English, which may have led to language bias. Future
reviews should consider including studies in other languages to increase the generalizability
of the findings.

Second, our mapping to concepts related to appropriate trust based on beliefs, desires,
and intention is only one of many possible ways to organize such concepts under an
umbrella. As such, future research can focus on the development of a clear and concise
mapping of these definitions from a multidisciplinary perspective.

Third, our search period only included papers from 2012 till June 2022 and the research
on appropriate trust is growing at a faster pace. Therefore, papers which were published
from June 2022 are missing from this review. Finally, the current review only focused on
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the current state of the art in fostering appropriate trust in AI systems. While the review
identified potential research gaps and opportunities, additional research is necessary to
develop new approaches and design techniques to better understand the topic.

3.6.5 Summary
This sub-section aims to summarize the current trends, challenges, and recommendations
concerning the definitions, conceptualizations, measures, implications of measures, and
results for establishing appropriate trust in AI systems. By addressing the evolving trends,
inherent challenges, and potential solutions, we aim to enrich the overall understanding of
the topic, enabling readers to grasp the broader context and implications associated with
building appropriate trust in AI systems.

Our aim with this summary is to provide a well-structured gateway for both experts
and newcomers to understand the trends and challenges with an actionable set of recom-
mendations. With these recommendations we make an attempt to connect all the sections
of this chapter to provide broader context and implications of building appropriate trust in
AI.

Section Current Trends Challenges Recommendations

Definitions (1) 75.3% (n = 312) of
articles from our cor-
puswhichwere sought
for retrieval did not
provide a definition of
appropriate trust or a
related concept 9.

(1) A lack of clear def-
inition creates a con-
fusion among readers
from different back-
grounds.

(1) Provide a clear def-
inition of appropriate
trust or a related con-
cept.

(2) Of the articles,
which provided a
definition in our final
corpus, 25% (n = 16)
of them provided new
definitions which
were often not related
prior works, see Table
3.1.

(2) A variety of
definitions inherent
to multidisciplinary
fields without relating
it to other fields
can cause misun-
derstanding to the
reader.

(2) We need to con-
verge in the future
to establish common
ground to define
what appropriate trust
means in human-AI
interaction?

9Italics is for supplementing the information.
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Conceptual-
ization

(1) Many types of ap-
propriate trust con-
cepts are only some-
times explicitly distin-
guished.
For example, the differ-
ences between optimal
trust, well-placed trust,
meaningful trust, justi-
fied trust etc., are often
unclear and used inter-
changeably.

(1) A plethora of con-
cepts related to appro-
priate trust is causing
the HCI community
to diverge in multiple
ways.
This unclear connota-
tion of similar concepts
often creates confusion
among researchers, es-
pecially new graduate
students.

(1) Related concepts
which are distinct
from the goal of
appropriate trust
should be defined,
distinguished, treated
and measured as
independent concepts.
For example, warranted
trust and contractual
trust have different
goals than appropriate
trust.

(2) Interchangeable
use of Appropriate
Trust with Appropri-
ate Reliance

(2) A core distinction
in philosophy, which
is often neglected in
the empirical HCI lit-
erature, regards trust
and reliance as distinct
concepts.

(2) We propose Hoff
& Bashir distinction
[148], where trust is
the belief that “an
agent will help achieve
an individual’s goal
in a situation charac-
terized by uncertainty
and vulnerability”
and Lee and See’s
reliance distinction
[216] “a discrete pro-
cess of engaging or
disengaging”.

(3) 38% of articles in
our final corpus con-
ceptualize appropriate
trust or related con-
cepts as the measure
of alignment between
the perceived and ac-
tual ability of the sys-
tem.

(3) To explore the ex-
tent and magnitude of
how the trustworthi-
ness properties of ma-
chines, beyond their
ability, impact trust.
For example, what do
we mean by integrity
of a machine, and how
can we measure it?

(3) We must focus
on measuring less
studied dimensions of
trustworthiness, i.e.,
integrity and benevo-
lence, to understand
human trust in AI
systems.
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Measures (1) 40% (n=26) of ar-
ticles in our final cor-
pus study appropri-
ate trust in binary de-
cision making tasks
i.e. to [not] follow an
[in]correct AI recom-
mendation.

(1) To develop strate-
gies for building appro-
priate trust in AI sys-
tems that continuously
make decisions, such
as in price estimation.
Also, the potential is-
sues that arise when
the AI model targets
diverge from human
goals.

(1) We need to investi-
gate new measures to
assess dynamic trust
in practice. For exam-
ple, we can use situa-
tional reference points
to keep aligning the
goal [60].

Results (1) Around 37% of re-
viewed articles report
the effect of improving
system transparency
for establishing appro-
priate trust in human-
AI interaction.

(1) A disadvantage
of single focus on
improving system
transparency requires
ground truth, which
is often not available
or there is no really
‘ground’ at all.

(1) Include post-
experiment surveys or
interviews where the
participants can give
their impressions on
the trustworthiness of
the AI Agents.

(2) In 43% of the in-
cluded articles, the ob-
jective of the designed
task had direct influ-
ence on the results
of appropriate trust in
human-AI interaction.

(2) If the objective
of the task to foster
appropriate trust in
the AI agent is built
around improving the
fairness of the AI agent
then the results will be
different compared to
objective of improving
the accuracy.

(2) Ensure to control
initial participant’s ex-
pectations about the
AI system and report
results with scientific
rigor about how the de-
sign of the task may
have influenced hu-
man trust.

Implication
of the
measures

(1) 45% of articles in-
volving a user-study
focused on detecting
over trust in AI, under
trust in AI systems is
often overlooked.

(1) Under-trust in AI
systems is a common
challenge.

(1) Investigate and
adopt methodologies
from social sciences
and psychology to
study under trust in
AI [184].



3

66 3 A Systematic Review on Appropriate Trust in Human-AI Interaction

(2) Around 10% of arti-
cles in our corpus fol-
low some already es-
tablished guidelines to
design for fostering ap-
propriate trust.

(2) There are multi-
ple guidelines from
academia and indus-
trial organizations
outlining trust cal-
ibration principles
that AI-based sys-
tems should adopt.
However, there is less
effort that has been
put in translating
those principles into
practice.

(2) Adopt established
guidelines while
designing an user
study and report if
those guidelines did
not scaled for the user
study.

(3) Locus of trust in
the AI systems: are
we trusting the people
who developed the sys-
tem is unexplored.

(3) Identify and ex-
plore the fundamental
correlations between
appropriate trust in AI
systems and the manu-
facturers of AI.

(3) Adopt Toreini et
al. [366] recommen-
dation on analyzing
factors such as the
transparency of the AI
development process,
the track record of
the manufacturer in
delivering trustworthy
AI, and the level of
accountability and re-
sponsibility taken by
the manufacturer for
the AI’s outcomes.

Table 3.3: A detailed summary of current trends, challenges and recommendations based on the results of the
systematic review.

3.7 Conclusion
Appropriate trust in AI systems is crucial for effective collaboration between humans and
AI systems. Various approaches have been taken to build and assess appropriate trust in
AI systems in the past. This chapter provides a comprehensive understanding of the field
with a systematic review outlining different definitions of appropriate trust, methods to
achieve it, results of those methods, and a detailed discussion on challenges and future
considerations. Through this review of current practices in building appropriate trust, we
have identified the challenge for a single definition of appropriate trust and the ambiguity
surrounding related concepts such as warranted trust, appropriate reliance, or justified
trust.

Our review has proposed a Belief, Intentions, and Actions (BIA) mapping to study
commonalities and differences among different concepts related to appropriate trust. We
found three common measurement techniques to measure appropriate trust as Perceived,
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Demonstrated and Mixed. In addition, multiple domains and associated tasks have been
used to study appropriate trust. Furthermore, our analysis of articles revealed four common
methods for building appropriate trust such as transparency, perception, guidelines and
studying the continuum of trust.

In synopsis, the review highlights what approaches exist to build appropriate trust and
how successful they seem to be. We have discussed the challenges and potential gaps in
studying appropriate trust, which presents opportunities for future research such as discord
& diversity in defining appropriate trust or a strong focus on capability. Overall, this chapter
provides (a) a comprehensive overview of the current state of research on appropriate
trust in AI by studying measures, tasks, methods, and results of those methods, (b) a BIA
mapping of appropriate trust and its related concepts, and (c) a set of recommendations
for fostering appropriate trust in AI based on current trends and challenges. With these
contributions, we can advance our understanding of designing for appropriate trust in
Human-AI interaction taking a step closer towards Responsible AI [163].
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As AI systems are increasingly involved in decision making, it also becomes important that
they elicit appropriate levels of trust from their users. To achieve this, it is first important to
understand which factors influence trust in AI. We identify that a research gap exists regarding
the role of personal values in trust in AI. Therefore, this chapter studies how human and
agent Value Similarity (VS) influences a human’s trust in that agent. To explore this, 89
participants teamed up with five different agents, which were designed with varying levels of
value similarity to that of the participants. In a within-subjects, scenario-based experiment,
agents gave suggestions on what to do when entering the building to save a hostage. We
analyzed the agent’s scores on subjective value similarity, trust and qualitative data from
open-ended questions. Our results show that agents rated as having more similar values
also scored higher on trust, indicating a positive effect between the two. With this result, we
add to the existing understanding of human-agent trust by providing insight into the role of
value-similarity.

4.1 Introduction
In the Indian epic Mahabharata, Arjun and Bhima are important characters. They go
through common struggles and trust in each other’s abilities. They challenged Jarasandha
and Chitrasena’s (two kings) armies and fought for Kampilya together (a capital kingdom).
What made them have so much trust in each other? According to Rajagopalachari [305],
the most compelling reason was that they shared similar values. In this chapter, we explore
how we can take inspiration from this story when trying to understand trust in AI.

As AI systems gain complexity and become more pervasive, it becomes crucial for them
to elicit appropriate trust from humans. We should avoid under-trust, as it would mean not
making optimal use of AI. Yet we should also avoid over trust, as relying on AI systems too
much could have serious consequences [294]. As a first step towards eliciting appropriate
trust, we need to understand what factors influence trust in AI agents. Despite the growing
attention in research on trust in AI agents, a lot is still unknown about people’s perceptions
of trust in AI agents [129]. Therefore, we wish to know what it is that makes people trust
or distrust AI? In this chapter, we see trust as multi-dimensional as suggested by Roff and
Danks [315]. On the one hand, trust corresponds to reliability and/or predictability and on
the other hand trust depends upon people’s values, preferences, expectations, constraints,
and beliefs. Various studies have examined how trust is attributed according to the first
dimension [59, 318], but fewer have investigated the second dimension, where the focus is
on people’s shared values [77]. The implication of the latter dimension for the design of
agents is on how to design these agents with respect to values as different people prioritize
different values, which in turn guides how people behave and judge the behavior of others
[121].

We argue that there is a research gap in understanding the role of values on the trust a
human has in that agent. Siegrist et al. state [341]:

“people base their trust judgments on whether they feel that the agency shares similar
goals, thoughts, values, and opinions”

For example, if you value cost-efficiency over aesthetics when it comes to buildings,
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you would probably trust an architect more if they have shown that cost-efficiency is
also important to them. Regarding trust in AI systems, we resonate with Tolmeijer et
al. [361] in observing the potential for overlap and contrast with the psychology, ethics,
and pragmatics of trust between humans. Based on this, we hypothesize that the trust of
humans in AI agents is positively correlated to the similarity of the values of those agents
and humans. Taking this approach forward in AI agent research, we examine the effect of
(dis)-similarity (of human & agent’s values) on a human’s trust in that agent. We design
five different agents with varying value profiles so that for any human, some of these are
more similar and some less similar to the value profile of that human. The agents team up
with participants for a risk-taking task scenario for which they have to interact and decide
on the appropriate action to take. Participants evaluate the agents based on how much
they trust each agent and their perceived Value Similarity (VS).

In the remainder of this chapter, we first review related work on value similarity and
give an overview of existing literature on the use of values to promote trust. We then
describe the design of the agents we use in the experiments, and the setup of our user
study. We discuss our results and conclude with potential applications and limitations of
our work.

4.2 Related Work
Trust within the AI domain has been explored mostly in contexts such as decision making
[339], examining/assessing user’s trust [278], and improving the system performance [297].
We argue that it is important to also consider the similarity of personal values when
researching trust. But can an AI agent have personal values? Increasingly, researchers
are trying to incorporate values in AI systems, especially systems which are in some way
involved in (helping humans with) decision making.

Winikoff explains value-based reasoning to be an desirable property for having appro-
priate human trust in autonomous systems [400]. This thought echoes with prior work by
Banavar [137], van Riemsdijk et al. [375] and Mercuur et al. [259]. More recently, Cohen
et al. acknowledge [73]:

“Human users will be disappointed if the AI system makes no effort to represent or reason
about inherent social values that users would like to see reflected.”

Most practical work on implementing human values in AI system focuses on plan se-
lection [77], user-agent value alignment [334] and studying agent’s value driven behaviour
[90]. One of the earlier attempts to look at the effect of similarity of values on trust was
made within social science research by Siegrist et al. [341]. They showed similar values,
and trust depends upon each other in human-human interaction. Their findings resonated
with Sitkin and Roth [343] who report that interpersonal trust is based on shared values.
On these lines, Vaske et al. showed that as salient value similarity increases, social trust in
the agency increases [378]. Their findings showed how understanding the value similarity
between Colorado residents and United States department of agriculture, resulted in social
trust and attitudes towards wildland fire management.

Recently, researchers have been interested in using this concept of value similarity
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for AI systems as well. Cruciani et al. designed an agent based model showing how
similarity in values can be a successful driver for cooperation in the regulation and design
of public policies [78]. They analyze their simulation experiment by looking at how
and, how much agents cooperate with similar others. The key takeaway message is the
introduction of value similarity for investigating what ultimately motivates trust-building
processes. However, their work used predetermined memory coefficient for simulation
agents to study coordination and was not validated with human participants. Additionally,
Chhogyal and colleagues designed a formal trust assessment model [65]. In their work,
they developed value-based trust assessment functions and showed how they lead to
trust sequences. However, they did not consider value preferences and neither validated
the model with human participants. Building on these works, our research is looking
for a deeper understanding regarding the effect of value similarity on trust in a risk
taking scenario accounting for the perception of human participants instead of providing
simulation based results.

4.3 Method
The primary goal of our study is to understand how (perceived) value similarity affects
trust. We focused on exploring how users’ trust is affected by interaction with different
agents with varying value similarity. More specifically, we have the following hypothesis:

Value similarity between the user and the agent positively affects the trust a user
has in that agent.

4.3.1 Creation of value profiles
We used the Schwartz Portrait Value Questionnaire (PVQ) [331] to draw each participant’s
user profiles which consist of ten value dimensions. There are statements about each value
dimension in the PVQ. Participants were asked to read carefully and respond to how each
statement resonate with them as a person on a scale of 1-6, where ‘1’ means ‘very much
like me’ and ‘6’ implies ‘not at all like me’.

For each ‘very much like me’ we assigned a score of 1 and for each ‘not at all like me’
a score of 6 to that value. Furthermore, we created an actual value profile for each user
based on their rank1 (refer column ‘PVQ Score’ in table 1). We combined the first two values
according to rank as group one, the second two values as group two, and so on till group
five. We grouped ten values into five groups with two values each. Sometimes, a group
can have more than two values because multiple values could receive the same final score.
To resolve this conflict, we employ Algorithm 1 (see Appendix 1) to get user priority. For
example, in table 1, there are three values with a score of 0.9 (refer set C1); and we needed
only two values for each group. Therefore, participants were asked to choose one value
over another based on the meaning of two values (refer Figure 4.1) following algorithm 1.
In our user-study, we did not come across a conflict case where there were more than four
values with the same PVQ score.

1We define rank as a position in the hierarchy of importance of the values.
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Table 4.1: An example of generating value profiles of agents based on human value profile. Rank
represents order of the values, PVQ represents the PVQ scores by participants, Corrected represents
scores after applying the algorithm 1 (See Appendix A). Lower scores corresponds to higher ranks.
C1 showcases conflict between three values for group two. Group 1 (G1) - Group 5 (G5) are groups
for the first two ranks, the second two ranks, and so on... representing five different agents.

Rank PVQ Score Corrected Value

1 1 1.0 Security
⎫
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎭

Group 1: G1
2 1 1.0 Self Direction

3 2
⎫
⎪
⎪
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎪
⎪
⎭

C1

⎧
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎩

1.90 Traditional
⎫
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎭

Group 2: G2
4 2 1.95 Conformity

5 2 2.0 Universalism
⎫
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎭

Group 3: G3
6 3 3.0 Power

7 4 4.0 Benevolence
⎫
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎭

Group 4: G4
8 4 4.0 Hedonism

9 5 5.0 Achievement
⎫
⎪
⎪
⎪

⎬
⎪
⎪
⎪
⎭

Group 5: G5
10 6 6.0 Stimulation

4.3.2 Agents and the scenario
We designed a “save a hostage game” in which each participant interacts with five different
agents that provided tips and suggestions to save the hostage. The task was inspired by
prior work from Wang et al. [392]. In our game, agents were featured with varying value
profiles.

Agents and Value Similarity:
For each participant, we created five different agents with descending value similarity
profiles from G1 to G5 (see table 1 for example). G1 is the agent who promotes the two top
ranked values of the participant, G2 agent which promotes the values ranked 3 and 4, G3
promotes the values ranked 5 and 6, etc. (so the values that each agent promotes can differ
for each participant depending on their PVQ outcome).

Scenario and agent explanation:
We provided the following scenario to our participants in which they need to team up with
AI agents to rescue a hostage: “A hostage is being held inside a building in a market place.
The objective is to gather intelligence regarding the building. All five different AI agents are
equipped with sensors, infrared cameras, and metal detectors. The AI agents can perform the
security check of the building and inform you regarding any danger. You need to make a
decision for the action to be taken based on the AI agent’s advice before you enter the building."
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We used the agent’s names as A, B, C, D, and E mapping to G1-G5 in our user-study.
Each agent provides a suggestion to the user based on their prior common knowledge
and values that are of utmost importance. A piece of prior common knowledge for all the
agents was “I have searched the overall place and have found traces of the gun powder. I
recommend that you take protective gear & armor shield with you”.

Figure 4.1: Human-AI agent interaction chatbot testbed with HTML front-end.

We designed our suggestions based on the values following the notion of situation
vignettes in thework by Strackand andGennerich [352]. The values were expressed through
the suggestions the agent gave. Two researchers from Computer Science background and
one from Cognitive Science background brainstormed together and generated sentences
that formed suggestions by the agent. Overall, three iterations of each suggestion was
performed to reach the final outcome.

For example, an agent provides the following suggestion based on prior knowledge
plus their values from group one - security and self-direction: “I have searched the overall
place and have found traces of gun powder. I recommend that you take protective gear & an
armor shield with you. For any action you take, do follow social orders & protocols. You should
hand over the kidnapper to the police to abide by the national security laws. However, it’s up
to you what equipment you want to take inside the building & how you wish to deal with the
situation.”

4.3.3 Participants
We estimated our sample size with the G-Power tool from Faul et al. [108]. Our effect
size was 0.30 (medium) [122] with linear regression as our choice for modelling variables.
G-power calculated our required sample size of 81. We recruited 101 participants from
the different universities’ mailing list. Twelve participants could not pass our attention
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check, leaving 89 participants aged between 22 and 32 years old (M= 25.6; SD = 0.94).
Each participant signed an informed consent form before the user-study. This study was
approved by the ethics committee of our institution, ID number 1313.

We asked our participants to provide their cultural backgrounds before starting the
user-study. Most of our participants were from the Europe region (34), followed by Asia
Pacific (29), Americas (13), Middle East and Africa (9), and Oceania (2). Two participants
did not provide their background.

4.3.4 User study test bed
We implemented an online version of our scenario to study the impact of manipulating
value similarity on trust. The test bed consists of a chatbot application that can be accessed
from a web browser (see figure 1). We used Microsoft Power Apps API 2 to generate
suggestions by the agents. These were displayed on the participant’s chatbot interface,
which sends data back to the test bed server. The user study test bed can be found at
https://edu.nl/buyqj.

4.3.5 Procedure
Each participant first read an information sheet about the study and then fill out the
background survey. Next, participants were asked to complete the PVQ to get their value
profiles. After filling the PVQ, the system checked for any conflicts in value groups
and asked the participant to choose one over another. Following this, the scenario was
introduced to the participant.

All five agents interacted with the participant one by one. The order of appearance
of the agents was randomly assigned in such a way that the order was different for each
participant. Each agent appears with a small greeting and provides their suggestion. After
each agent gave the suggestion, the participant was asked to fill questions from the Value
Similarity Questionnaire (VSQ) [341] and questions from the Human-Computer Trust
Scale (HCTS) [134]. In HCTS, trust is divided into three attributes, namely: general trust,
benevolence, and willingness. The study was designed to be completed in 30 minutes.
Participants were given a chance to participate in a raffle worth 5x20 Euro.

4.4 Results
We analyzed the results of our study, including both the subjective rating responses to the
value similarity, the trust questionnaire and, the explanations provided by the participants
for selecting an agent. We were primarily interested in the effect of value similarity on trust.
Thus, for this chapter, we focus on understanding the effect on trust by manipulating the
value similarity. We call VSQ responses from participants as subjective value similarity. As
part of our analysis, we first ran a Shapiro-Wilks test for normality. Since the distribution
was not normal, we used non-parametric tests for our analysis.

4.4.1 Manipulation check
We tried to manipulate value similarity in this study. However, to check whether our
most ‘similar’ to least ‘similar’ agent were actually perceived as most and least similar,
2https://powerapps.microsoft.com/en-us/
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we also measured subjective value similarity. From figure 4.2, we see that the ‘G2’ agent
scored higher than the ‘G1’ agent, 𝜒 2

𝑟
= 11.725, p < .05. This was in contradiction with the

manipulation that we performed. In an ideal case, we expect the VSQ ratings to follow the
order as G1 agent receives the highest VS score and G5 the least. This showcases that our
manipulation did not work as expected. Considering this, we now only focus upon value

Figure 4.2: Mean subjective VS scores for all VSQ given by participants for the five agents. The horizontal line
indicates the median and the plus sign the mean value for VS scores.

similarity as a whole rather than distribution /categorization of five agents. Therefore, in
the rest of the paper we disregard our categorization of the agents.

4.4.2 CorrelationbetweenValue SimilarityandoverallTrust
We analyzed responses for the VSQ and HCTS to see to what extent subjective value
similarity has an affect on trust.

A Kendall rank correlation test revealed that VS and trust are significantly moderately
correlated in accordance with Ratner [307] with a correlation coefficient of 0.46 and p
< 0.05.

We also applied a simple linear regression model to predict a quantitative outcome
of trust based on a single predictor variable i.e. value similarity. To check linear model
assumptions, we used the ‘GVLMA’ - Global Validation of Linear Models Assumptions
[298] which provides a testing suite for many of the assumptions of general linear models.
The four assumptions: normality, heteroscedasticity, linearity and, uncorrelatedness of
the model were acceptable by the GVLMA. Linear regression showed that both the p-
values for the intercept and the predictor variable were highly significant indicating a
significant association between the variables. Our goodness-of-fit measures showcase 𝜎
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= 0.984 meaning that the observed trust values deviate from the true regression line by
approximately 0.984 units on average on a scale from one to five and r2 was 0.308.

Finally, to seek an answer to the problem: “can we predict trust from VS?”, we need
to look at the intercept and residuals of the linear regression. On observing the intercept
and residuals we have good reason to believe an overall effect of value similarity on trust.
This confirms how closely VS and trust are related. Additionally, we wished to check
if differences in cultural background of participants affected the effect of VS on trust.
However, because our sample size was very diverse there were not enough participants
from any distinct cultural background for a statistical comparison between them. Such an
effect is potentially important, but future work would need to be done to test for this.

4.4.3 Benevolence, and Willingness as attributes of overall
trust

We examined the results of HCTQ as attributes of trust namely benevolence, willingness
and general trust on value similarity. We already reported the results of the general trust in
previous sections. Now, we focus ourselves to Benevolence and Willingness. A Kendall tau
correlation was performed to determine the relationship between benevolence, willingness
and value similarity. There was a medium, positive correlation between benevolence and
value similarity, which was statistically significant (r = .47, n = 436, p = .0002). Similarly,
for willingness, correlation was found to be positive (r = .37, n = 436, p = .0002).

4.4.4Qualitative data analysis
Wewere interested in understanding which agents participants preferred the most. For this,
we asked them to choose an agent to take with them inside the building and were asked
to explain their reasons for doing so. We analyzed participants responses for selecting
an agent. Our results indicate that the participants pick that agent that shares the most
similar values. In figure 4.3, we can observe that more than 72% of participants chose the
agent they ranked highest on value similarity and trust. This gives us another impression
that subjective value similarity and trust correlate with each other. Now, we classified
participants qualitative explanations into four themes found by thematic analysis [40].
This classification provides insight into the reasons for participant’s choices and how it
translates to actual behaviour for selecting an agent. The four themes for selecting one
agent over others are:

1. Common Values - the selected agent had more values in common with the human
than the other agents.

2. Balanced Advice - the selected agent provided more balanced advice to the human
participant than the other agents i.e., balance of taking risk v/s following protocol

3. Developed Trust - the selected agent’s advice/suggestion inclined the participant to
trust the agent.

4. Participant’s Belief - the agent was selected based on its advice/suggestion; this
decision was neither related to values nor developed trust but more as human
selection, based on developed belief because of presented explanation.
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Figure 4.3: This figure represents the number of participants who choose an agent to take inside the building
based upon their rank of value similarity and trust.

Out of a total of 89 participants only 55 provided an explanation for choosing an agent.
Three researchers coded the explanations written by the participants. Each researcher
performed the coding with three to four iterations before deciding upon final themes. Inter-
coder reliability analysis was performed using Cohen’s kappa to determine agreement
and consistency between all coders. There was a near-perfect agreement among all three
coders for three dimensions 𝜅 = .900, (95% CI, .643 to .937).

Based on our analysis, we found that 42% of the participants explanations were related
to common values between the participant and the agent they chose. This was followed
by 23% for balanced advice given by the agent, 16% for developed trust and 16% for belief
of the participant. These results shows that in our experiment, VS and balanced advice
promoted the intended behaviour of participants to select an agent. For example, P54 said,
‘He [Agent A] thinks the same way as me [values] so I think he’d back me in my decisions’
relates to choosing an agent based on the common values. Similarly, P39 said, ‘I believe
agent B thinks 100% like me and gives me all the trust and responsibility’ relates to developed
trust for the agent. We also came across many responses where participants choose the
agent because of balanced advice by them. For example, P44 said, ‘Agent B shows a balance
of risk taking and following protocol to handle a delicate situation’. Finally, few participants
stick to their beliefs for their decision. This can be seen with what P27 reported as ‘I believe
he [Agent B] would be able to help save the hostages and neutralize the threat with non lethal
force if possible and lethal if absolutely necessary’.

4.5 Discussion
In this section, we discuss the results of our study, relating them to prior work and making
inferences on how the results can be applied to the design of AI agents. Recall that our main
goal was to understand the effect of similarity of human & agent’s values on a human’s
trust in that agent. Based on our study results, the hypothesis (that the VS between the
user and the agent positively affects the trust a user has in that agent) can be partially
accepted. We showed that there exists an overall significant effect of VS on trust. Even
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though our failed manipulations did not interfere with our paper’s primary goal, we were
intrigued to find out that our manipulations of VS were not successful. In the following
section, we discuss possible reasons for our unsuccessful manipulations.

4.5.1 Why were our manipulations unsuccessful?
If we wish to eventually promote appropriate trust, we should also be able to influence
trust. To this end we need to know what factors influence trust, and we need to be able
to manipulate these factors in the designs of agents. In this chapter we have added to the
knowledge on factors that influence trust by showing the relationship with value similarity.
However, the manipulation of those factors did not fully succeed in our study. Therefore, it
is relevant to examine closer why our manipulations failed and provide some suggestions
for how value similarity might be manipulated successfully in the future.

Regarding our specific agent design, a successful manipulation would have led to the
observation that the ‘G1’ agent is rated highest for the perceived VS and the ‘G5’ agent
the least. However, we observed that instead both the ‘G2’ and the ‘G3’ agent were rated
as having more similar values than the ‘G1’ agent. To understand why this happened,
we examined the actual value profiles of the participants more closely. Consider the case
when VS scores of the ‘G2’ agent were higher than those of the ‘G1’ agent. Observing the
participants’ specific value profiles for who this occurred could provide us with potential
reasons why manipulations were not successful. Figure 4.4 provides an overview of the
values used in the explanations of the ’G1’ and the ’G2’ agents, and how often those
occurred. This figure shows that the values of Self-Direction, Universalism & Achievement
were most prominent for the agent ‘G1’ and Stimulation, Benevolence & Security for the
agent ‘G2’, for those participants where ‘G2’ scored higher than ‘G1’ in value similarity.
Given that people felt most similar to agents which promoted stimulation, benevolence and

Figure 4.4: Top three most common values in the value profile of the G1 agent (values ranked 1 and 2 of participant)
and the G2 agent (values ranked 3 and 4 of the participant). The numbers on the top of the histogram represent
how often those values occurred for our participants where the VS scores for the G2 agent were higher than
those of the G1 agent.

security (as opposed to the values of self-direction, universalism and achievement which
scored higher in their value profile), we speculate that the choice of scenario might have
played a role. The major values for agent ‘G1’ - Self Direction and Universalism, were those
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which participants already possessed but were not so relevant in this context of saving a
hostage. On the other hand, for agent ‘G2’ - Security and Stimulation were vital because
they relate to safety and motivating the participant to save the hostage. It makes intuitive
sense that contextual values are of utmost importance especially in those scenarios where
there is a risk associated with trusting someone and not all the values are equally salient.
However, the value profile survey is general, and not context-dependent.

Therefore, we speculate that when designing value profiles for artificial agents, one
should not just take into account general value profiles, but also note which contextual
values are most important as also echoed by Liscio et al. [224].

Another potential reason for our failed manipulation could be that a discrepancy existed
regarding values of the agent in how they were perceived by some of the participants and
how they were intended. By perceived values we mean that the value laden explanations
that agents provided were sometimes interpreted as promoting different values than for
which they were written. As explained in section ‘Scenario and agent explanation’, it
took three iterations for each explanation to be finalized, which indicates how quickly
disagreements about underlying values of explanations can occur. We speculate that this
discrepancy is a possible reason for our failed manipulation and resound with Wang et al.
[388] that designing agent explanations that can be consistently interpreted by humans
is still an open research area. Secondly, consistency in value preferences from humans is
debated, and people could just show inconsistencies as mentioned by Boyd et al. [37].

4.5.2 Trust in AI systems
In our user-study, agents provided their suggestions based on value-based reasoning using
VS. With the use of value-based reasoning, an agent includes the representation for human
values and can provide reasoning using human values to make decisions. Winikoff argue
that a computational model of relevant human values can be used to provide higher level,
human-centered explanations of decisions by AI agents. This means that agents could use
value-based reasoning when trying to influence trust [400]. In summary, given a group
of randomly generated agents, humans would trust those that align with their subjective
values. The reported correlation can also comes from human’s consistent value judgment
about the suggestions and scenarios.

Value Similarity is not the only thing that influences trust; many other factors can
influence trust as well. Three of the main aspects of trust are benevolence, willingness and
competence. Value similarity could be seen as a part of benevolence, or even willingness.
However, competence is less related to values [403]. We did not focus upon this factor
because we provided all our agents a ground truth i.e. prior common knowledge. Instead,
we focused upon benevolence and willingness as other two factors of trust affected by
VS in accordance with Gulati et al. [134]. Based on our results, both these factors were
moderately positively correlated with VS. This implies that if we wish to understand how
humans trust systems we need to look beyond trust as being influenced only by the system’s
reliability as reliability and values can be different things with different effects on trust.
Rather, we also need to consider trust in benevolence and willingness and understand how
these are influenced by aspects such as value similarity [73].
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4.5.3 Limitations & Future Work
We investigated the effect of VS on trust with a risk-taking scenario of saving a hostage. We
chose this scenario to gain a deeper understanding of how participants trust an agent with
most to least VS. However, we believe that further evaluation with more real-life examples
would provide additional insights on participant’s trust. Additionally, although we cross-
examined the participant value profile with their responses to the VS questionnaire, we did
not focus on their understanding of value laden explanations. We posit that examining the
perception of the values could have provided a more subtle effect of our manipulations. We
see this as an opportunity to further extend our work into understanding the beliefs and
perceptions of the participants for agents with varying VS. Also, future work could extend
the proposed method to multiple scenarios with different context information. Additionally,
crowdsourcing could be another way to generate explanations instead of pre-designing by
experts or experimenters, especially in translating abstract values to specific descriptions
or behaviors. Finally, as explained in the previous section, we would like to study the
potential effect of culture on our findings.

4.6 Conclusion
Our study shows that value similarity between an agent and a human is positively related
to how much that human trusts the agent. Based on this finding, we would encourage
designers of explanation and feedback-giving agents to create agents that shows human
values. An agent with similar values to the human will be trusted more which can be very
important in any risk-taking scenario. Although a system without value-based reasoning
may be easier to develop, the benefits of including VS are worth it, especially in trust-critical
situations.
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Appropriate trust is an important component of the interaction between people and AI systems,
in that ‘inappropriate’ trust can cause disuse, misuse or abuse of AI. To foster appropriate
trust in AI, we need to understand how AI systems can elicit appropriate levels of trust
from their users. Out of the aspects that influence trust, this chapter focuses on the effect of
showing integrity. In particular, this chapter presents a study of how different integrity-based
explanations made by an AI agent affect the appropriateness of trust of a human in that agent.
To explore this, (1) we provide a formal definition to measure appropriate trust, (2) present a
between-subject user study with 160 participants who collaborated with an AI agent in such a
task. In the study, the AI agent assisted its human partner in estimating calories on a food
plate by expressing its integrity through explanations focusing on either honesty, transparency
or fairness. Our results show that (a) an agent who displays its integrity by being explicit
about potential biases in data or algorithms achieved appropriate trust more often compared
to being honest about capability or transparent about the decision-making process, and (b)
subjective trust builds up and recovers better with honesty-like integrity explanations. Our
results contribute to the design of agent-based AI systems that guide humans to appropriately
trust them, a formal method to measure appropriate trust, and how to support humans in
calibrating their trust in AI.

5.1 Introduction
AI technologies are creating new opportunities to improve people’s lives worldwide, from
healthcare to education to business. However, people do over-trust or under-trust these
technologies occasionally [294, 314]. Under-trust can lead to under reliance and over-trust
can lead to over-compliance which can negatively impact the task. Hence, for AI systems
to reach their potential, people need to have appropriate levels of trust in these systems, not
just trust. Although there are many ways to define appropriate trust [406], in this chapter
we take this to mean that the trust a human has in a system needs to align with the actual
trustworthiness of the system [114].

It has only been in recent years that have we found research on appropriate trust in AI
systems [24, 361, 362, 406]. Appropriate trust is a complex topic as it requires consideration
of the influence of context, the goal-related characteristics of the agent, and the cognitive
processes that govern the development and erosion of trust [61]. In this work we aim
to contribute by studying how explanations given by the AI which highlight different
integrity-based principles (e.g. honesty, transparency, fairness) can influence trust and the
appropriateness thereof.

Explainable AI (XAI) is meant to give insight into the AI’s internal model and decision-
making [395] and has been shown to help users understand how the system works [52, 287].
Efforts to ensure that AI is trusted appropriately are often in the form of explanations
[24, 226, 414]. Intuitively, this makes sense as understanding an AI system’s inner workings
and decision-making should, in theory, also allow a user to understand better when to trust
or not trust a system to perform a task. Many are focused on how the system works: what
it can do and can not [226, 393]. This is done in many different ways, from highlighting
essential features of a decision [394], contrasting what would have happened if something
was different [312] or how confident the system is about its answer [417].

Typically, explanations are focused on giving information about a system’s ability to
improve appropriate trust. However, literature on how humans trust typically sees trust
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as more than a belief about ability. Therefore, it is helpful to expand our perspective on
explanations as well. A useful starting point for understanding human trust is the ABI
(Ability, Benevolence, and Integrity) model from the organizational context by Mayer et
al. [242]. This model has been used extensively in modeling trust, such as by Lee & See
[217], Hoffman et al. [149], and Wagner et al. [385]. It defines human trust as "A trusts
B if A believes B will act in A’s best interest and accept vulnerability to B’s action" [242].
Moreover, it distinguishes three trustee characteristics that influence a trustor’s trust: belief
in ability, benevolence, and integrity.

Ability indicates the skills and competencies to do something. Benevolence is about a
willingness to do good to a specific trustor. Integrity is defined as the trustor’s perception
that the trustee adheres to acceptable principles [242]. One of the extensively studied
factors in trust research is the ability of the system [36, 58, 102, 157, 247, 370]. However,
fewer studies have investigated the integrity and benevolence dimensions of trust [419].
Benevolence is a specific attachment and emotional connection between the trustor and
trustee, which builds over time [242]. Human-agent interactions are often short-term, and
the extent to which we form emotional connections needs to be clarified. Therefore, more
work on long-term social connections between humans and AI might be necessary before
fully understanding the role of benevolence in XAI and human-AI trust relationships.

Prior studies on integrity have linked it to conventional standards ofmorality - especially
those of honesty and fairness [159, 246]. XAI can be regarded as a way to enhance system
integrity i.e., the system being honest about making decisions is a form of integrity. No
matter the exact definition, it is clear that integrity is a concept that can play a role even
in short-term interactions. Moreover, we follow Huberts in claiming that integrity is an
essential concept for human-AI interaction [159]. By applying Olaf’s principle1, integrity
is a necessity and a mandatory requirement of being true to oneself & others [246]. This
aligns with the notion that as AI is increasingly used to make autonomous decisions over
time, the principles that underlie these decisions are highly relevant [1]. Furthermore, lack
of integrity could cause issues of bias and deception that have already started to impact
humankind [208].

Therefore, the question arises what the effect would be of explicitly mentioning princi-
ples related to integrity into XAI on appropriate trust of a user in the system. In human-
human interactions, principles associated with integrity such as accountability, trans-
parency and honesty have been suggested as important for appropriate trust [204]. The
question arises whether XAI could explicitly use references to these principles in expla-
nations, and how this would affect (the appropriateness of) trust in the system? More
specifically, we consider three principles related to integrity to express through explana-
tions:

1. Honesty about the system’s capabilities and confidence.

2. Transparency about the process of decision making.

3. Fairness in terms of sharing what risks such as biases exist.

1McFall [246] describes Olaf’s principle as "An attitude essential to the notion of integrity is that there are some
things that one is not prepared to do or some things one must do."
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Honesty, transparency and fairness appear in various studies as common elements of
integrity in HCI, HRI or human-AI interaction literature [31, 93, 170, 195, 197] (see section
5.3). Therefore, in this study, we propose to incorporate references to these principles of
integrity in explanations, and posit the following research questions:

RQ1: How does the expression of different principles of integrity through explanation
affect the appropriateness of human’s trust in the AI agent?
RQ2: How does human trust in the AI agent change given these different expressions of
integrity principles?
RQ3: How do these different expressions of integrity principles influence the human’s
decision making, and do people feel these explanations are useful in making a decision?

We conducted a user study with 160 participants where they were asked to estimate the
calories of different food dishes based on an image of the food with the help of an AI
agent. In our user study, the first research question focuses on how different expressions
of principles related to integrity (hereafter referred to as ‘conditions’) in explanations can
affect appropriate trust in human-AI interaction.

In this chapter, we study RQ1 in the context of making an exclusive choice in the form of a
decision to choose oneself or an agent to complete the calories estimation task. Moreover,
to allow us to study this question, we formally define what it means for trust to be appro-
priate in this context. RQ2 aims at understanding change in human trust in the AI agent
over time under different expressions of integrity. Finally, RQ3 helps in understanding
the effect of expressions of integrity on human decision-making and the effectiveness of
explanations. Additionally, we were interested in exploring possible effects of covariates
such as propensity to trust.

Contributions Specially, our research contributes the following:

1: We present a measurable construct for appropriate trust in the context of a specific task
by providing a formal definition.

2: We illustrate an approach for expressing integrity of the AI systems with explanations
focusing on honesty, transparency and fairness.

3: By conducting an user-study with 160 participants aligned with our research questions,
we show that how explanations can help in building appropriate human’s trust in the AI
system.

We believe our research holds significance for two main reasons. Firstly, before we can
investigate methods to establish suitable trust, it is crucial to have a clear understanding
of its meaning. Secondly, the potential for conveying integrity-related principles through
explanations remains largely unexplored. Through our contributions, we aim to broaden
our comprehension of fostering appropriate trust between humans and AI, which is vital
for effective human-AI interaction [251].
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5.2 Appropriate Trust
5.2.1 Prior work on Appropriate Trust
To understand what exactly constitutes appropriate trust in Human-AI interaction, we
need to understand how people trust each other i.e. interpersonal trust. Mayer et al. define
trust as follows: A trusts B if A believes that B will act in A’s best interest and accept
vulnerability to B’s action [242]. Noteworthy in this definition, and what we believe is
a key to defining Human-AI trust, are notions of belief and risk. The interpersonal trust
reduces this risk by enabling A’s ability to anticipate B, where anticipation is A’s belief
that B will act in A’s best interest. Following Hoffman and Lee & See [149, 217], we carry
forward this definition of trust in human-AI interaction.

Recently, there has been rapid progress in studies focusing on building appropriate
trust in AI [24, 100, 223, 367, 394, 417]. In a recent work by Yang et al. [406], appropriate
trust is defined as the alignment between the perceived and actual performance of the
system. This definition talks about the user’s ability to rely on the system when correct
and recognize when it is incorrect. Similarly, Jorritsma et al. relate appropriate trust
to appropriate reliance on the system [183]. On a contrary, Tolmeijer et al. informs us
that although both trust and reliance are related, they should be treated and measured as
independent concepts [363]. The authors define trust as the belief that “an agent will help
achieve an individual’s goal in a situation characterized by uncertainty and vulnerability”,
while reliance is defined as “a discrete process of engaging or disengaging" based on Lee
& See work [217]. We follow the similar distinction as proposed by Tolmeijer et al. [363]
in our work, and see trust as a (subjective) belief, while we see reliance as an (objectively
observable) behavior.

Recent works in exploring appropriate trust in human-AI interaction have looked
at the role of system trustworthiness and social transparency. For example, Liao and
Sundar emphasize the mediating role of information display on trust judgments, and
that appropriate trust relies on effective communication of system trustworthiness [223].
On the other hand, Ehsan et al. shows that social transparency could support forming
appropriate trust in human-AI interactions by embedding socio-organizational context
into explaining AI-mediated decision-making [100]. Additionally, various works in human-
robot interaction focus on providing end-users with an accurate mental model of a robot’s
capabilities for establishing an appropriate level of trust [89, 192, 282, 384]. We believe
that in the above-mentioned prior works, the provided constructs of appropriate trust
are limited. The majority of these works consider the system’s ability or performance for
defining appropriate trust. We would argue that there is more to appropriate trust than
a correct belief in the ability of the system; such as the psychology of trust focusing on
beliefs [221], mutualistic benevolence impacting trust [213], personal integrity requiring
truth telling [246] and ethics of trust focusing on fairness [232] or even environment based
factors including task & culture [340].

A substantial amount of literature in human-AI interaction focuses on calibrating
human trust, which is the process of making trust more appropriate over time. For example,
De Visser et al. defined trust calibration based on prior works by Cohen et al. and Lee & See
[72, 217] as a process of updating the trust stance by aligning the perception of an actor’s
trustworthiness with its actual trustworthiness [89]. According to them calibrated trust is
a function of perceived trustworthiness which helps in eliciting appropriateness of trust.
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Okamura & Yamada proposed a framework for detecting inappropriate trust in a system
with a behaviour-based approach [279]. Their framework detects over and under trust in
the system by monitoring the user’s reliance behavior. In a similar work by McGuirl &
Sarter, the AI system provided system confidence information to improve trust calibration
[247]. In the above-mentioned studies, the focus of the task was to calibrate human trust.
These related works can be helpful to understand the appropriateness of trust as calibration
is about the process which incorporates updating trust levels, and appropriate trust can be
boolean per situation resulting from that update.

In other works by Mehrotra et al. & Winikoff [253, 400], it has been argued that AI
systems’ value-based reasoning can help achieve appropriate trust. Mehrotra et al. showed
the effect of (dis)-similarity of human and agent’s values on a human’s trust which forms a
part of appropriate trust [253]. According to Winikoff [400], value-based reasoning is a
desirable prerequisite for human-AI interaction because (a) an AI system who is able to
conduct reasoning using human values in order to make decisions could be used as a basis
for providing higher level and more human-oriented support (b) having an explicit model
of values can help in verifying AI system’s behaviour, for example in system’s reasoning
and decision-making by taking ethical considerations into account. Building on these
works, our research looks for a deeper understanding in evaluating appropriate trust in
human-AI interaction by incorporating integrity based explanations where integrity in
itself is a part of basic inherent human values.

5.2.2 Our Approach on Appropriate Trust - a formal perspec-
tive

We are interested in the effect of integrity-based explanations on appropriate trust, so
we need to first understand what exactly appropriate trust is, and what counts as over or
under trust. Over trust is often related to over reliance on the system leading to misuse and
under trust is related to under reliance on the system leading to disuse. Also, we define
another trust category - inconsistency following Sadiku et al. [319] who states a famous
anthropologist, Margaret Mead quote, "What people say, what people do, and what they
say they do are entirely different things" on understanding psychological notions of human
behaviour. Intuitively, inconsistency happens when people choose to rely on those they
trust less, or vice versa.

The work described in the previous paragraph provides a conceptual understanding
of appropriate trust which we build on. Most notably, we say appropriate trust occurs
when a belief about trustworthiness matches with actual trustworthiness. We consider
appropriate trust as a state which is either true or false, rather than looking at the whole
calibration process. However, for our purposes we also require a practically measurable
definition of trust on top of this conceptual understanding. Therefore, we propose a formal
definition which tells us exactly in which situations trust is appropriate or not. Specifically,
we consider appropriate trust from a specific angle in this chapter. Our definition does not
try to give an all-encompassing definition of appropriate trust, but rather does so in the
context of a specific type of task. Namely: our task involves an exclusive choice of who
will perform the task, the agent or the human. This selection is motivated by prior works
on choice behaviour by Israelsen & Ahmed and Okumara et al. [165, 279] and recent work
by Miller [262]. During our task a user and an AI agent are working jointly. The user
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should select whether for a particular task they want to rely on the AI agent or do
it themselves. In this situation, we define trustworthiness of the agent as how well they
perform this task.

In our definitions we use 𝑇𝑊 for describing trustworthiness. When discussing the
trust of a human ℎ in an AI agent 𝑎 for a task 𝑡, we do not write 𝑇ℎ(𝑎, 𝑡) but T(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

dropping the 𝑡 for the ease of reading. We then define:

T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

= Trust of the human in the agent for accomplishing a task

TWℎ𝑢𝑚𝑎𝑛 = (actual) Trustworthiness of the human for a task
Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛) = Belief of the human regarding its own Trustworthiness for a task

TW𝑎𝑔𝑒𝑛𝑡 = (actual) Trustworthiness of the agent for a task
Selectionℎ𝑢𝑚𝑎𝑛 = Selection by the human for the task. i.e. themselves or the agent

We define appropriate trust based on the action and the subjective opinion of the human, as
well as the trustworthiness of both human and agent. Now we will describe our concepts
with the help of above mentioned parameters:

• Appropriate Trust: (a) the human estimates that the AI agent is better at the task
than the human, (b) also the actual TW of the AI agent is equal to or higher than
the human’s TW and (c) the human selects the AI agent for the task and vice-versa
- equation 1 & 2. Here (a) is cognitive trust from the human, (b) is god’s eye view
of the TW (described in the next section) and (c) is human selection that could be
based on observable behaviour, rationality or simply delegation of the responsibility.

[T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

> Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 ≤ TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = 𝑎𝑔𝑒𝑛𝑡

(1)
[T

(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)
< Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 ≥ TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = ℎ𝑢𝑚𝑎𝑛

(2)

• Over-trust in the agent: the human estimates that the AI agent is better at the task
than the human and selects the AI agent even though the actual TW of the AI agent
is lower than the human’s TW.

[T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

> Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 > TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = 𝑎𝑔𝑒𝑛𝑡

(3)

• Under-trust in the agent: the human estimates that they are better at the task than
the AI agent and select themselves even though the actual TW of the AI agent is
higher than the human’s TW.

[T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

< Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 < TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = ℎ𝑢𝑚𝑎𝑛

(4)
There could be instances where one can trust someone more than themselves and still
choose not to rely on them and vice versa. For example, we rarely doubt the efficacy
of automatic shifting mechanisms of today’s cars, yet some people still choose to
manually shift for the pleasure of it. On the other hand, people might want to avoid
responsibility by delegating to the other person even if they have higher trust in
themselves. Therefore, we formulate two additional cases based as:
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• Inconsistency with a good outcome: the human estimates that the they are better
at the task than the AI agent however, they select the agent for the task, and the
actual TW of the AI agent is higher (or equal) than the human’s TW and vice-versa.

[T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

< Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 ≤ TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = 𝑎𝑔𝑒𝑛𝑡

(5)
[T

(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)
> Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 ≥ TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = ℎ𝑢𝑚𝑎𝑛

(6)

• Inconsistency with a bad outcome: the human estimates that the AI agent is
better at the task than the human, however they select themselves, but the actual
TW of the AI agent is higher than the human’s TW and vice-versa.

[T
(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)

> Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 < TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = ℎ𝑢𝑚𝑎𝑛

(7)
[T

(ℎ𝑢𝑚𝑎𝑛→𝑎𝑔𝑒𝑛𝑡)
< Bℎ𝑢𝑚𝑎𝑛(TWℎ𝑢𝑚𝑎𝑛)] ∧ [TWℎ𝑢𝑚𝑎𝑛 > TW𝑎𝑔𝑒𝑛𝑡] ∧ Selectionℎ𝑢𝑚𝑎𝑛 = 𝑎𝑔𝑒𝑛𝑡

(8)

Our definitions are suited for our task requiring exclusive decision-making i.e., tasks where
one has to make a decision by either relying on oneself or the other party. We now
summarize the cases mentioned above in the following table. In the Table 5.1, equation 1
represents two conditions where TWℎ𝑢𝑚𝑎𝑛 = TW𝑎𝑔𝑒𝑛𝑡 and TWℎ𝑢𝑚𝑎𝑛 < TW𝑎𝑔𝑒𝑛𝑡 keeping other
comparisons same. A similar pattern follows for equations 2, 5 and 6.

Table 5.1: Categorization of the trust categories based on the equations 1 to 8

Equation Higher TW Human trusts
who?

Human selects Trust Category

1 AI Agent AI Agent AI Agent Appropriate
1 Equal AI Agent AI Agent Appropriate
2 Human Human Human Appropriate
2 Equal Human Human Appropriate
3 Human AI Agent AI Agent Over trust
4 AI Agent Human Human Under trust
5 AI Agent Human AI Agent Inconsistency (good outcome)
5 Equal Human AI Agent Inconsistency (good outcome)
6 Human AI Agent Human Inconsistency (good outcome)
6 Equal AI Agent Human Inconsistency (good outcome)
7 AI Agent AI Agent Human Inconsistency (bad outcome)
8 Human Human AI Agent Inconsistency (bad outcome)

5.3 Integrity
5.3.1 Prior work on Integrity
Mayer et al. states that “the relationship between integrity and trust involves the trustor’s
perception that the trustee adheres to a set of principles that the trustor finds acceptable"
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[242]. This definition of integrity is rooted in the studies on organisational management.
However, the definitions of integrity vary across disciplines, but even within disciplines.
For example, again in management science, according to Jeavons [169], integrity has to
do with continuity between appearance and reality, intention and action, promise and
performance, in every aspect of a person’s or an organization’s existence. Whereas Hon
and J. E. Grunig [153] described integrity in public relations as “the belief that the other
party is fair and just”.

A literature review by Palanski [291] provides an overview of relevant integrity defini-
tions in philosophy. The review outlines five general categories of integrity: wholeness,
consistency of words and actions, consistency in adversity, being true to one-self, and
moral/ethical behaviour. Other research in human communication research measures
integrity by simply ‘being honest’ or ‘having integrity’ [404]. Turning to integrity in
human-computer interaction, we see similar concepts taking the form of integrity defini-
tions. For example, McKnight defined integrity as beliefs of honesty and promise-keeping
for building trust in e-commerce systems [248]. Jensen et al. measured the integrity of a
drone system as being truthful in communication, honest, keeping commitments, being
sincere and genuine, and performing as expected [170]. In both the studies mentioned
above and in [311, 366], integrity in human-AI interaction is strongly related to honesty
and being transparent about the process of decision making.

Kim et al. [195] and Wang & Benbasat [31] explored integrity in terms of fair dealings
and unbiased decision-making approaches. Kim et al. found that a robot’s integrity is
responsible for mediating the relationships between a robot and human trustworthiness. In
a recent work by Knowles & Richards, integrity is highlighted in promoting public trust in
AI [197]. According to the authors, trust in AI arises in part from a perception of coherence
between the human norms as highlighted by Giddens [127]. Giddens talks about human
norms in two dimensions - the degree to which agents within the institution are empowered
and the use of language by the AI agents. These dimensions resonate with scholarship
on trust that emphasises the importance of integrity. In synopsis, we can understand
that integrity of an AI agent plays an essential role in building trust. Some approaches
link integrity to the sharing of (moral) principles, or keeping to human norms. In other
approaches, specific principles are mentioned to constitute integrity. Differences exist, but
some common principles related to integrity are honesty, keeping promises/commitments,
consistency and fairness. For AI in particular, transparency in decision making is often
mentioned as key to integrity as well.

5.3.2 Our Approach on Integrity: Integrity-laden Explana-
tions

As discussed in the previous section, many definitions of integrity in the AI literature focus
on specific principles. In this chapter, we specifically focus on three of them: honesty,
transparency and fairness. These are all often used as honesty [170, 220, 404], transparency
[17, 93], fairness [50, 197]. Although keeping commitments [356] and consistency [299]
are also often used, we choose not to use them in our setting. Keeping commitments and
being consistent both imply longer term interaction, and would be most logically related
to behaviors more than explanations. Moreover, we could imagine more principles of
integrity are used in different settings. We do not argue our list is complete, but rather
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make a starting point with three important principles to potentially incorporate in XAI.
Honesty, transparency and fairness are all complex concepts which should be employed

in decision making of AI [12]. In this chapter, we choose to express elements of honesty,
transparency and fairness in a way that suits XAI. This means we do not claim that our
explanations fit the full picture of what it means for an AI system to be e.g. ’honest’. Rather,
we designed a specific set of explanations aimed at highlighting: honesty in terms of
highlighting uncertainty and confidence; transparency in terms of explaining the process
of decision making; and fairness in terms of sharing with users the possible risks and biases
that may exist in the advice.

We picked these specifications as they make sense for AI to use in explanations. Un-
certainty is often highlighted in confidence explanations [365], transparency is often
mentioned as a keystone of AI and the decision making process is something which should
be particularly transparent [111], and giving fair advice means not only trying to exclude
biases and risks as much as possible, but also being open about this [250]. These specifica-
tions also align with the work of Wang and Yin, who provided three desiderata of designing
effective AI explanations [395]. These desiderata include (a) designing explanations im-
prove people’s understanding of the AI model, (b) helping people recognize the uncertainty
underlying an AI prediction, and (c) empowering people to trust the AI appropriately. For
brevity’s sake, we will use the broader terms ‘honesty’, ‘transparency’ and ‘fairness about
risks’ to refer to our specific expressions in the remainder of this chapter.

Design of Explanations
Based on these specifications, two researchers with a Computer Science background and
one with a Cognitive Science background brainstormed together and generated sentences
that formed explanations expressing the principles of integrity in three different ways. We
followed the notion of situation vignettes following the work by Strackand & Gennerich
[352] to create text-based explanations.

Each explanation creator was provided with a stack of different expressions of the
principles of integrity as identified above. Each note card had one expression printed
on it. Each creator read through each other’s explanations and decided if they felt it
fell within scope or out of scope of the principle to be expressed. For each explanation,
creators then described their reasoning for classifying the expression of integrity as within
or out of scope. In the end, all creators engaged in similar reconstructive processes to
finalize the explanations by controlling the length (word limit [20]) of explanations for
the three integrity aspects (honesty, transparency, and fairness). Overall, three iterations
were performed for each explanation. The main author followed-up with any necessary
questions to determine the researcher’s interpretation of each hypothetical situation.

Once the explanations were completed we divided them in a four-part schema. We
choose to follow a schema to keep consistency and uniformity in the integrity-based
explanations throughout different conditions. Also, keeping a schema supports designing
AI agents who can provide forward-reasoning decision support [418] i.e., helping people
understand the information in phases and make an informed decision.

The first part of the schema shows an explicit reference to the integrity principle,
for example - I think it is important to be transparent, so I’ll tell you how I came to this
decision. This means that the agent explicitly acknowledges that they value a certain
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principle. Further, all explanations contain a reference to the source of the data on which
the suggestion is based; an estimation of the total calorie count based on the identified
ingredients; and the answer the agent picks.

To compare the different expressions of integrity, a baseline explanation was also
designed. This type of explanation did not include a specific reference to an integrity
principle, but always expressed the source of the data, an estimation of calories without
referencing the ingredients, and the final answer chosen by the AI agent.

Expressions of Integrity in Explanations
Our expressions of integrity are portrayed based on the following schemas. In addition to
elements of the baseline explanation (the source of the ingredients and the final answer), all
the integrity based explanations included a list of ingredients identified by the AI system
of a food plate. Variation was added to avoid mechanical and ‘fake’ looking explanations.
Specific examples of the different ways of expressions of integrity through explanations
can be found in the Table 5.2.

1. Honesty explanations always start with a reference to honesty, followed by an
estimation of how sure about the total calories on the plate (e.g. so, I’ll tell you
that I’m not entirely sure about identifying the total calories on this plate). Often a
confidence % is already added, and usually there are at least 2 statements (e.g. one
explaining why this confidence level, one giving options on what the dish could be,
or what it could contain, e.g. It could be Caprese salad with 88% of confidence or
beet salad with 85% of confidence.

2. Transparency explanations always start with a reference to transparency, followed
directly by the selected answer and a I’ll tell you how I came to this decision”.
Following (usually directly) is an indication of how sure the system is of what it
could possibly be, sometimes in combination (e.g. I’m almost sure this is x, however,
I’m not sure about item x”). Sometimes there is a further explanation of why the
system is this sure (e.g. because of the low image resolution, My algorithm has failed
to recognize the identified portion.”), or some more information about the dish (e.g.
Salsa is usually spooned over nachos and are sprinkled with grated mozzarella).

3. Fairness about risks explanations always start with a reference to bias, followed
by an indication of how sure the system is of what it could possibly be, sometimes in
combination (e.g. I’m almost sure this is x, however, I’m not sure about item x). The
reasoning explanation can be an explanation of the (lack of) confidence for a choice
or of the choice itself. There is always either an explanation of the confidence or an
explicit reference to how large the chance of bias in the process or data would be or
even both. In some cases, there is a warning with the final answer that bias might
be present. The specific explanation is unique for every dish, so no explanation is
repeated exactly.

Differences between Integrity based Explanations
1. Baseline v/s Integrity Conditions: The baseline lacks a reference to any specific

principle, and only refers to the source of the data used, an estimation of the total
calorie count and the final answer. The three integrity conditions all include this
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data source, estimation and answer as well. In addition, they each explicitly refer to
their own principle to start.

2. Honesty v/s Transparency and Fairness: Honesty explanations prioritize provid-
ing accurate and truthful information about the AI agent’s decision-making process
and highlighting uncertainty. Also, it is the only one which explains what the
confidence intervals mean.

3. Transparency v/s Honesty and Fairness: Transparency explanations aim to
provide a comprehensive and understandable view of the AI agent’s inner workings,
without necessarily prioritizing the accuracy or truthfulness of the information
provided. Also, it is the only one with a visual representation of ingredients identified,
includes more references to what the decision is based on, and mentions the final
decision both at the start and end, rather than just the end.

4. Fairness v/s Honesty and Transparency: Fairness explanations focus on ensuring
that the AI agent’s decision-making process does not unfairly discriminate against
certain individuals or groups. It also explains why it is certain and where biases
might occur more than the others.

We also designed visual explanations exclusively for the transparency condition of the
integrity as this notion deals with the process of decision making. Our classifier provided
comparative examples of visual classification. These visualizations categorize confidence
values into buckets, such as High / Medium / Low, showing the category rather than the
numerical value. The cutoff points for the categories were best match (confidence score
> 0.8), good match (0.5 < confidence score < 0.79) and unsure match (confidence score <
0.49); refer Figure B.4 on page 159. These cutoff points were set in accordance with prior
study by Kocielnik et al. [198], and Google’s PAIR guidebook [2].
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Table 5.2: Different ways of expressing integrity through explanation by an AI agent

Expression of
integrity

Explanation

Baseline (Aver-
age length = 55
words, SD = 6
words)

The ingredients that I can correctly identify are displayed in the list and their confidence scores.
The information I have is based on the UNESCO food nutrition website data. On adding, the
total calorie count is 738 calories. Therefore, I would tick option 750 based on the identified
ingredients.

Honesty (Aver-
age length = 125
words, SD = 23
words)

I think it is important to be honest, so I’ll tell you that I’m not entirely sure about identifying
the total calories on this plate. I am not confident about the food item encircled in dark white
circle. This is because I have limited training data matching with this encircled food item. The
items that I correctly identified are in the table. The information I have is based on the data
taken from UNESCO food nutrition website. On adding, the total count is 750 calories which is
closer to 738. Therefore, I would tick the option 750 with my overall confidence level as 62.5%.
This confidence level means I am moderately sure about my answer.

Transparency
(Average length
= 128 words, SD
= 19 words)

I have selected 750 calories as the answer to this question. I think it is important to be
transparent, so I’ll tell you how I came to this decision. I found a similar dish based on my
training data from the UNESCO Food & Nutrition website that closely matches the given plate
for the calories count. The dish I found is a curry; however, I am not sure about which curry
it is. The matching visualization is shown next to the identified ingredients. Based on my
training data and similar dish search, the total amount of calories should be 738 calories with
62.5% confidence, similar to the best match example.

Fairness about
risk (Average
length = 130
words, SD = 25
words)

I think it is important to be fair and unbiased, so I will explain how I combat bias in
my answer. I’m not entirely sure about identifying the total calories on this plate. I am not
confident about the food item encircled in dark white circle. This is because there is no clear
pattern among human annotators of this image. This image is labelled as an Indian Madras
curry from UNESCO food nutrition website but I can find annotators for its ingredients only
from the western population out of which no one has a profession tag of chef. They have
classified the encircled item as bay leaf, fish, meat, chicken or beef. The items that I correctly
identified are in the table which gives an estimate of 738 calories. Combining all the existing
knowledge with uncertainty regarding the encircled item I will select the option 750 with my
overall confidence level as 62.5%.



5

98 5 Integrity Based Explanations for Fostering Appropriate Trust in AI

5.4 Method
5.4.1 Participants
One hundred eighty two participants (89 female, 93 male) were recruited to participate in
the study, via the online crowdsourcing platform Prolific (mean age = 24.8 years, SD = 4.4
years) and the student university mailing list (mean age = 22.1 years, SD = 2.3 years). We
recruited through two different methods because we had less turnout of students from the
mailing list due to long study completion time. There were no differences among the two
samples of participants for the responses we received.

A total of 121 participants participated through the crowdsourcing platform and 61
through the university mailing list. We choose Prolific platform because it is an effective and
reliable choice for running relatively complex and time-consuming interactive information
retrieval studies [362]. Participants were selected based on the following criteria: age range
(18+ years old); fluent level of English - to ensure that participants could understand the
instructions; and had no eating disorder - to ensure minimal risk to participants for viewing
different food items.

A 35% of the participants reported having studied computer science or some related
field. Our participants were from 30 different countries, with most participants reportedly
born in the United Kingdom (35), Germany (26), the USA (20), and India (20). Participants
were informed about the nature of the task and the total completion of around 35 minutes.
Those who accepted our task received brief instructions about the task and were asked to
sign an informed consent before beginning their task session.

The studywas approved by theHuman Research Ethics ReviewBoard of Delft University
of Technology (IRB #2021-1779). Prolific participants received an honorarium of £ 5.43/hr
for their participation. All participants were provided an option to participate in 5x 15
Euro Amazon gift voucher raffle prize.

5.4.2 Task Design

Introduction Pre-questionnaire Training

Main Session

Post-
questionnaire

(15 food dishes; order randomized)

• Overview
• Informed

Consent
• Task

Description

• Demographics
• User group
• Propensity to

trust AI
• Care about

eating

(User group selection: order balanced)

• Scenario
• Familiarity

with the AI
assistant

• Trust meter
• Trial round

(between group design; order randomized)

Baseline

Honesty

Transparency

Fairness

Honest 
about 
capabilities

Control 
Group

Focus on 
system 
abilities

Text based 
explanations

How decision
was made

Text & visual 
explanations

Exposing 
biases in data

Text based 
explanations

Explanation helpfulness & usability questionnaire

• Overall
experience

• Changes in
trust meter

• Selecting AI
assistant

(within group design; 
repeated measures)

Figure 5.1: This figure illustrates the experimental design of the user study. Each participant was assigned to a
experimental condition (Baseline, Honesty, Transparency and Fairness about risk) and they finished 15 rounds in
approximately 35 minutes with a 2-minute break after 7 rounds to avoid fatigue effect [70].

We aimed to establish human-in-the-loop collaboration in our experiment; i.e., a human
making a decision with the assistance of an AI assistant. In our experiment, participants
were asked to estimate the calories of different food dishes based on an image of the food.
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We designed this task around calories as an approachable domain for our participants. The
food dishes in the our experiment were specialized dishes from different countries around
the globe. It is rare that participants can judge all the food dishes well but are often good
at judging their own cuisine. Therefore, we told participants that there is an AI assistant to
help them in identifying the correct amount of calories.

During the brainstorming session of the authors, we decided to use the Food-pics
database [34] for selecting our dishes. We selected this database because it contains most
popular dishes for European and North-American populations from across the globe along
with detailed meta-data of the dishes. Fifteen randomly selected food dishes (referred to
as ‘rounds’ hereafter) were taken from this database in the main experiment. Each round
consisted of five steps.
Steps of the task: At the first step, participants were shown an image of a food dish. They
were asked to select their confidence in correctly estimating the calories of the food dish.
Specifically, we asked our participants, on a scale of 1-10, with 1 being ‘Not at all confident’
& 10 being ‘Fully confident’ - How accurately can you estimate the calories of this food
image (Q1)? A zoom-in option was also provided to participants to have a closer look at
different ingredients of the food image. Subsequently, they were asked to guess one of the
four options they believed to be closest to the correct amount of calories in the dish. One
option out of four was always the correct answer, and the first step only involved guessing
the correct answer.

Condition 1

Condition 2

Condition 3
Correct Answer  +10 points 
Incorrect Answer - 10 points

Task:
Step 1: Self-

confidence in task 
(Q1)

Step 2: Estimation 
of AI assistant 
capability (Q2)

Choose
Agent
(Q3)

AI Assistant

Self

Step 4: 
a) Comfort in Decision Making

(Q4)
b) Usefulness of Explanation (Q5)

Step 5:
Global Trust Meter Ratings

Trial Round

.............

.............

.............

Step 3

Condition 4
X points away from 15 EUR Award

Next round

Figure 5.2: A between-subject measure of demonstrated trust. Participants interact with an agent, and then
must choose whether to rely on themselves or the AI assistant to complete each task in a sequence of tasks. An
incorrect answer is a risk to the trustor causing reduction of 10 points and further away from the required points
to receive an award.

At the second step, an AI assistant guessed the correct answer from the same options
as step one. The AI assistant provided a list of ingredients that it believed to be a part of
the dish and the dish name with confidence scores (for details refer Figure 5.3) in real time.
The AI assistant also explained the reasoning for an answer by providing explanations.
Additionally at this step, participants were asked (Q2) to tick a checkbox if they believed
that the AI assistant could better estimate the calories than themselves. At the third step,
participant selected their final decision by choosing between themselves or the AI assistant
(Q3). At the fourth step, participants rated their comfort level in making the decision (Q4)
and usefulness of explanations (Q5). Finally, at the fifth step the correct answer was shown
to the participants and participants were asked to adjust their trust level in the AI assistant.
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Figure 5.3: Illustration (a simplified version) of the four steps performed by a participant of the user-study. In step
1, participants rate their confidence in accurately identifying the calories (Q1). In step 2, the AI agent selects its
answer with its reasoning in form of explanations and confidence scores (Q2). In step 3, the participants makes
their final decision (Q3). Finally, in step 4, participants rate their comfort in decision making and usefulness of
the explanations (Q4 and Q5).

An overview of the above steps is visualized in Figure 5.2.

Scoring method: Each correct answer yielded +10 points, and an incorrect answer cost
-10 points. We specifically applied -10 points for a wrong answer to involve the risk factor
associated with trust. Additionally, participants were informed that if they end up in the
top three scorers on the leaderboard, they will qualify to receive a 15 Euro gift voucher.
The idea to include the leaderboard was to turn a single-player experience into a social
competition and provide participants with a clear goal. Participants were only informed
about the top scores of the leader board and their rank once they finished the task. We
did this to ensure that participants make an informed selection till the end of the task to
qualify for the prize. Based on our exit interviews, participants were careful with their
selection as they wanted to maximize their chance of winning the award.

5.4.3 Measures
We used two types of measures. Firstly, subjective measures where users directly report
their opinion (referred to as ‘subjective measurement’ hereafter) (e.g., [82, 119, 409]). Sec-
ondly, behavioral measures (e.g. reliance [49, 99] and trustworthiness e.g., [114, 117, 170]).
We used the wording AI assistant instead of AI agent for the ease of participants.

Subjectivemeasures: Guided by the trust definition in the human communication research
domain [397], we measured participant’s trust inspired by Yang et al. [406] as four different
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measures: (1) cognitive trust to understand human estimation of AI agent capabilities [177],
(2) participant’s comfort level in making a decision [406], (3) usefulness of the AI assistant
explanation [406], and (4) a global trust meter that captures changes in trust [189].

First, human cognitive trust to follow the AI assistant recommendation was measured
via Q2: Select this [check] box if you think that the AI agent can better estimate the calories
than yourself. We informed our participants that by selecting the check-box they believe
that the AI agent is better at the task than themselves.

Second, human comfort was measured by the question: Q4 - “How do you feel about
your decision?" this question measured participants’ comfort in taking a decision and was
rated on a 10-point Likert scale from Not at all comfortable (1) to Very comfortable (10) with
a step size of 0.2 i.e., step sizes were 1.0, 1.2, 1.4...9.8, 10.0. We included this question in
our user study for two reasons: (1) based on recent work by Yang et al. [406] indicating
the importance of human comfort in decision making and (2) based on our pilot study
where participants often used the word ‘comfortable’ to describe their decision which also
matches with prior work by Wangberg & Muchinsky [387].

Third, AI assistant explanation was measured by the question Q5: “Was the explanation
by the AI assistant helpful in making the decision?" This item was rated on a 10-point
Likert scale from Not at all helpful (1) to Very helpful (10) with a step size of 0.2.

Finally, a linear “Trust Meter" ranged from complete distrust (0) to complete trust
(+100), inspired by Khasawneh et al. [189]. Participants were asked to adjust the trust
meter after every round if their trust in the AI assistant changes. The trust meter was
always available to participants and took the previous round’s trust meter value in every
new round. For the first round, the default value of the trust meter was set at 50.

Behavioral measures: For trustworthiness and reliance on the system, we looked at what
the participant and AI agent did. First, our trustworthiness (TW) measurement was about
who was better at the task, so could be either the participant, the AI agent, or both. It was
measured by considering how far the selected option was from the correct answer. No
two options among the four options were equal distance from each other. For example,
if available options are 25, 66, 97 & 143 of which the correct answer is 97, and human
selection is 66 & AI agent selection is 143 then human TW is higher than the AI.

Second, participants were asked to ‘Select your final decision by selecting among the
two options – yourself or the AI assistant’s guess’ (Q3). With Q3, we measured reliance
(distinct from trust as we discussed in the introduction) by analyzing the behavior of the
participants. If they followed the AI assistant’s advice or decision and selected it, they were
considered to rely on it. If they switched their answer to another answer than the advised
answer, they did not. In case, the two options were same, participants were asked to still
decide based on the reasoning for calories of the dish, classification of ingredients, and
confidence levels. Their choice determined their reliance behaviour on the AI agent.

It is important to note that although trust and reliance are related concepts, they
should be measured as independent concepts. In this work, we follow this distinction as
prounounced by Tolmeijer et al. [363], where trust is the belief that “an agent will help
achieve an individual’s goal in a situation characterized by uncertainty and vulnerability"
[217, p. 51], while reliance is “a discrete process of engaging or disengaging" [217, p. 50]
with the AI agent.
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5.4.4 Experimental Setup
The study was a mixed between- and within-subject design. The within subject factor
was subjective ratings and between subject factor was the integrity condition. This design
choice was inspired by Hussein et al. [162]. Participants were randomly assigned to
one of four different experimental conditions (“Baseline", “Honesty", “Transparency", and
“Fairness"). Each condition had an equal number of participants. We did not manipulate
other factors such as time [260] and workload [84], but we controlled reliability [219] and
risk factors [249]. The advantage of this experimental setup as stated by Miller [262] is that
we can perform detailed analysis on the relationship Trustworthiness → Perceived Trust,
which in turn helps in understanding appropriate trust.

We utilized clarifai Predict API with the ‘Food’ model to recognize food items in images
down to the ingredient level.2 Our visual classifier returned a list of concepts (such as
specific food items and visible ingredients) with corresponding probability scores on the
likelihood that these concepts are contained within the image. Our pre-trained classifier
accuracy was about 75% (11/15=73.33%), roughly matching the average actual classifier’s
accuracy of 72%. The list of ingredients along with their confidence score was represented
in the form of a table as shown in Figure 5.3.

Sequence of trials: Each participant finished all 15 rounds, including a trial round. The
number of rounds was decided to (1) compare with other experiments that studied trust
(e.g., [362, 406]), (2) have enough trials to develop trust but prevent participants from
memorizing the order (serial position effects [156]), and (3) have sufficient data for all the
integrity conditions.

In each condition, participants finished a sequence of trials. All the sequences had the
identical order of correct/ incorrect recommendations by the AI assistant. This identical or-
der allowed us to compare different conditions. We also ensured that the AI agent response
in the trial round was always correct to protect trust in an early stage and to not skew or
strongly bias towards wrong [239]. Food dishes in the sequence were randomized, and the
instances used for training and practice were excluded in the main trials. On completion,
participants were asked to fill in a post-experiment questionnaire targeted towards (a)
their overall experience, (b) possible reasons for their changes in trust meter and (c) their
decision to select themselves or the AI assistant.

Pilot Study & Pre-test of Explanations: We used a think-aloud protocol with three
participants for a pilot study. The aim of the pilot study was to test the experiment
design and check the explanations manipulations. In our experiment, participants were
comfortable with estimating calories of the food dishes based on their familiarity with
the cuisine and often choose the AI agent when they were not confident. For example, a
participant who identified himself as an American often relied on the AI agent to guess
food dish from Myanmar. Similarly, another participant who identified herself as an Asian
often relied on the AI agent for a Mexican food dish. Based on these observations and
UI layout feedback from the participants, we fine-tuned the questions and instructions.
After the experiment was finished, we checked for manipulation of explanations. We asked
our participants to describe the principle of integrity they saw in the experiment from the
2https://www.clarifai.com/models/ai-food-recognition
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note cards that we used earlier with the explanation creators. All participants correctly
identified the integrity principles from the note cards. This result helped us in pre-testing
our explanation and start with the main experiment. We excluded these three participants
from the main experiment.

5.4.5 Procedure
After participants provided informed consent, they saw an overview of the experiment.
As shown in Figure 5.1, participants were first asked to complete a pre-task questionnaire
consisting of (i) demographic questions about their age and gender, as well as (ii) the
propensity to trust scale [118] (Q6) and a balanced diet eating question (Q7) on a 10-point
Likert scale from ‘I don’t care of what I eat’ to ‘I care a lot of what I eat’.

At the beginning of the experiment, we told participants that they would work with an
AI assistant and hinted that it could be wrong in its recommendation. They then took part
in a trial session, read the instructions, saw an example of a food dish, and practiced using
the trust meter. Participants then proceeded to the main session. For each step, as explained
in the sub-section 5.4.4, participants first saw an introduction of what they could expect
to see. In addition, they were asked to focus on the table generated by the AI assistant
for specific food items and visible ingredients with corresponding probability scores. The
screenshots of each step are in Figure 5.3.

5.5 Results
One hundred eighty-two participants participated in the user study, of which 19 (18 from
prolific and one from the university mailing list) did not pass our attention checks, leaving
us with 163 participants. Furthermore, one participant selected the AI agent, and two
always selected themselves, with a total experiment time of only eight minutes, indicating
potentially invalid data. Hence, we removed the data of those three participants. Thus, the
results and analysis include the remaining (160 participants (female = 85, male = 75; mean
age = 23.6 years, SD = 2.8 years). A power analysis of the mixed ANOVA with G*Power tool
[109] revealed that with 40 participants per group, we have a power of 0.93 (considering a
medium effect size of f = 0.25, 𝛼𝑛𝑒𝑤 < .046) [122].

5.5.1 Effect of different principles of integrity on Appropri-
ate Trust

In this sub-section, we analyzed how does the expression of different principles of integrity
through explanation affect appropriateness of the trust of a human in that agent (RQ1)?
For this analysis, we first conducted a descriptive statistics and then performed inferential
statistics on the collected data to study the effect of explanations. The post-experiment
questionnaire responses were analyzed to support the results and are reported in Section
5.6.1.

The categorization of trust categories was calculated based on Table 5.1. Following
the equations in the table, Higher TW was derived based on the TW measurement (as
described in Section 4.3). The value for Human trusts who? was based on the participant’s
response for Q2, and for Human selection, it was based on Q3. On entering these values in
Table 5.1, we got our five different trust categories as described in Section 2.2.
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Frequency Distribution: To understand the frequency distribution of different trust
categories as observed for the explanations expressing different principles of integrity in
Table 5.3 as % distributions. For example, consider a participant who viewed explanations
expressing honesty about uncertainty and who fell into the appropriate trust category
seven times, inconsistency (good and bad outcome) two times each, under trust three times,
and over trust once. Then, for the honesty condition in Table 5.3 we report appropriate
trust as 0.46, inconsistency (good and bad outcome) as 0.13 each, over trust as 0.20, and
under trust as 0.06 on a scale of 0-1. Each condition consists of data of 40 participants
collected over 15 rounds i.e., 600 data points per condition.

Condition App.
Trust

Inconsistency
(Bad)

Inconsistency
(Good)

Under-
trust

Over-trust

Baseline 0.418 0.078 0.327 0.123 0.050
Honesty 0.433 0.068 0.285 0.158 0.053
Transparency 0.410 0.068 0.302 0.153 0.065
Fairness 0.552 0.060 0.218 0.088 0.088

Table 5.3: A contingency table of frequency distribution illustrating number of times different trust categories
were observed given explanations highlighting different principles of integrity. Occurrences are scaled as %
distributions between 0 (no occurrence) - 1 (always occurred).

0

5

10

15

20

25

30

35

Round 1 Round 2 Round 3 Round 4 Round 5 Round 6 Round 7 Round 8 Round 9 Round 10Round 11Round 12Round 13Round 14Round 15

N
u

m
be

r 
of

 t
im

es
 A

p
p

ro
p

ri
at

e 
T

ru
st

 w
as

 a
ch

ie
ve

d

Ability Honesty Transparency Fairness

Wrong 
Answer

Wrong 
Answer

Wrong 
Answer

Wrong 
Answer

Figure 5.4: Figure 4 illustrates the frequency distribution of appropriate trust across 15 rounds and how it is
affected by the wrong answers.

Effect of Integrity Expressions: We found a statistically significant effect of the integrity
principles expressed through explanation on trust categories. A chi-square test of inde-
pendence 𝜒

2(12, N = 40) = 55.11, p < .001, 𝜑𝑐 = 0.30 showed that there is a significant
relationship between trust categories and experimental conditions. We further analyzed
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our contingency table (Table 5.3) as a mosaic plot [150] to investigate relationships between
different trust categories and conditions. While constructing the mosaic plot we extracted
Pearson residuals from the output of the 𝜒 2 results.

We visualized Pearson residuals contribution to the total chi-square score using the
correlation plot (for details refer Appendix B, Figure B.1) as our exploratory analysis. Follow-
ing the correlation plot, a correlation value of 𝜌 = 3.45 between the ‘Fairness about risk’
explanation and appropriate trust category was found. Following Hong & Oh [154], this
correlation implies a strong association between the ‘Fairness about risk’ explanation and
the appropriate trust category.

We were also interested in understanding how different trust categories build up or
are relatively stable over time and how they are affected by the wrong answer. Figure 5.4
illustrates the frequency distribution of appropriate trust across 15 rounds. The figure
shows that appropriate trust drops with the first wrong answer across the four conditions.
However, this effect does not perpetuate in later rounds. It is interesting to note that appro-
priate trust builds up over time (rounds 1 to 4) and recovers slowly after each wrong answer.
We also provide a similar graph as Figure 5.4 in the supplementary for other trust categories.

Predictors for Trust Categories: The trust categories were binary variables in our
study: either the participant achieved appropriate trust or not. For this reason, we also
conducted a multilevel logistic regression per category, predicting proportions of the five
trust categories separately. In our model, each round was treated as one observation i.e.,
each row was one observation, with 15 rows per participant.

Baseline Model: We first created a baseline model, which comprised of a random
intercept per participant and the different explanation conditions. Next, we added the
‘Wrong answers by the AI agent’ as additional fixed effects factor to our baseline model.
Our dependent measure indicated whether this behaviour is an appropriate trust behavior
or not (similarly for other trust categories). Furthermore, we added a lag factor as a fixed
effect to observe the effect of the previous round answer on the trust rating of the current
round. The lag factor was coded as 1 if the previous trial was correct and 0 if not.

Baseline Model plus Covariates: We added three covariates ‘Care about eating’ responses,
‘Propensity to trust’ responses, and human confidence in estimating the calories (Q1) to our
baseline model one by one. Since the 𝜒 2-based ANOVA comparison showed no significant
improvement in the goodness-of-fit of the model upon adding the covariates and none of
the covariates were significant predictor of any trust category, we decided not to include
them in the models. For comparing the models for goodness-of-fit, AIC & BIC values
are provided in the Appendix B, Table B.5. We also report an marginal and conditional
R-squared values, which indicates variance explained by both fixed and random effects,
see Table B.1.

Appropriate Trust: For the appropriate trust category, the ‘Fairness about risk’ explana-
tion was the only statistically significant predictor. The coefficient value of ‘Fairness’ (𝛽 =
0.591, p < .001) is positive. Thus, we can say that when a participant interacted with the AI
agent explaining with a focus on fairness through exposing risk and bias, the participant
was more likely to achieve an appropriate level of trust in the AI Agent.

Inconsistency: For the inconsistency with a bad outcome trust category, we did not find
any statistical significant predictor variable in our analysis. However, for the inconsistency
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with a good outcome trust category, the ‘Fairness about bias’ explanation was again the
only statistically significant predictor variable. The coefficient value of ‘Fairness about
bias’ (𝛽 = -0.526, p < .001) is negative. Thus, we can say that when participants interacted
with the AI agent explaining with a focus on being fair by exposing bias and risk, the
participants were less likely to end up in the inconsistency with a good outcome trust
category.

Under-trust and Over-trust: For both the under-trust and over-trust categories, we did
not find any statistically significant predictor variable in our analysis.

5.5.2 Effect of different principles of integrity on Subjec-
tive Trust

In this sub-section, we analyzed how does human trust in the AI agent change given
these different expressions of integrity principles (RQ2)? For this analysis, we performed
a similar approach as RQ1 first to conduct descriptive statistics followed by inferential
statistics where we focused on a multilevel regression model. Here also, post-experiment
questionnaire responses were analyzed to support the results and are reported in Section
5.6.2.
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Figure 5.5: Illustration of mean responses for changes in Global Trust Meter over 15 rounds. The red coloured
boxes represents when the AI agent provided a wrong answer i.e. round 5, 8, 12 and 13.

Change in Trust level Overtime: We used a global trust meter to capture changes in
trust over time. First, we calculated changes in human trust towards the AI agent over time
by subtracting differences in trust meter values between every two subsequent rounds. As
can be seen in Figure 5.5, trust in the AI agent dropped whenever the AI agent provided
a wrong answer. We recorded an average drop of 15 points in trust score when a wrong
answer was preceded by a right answer by the AI agent. This drop was more than twice
the number of points when there were two wrong answers in a row i.e., around 35 points.
These results seem to confirm that the AI agent’s accuracy influences trust.

Predictors of Subjective Trust Scores: Our dataset includes one row for each partic-
ipant and one column for each variable or measurement on that participant. In the context
of longitudinal data, this mean that each measurement in time would have a separate row
of its own, therefore we analyzed this data using a multilevel regression model following
the instructions by Finch et al. [115, Chapter 5].
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Baseline Model: We analyzed the global trust meter responses as our dependent variable
to test the effect of different principles of integrity expressed through the explanations
with a multilevel regression model with random intercept for trials. In addition, we added
the current round correctness and lag as additional factors in our baseline model to test the
effect of it on subjective trust scores. Since our data is linear we used the LMER method
for this analysis with the lmerTEST package v3.1 [203].

Baseline Model with a lag factor plus Covariates: We now added fixed interaction effect
between the correct/incorrect answer and the lag variable to the model. Furthermore, we
also examined the two-way interaction effect between the correct/incorrect answer with
different explanations types. This model was significantly better than the other two models
for the goodness-of-fit, 𝑃𝑟(> 𝑐ℎ𝑖𝑠𝑞) < 0.05 (refer Appendix B, Table B.4 for further details).
Hence, we finalized this model as reported in Table 5.5.

Following the same procedure as RQ1, we further explored adding same covariates to
our model. Adding these covariates did not improved our model and therefore we did not
include those variables in our final model. Finally, we added human comfort and usefulness
of explanations ratings to the model and found that only the usefulness of explanations
helps in improving our model.

Based on the regression results we can observe that the honesty explanation is a
significant predictor of the trust score compared to other explanations expressing integrity
(𝛽 = 7.84, p < .05) i.e., participants who saw the honesty explanation rated their subjective
trust in the AI agent higher than the other conditions. Furthermore, as shown in Table 5.5,
both the correct/incorrect answer and the lag variable are statistically significant predictors
of the subjective trust ratings (p < .05). This result confirms our intuition observed from
Figure 5.5 where the effect of the correct/incorrect answer on the trust scores can be
observed. Interestingly, the significance of the lag variable show the effect of the previous
round correctness on the current round trust score. In other words, as it is important to
study the effect of the correct answer on the trust score for the current score, it is equally
important to study how the AI agent performed a round before to observe the changes in
the trust score.

Additionally, our results show that the interaction effect between the correct/incorrect
answer and the lag variable is significant (𝛽 = -3.38, p < .05). Given that the sign on the
interaction coefficient is negative, we would conclude that there is a buffering or inhibitory
effect. Analyzing the correct/incorrect answer, lag, and their interaction reveals the drop
and restoration of global trust ratings. For instance, two consecutive correct trials yield
a combined score of 21.44, while a correct trial followed by an incorrect one results in a
high initial drop of 7.77. Similarly, an incorrect trial followed by a correct one leads to a
recovery to 17.05, almost reaching 21.44 again. Two consecutive incorrect trials cause a
complete drop to 0, followed by a gradual recovery to 7.77, 17.05, and 21.44. These findings
align with the results in Figure 5.5.

Moreover, there is a significant interaction effect between the correct/incorrect answer
and the honesty explanation (𝛽 = -4.63, p < .05). This indicates that the impact of errors is
smaller in the honesty condition, as depicted in Figure 5.5. Also, usefulness of explanations
is a predictor of global trust ratings (𝛽 = 9.45, p < .0001). This result means the participants
found the explanations helpful in adjusting their trust levels after each round.
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5.5.3 Effect of different principles of integrity on useful-
ness

In this sub-section, we analyzed how do different expressions of integrity principles in-
fluence the human’s decision-making, and do people feel these explanations are useful
in making a decision? (RQ3)? For this analysis, we performed a similar approach as in RQ2.

Descriptive statistics: We used human comfort ratings (Q4) and usefulness of ex-
planations ratings (Q5) by participants to analyze our responses for RQ3. These ratings
were measured after each trial. Therefore, we followed the same analysis method as for
RQ2. For the human comfort ratings, we did not find any major differences among the four
conditions, refer Figure B.2, Appendix C. The mean ratings for the baseline condition was
6.178 (1.981), for honesty 6.285 (1.863), for transparency 6.246 (1.811), and for fairness 6.128
(1.948). Similarly, for the helpfulness of explanations ratings, we also did not find any major
differences among the four conditions, refer Figure C.1, Appendix B. The mean ratings for
the baseline condition was 6.333 (2.053), for honesty 6.675 (1.764), for transparency 6.486
(1.845), and for fairness 6.423 (1.831).

Predictors of Comfort and Explanations Helpfulness: We analyzed the human
comfort ratings and usefulness of explanations responses as our dependent variable to
test the effect of different principles expressed through the explanations with a multilevel
regression model with random intercept for participants. We followed the similar model
as for RQ2 in analyzing the results of this RQ. Adding the covariates from RQ1 did not
improved our both the models (human comfort and explanations help). Also, adding the
interactions as in Table 5.5 was not helpful in improving the model statistics. Therefore,
we did not include them in our final models. We report the regression model of predicting
the usefulness of explanations in Table 5.6 and human comfort in Table B.2, Appendix B.

Based on the Table 5.6, we can observe that the trust score is a significant predictor
of the usefulness of the explanations (𝛽 = 0.02, p < .001), i.e., participants who rated their
subjective trust in the AI agent could have found the explanations provided by it more
helpful. Similarly, we found that human comfort in decision-making is another significant
predictor of the usefulness of the explanations score (𝛽 = 0.34, p < .001). None of the other
covariates were found to be significant predictors of the human comfort score except the
helpfulness of explanations (𝛽 = 0.35, p < .001).
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Independent variables Coefficient z value Pr(>|z|) Significance

𝛽 SE

Appropriate Trust

(Intercept) Participants -0.262 0.135 -1.931 0.053
Fairness about bias 0.591 0.162 3.650 <0.001 ***
Honesty 0.083 0.161 0.517 0.604
Transparency -0.009 0.162 -0.594 0.552
Wrong Answer 0.077 0.097 0.793 0.427
Lag (Wrong Answer) -0.139 0.097 -1.439 0.150

Inconsistency (Bad outcome)

(Intercept) Participants -2.572 0.240 -10.692 <0.001 ***
Fairness about bias -0.395 0.274 -1.441 0.150
Honesty -0.181 0.263 -0.689 0.491
Transparency -0.170 0.263 -0.645 0.519
Wrong Answer -0.291 0.196 -1.486 0.137
Lag (Wrong Answer) 0.149 0.190 0.786 0.432

Inconsistency (Good outcome)

(Intercept) Participants -0.843 0.128 -6.570 <0.001 ***
Fairness about bias -0.526 0.147 -3.571 <0.001 ***
Honesty -0.225 0.142 -1.583 0.113
Transparency -0.059 0.140 -0.425 0.670
Wrong Answer -0.108 0.106 -1.020 0.307
Lag (Wrong Answer) 0.162 0.106 1.519 0.128

Under trust

(Intercept) Participants -2.180 0.224 -9.720 <0.001 ***
Fairness about bias -0.485 0.289 -1.681 0.092
Honesty 0.333 0.266 1.254 0.209
Transparency 0.246 0.268 0.915 0.360
Wrong Answer 0.236 0.141 1.667 0.095
Lag (Wrong Answer) -0.140 0.143 -0.978 0.328

Over trust

(Intercept) Participants -7.006 1.099 -6.373 <0.001 **
Fairness about bias 1.000 1.001 0.982 0.326
Honesty -0.125 1.014 -0.124 0.901
Transparency 0.080 1.007 0.080 0.936
Wrong Answer -0.031 0.229 -0.137 0.891
Lag (Wrong Answer) 0.184 0.233 0.790 0.430

Table 5.4: Results of GLMER analysis for RQ1 (*: p <.05, **: p <.01, ***: p <.001). The marginal and conditional R2
values are provided in the Appendix B for each model of the trust category.
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Independent variables Coefficient t value Pr(>|t|) Significance

𝛽 SE

Global Trust Ratings

(Intercept) 46.11 2.90 15.88 <0.001 ***
Participants Round 0.01 0.08 0.12 0.907

Fairness about bias 4.06 3.20 1.27 0.205
Honesty 7.84 3.20 2.45 0.015 *
Transparency 0.68 3.20 0.21 0.831
Correct/Incorrect Answer 17.05 1.68 10.14 <0.001 ***
Lag Correct/Incorrect 7.77 1.30 6.00 <0.001 ***
Correct/Incorrect*Lag -3.38 1.46 -2.31 0.021 *
Correct/Incorrect*Fairness -2.71 1.80 -1.51 0.132
Correct/Incorrect*Honesty -4.63 1.80 -2.57 0.010 *
Correct/Incorrect*Transparency -1.55 1.80 -0.86 0.391
Usefulness of Explanations 1.72 0.18 9.45 <0.001 ***

Marginal R2 0.136
Conditional R2 0.534

Table 5.5: Results of LMER analysis for RQ2 (*: p <.05, **: p <.01, ***: p <.001) with LMERTest R Package

Independent variables Coefficient t value Pr(>|t|) Significance

𝛽 SE

Explanations Help

(Intercept) 2.72 0.25 10.88 <0.001 ***
Participants Round 0.01 0.01 1.24 0.217

Fairness about bias 0.09 0.19 0.45 0.654
Honesty 0.29 0.19 1.48 0.141
Transparency 0.13 0.19 0.69 0.491
Correct/Incorrect Answer -0.05 0.08 -0.60 0.548
Lag Correct/Incorrect -0.14 0.08 -1.87 0.062
Trust Score 0.02 0.00 10.30 <0.001 ***
Human Comfort 0.34 0.02 17.93 <0.001 ***

Marginal R2 0.230
Conditional R2 0.391

Table 5.6: Results of LMER analysis for RQ3 - Helpfulness of Explanations (*: p <.05, **: p <.01, ***: p <.001)
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5.6 Discussion
Our results offers three major contributions for discussion in the field of the Human-AI
interaction.

1. We can measure appropriate trust through a formal computation method in the
context of a specific task.

2. Appropriate trust can be enhanced by providing expressions of fairness principle
of integrity in the context of human-AI interaction. Furthermore, appropriate trust
builds up overtime and recovers slowly if an AI agent provides an incorrect output.

3. Subjective trust builds up and recovers better by providing expressions of honesty
principle of integrity in the context of human-AI interaction.

Therefore, in this section we will discuss our results about how the explanations expressing
different integrity principles influenced appropriate trust. Next, we will discuss how
participants perceived the AI agent’s advice and made their decision based on theories
from psychology and social sciences which possibly led them to select the AI agent. Finally,
we will discuss the limitations of our work and possible future directions.

5.6.1 Expressions of Integrity and Appropriate Trust
We found that the ‘Fairness about bias’ explanations were the most effective for fostering
appropriate trust in the AI agent. We know from previous work by Asan et al. [15] that
knowing about biases can influence human trust, which perhaps also explains why trust
becomes more appropriate if human can intervene in AI decision making.

A closer look at our findings shows that in our case, the explanations highlighting
potential bias and risks actually improved appropriate trust through increasing trust
rather than decreasing it. This makes intuitive sense as fairness explanations could have
triggered more cognitive effort resulting in increase of people’s cognitive thinking for
engaging analytically with the explanation [43]. Furthermore, recent education research has
shown that students actual learning and performance was better with the more cognitively
demanding instructions [91]. Overall, Our findings seem to support the proposition that we
should be building explainable and bias-aware AI systems to facilitate rapid trust calibration
leading to building appropriate trust in human-AI interaction [365].

Interestingly, irrespective of which integrity principle was highlighted, explanations
seem to have helped our participants in correcting under-trust and over-trust (see Figure
5.3). In particular, being explicit about potential biases and risks actually decreased incon-
sistent behaviour with a good outcome over the other explanation types in some cases
(including those cases where trust was appropriate). A possible reason is that these expla-
nations exposed potential bias(es) in the data or the model which could have convinced
the participants to follow the AI agent. For example, P62 reported that “If the AI Assistant
says dataset is biased, then [it’s] true I suppose and it’s more trustworthy than my common
sense because I haven’t seen the data, so I will stick to my initial trust decision (P62, Fairness
about bias condition)". Similarly, P133 reported “I feel like the results of [the model] were
strange hence I went with my decision first but I was wrong, so next time for a similar round I
choose the [AI] Assistant and it was right. Hence, I decided to follow him [AI Agent]! (P133,
Fairness about bias condition)"
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Another finding of our study was that irrespective of what principle of integrity was
expressed in the explanation, around 30% of the time participants ended up in the incon-
sistency (good and bad outcome) trust category. This shows that even when participants
reported that they trusted the AI agent to be better than themselves, they still quite often
chose not to rely on it. Based on our exit interviews, we found that participants acted in-
consistently several times during the experiment to increase their score leading to winning
the gift voucher. For example, P20 told us “I think [AI Agent] it is better in identifying this
dish, but it was also wrong with a similar dish in one of the previous rounds, so I will choose
myself because I do not want to lose any points."" Similarly, P77 said “Ahh, I was just checking
if I say I trust [AI Agent] him but do not go with him then what will happen. If it turns out to
be good, I will do this again to keep my score up".

We found none of the covariates, ‘Care about eating’ and ‘propensity to trust’ a predictor
of subjective trust score and any trust category. For ‘Care about eating’, a potential reason
could be that people who rated higher on caring about their eating behaviour were more
aware of the different ingredients with their calories level that were known to them and
vice-versa. Given the images of the food items in our experiment were diverse, this could
have impacted their skills to judge the calories well. For example, P97 with a score of 10
for the ‘Care about eating’ question reported that “I am very picky about what I eat as I
need my balanced diet. However, this task is not easy as it has many international cuisines!".
For, ‘propensity to trust’ one possible explanation can be that this dispositional covariate
became less important as system experience increased. Alternatively, this covariate could
influence trusting behaviors more than trusting beliefs. More research is needed on the
effect of propensity to trust factors over time.

5.6.2 Subjective trust, helpfulness and comfort
Subjective trust is not the same as appropriate trust [406]. Chen et al. [61] identified in
their study that participant’s objective trust calibration (proper uses and correct rejections)
improved as intelligent agent became more transparent. However, their subjective trust
did not significantly increased. The ‘Fairness about bias’ explanation in our work helped
in fostering appropriate trust in the AI agent. However, it did not necessarily improve
participant’s (subjective) trust. This result is in line with Buçinca et al [43] who showed that
there exists a trade-off between subjective trust and preference in a system of human+AI
decision-making.

From Figure 5.5 and Table 5.5, it is evident that the subjective trust ratings for the
‘Honesty’ explanations are significantly higher compared to the other explanation types.
This observation can be explained by the explicit references to honesty by the AI agent as
reported by P102 “It [AI Agent] mostly talks about being honest and based on all rounds -
I think it is, so I trust it (P102, Honesty condition)". We can recall that the AI agent in the
‘Honesty’ condition expressed its honesty by stating it cared about honesty and adding
further information about uncertainty in the decision-making. This expression of honesty
resonates with Wilson [399] who argue that as long as communication is performed in a
honest way, it produces ecological integrity affecting trust.

We also found the effect of the current and the previous round correctness on the
subjective trust ratings, refer Table 5.5. This result is echoed from prior study by Tolmeijer
et al. [362] who showed that system accuracy influences the trust development in an AI
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system. Furthermore, the effect of the previous round correctness i.e., the lag in Table
5.5 had a influence on the trust score as well. This result indicates that trust is not only
influenced by how the system is performing now but also on how it performed before.
Human trust develops over time and depends on many factors. Also, each interaction with
a system can alter the trust in that system. For example, Holliday et al. [152] looked at trust
formation within one user session, they found that the impression of system reliability at
each time point shapes trust. Our results are in line with van’t Wout et al. [376] who show
that the outcome on a previous round (whether trust was repaid or abused) had an effect
of how much a participant trust other participant to send money over.

Turning to the transparency explanations, based on post questionnaire responses, the
participants found the visual part of the explanation difficult to follow. For example "I can
see there is best, good and unsure match but I have no idea it really helps as everything looks
almost same! (P140, Transparency condition)". Additionally, we believe that the combination
of visual with textual explanations may have hampered understandability as reported by
P17 "That’s simply too much of information for me!" (P17, Transparency condition).

Overall, trust scores exhibit a consistent level of stability, particularly an initial overall
level of trust that remains steady over time, except in cases where an error occurs. (Figure
5.5). This is in line with our intuition of how trust works. Interestingly, while an increase
of trust between rounds three and four was expected, trust recovers to same levels between
rounds six & seven and nine & ten. A potential explanation can be that the AI agent’s early
impressions positively influenced the AI agent’s perceived reliability, leading to increased
trust even after inaccurate advice.

The result in the Table 5.6 demonstrates no effect of type of explanations on participant’s
usefulness of explanations ratings. However, we found that participant’s trust and human
comfort scores significantly predicted the usefulness of explanations ratings. We can
understand this result as if an explanation was helpful; participants often rated their trust
and comfort in the decision-making process higher than the non-helpful explanations.

We also found that participant’s decision-making comfort levels were similar across
conditions. However, the explanations score significantly predicted the participant’s com-
fort level. A potential reason might be that other individual factors more strongly influence
the subjective notion of the comfort of decision-making than the differences between our
explanations. Another possible explanation is that different types of explanations by the AI
agent did not necessarily improve the comfort level but only assisted in decision-making. A
previous study focusing on integrity among colleagues reported that showing integrity did
not increase the comfort level of employees to rely on each other [396]. This result aligns
with our findings, where it is hard to establish human comfort by expressing principles
related to integrity.

5.6.3 Understanding human psychology advice utilization
Advice utilization has been studied in the literature of psychology to understand how
humans utilize the advice given by others [231]. Jodlbauer and Jonas [175] found that
while three different dimensions of trust (competence, benevolence, and integrity) mediate
between advisor and listener, for the acceptance of advice, trust in advisor integrity played
the strongest mediating role in human-human interaction.

Given that all the AI agents in our user study had the same competence level, the only
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difference was what principle of integrity was highlighted in the explanation of the AI
agent. This might partly explains why integrity expressions of fairness through exposing
potential bias and risk; and honesty about uncertainty in decision making could have
worked for RQ1 and RQ2 compared to the baseline condition.

The theory by Bazerman and Moore [29] can help us partly understand why explana-
tions exposing potential bias and risk were significantly different from the other expla-
nations used in this study. They showed that humans are limited in their rationality and
are often subject to cognitive bias. Furthermore, when decisions involve risks based on
unbiased advice and people cannot weigh all relevant information, decision-makers often
use the advice [29] which helps in reducing their own bias. Therefore, participants’ trust
in the ’fairness about risk’ condition was more appropriate compared to other conditions.
For example, P73 reported that “I was not sure about different type of vegetables in the salad
but the AI told me correctly that it was also not sure, hence I decided not to trust it and went
with my best possible option - which was eventually correct!".

5.6.4 Reflections on design considerations for building ap-
propriate trust

In the prior research, appropriate trust is often linked with [not] relying on the AI system
when it makes a [in] correct decision. This notion of appropriate trust heavily relies on the
capability of theAI system leaving out other factors that can influence trust, such as integrity
or benevolence. Here, our work serves as an example of how expressing different principles
related to integrity through explanations can establish appropriate trust in human-AI
interaction. Therefore, an essential focus of designing AI for fostering appropriate trust
should be both on the capability as well as the integrity of the AI system. However, this
comes with the challenge of obtaining accurate measurement information regarding the
machine learning models’ performance, bias, fairness, and inclusion considerations.

Lord Kelvin has promoted measurement with his memorable statement: “If you cannot
measure it, you cannot improve it [187]” There is much discussion on the AI systems
to be appropriately trusted. However, there are very few suggestions for measuring the
appropriate trust. Part of this lack of literature onmeasurement is because trust is subjective
in nature. What seems an appropriate trust for person A won’t be appropriate for person
B. Nevertheless, it is also crucial for humans to calibrate their trust, recognizing that AI
systems can never be 100% trustworthy. Likewise, we made an attempt to capture trust into
various categories (appropriate, over/under trust, inconsistency) through formal definitions.

We believe that our proposed formal definitions can help facilitate communication
between researchers, practitioners, and stakeholders by providing a common language and
understanding of what is meant by measuring appropriate trust. Furthermore, it can set
clear expectations for how trust should be measured, can promote a better understanding
of what trust means and what aspects of trust should be considered [32]. We hope this
work highlights the need for guidelines to incorporate a method to capture appropriate
trust and develop an understanding of human decision-making with psychological theories
such as advice utilization.
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5.6.5 Limitations and Future Work
Our work limits itself to exclusive decision making, which does not represent the full
spectrum of possible human-AI interaction. Our task was inspired by scenarios in which
a human needs to make a conscious choice to either follow the system advice or their(s)
own; such as the autopilot mode or cruise control in a car. Therefore, our findings may
not generalize to every scenario such as human-AI teaming where the focus is more on
the collaboration. Additionally, in our definition of appropriate trust, we did not further
explore the reasons for the selections made by the human. Interesting notions for further
study are how our notions of appropriate trust can be influenced by the delegation of
responsibility focusing on different choices people make in the delegation. For example,
people are more likely to delegate a choice when it affects someone so as not to take the
blame if something goes wrong [351].

In our user study, we used images of various food items for estimation of food calories
based on a machine learning model. In our day to day situations, people hardly use such
technological advances. Therefore, the level of realism can be further improved in the
future studies. Furthermore, our users got 15 trials in the same condition which could have
led to possible learning or fatigue effects even though we provided a break after seven
rounds. Also, the order of the wrong AI advise was same across the conditions which made
us hard to control the possible fatigue effects.

We have utilized situation vignettes to craft our explanations. In our work, custom
build explanations to highlight different principles related to integrity were better suited to
our user study, i.e., by explicitly revealing the importance of individual notions of integrity
(honesty, transparency and fairness) in a calories estimation task. In this, we attempted
to keep other variables (e.g. length) mostly the same, but for instance it was inevitable
that the baseline explanation would be shorter. The style was controlled for in some way
by having the same authors for all explanations, but here too, differences might exist
between conditions. For instance, the ’fairness about risk’ explanation might have been
a little more technical, as it explained where in the process risks could come from (e.g.
bias in training data). Although we cannot exclude such influences, we would argue that
such slight differences will always be inevitable when expressing different principles in
explanations. More research on e.g. style of writing, length, etc. would be relevant to
further control for such factors [380].

Finally, our explanations express the related principles of integrity in one specific way,
and different methods of expressing these might have different effects on trust than what
we found. However, with this work we show a method for the AI agent to express its
integrity in form of explanations and our aim for this research was not to design effective
explanations but to study the how different expressions of integrity can help in building
appropriate trust.

A future research direction to scale this work could look at how we can create vignettes
by systematically combining actions of the agent based on the affect control theory [143]
in the real time. For example, one could adopt ensemble machine learning methods as they
are shown to perform well and generalize better for generating action based situations [94].
One could also look at PsychSim [304] framework which combines two established agent
technologies: decision-theoretic planning and recursive modeling for crafting explanations
using machine learning models.
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Furthermore, the understandability of explanations might be further enhanced by
design specialists, and tested by crowdsourcing with a diverse demographic sampling.
Broader findings would further enable designers to craft explanations to make AI systems
more understandable and trustworthy. Finally, further work can explore trusting behaviour
targeting both integrity and benevolence as antecedents of trust.

5.7 Conclusion
Our user study was a means to employ the formal definition of appropriate trust and
understand how expressions of principles related to integrity through explanations can
help in fostering appropriate trust. In this chapter, we (a) provided a formal definition of
appropriate trust following the interpersonal perspective of trust, (b) investigated different
ways of expressing principles related to integrity through explanations — honesty about
uncertainty; transparency about the decision making process; and fairness in terms of
being open about potential bias & risk by an AI agent, and (c) showed the effect of these
different types of integrity based explanations on the end user’s appropriate trust. Our task
involved an exclusive decision making process where participants were required to select
either themselves or rely on the AI agent for the task. Our results show a strong correlation
between expressing integrity focused on fairness in openness about biases & appropriate
trust. In summary, the two key takeaway messages of this work are (1) a measurement
method for appropriate trust in exclusive decision making task and (2) expressing integrity
principles in explanations given by an AI agent has the potential to improve end users’
appropriate trust and enhance the appropriate use of AI systems.



5

117

III
Application Lens





6

119

6
Fostering Appropriate Trust

in AI-based Predictive
Policing Systems: A

Case-Study
.

 Siddharth Mehrotra, Folkert van Delden, Eva Bittner, Ujwal Gadiraju, Catholijn Jonker, Myrthe Tielman.
Fostering Appropriate Trust in AI-based Predictive Policing Systems: A Case-Study. Under review at 7th AAAI
Conference on AI, Ethics, and Society (Santa Clara, CA) (AIES ’ 24)



6

120 6 Fostering Appropriate Trust in AI-based Predictive Policing Systems

Law enforcement agencies worldwide are increasingly using machine learning systems for
crime prevention and resource allocation. Predictive policing, a notable example, employs
data analysis and algorithms to predict criminal activity and optimize resource deployment.
Concerns regarding user trust levels in such systems have garnered significant attention.
Under-trust may lead to inadequate reliance, while over-trust can result in over-compliance,
negatively impacting tasks. Users must maintain appropriate levels of trust. Past research
indicates that explanations provided by AI systems about their inner workings can enhance
user understanding of when to trust or not trust the system. The role of explanations in building
trust varies based on the task and user expertise. This study explores the impact of different
explanation types (text, visual, and hybrid) and user expertise (retired police officers and lay
users) on establishing appropriate trust in AI-based predictive policing systems. While we
observed that the hybrid form of explanations significantly increased the subjective trust in
AI for expert users, no form of explanation significantly helped in building appropriate trust.
The findings of our study underscore the nuanced relationship between explanation types and
user expertise in establishing appropriate trust, emphasizing the importance of reevaluating
the use of explanations. Finally, based on our results we synthesize potential challenges along
with policy recommendations to design for appropriate trust in AI-based predictive policing
systems.

6.1 Introduction
Artificial Intelligence (AI) is rapidly reshaping public organizations globally, mainly through
machine learning approaches that automate routine administrative tasks and support
decision-making [45]. One of the key components to achieving effective decision-making
is a user’s appropriate trust in AI systems. Despite recent efforts towards enhancing trust
in algorithmic decision-making systems (e.g., adding explanations [95, 252, 406], human
oversight [282, 338, 363], and confidence scores [26, 417], comparatively little attention has
been paid to building appropriate trust in them. Both under-trust and over-trust are deemed
inappropriate [217, 294, 314], instead we require trust to be appropriate. Under-trust can
lead to under-reliance, and over-trust can lead to over-compliance, which can negatively
impact the task [252]. In this work, we study whether we can improve the appropriateness
of trust in an AI decision support system (goal). We propose to do this through explanations
(means), and position our work in the context of AI-based predictive policing (context).

Explainable AI (XAI) is meant to give insight into the AI’s internal model and decision-
making [395] and has been shown to help users understand how the system works [52, 287].
Efforts to ensure that AI is trusted appropriately are often in the form of explanations
[24, 226, 252]. While there are few prior works showing explanations not helping in
trust calibration [24, 43, 417], there is no consensus on this in the community. Several
recent works show the usefulness of explanations in trust calibration [211, 218, 252, 377].
Given this clear lack of consensus, the effect of XAI on appropriate trust requires further
exploration.

Explanation can be communicated in different forms by an AI system, making it
difficult to choose an appropriate design. For example, explanations could be visual in the
form of a graph such as a saliency map [4], or textual in the form of words and phrases
or analytical, allowing users to explore the data and the model [142, 194]. Despite the
considerable interest each of these methods received individually, only a few studies have
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compared these different presentation methods to learn when, why, and for whom they
work [277, 295, 313, 353]. To address this research and empirical gap, in this study, we
investigate how users interact and perceive different explanations, such as textual, visual,
or a combination of text and visual (i.e., hybrid) to foster appropriate trust.

We choose AI-based predictive policing as our use case because it represents a critical
domain where appropriate trust is pivotal due to the high-stakes nature of decision-making.
Furthermore, examining how different explanations impact appropriate trust in this context
is highly practical as it informs the design and deployment of AI systems particularly in
sensitive areas like law enforcement, promoting responsible and effective use. [257].

According to Ribera et al. [309], the goal of XAI depends not only on the presentation of
explanations but also on the type of end-user that is on the receiving end of the explanations.
For example, developers and AI experts might use the explanations to verify that the
system is working as expected. Previous research has shown that the hybrid form of
explanations significantly improves correct understanding for lay users compared to visual
explanations [353]. However, little work has been done so far to compare the utility of
different explanation methods in building appropriate trust between expert users and lay
users. In the predictive policing use-case, this comparison is relevant as some police officers
might have less professional experience to draw on than others, for example, police officers
who have recently joined the department. Therefore, in this study, we will compare the
utility of different types of explanations with both expert and lay users (moderation factor).

As we wanted to understand the moderating factor of user expertise in our study
design, we perform a application-grounded evaluation followed by a human-grounded
evaluation. This is in line with Doshi-Velez & Kim [97] (Fig. 1, Page 2) who identify the
value of different layers of evaluation within XAI focusing on functionality, grounding and
presentation. Our sample of police officers corresponds to application-grounded evaluation
which includes real humans and real tasks. On the other hand, our sample of lay users
corresponds to human-grounded evaluation which includes real humans and proxy tasks.
Human-grounded evaluation is appealing when experiments with the target community is
challenging to recruit to obtain the enough sample size [193, 209] which was the challenge
for us in this study. Furthermore, we echo Doshi-Velez & Kim [97] recommendation
that “Just as one would be critical of a reliability-oriented paper that only cites accuracy
statistics, the choice of evaluation should match the specificity of the claim being made.".
Our contribution is centered around a specific application warrants assessment within the
framework application-grounded and human-grounded evaluation to answer our following
research questions (RQ3 and RQ4).

We aim to address the following research questions:

RQ1: What effect do different types of explanations (no explanation, textual, visual or
hybrid) have on building appropriate trust in AI-based predictive policing systems?
RQ2: How does human trust in the AI assistant change given these different types of
explanations?
RQ3: Do lay users or experts find these explanations useful in making a decision?
RQ4: Is there a moderating effect of user expertise influence the role of explanations
in establishing appropriate or subjective trust?
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We investigated the first question by prompting users with a selection of hotspots
for predictive policing that gauge their understanding of the explanation at hand and see
whether they can appropriately trust the system. For measuring appropriate trust, we
adopt several existing measures from the literature. The second question is addressed
by asking participants to rate their perceived trust in the AI assistant, and the third by
asking participants to rate the usefulness of the explanations over multiple rounds in our
study. Finally, we address the last question by recruiting and comparing participants with
different expertise (police officers and lay users) and studying the role of explanations in
building appropriate and subjective trust.

Original Contributions. Through our work in this chapter, we make the following
contributions:

1. We present the first study exploring the effect of different types of explanations
on building appropriate trust in AI-based predictive policing systems.

2. We illustrate the effect of user expertise on different types of explanations for
building appropriate trust.

3. By conducting two user studies (N=192), we show how explanations can shape
perceptions of the AI system and how participants often end up in the trap of
confirmation biases.

4. Based on our results, we highlight research challenges and recommendations
for the design of XAI-based predictive policing systems.

6.2 Background and Related Work
6.2.1 Appropriate Trust
Appropriate Trust in AI systems has rapidly become an important area of focus for re-
searchers and practitioners. As technology evolved from automated machines to decision
aids, virtual avatars, robots, and AI teammates, appropriate trust has been studied in depth
and breadth across various domains. Appropriate trust is often linked to the alignment
between the perceived and actual performance of the system [406]. Mehrotra et al. argue
that human trust in the AI system must be appropriate because, with appropriate trust
in AI, people may be simultaneously aware of AI’s potential and limitations [252]. This
should reduce the harms and negative consequences of misuse and disuse of AI [217].

Definitions
It is important to understand how we define appropriate human trust in AI (Human-AI
trust) when trying to achieve it. On the one hand, the definitions of appropriate trust are
linked to system performance or reliability, such as:

1. Appropriate trust is the alignment between the perceived and actual performance of
the system [243, 247].

2. Appropriate trust is to [not] follow a [in]correct recommendation. Other cases
(where trust is not appropriate) lead to over-trust or under-trust [406].
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3. In human-robot teaming, appropriate trust is maintained when the human uses the
robot for tasks or sub-tasks the robot performs better or safer while reserving those
aspects of the task the robot performs poorly to the human operator [282].

On the other hand, the definitions of appropriate trust are related to trustworthiness
and beliefs such as:

1. Appropriate trust in teams happens when one teammate’s trust towards another
teammate corresponds to the latter’s actual trustworthiness [114].

2. We can understand ’appropriate trust’ as obtaining when the trustor has justified
beliefs that the trustee has suitable dispositions [81].

3. Appropriate trust occurs when (i) the human estimates that the AI agent is better
at the task than the human, (ii) also the actual TW of the AI agent is equal to or
higher than the human’s TW and (iii) the human selects the AI agent for the task
and vice-versa (Chapter 5).

Inevitably, despite the crucial role of appropriate trust in ensuring the successful use of AI
systems, there is currently a fragmented overview of its understanding. This conclusion
resonates with Jacovi et al.’s overview [166], who calls for these definitions to be more
precisely defined and differentiated.

The use of Explanations for Fostering Appropriate Trust
A common method to achieve appropriate trust is by adding transparency to the system
through explanations. Intuitively, this makes sense as understanding an AI system’s inner
workings and decision-making should, in theory, also allow a user to understand better
when to trust or not trust a system to perform a task [252]. Explanations focus on the
inner workings of AI systems, appearing either for every AI recommendation or under
specific circumstances. It has been shown that an AI agent who displays its integrity in
the form of explanations by being explicit about potential biases in data or algorithms
achieved appropriate trust more often than being honest about capability or transparent
about the decision-making process [252]. Also, Buçinca et al. have shown that explanations
with ‘cognitive forcing functions’ were effective in trust calibration, as here the AI system
adjusts to the user’s attitude and behaviour following the signs of over- and under-trust
[43]. Therefore, building on these prior works, we use explanations in our study to elicit
appropriate trust.

6.2.2 AI-based Predictive Policing & Trust
AI-based predictive policing employs advanced algorithms and machine learning to analyze
historical crime data, facilitating proactive crime prevention strategies [9, 139]. In light of
the EU AI Act’s regulatory framework, the use of predictive policing systems, which heavily
relies on advanced data analysis methods, may come under scrutiny and be subject to
compliance with the Act’s provisions on high-risk AI applications in law enforcement [75].
This introduces a dimension of accountability and transparency in deploying predictive
policing technologies within the legal and ethical parameters defined by the EU.
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Currently, there are fourmain applications of predictive policing being used in European
and American police departments: CAS (Crime Anticipation System) in the Netherlands1,
ProMap and PredPol in UK2, and Soundthinking in the US3. Multiple studies have been
conducted to explore the effectiveness of these applications and how police officers trust
them [125, 240, 281]. For example, Meijer et al.’s study highlights two patterns of algorith-
mization of government bureaucracy - the ’algorithmic cage’ (Berlin, more hierarchical
control) and the ‘algorithmic colleague’ (Amsterdam, room for professional judgment)
[258]. Specifically looking at trust, a study by Selten et al. shows that police officers trust
and follow AI recommendations congruent with their intuitive professional judgment and
that textual explanations do not affect trust in AI recommendations [332]. Building upon
these prior works, we explore the role of different explanation types and user expertise on
appropriate trust.

6.3 Study Design
In our main user study, we sought to characterize the main and interaction effects of
different explanations on appropriate and subjective trust and the role of user expertise. To
understand the role of user expertise, we conducted two user studies. In the first user study,
we recruited 12 ex-police officers from the Dutch police who retired in the last five years
and had experience with predictive policing systems. We call this group of participants as
"Expert users". In the second user study, we recruited 180 crowd-sourced workers without
experience with predictive policing systems. We call this second group of participants
"Lay users". As indicated in section 1, our choice of recruiting two different set of users is
necessary to answer RQ3 & RQ4 and is situated in line with prior work of Doshi-Velez &
Kim [97] focusing on application- and human-grounded evaluation given the challenges of
recruiting experts sample.

Before data collection, we had preregistered our hypotheses, research design, and data
analysis plan for the main study4.

6.3.1 Designing AI system’s Explanations
We conducted a preliminary study with three expert users to inform us about the design of
explanations (Appendix C). Building on insights from this preliminary study, we sought to
design our explanations as a combination of input-influence and case-based explanation
types. Also, we added weather and escape route information to the explanation based
on an insight which emerged during our preliminary study. Once we decided on the
content of the explanations, we looked at established guidelines in the literature on crafting
them. We selected the guidelines by Szymanski et al. [353] because they conducted a
state-of-the-art literature survey and a formative study on XAI. The guidelines include (a)
quantifying each parameter’s contribution to an instance prediction, (b) what parameters
lead to predictions, (c) finding instances that have similar predictions, (d) locating regions
where model predictions are uncertain, and (e) displaying an overall predictions. To explain

1https://kombijde.politie.nl/vakgebieden/ict/predictiv
2https://www.lawsociety.org.uk/topics/research/
3https://www.soundthinking.com/law-enforcement/crime-analysis-crimetracer/
4https://osf.io/hka58/?view_only=a1cdf92f29d64e7289047c8a8da41855

https://kombijde.politie.nl/vakgebieden/ict/predictiv
https://www.lawsociety.org.uk/topics/research/
https://www.soundthinking.com/law-enforcement/crime-analysis-crimetracer/
https://osf.io/hka58/?view_only=a1cdf92f29d64e7289047c8a8da41855
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the predictive policing system’s decision in a textual form, we generated sentences per
input parameter using the template described by Hohman et al. [151]:

The system predicts a higher likelihood of incidents in hotspot A/ B/ C/ D based on (historical
crime data OR proximity to dense forest/ highway/ sea OR last arrest of offenders) [A]. The
X% confidence score reflects (strong/ weak) support [B], and the remaining X% acknowledges
potential unknowns like X [C]. Major contributing factors to this decision include C1 (X%), C2
(X%), and C3 (X%) [D]. Furthermore, a similar case was found in X’s police records, where
offenders were caught near X [E]. A strong/ no correlation with severe weather (snow or
thunderstorms) was found while making this decision [D]. (Tip: Weather prediction for the
next three days is X; allocate resources accordingly.

Weight of 
different 
factors

45%

15%

25%

15%

Major contributing factors

Demographics

Surveillance Cameras

Day of the week

Others

Decision Higher likelihood near Highway A54

Possible escape route

AI Assistant 
Confidence

Confidence

Uncertainity

Uncertainty about: 
Recent trends in time 

patterns as last update was 9 
months ago

{

Reasoning about uncertainty

{

Whether a similar case was observed 
by another police department?

Delft✅

Is there any correlation with weather 
and past offenders' behaviour?

No❌

Weather 
Prediction

Today Tomorrow +2 Days

}

{Different 
factors 
causing the 
decision

{Final decision

Figure 6.1: Visual explanations for a selected instance. The final decision, weight of different factors, reasoning
about uncertainty and weather prediction corresponds to textual explanations.

Here, [A] denotes overall prediction, [B] denotes the confidence in the prediction,
and [C] shows regions where the model prediction was uncertain. [D] quantifies each
parameter’s contributions, and the name of the parameters, and [E] denotes instances
that have similar predictions. The contributing factors were among the following: (C1)
Historical crime data and incident reports, (C2) Geographical information, (C3) Time and
day of the week, (C4) Weather information on the crime date, (C4) Demographic statistics,
(C5) Resource availability and (C6) Socioeconomic data.

To enable a fair comparison, the visual explanations contained the same information
as the textual explanations. Figure 6.1 shows an example of a visual explanation used in
the study. Text annotations on this figure correspond to the bold alphabets [A...E] of the
textual explanations. Finally, as prior research on designing hybrid explanations is limited
[265], we based our design only on previous work done by Szymanski et al. [353], who
combined visual explanations with text.
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6.3.2 Traditional Investigation Notes
Based on our preliminary study, police officers often follow traditional methods (diary
notes, intel from other units and instructions from the department) for investigation in
conjunction with predictive policing systems. On the one hand these notes serves as the
ecological validity (in real life police officers often use their diary notes for investigation)
for the task and on the other hand they make sure that there is a ’joint’ knowledge for our
both groups of participants. Furthermore, these notes provide evidence supporting the
information presented and were added in the study to provide a reason to disagree with
the AI and follow own intuitive judgement. An example of a note used in this study is as
follows:

You have (less than a year OR more than three years of experience) in this area shown on
the map [A]. According to your diary notes, under the cover of darkness, the past offenders
often slip through the labyrinth of narrow alleyways matching with the hotspot A/ B/ C/ D
[B]. According to the intelligence department of the Police, the last fugitive vanished into the
dense forest after following the alleyways [C].

Here, [A] denotes the overall experience of the police officer in the selected area, [B]
denotes diary notes and probable hotspot selection, and [C] shows the intel from the
intelligence department of the police.

6.4 First User Study - "Expert Users"
6.4.1 Participants
For our expert study, we recruited 12 retired police officers (aged between 65 and 70, 10M:2F)
who retired in the last five years from the Dutch police. Our goal was to recruit experts
who had prior experience with predictive policing systems or were in-charge of making
decisions related to crime prevention. The retired police officers fulfilled these criteria as
they were mostly in higher positions in their hierarchy before they retied. Furthermore,
given the discussions around the new EU AI Act, police officers in the current force were
hesitant to join our user study. Therefore, we decided to recruit retired police officers as
they fit our goal of expert users. This study was approved by the Human Research Ethics
Review Board of our university (IRB 2023-1779) and was conducted in the Dutch language.

6.4.2 Methodology
Independent variable

• Explanations (categorical, between-subjects). We assigned each participant to one of
four configurations:

1. No explanation: participants saw hotspot selection by the AI assistant but not
how this decision was made.

2. Text-based Explanations: participants saw the hotspot selection by the AI
assistant and how this decision was made in textual form as described in
section 6.3.1.

3. Visual Explanations: participants saw the hotspot selection by the AI assistant
and how this decision was made in visual form as described in section 6.3.1.

4. Hybrid (Text+Visual) Explanations: participants saw a combination of text-
based and visual explanation.
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Dependent variables.
• Appropriate Trust (continuous). Adapted from [206, 252, 406, 417]. These measures
are described in section 6.4.2.

• Subjective Trust (continuous). We used a global trust meter that captures changes
in trust for each round ranged from completely distrust (-100) to completely trust
(+100), adapted from [189, 252, 406].

• Usefulness of Explanations (continuous). The usefulness of explanations was
measured on a 7-point Likert scale from Not at all helpful (1) to Very helpful (7),
adapted from [406].

Descriptive and exploratory measurements
We use these variables to describe our sample and for exploratory analyses, but we do not
conduct any conclusive hypothesis tests on them.

• Age group (categorical). Participants will select their age group from multiple
choices.

• Level of education (categorical). Participants will select the highest level of educa-
tion they have completed.

• AI literacy (continuous). Average score of the four items defined by [329].

• Propensity to Trust (continuous). Propensity to Trust scale by Merritt et al. [260]
(adapted).

• Personal experiences as a police officer and use of AI a) Have you ever worked
with predictive policing systems in the past? and b) Do you have prior experience
with the use of AI in predictive policing systems?

• Task stakes perception (continuous). In this study we have considered scenario
such as pick-pocketing as non-violent crime and sexual-offense as a violent crime
based on the Dutch WODC Magazine Recidivism5. Since the stakes involved in a
decision are subjective[186], we will capture task stakes perceptions using [228].

• AI Confidence Score (categorical, within-subjects) AI accuracy was communicated
to participants as a part of the explanations. (1) High (Confidence Score > 75%) and (2)
Low (Confidence Score < 75%) based on [416].

• Geographical Experience (categorical, within-subjects): Prior experience with
policing about the shown geographic area on the map was communicated in the
dairy notes. (1) Amount of professional experience : Limited (> 3 years experience)
and Amount of professional experience : High (< 3 years experience).

5https://magazines.wodc.nl/wodcmagazine/2019/03/high-impact-crime-hic

https://magazines.wodc.nl/wodcmagazine/2019/03/high-impact-crime-hic
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Measurement of appropriate trust
In this study, we used two measurements of appropriate trust and calibrated trust used in
prior research. We used distinctive measures for appropriate and calibrated trust based
on the definitions provided in the literature [89, 279, 402]. For example, Mehrotra et al.
show that different definitions and measures of appropriate and calibrated trust exist in
the literature [255]. We argue that it is necessary to study multiple measures to understand
when trust can be classified as appropriate or calibrated, as different measures may result
in slightly different outcomes. Our measures are:

1. Measure 1 (App1): Appropriate trust is to [not] follow an [in]correct recommenda-
tion [406].

2. Measure 2 (App2): Appropriate trust occurs when (a) the human estimates that the
AI agent is better at the task than the human, (b) also the actual TW of the AI agent
is equal to or higher than the human’s TW and (c) the human selects the AI agent
for the task and vice-versa [252].

3. Measure 3 (Calib1): Switch percentage, the percentage of trials in which the
participant switched from their initial prediction to use the AI’s prediction as their
final prediction [417].

4. Measure 4 (Calib2): Agreement percentage, the percentage of trials in which the
participant’s final prediction agreed with the AI’s prediction [206].

Table 6.1: Categorization of measures of appropriate trust

Round Human TW AI TW AI Correctness Human Correctness
1 High High Correct Correct
2 Low High Correct Incorrect
3 Low Low Correct Incorrect
4 High High Incorrect Correct
5 High Low Correct Correct
6 Low High Incorrect Incorrect
7 Low Low Incorrect Correct
8 High Low Incorrect Correct

For App2, we have classified the human expertise based on the provided notes (High or
Low) and AI expertise based on the available data (High or Low). Furthermore, we have
categorized the cases where AI’s suggestion and human’s diary notes correspond to the
correct selection of the hotspot for predictive policing. The hotspot’s correctness can never
be proven in real life as it’s more about the relative risk compared to other areas. Hence, to
simplify, in our work the correctness of a hotspot was simply based on the permutations
of trustworthiness and combinations of AI & Human correctness, refer to Table 6.1. As to
Calib1 and Calib2, the main difference between these two measures of calibrated trust
was that the agreement percentage Calib2 would count the trials in which the participants
and the AI’s predictions agreed and counted as the final decision. In contrast, the switch
percentage Calib1 would only consider cases where they disagreed and had to switch
intentionally.
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Procedure
Our experiment aimed for human-in-the-loop collaboration, where participants made
decisions assisted by an AI assistant. Participants, after providing informed consent and
answering descriptive and exploratory questions, were introduced to the AI assistant. The
AI assistant was hypothetically trained on the last ten years’ crime data in the Netherlands.
Finally, they were assigned to one of the four explanation types as per section 6.4.2.

Introduction Pre-questionnaire Training

Main Session
Questionnaire after 

each round

• Overview
• Informed 

Consent
• Task 

Description

• Demographics
• User group
• Propensity to 

trust
• AI Literacy

(User group selection: order balanced)

• Scenario
• Familiarity 

with the AI 
assistant

• Trust meter
• Trial round

(between group design; order randomized)

Baseline

Text-based 
explanations

Visual design 
of text-based 
explanations

Control 
Group

Textual 
explanations

Visual 
Explanations

8 rounds

• Usefulness of 
explanations

• Changes in 
trust meter

• Perceived 
contestability

(within group design; 
repeated measures)

Hybrid 
Explanations

Text + Visual 
Explanations Human – AI  

Agreement: Decide 
whom to select

• Human 
select

• AI Select

• Human 
Decide

Figure 6.2: The experimental design of the user study. Each participant was assigned to a specific explanation
type (Baseline - no explanation, Text, Visual and Hybrid) and they finished 8 rounds.

Step 1: Trial Study - Participants were tasked with choosing a hotspot for resource alloca-
tion, specifically for police patrol. They read diary notes (refer to section 6.3.2) for guidance
and made their selection. The AI assistant then chose a hotspot based on hypothetical train-
ing data sourced from Het dataportaal van de politie https://data.politie.nl/,
offering reasoning using one of four explanation configurations. Participants were then
prompted to make a final selection, either affirming their or the AI assistant’s choice or
selecting a different hotspot and providing a reason.
Step 2: Main Study - After completing the trial round, participants received details about
the main study, comprising eight rounds, each focusing on either violent (e.g., murder)
or non-violent (e.g., pick-pocket) crimes. Participants had a limited 3-minute window for
hotspot selection. They were instructed that the (hypothetical) intelligence unit chief would
review their hotspot selections at the end of the experiment. Correct selections earned
+10 points, while incorrect ones incurred a -10 point deduction. Due to time constraints,
immediate result verification was not possible, prompting participants to proceed to the
next round swiftly. Additionally, a bonus was promised for those achieving a top 3 score
Step 3: End of the Study - Participants completed the post-experiment questionnaire after
the main study. They were asked to rate task stakes perception and how familiar they were
with the geographical areas shown in the study. Furthermore, we also asked them two
open-ended questions: (a) Do you think the AI assistant offered an appropriate explanation
of the decision-making process? Why? If not, what explanation do you think it should
have offered? and (b) How was your overall experience with this user study? Also, please
elaborate on how the AI assistant’s reasoning helped (or did not help) you to trust its
decision. Once they answered these questions, they were shown their final score and
whether they qualified among the top 3 scorers. A pilot study with five HCI researchers
revealed no significant usability flaws, see Appendix C for details.

https://data.politie.nl/
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6.4.3 Results
Descriptive Statistics
Of the 12 participants in our user study, 10 had at least a Bachelor’s degree. All of them
claimed to have heard about predictive policing systems, whereas only two of them had
heard of or had experience using AI in predictive policing. Our participants’ average score
of AI literacy was 6.8 (SD = ±1.1) on a scale of 0 to 10, and their propensity to trust AI
systems was 7.2 (SD = ±1.25) on a scale of 0 to 10. The average duration of the study was
32 minutes (SD = ±3.25), and each participant spent an average of 2 minutes 35 seconds
(SD = ±0.60) per round. Our analysis revealed no major differences in the frequency count
of our measures of appropriate trust between the explanation types. However, subjective
trust scores were comparatively higher for hybrid explanations (Mean = 60.98, SD = 5.62)
when compared to all other explanation types (Mean = 41.23, SD = 10.83).

Inferential Statistics
We used Kendall’s (tau) correlation to explore the association between our dependent
variables. The correlation plot is shown in Appendix C, Figure C.1. Interestingly, there
was no significant correlation between App1 and App2 measures, but Calib1 and Calib2
measures were significantly positively related. A possible explanation for this result is that
bothCalib1 andCalib2measures look at the participant’s final decision, whereas forApp1
and App2, the focus is on an accurate recommendation for the former and trustworthiness
for the later. Additionally, we found subjective trust responses significantly positively
correlated to both Calib1 and Calib2 and the usefulness of explanations measure. This
means that as the perceived usefulness of an explanation increases, so does the level of
trust that participants place in the system.

In addition to the above tests, we performed an exploratory analysis to understand our
results better and identify potential interesting trends. Note that these are not confirmatory
results as we did not preregister any analyses presented in this subsection. We performed
correlation analysis on our exploratory variables. Our results indicate that the propensity
to trust AI systems was positively significantly correlated with AI literacy (r=0.556) and
subjective trust ratings (r=0.255). Interestingly, the propensity to trust AI systems was
also positively significantly correlated with the task stakes perception. On adding our
dependent variables to the analysis, we found no significant correlation between them and
our exploratory variables, refer to the correlation matrix in Figure C.2, Appendix C for
further details.

Qualitative Analysis
We first translated the transcripts in English with the help of two native bilingual speakers
and performed qualitative analysis using a reflexive thematic analysis [39]. We inductively
generated individual codes from our participants’ responses to the open-ended questions
and then clustered them into code groups. We identified two main areas: one related to
explanation presentation & clarity, and the other related to perceptions of the AI system.
Explanations Presentation and Clarity: Overall, participants from the hybrid and
textual explanations group found the explanations to be clear and structured. P7 (textual
explanation) wrote, “the use of public language rather than technical jargon helped decide to
go with the AI assistant". On the other hand, there were mixed reviews from participants for
the visual explanations and no explanations categories. P11 (no explanations) expressed the
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desire for more underpinning or context with the explanation. P5 (visual explanation) found
visual explanations to be overwhelming. Also, 50% of participants wrote they followed
their reasoning first and then looked at AI assistant’s recommendation.
Perceptions of the underlying AI system: There were mixed reviews regarding the help
provided by the AI assistant. From the far opposing end, there were concerns about the use
of AI in predictive policing where P8 (baseline) wrote, “the use of AI in predictive policing is
fundamentally wrong because you cannot train a system to do policing". Interestingly, we
also found some quotes related to AI capabilities that supported P8’s thinking. P12 wrote,
“AI does not possess human intuition and experience. Hence it cannot help in the way that
my notes from my teams can" and P4 wrote “AI rarely captures the considerations of the
perpetrator, which is important in understanding any crime as found discussed among officers".
Some police officers (P4, P6, P7, P11) found the AI assistant less appropriate than real police
when its uncertainty was high. On the other end, participants appreciated the AI assistant’s
decision, when it aligned with the participant’s understanding or AI provided additional
information that was new to the participant. For example, P1 wrote, “The information about
the existing military unit was useful because it requires a cooperative operation then."

6.5 Second User Study - "Lay Users"
We conducted another user study to understand user expertise’s role and assess expla-
nations’ role in fostering appropriate trust at a scale. We computed the required sample
size using the software G*Power [109] for an ANOVA with main effects and interactions,
specifying the default effect size of 0.25, a significance threshold of 𝛼 = 0.05, a desired
power of 0.8, 4 groups, and the respective degrees of freedom for the different hypotheses
we aimed to test. The result indicated that we require approximately 179 participants.

We recruited 209 participants from Prolifc (https://prolifc.co). Each participant was at
least 18 years old, highly proficient in English, and could participate in our study only once.
Participants were rewarded based on a $10 hourly rate, and the median completion time
was 28 minutes and 11 seconds. Participants were excluded from data analysis if they did
not pass at least one of the attention checks in the experiment. This led to 180 participants
(age between 18 and 65+, 94M:86F), i.e., 45 participants per explanation type. The study
was conducted on Qualtrics (https://www.qualtrics.com), where participants authenticated
with a registration token received on Prolifc. This study was approved by our university’s
Human Research Ethics Review Board (IRB 2023-1780) and was conducted in English.

6.5.1 Methodology
Each participant had to follow the same methodology as the first user study (section 6.4.2)
except that they also answered the following question - Have you worked for the police
in the past, or are you currently working? In addition to the questions about personal
experiences as a police officer and the use of AI (section 6.4.2). Concretely, this means we
wanted to filter the participants who have worked for the police in the past or the present
as they might have expert knowledge about predictive policing and would not classify as
lay users.

6.5.2 Results
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Descriptive Statistics
Of the 180 participants in our user study, 29.44% were between 18 and 24 years old, 44.44%
between 25 and 34 years old, 17.77% between 35 and 44 years old, and 8.33% were between
45-65+. 77% of the participants had at least a Bachelor’s degree. None of them claimed
neither to have ever worked for the police nor were they aware of the predictive policing
system. The average score of AI literacy among participants was 4.67 (SD = ±1.25), and
their propensity to trust AI systems was 4.31 (SD = ±0.91). The average duration of the
study was 23 minutes (SD = ±4.25), and each participant spent an average of 2 minutes 5
seconds (SD = ±1.03) per round to make the final selection.

Inferential Statistics
Before conducting any statistical analyses, we mapped all (seven-point) Likert scale answers
onto an ordinal scale ranging from - 3 (i.e., strongly disagree) to 3 (i.e., strongly agree). The
result of Shapiro-Wilk shows that our data followed the normal distribution. Therefore,
we conducted an ANOVA with explanations as between-subjects factors and different
measures of appropriate trust as the dependent variables. We found no main effect of
different explanation types on any measure of appropriate trust (p > 0.05, 𝜂2

𝑝
< 0.01).

We conducted another ANOVA with the same between-subjects factors but with sub-
jective trust ratings and usefulness of explanations as the dependent variable. Next to the
F statistic and p-value, we also report the partial eta squared 𝜂

2

𝑝
effect size. We found a

significant difference between different explanation types on the perceived usefulness of
the explanations (F (3,1436) = 4.35, p < 0.005, 𝜂2

𝑝
= 0.2). The post hoc analysis revealed

that hybrid (p < 0.013) and visual explanations (p < 0.001) were significantly better than
no explanations for the usefulness of explanations ratings. However, we did not find any
evidence indicating the effect of different explanation types on subjective trust responses
(p = 0.479, 𝜂2

𝑝
< 0.01).

In addition to the analyses described above, we conducted multiple linear regression to
analyze the association of independent and dependent variables and exploratory analyses
to explore any trends in the data to better understand our results. Our results show that
App2 (𝛽 = 4.31, p < 0.001), Calib2 (𝛽 = 8.59, p < 0.001) and AI assistant’s correctness (𝛽
= 11.01, p < 0.001) predicted the measure App1 (𝑅2 = 0.40, AIC = 1502, BIC = 1560), with
AI assistant’s correctness being the strongest predictor. Similarly, we found perceived
usefulness of explanations (𝛽 = 2.16, p < 0.001) and AI assistant trustworthiness (𝛽 = 12.58,
p < 0.001) predictors of App2 (𝑅2 = 0.393, AIC = 1311, BIC = 1314) other thanApp1. Finally,
we found Calib2 (𝛽 = 9.34, p < 0.001) and perceived usefulness of explanations (𝛽 = 19.45, p
< 0.001) predicted the subjective trust scores (𝑅2 = 0.267). Finally, we did not find evidence
of any exploratory variable affecting measures of appropriate trust.

Qualitative Analysis
We followed a similar approach as in section 6.4.3 to perform our qualitative analysis. We
identified two main topics of interest: evaluation of AI’s reasoning and doubts about AI’s
effectiveness.
Evaluation of AI’s reasoning: Participants, in general, had a positive attitude towards
the AI assistant across all explanation types due to (a) lack of expertise for the task, P24
(no explanation): “I think this system know what it is going, I just need to use it accordingly
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as this task is very new to me", (b) in-depth reasoning of the decision, P96 (textual explana-
tion): “I believe various factors considered by the AI, such as historical crime data, weather,
demographics, and spatial relationships are useful to decide.", and (c) breaking the tunnel
vision, P77 (visual explanation): “I find visual information appealing and photos, maps, past
crime patterns are right to the point, especially the link with weather is something I could
never think off." Some participants expressed reassurance from AI’s logical reasoning (P9,
P23, P55, P149, P180) and expressed higher trust when their hotspot selection was similar
to AI (P112, P106, P155, P47, P33).
Doubts about AI’s effectiveness: Several participants (23%) expressed scepticism about
the AI assistant’s effectiveness irrespective of explanation types. They put forward the
desire for consideration of (a) real-time factors (P25, P40, P164), (b) more transparency
(P54, P109, P1172), (c) resolution of discrepancies between AI and personal judgement (P37,
P111, P140), and (d) providing validation approaches for AI decision-making (P50, P74,
P101). Furthermore, 12 participants reported that if the explanation was hard to understand
and follow, they just followed the AI assistant’s answer because it is too much work to
determine whether the AI is right or wrong. For example, P78: "region around Assen is
under control of military so how as a police officer can make any judgement, go with AI!"

6.6 Discussion
6.6.1 Effect of explanations on appropriate and subjective

trust
Our findings show that explanation types, including ‘no explanations’ had no impact on
any measures of appropriate trust in either user study (RQ1). To interpret these results, let’s
revisit the definitions of our measures, App1 and App2. For App1 to occur, participants
must [not] follow [in]correct recommendations, and for App2, understanding both the
trustor and trustee’s trustworthiness is crucial. Our analyses indicate that, on average,
participants correctly selected the hotspot four times in study 1 and three times out of
eight rounds in study 2, suggesting a 50% error rate. Moreover, in user study 1, participants
utilized the AI assistant to confirm their intuitive professional judgment rather than com-
paring trustworthiness, leading to a lack of substantial variations in explanatory formats.
Therefore, regardless of expertise, participants failed to perceive meaningful distinctions
in trustworthiness, leading us to conclude that there was no effect on appropriate trust,
regardless of the type of explanation provided, including no explanation.

For RQ2, our findings indicated that hybrid explanations were significantly rated better
on subjective trust than all other explanation types in study 1. However, this trend was
not apparent in study 2. This result suggests potential variations in how different user
groups perceive and respond to explanation types echoing the work by Szymanski et al.
[353]. Several factors could contribute to this divergence. It is conceivable that the prior
professional experience of retired police officers influenced their preference for hybrid
explanations, given their familiarity with complex decision-making processes. In contrast,
lay users in study 2 might have different expectations or preferences. Additionally, the
significant positive correlation between (a) propensity to trust AI systems, (b) AI literacy
and (c) subjective trust ratings which was only visible for retired police officers could have
contributed to the observed differences.
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Increase in trust doesn’t mean trust is appropriate
The finding that hybrid explanations were significantly rated higher on subjective trust
in study 1 raises critical questions about the conventional assumption that higher trust is
inherently positive. While the observed increase in trust suggests a positive perception
of the hybrid explanations, the lack of a parallel effect on appropriateness challenges the
simplistic notion that elevated trust equates to improved system performance. The danger
lies in uncritically assuming that higher trust is universally advantageous [24, 252], as this
study indicates that trust can rise without a corresponding improvement in appropriateness.
Assuming higher trust is always better could inadvertently divert attention from the
primary goal of ensuring the effectiveness and appropriateness of AI systems, particularly
in sensitive domains like predictive policing. This calls for reevaluating trust as the sole
metric of success.

We recognize that appropriate trust is a complex topic as it requires consideration of the
influence of context, the goal-related characteristics of the agent, and the cognitive processes
that govern the development and erosion of trust [61]. However, use of explanations
to promote users trust in AI may not help them make better decisions. This calls for
exploration whether alternative approaches, beyond explanations, should be explored or if
the shortcomings lie in the quality of the provided explanations [24].

Advocates for diversifying appropriate trust-building methods argue for incorporating
transparency, user engagement, or iterative feedback processes [114, 252]. Conversely,
proponents of refining explanations contend that if appropriate trust is lacking, it might
indicate a need for enhancing the clarity and quality of explanations rather than abandoning
this approach [250]. We believe striking a more balanced approach should prioritize a
holistic evaluation that includes appropriateness (goal), ensuring that any increase in trust
aligns with the system’s intended purpose (usability) and the user’s needs (usefulness). We
propose investigating Miller’s approach using Evaluative AI which provides an alternative
to XAI with hypothesis-driven decision support [263]. The author reports that evaluative
AI approach helps in trust calibration because (a) it aligns with the cognitive decision-
making process that people use when making judgements and decisions, and (b) there is
no recommendation to follow which pushes users not to trust blindly.

6.6.2 Usefulness ofexplanations, userexpertise&exploratory
measures

In both of our user studies, we found a significant effect of the perceived usefulness of
explanations on participants’ subjective trust scores (RQ3). This result confirms that
although explanations did not help build appropriate trust, participants found them helpful
in making decisions and it increased subjective trust for expert users. Moreover, the
significant prediction of subjective trust scores by the usefulness of explanations emphasizes
the perceived quality of explanations in shaping users’ overall subjective trust. This implies
that users’ trust assessments are not solely based on the accuracy of predictions but are
also influenced by the perceived value of provided explanations.

Our results also did not indicate that user expertise moderated the role of explanations
in building appropriate trust (RQ4). However, subjective trust of only expert users was
significantly higher with hybrid explanations. This finding underscore the importance of
considering user expertise in understanding human trust in AI systems as outlined by prior
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studies [265, 309, 353]. Especially for this characterization, researchers already argued
that the users are a key aspect to be considered when designing explanations [14, 48, 349].
Moreover, Gunning et al. [135] identified that a key challenges in XAI is tailoring the
explanations to the expertise of end user.

A key notable difference between expert and lay users was the time spent on each
round to decide. We found that most lay users followed the AI assistant advice as it is
(42%), and expert users followed a more thorough, analytical approach as indicated in the
open-text responses (75%). This observation can be explained by work from Wang et al.
[388], who points out that inexperienced users are more susceptible to reinforcing effect.
For example, when lay users interacted with unfamiliar information (rugged terrain), they
often relied on the AI, which resulted in over-reliance.

Finally, on analyzing the role of our exploratory variables, we discovered a positive and
significant correlation between propensity to trust AI systems and AI literacy, subjective
trust scores, and crime classification by the AI system in study 1. However, none of these
exploratory variables affected the dependent variables in study 2, suggesting contextual
or participant-specific factors may contribute to the observed differences. For instance,
participants in study 1, with a higher trust in AI, also exhibited greater AI literacy (average
score of 6.80) compared to study 2 (average score of 4.67). Additionally, variations in the
characteristics of the AI system related to predictive policing may have influenced variable
relationships differently in study 2. Further exploration of these contextual differences
could provide insights into the nuanced factors influencing trust and its correlations
with various variables.identified predictors of appropriate trust, including AI assistant
correctness and trustworthiness, reveal commonalities in the importance of effective
communication between AI systems and users across both expert and lay User contexts.
These findings underscore the need for tailored approaches to communication irrespective
of user expertise levels. Overall, recognizing the differences in expertise levels can guide
the development of user-specific strategies, ensuring that AI technologies effectively meet
the diverse needs of both experts and lay users.

6.6.3 Policy Implications - Challenges and Recommendations
Fundamentally, the advantages of AI-based predictive policing lies in considering temporal
and spatial dimensions, distinguishing it from traditional methods. However, certain
challenges must be addressed first to utilize this technology fully. Here, we will first
illustrate the challenges based on this study and propose recommendations to overcome
them.
(1) Both expert (retired police officers) and non-expert users (lay users) appear prone to
confirmation bias when interpreting AI recommendations.
(2) Both expert and non-expert users sometimes align with their biased judgment. This
is especially worrisome as AI systems are prone to reproducing human decision-making
biases and errors [332].
(3) The use of explanations in predictive policing scenario can lead to higher subjective
trust but not appropriate which do not necessarily help the users make better decisions.

Given these challenges, the outcomes of our studies carry significant implications for
shaping policies surrounding responsible AI practices. The apparent finding that increase
in subjective trust with the use of explanations does not lead to better decisions underscores
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the importance of looking at alternatives beyond explanations. Policy initiatives should
encourage a shift in the focus of AI system development and deployment towards fostering
appropriate trust rather than solely prioritizing an increase in subjective trust through
explanations. To achieve this, we advocate for following policy measures based on our
findings:
(1) Performance Metrics that Reflect Decision Quality: We encourage the adoption
of evaluation metrics that go beyond subjective trust scores and incorporate measures
of decision quality such as appropriate trust being the end-goal or examining usability.
This ensures that the effectiveness of AI systems is assessed based on their impact on
decision-making rather than just the perceived trust.
(2) Understanding user expertise: Our study showed multiple differences between the
two user groups. Therefore, we propose integrating user-centric design principles into
policy frameworks, emphasizing the importance of tailoring explanations to meet the user
expertise.
(3) Maintaining human discretion to overturn AI recommendations - We found that
expert users do not unquestioningly trust and follow all AI recommendations but weigh
them against their professional knowledge. Therefore, evidence based expert judgment,
such as the human-in-the-loop, should be included to override decisions. For example,
the system was used less restrictively in the Netherlands and seen as a "helping hand". In
contrast, in Germany, police officers could less easily divert from recommendations by the
predictive policing system [258]

6.6.4 Limitations and Future Work
A major limitation of our study is the small sample size in Study 1, limiting the gener-
alizability of findings. While our sampling method aligns with standards in predictive
policing studies [124], the results may not represent the broader population. Future work
should consider a larger sample size and a different XAI approach to better understand
how to establish appropriate trust in such systems. Additionally, the hypothetical nature
of the scenarios may not fully capture the complexities of real police decision-making. Our
intentional use of scenarios requiring individual hotspot selection with an AI assistant
contrasts with the likely team-based approach in reality. These scenarios are akin to those
discussed by Ferguson [112] addressing issues related to the rise of "big data policing" who
also points out to concern with the underlying data than trust in such systems.

Given the inherent limitations of the study, experimental conditions and fictitious
vignettes cannot fully replicate authentic police decision-making, as key factors influencing
complexity were not thoroughly delineated. Future research could enhance robustness
by employing more rigorous methodologies, incorporating stronger manipulations, or
utilizing real-world interventions. Exposure to police decision-making or activities us-
ing advanced technologies like virtual reality [244], or employing deliberative polling,
represents potential avenues for more comprehensive investigations.

6.7 Conclusion
In this chapter, we looked at the effect of different type of explanations (text, visual and
hybrid) and user expertise (retired police officers and lay users) on fostering appropriate
and subjective trust in an AI-based predictive policing system. Our results show that hybrid
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form of explanations raised subjective trust of expert users compared to lay users in the AI
system. However, none of explanation types helped participants in forming appropriate
trust in the system. We argue that this result of an increase in trust is worrisome, as it does
not lead to better decisions. Based on these results, we highlight challenges in building
appropriate trust in human-AI interaction, and propose important policy recommendations
centered around fostering appropriate trust in AI-based predictive policing systems.

We hope this chapter will serve as a “call to action” for the AIES community to shift
focus from the use of explanations for just promoting trust in AI systems to fostering
appropriate trust instead.

6.8 Impact Statements
6.8.1 Ethical Considerations Statement
In formulating our survey, we adhered to the ethical guidelines outlined in HCI methodol-
ogy [42] to ensure the anonymity of participants and the protection of their data privacy.
Furthermore, our study and data management plan received approval from the ethics
committee at our university. Retired police officers were recruited through open adver-
tisements on retired police officers’ online community channels. Lay participants were
recruited via the Prolific platform and were compensated for their involvement. To ensure a
representative sample, we established pre-screening criteria including country of residence,
self-reported socio-economic status, ethnicity, and geographic location. No identifiable
information was collected, and all responses were temporarily stored on a secure server.
To prevent confusion regarding the predictive policing system, a statement was included
at the conclusion of the study clarifying that the system described was only a prototype,
albeit loosely based on existing systems. Additionally, it was emphasized that the research
aimed to explore whether system explanations contribute to trust formation, and contact
information for the lead author was provided.

We recognize that our study, which delves into the question of which types of explana-
tions foster appropriate trust in a system, raises concerns regarding potential dual use. For
instance, malicious entities could exploit our findings to manipulate trust, particularly by
framing technical system functionalities in a way that appeals to cognitive biases and by
highlighting their perceived "intelligence." Moreover, these entities could utilize insights
from our study to target specific demographics that appear more prone to trusting systems.

6.8.2 Researcher Positionality Statement
Wepresent our research team positionality according to thework byDoshi-Velez &Kim [97].
Our focus in this study is on exploring effect of different presentation type of explanations
on appropriateness of trust. We used predictive policing system as a use-case in our study
as such systems are already in use and it demonstrates a critical real life example of human
decision-making involving high risk.

The first author of this work has a background in HCI and AI governance. He positions
himself as an enthusiast of (mixed methods) research methodology. His research career
has focused on understanding how people interact with technology, and how technology
impacts human cognition. The second author of this work is an active police officer with 10+
years of experience working for the Dutch police in their software division. He positions
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himself at the intersection of designing effective technological solutions for the police and
understanding their impact on the society. The third author positions herself with the
design of collaboration processes and practices for knowledge-intensive work using the
capabilities of modern ICT. The fourth author positions himself in the domain of Crowd
Computing and Human-Centered AI. He has worked extensively in exploring challenges
towards building better AI systems and facilitating better reliance of humans on AI systems.
The fifth author positions herself in conducting decades long research on computational
trust and automated negotiation in multi-agent systems and human-agent teams. Finally,
the sixth author has a background in cognitive artificial intelligence and HCI. She positions
herself towards understanding how we can create technology which interacts with humans
in a meaningful way.

6.8.3 Adverse Impact Statement
However, the ethical dilemmas associated with predictive policing and its impact on affected
individuals are not the primary focus of this study. For readers interested in exploring these
issues further, we direct them to refer to section 2.2. Our research ultimately advocates for a
balanced, thoughtful, and well-informed approach to the utilization of predictive algorithms.
This approach acknowledges the inherent biases present in technology and emphasizes the
pivotal role of human agency and law enforcement in shaping the objectives of algorithms,
guided by scientific evidence tailored to each unique technological application.
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7.1 Conclusions
The research presented in this thesis focuses on designing AI systems to foster appropriate
human trust. It uses three lenses, formal, social and application, to study and design
appropriate trust in human-AI interactions. Starting with a formal lens, it provides a logical
understanding of what we mean by appropriate trust as well as an understanding of trust
in human-AI dyads, and formalizes the integrity of the AI systems (Chapter 2). Next, the
formal lens was adopted to draw up a novel Belief, Intentions, and Actions (BIA) mapping
to study commonalities and differences in the concepts related to appropriate trust based
on a systematic review (Chapter 3).

The social lens was adopted to understand how a human and anAI agent value similarity
influences a human’s trust in that AI agent (Chapter 4). Also, within the social lens, we
studied how expressing integrity through explanations can help build appropriate trust in
AI systems, along with a measurement method for appropriate trust based on a specific
task in human-AI interaction (Chapter 5). Finally, we adopted the application lens to study
how user expertise and different styles of explanations affect user’s appropriate trust in a
specific application area – Predictive Policing (Chapter 6). The main research question of
this thesis is:

How can we design for appropriate human trust in human-AI interaction?

From this main research question, five sub questions were derived. These questions focus
on the different aspects of fostering appropriate human trust in the AI agent.

1. RQ1: How can we formally define appropriate human trust in human – AI interac-
tions?

2. RQ2: What’s state-of-the-art in fostering appropriate trust in AI systems?

3. RQ3: How does human and AI agent value similarity influences a human’s trust in
that AI agent?

4. RQ4: How does the expression of different principles of integrity through explana-
tions affect the appropriateness of human’s trust in the AI agent?

5. RQ5: How do different types of explanations can help build appropriate trust in a
predictive policing AI system?

The chapters presented in this thesis was aimed to answer these research questions. The
conclusions from these chapters are as follows:

RQ1: How can we formally define appropriate human trust in human – AI
interactions?
To address the first research question, we posited that how trustworthy an AI agent is
for a human and how a human trusts the AI agent (human’s belief in the AI agent’s
trustworthiness) should be similar to get appropriate trust. When human’s beliefs diverge,
it can lead to either under-trust or over-trust in the AI agent. Based on the theoretical
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constructs, we conceptualized appropriate trust through formalism of nested beliefs and
proposed to view them in a human-AI agent dyadic relationship. Furthermore, we studied
the salient role of not only mutual human – AI agent trust but also a dyadic relationship
between the human and the AI agent, including belief formation, in shaping human trust.
Finally, we also studied an AI agent’s integrity and benevolence towards a human for a
specific task. Overall, we provided a formal understanding of what we mean by appropriate
human trust in human–AI interactions and the factors affecting it, particularly the integrity
of the AI agent.

RQ2: What’s state-of-the-art in fostering appropriate trust in AI sys-
tems?
To answer the RQ2, we studied the state-of-the-art literature on building appropriate trust
by examining its evolution, definitions, related concepts, measures, and methods. First,
we provided an overview of the history of appropriate trust in automated systems. This
overview highlighted the focus on studying the over- and under-trust in automation in the
1980s to the emergence of calibrated trust as a key research topic across various disciplines
in the 2010s.

We proposed a Belief, Intentions, and Actions (BIA) mapping to highlight commonalities
and differences between appropriate trust and their related concepts. Following this
mapping, we presented the results of the systematic review, discussing different ways to
measure appropriate trust – (a) perceived, (b) demonstrated, and (c) mixed measures; types
of tasks used, approaches to building it – (a) transparency, (b) perception, (c) guidelines and
(d) studying the continuum of trust, and results of the appropriate trust interventions – (a)
positive and (b) negative. We identified three key challenges in studying appropriate trust
(a) discord and diversity in concepts related to appropriate trust such as calibrated trust,
justified trust, responsible trust etc., (b) a strong focus on appropriate trust in capability,
leaving out other aspects of trust such as benevolence and integrity, and (c) issues involved
in adequately measuring appropriate trust such as when to categorize trust is appropriate.
Finally, we summarised our observations as current trends, potential gaps, and research
opportunities for future work.

RQ3: How does human and AI agent value similarity influence a human’s
trust in that AI agent?
To answer the third research question this thesis presented a user-study with 89 participants
who teamed up with five different AI agents, which were designed with varying levels of
value similarity to that of the participants. In a within-subjects, scenario-based experiment,
AI agents gave suggestions on what to do when entering the building to save a hostage.
We analysed the agent’s scores on subjective value similarity, trust and qualitative data
from open-ended questions.

Our results showed that agents rated as having more similar values also scored higher
on trust, indicating a positive effect between the two. Furthermore, we found that 42% of
the participants responses from the open-ended questions were related to common values
between the participant and the AI agent they chose. With these results, we concluded that
people base their trust judgments on whether they feel that the AI agent shares similar
goals, thoughts, values, and opinions.
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RQ4: Howdoes theexpressionofdifferentprinciples of integrity through
explanations affect the level of appropriate trust in the AI agent?
To answer this research question, we conducted study of how different integrity-based
explanations made by an AI agent affect the appropriateness of trust of a human in that
agent. To explore this, (1) we provided a formal definition to measure appropriate trust,
and (2) presented a between-subject user study with 160 participants who collaborated
with an AI agent in food calories estimation task.

Based on our results, we concluded that (a) an AI agent who displays its integrity by
being explicit about potential biases in data or algorithms achieved appropriate trust more
often compared to being honest about capability or transparent about the decision-making
process, and (b) subjective trust builds up and recovers better with honesty-like integrity
explanations. With this study, we contributed to the design of agent-based AI systems that
guide humans to appropriately trust them.

RQ5: How do integrity-based explanations help build appropriate trust
in a predictive policing AI system?
To answer our final research question, RQ5, we designed three types of explanations
provided by an AI agent to support police officers in predictive policing: (a) Text-based, (b)
Visual, and (c) Hybrid: Text + Visual. We wanted to understand the impact different types
of explanations have on establishing appropriate trust in an AI-based predictive policing
system. Based on our results, we concluded that (a) with crowdsourced workers, there was
no difference in the fostering appropriate trust with different types of explanations; however,
AI correctness and trustworthiness was significant predictor of participants appropriately
trusting the AI system output (b) with retired police officers, hybrid explanations helped
build appropriate trust in the AI system, and AI correctness along with its trustworthiness
were significant predictors of appropriate trust.

7.2 Limitations
To fully appreciate the findings presented in this thesis, it is important to consider the
limitations of our overall method of approaching the RQs and the studies described. Two
of the main limitations of our method of using three lenses are the complexity of synthesis
and our reductionist perspective.

7.2.1 Complexity of Synthesis
Adopting the three lenses involved translating findings from one lens to another. This could
have eventually resulted in majorly translating only the transferable findings and leaving
behind the others. For example, firstly, we adopted the formal lens to define appropriate
trust, and a vital attribute of that definition was the concept of nested beliefs. Secondly,
when using the social lens in Chapter 4 we reworked the definition of appropriate trust
from a specific angle in this paper. Our new definition was based on the context of a
specific task type and involved comparing trustworthiness and subjective human trust.
Here, we did not specifically use the attribute of nested beliefs due to the complexity of
measurement and specificity of the task. Hence, the risk of overlooking nuanced aspects
arose when attempting to synthesize findings across these diverse lenses, possibly limiting
the depth of understanding and analysis.
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7.2.2 Reductionist Perspective
A reductionist perspective is another inherent limitation in our approach. By categorizing
trust into three lenses, there is a risk of neglecting the intricate and context-dependent
aspects of trust. Trust is a multifaceted concept influenced by a myriad of factors, and
a reductionist approach may inadvertently oversimplify the richness of its dynamics,
potentially hindering a comprehensive understanding of trust in the studied context.
Consequently, this approach might not fully capture the richness and complexity of real-
world scenarios, limiting the generalizability and applicability of the research findings.
Furthermore, the lenses themselves might not exhaustively cover all relevant dimensions
of human trust in AI interactions such as morality, trust dynamics etc., potentially omitting
crucial factors that could impact the design for appropriate trust.

After discussing the limitations of our three lenses approach, we now draw upon the
limitations of our methodology for each sub-research question one by one. For RQ1, the
primary constraint lies in the assumption that the alignment between how trustworthy an
AI agent is as perceived by a human and the actual trustworthiness of the agent is a sufficient
criterion for establishing appropriate trust. This assumption oversimplifies the intricate
nature of trust, potentially neglecting contextual and subjective factors that influence the
human perception of trustworthiness. Furthermore, the computational derivation of an AI
agent’s integrity for a specific task and the exploration of psychological factors contributing
to appropriate trust are based on specific methodologies and models.

For RQ2, while we included studies from computer science and engineering sciences,
it is possible that some relevant studies from other disciplines were missed. Additionally,
we only focused on studies published in English, which may have led to language bias.
Also, our mapping to concepts related to appropriate trust based on beliefs, desires, and
intentions is only one of many possible ways to organize such concepts under an umbrella.
Finally, our search period only included papers from 2012 till June 2022 and the research
on appropriate trust is growing at a faster pace. Therefore, papers which were published
from June 2022 are missing from this review.

For RQ3, we investigated the effect of value similarity on trust with a risk-taking
scenario of saving a hostage. We believe that further evaluationwithmore real-life examples
would provide additional insights on the participant’s trust. Additionally, although we
cross-examined the participant’s value profile with their responses to the value similarity
questionnaire, we did not focus on their understanding of value-laden explanations. Also,
we did not study the potential effect of cultural norms on our findings which could have
resulted in different findings.

For RQ4, our work limits itself to exclusive decision making, which does not represent
the full spectrum of possible human-AI interaction. Therefore, our findings may not
generalize to scenarios such as human-AI teaming where the focus is more on collaboration.
Additionally, in our definition of appropriate trust, we did not further explore the reasons
for the selections made by the human. Furthermore, the style of explanation was controlled
for in some way by having the same authors for all explanations, but here too, differences
might exist between conditions. For instance, the ‘fairness about risk’ explanation might
have been a little more technical, as it explained where in the process risks could come
from (e.g. bias in training data). Finally, our explanations expressed the related principles
of integrity in one specific way, and different methods of expressing these [353] might
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have different effects on trust than what we found.
Finally for RQ5, a major limitation of our study was the small sample size in Study 1,

limiting the generalizability of findings. While our sampling method aligns with standards
in predictive policing studies [23], the results may not represent the broader population.
Future work should consider a larger sample size and a different XAI approach to better
understand how to establish appropriate trust in such systems. Additionally, the hy-
pothetical nature of the scenarios may not fully capture the complexities of real police
decision-making. Our intentional use of scenarios required hotspot selection by individual
participants with an AI assistant, which contrasts with the likely team-based approach in
reality. These scenarios are akin to those discussed by Ferguson [112] addressing issues
related to the rise of "big data policing."

In synopsis, successfully answering our main RQ necessitates a clear comprehension
of all lenses and how they can be effectively combined to provide a holistic view of the
complex landscape of designing for appropriate human trust in human-AI interaction.

7.3 Contributions
7.3.1 Scientific
The main scientific contributions of this thesis lie in the insights gained into understanding
what it means to be appropriately trusted. We adopted a formal, social and application
lens model which provided us a way to study our main RQ covering the logical, empirical
and application area oriented aspects of designing for appropriate trust in human-AI
interaction. Moreover, the scientific contributions of this thesis extend to the delineation
of how AI agents can guide users toward appropriate trust, shedding light on the practical
implementation of appropriate trust-building mechanisms.

Chapter 2: Formal Definition of Appropriate Trust By establishing a formal definition
of trust as a belief in directed mutual trustworthiness, we lay the groundwork for further
research on trust in AI systems. This definition not only clarifies the conceptual framework
but also provides a basis for empirical investigation. Understanding trust as a belief system
that corresponds to actual trustworthiness sets the stage for developing AI systems capable
of reasoning about trust and trustworthiness, thus fostering more effective collaboration
and decision-making. Moving forward, researchers can leverage this definition to design
AI systems that promote appropriate mutual trust, leading to safer and more efficient
human-AI interactions.

Chapter 3: Mapping of Appropriate Trust Concepts Through our Belief, Intentions,
and Actions (BIA) based mapping, we offer a comprehensive overview of how appropriate
trust and related concepts are defined, quantified, and conceptualized in the existing
literature. This mapping not only synthesizes current knowledge but also identifies gaps
and areas for future exploration. By delineating similarities and differences in approaches
to building appropriate trust, we facilitate a nuanced understanding of the field’s landscape.
Researchers can utilize this mapping to inform their theoretical frameworks, methodological
choices, and empirical investigations, thus advancing the state of the art in trust research.
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Chapter 4: Impact of Value Similarity on Trust Our user study demonstrates the pos-
itive effect of value similarity on trust in AI agents, highlighting the importance of aligning
human and machine values. This finding underscores the significance of incorporating
value-based reasoning into AI design, particularly in trust-critical contexts. By emphasizing
the benefits of integrating value similarity despite potential development challenges, we
encourage designers to prioritize ethical considerations in AI system development. This
insight can inform the design of explanation and feedback mechanisms aimed at enhancing
trust in AI technologies, ultimately helping in fostering ethical and trustworthy human-AI
interactions.

Chapter 5: Integrity based explanations for building Appropriate Trust We pro-
posed an approach for building appropriate trust in human – AI interactions through
integrity laden explanations focusing on honesty, transparency, and fairness. We believe
our research holds significance for two main reasons. Firstly, before we can investigate
methods to establish suitable trust, we need to have a clear understanding of its meaning.
Secondly, the potential for conveying integrity-related principles through explanations
remains largely unexplored. Through our contributions, we aim to broaden our compre-
hension of fostering appropriate trust between humans and AI, which is vital for effective
human-AI interaction.

Chapter 6: Effect of Explanations on Trust Building Our study explores the impact of
different types of explanations on building appropriate trust in AI-based predictive policing
systems. This research sheds light on the challenges and opportunities associated with
explainable AI (XAI) in high-stakes domains, such as law enforcement. Firstly, the apparent
finding that an increase in subjective trust with the use of explanations does not lead to
better decisions underscores the importance of looking at alternatives beyond explanations.
This could linked to one did not have the appropriate explanations in the appropriate form.
Secondly, policy measures for trustworthy AI should focus on performance metrics that
reflect decision quality, understanding user expertise, and maintaining human discretion
to overturn AI recommendations.

Overall, this thesis makes noteworthy contributions in several dimensions. Firstly, by
synthesizing insights from the three lenses, it provides a multidisciplinary perspective
on appropriate trust in human-AI interaction. Secondly, this research offers practical
implications for AI design, bridging the gap between theory and application. It goes
beyond theoretical frameworks to identify specific appropriate trust-building mechanisms
within AI systems, enhancing the field’s practical relevance. The inclusion of empirical
validation through human-subject studies adds robustness to the findings, emphasizing their
real-world significance. Additionally, the thesis considers societal implications, addressing
ethical considerations, biases in AI systems, and the broader societal impact of trust
dynamics in human-AI interactions.

7.3.2 Societal
Aside from the scientific contributions, this thesis is also relevant for a broader societal
audience. As this thesis explores the design of AI systems which humans can appropriately
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trust, the main societal contributions are for AI systems designers and UX researchers.
Also, the results of the use cases taken in this thesis are helpful for AI ethicists, policy
makers and law enforcement agencies.

AI systems designers and UX researchers This thesis offers practical guidance for
AI system designers and UX researchers in enhancing the design and user experience
of AI systems. By seamlessly aligning with key elements of the design cycle, we offer
actionable insights for AI system designers and UX researchers at various stages of the
design process. The formal definition of appropriate trust establishes a solid foundation
during the initial phases, influencing the ideation and conceptualization of trust-related
features. This definition informs early design decisions, setting the tone for how trust will
be communicated and perceived throughout the user interface.

As the design cycle progresses, the comprehensive mapping of trust concepts aids
researchers in identifying user preferences, refining interface elements, and ensuring that
the design resonates with users’ expectations. The emphasis on value similarity in the
user study guides designers in implementing personalized features that enhance trust,
integrating user feedback iteratively.

Additionally, the introduction of measurable constructs for appropriate trust and consid-
erations of AI system integrity and explanations offers practical elements for the evaluation
and refinement stages of the design cycle. Designers can use these constructs as measurable
metrics to assess the effectiveness of appropriate trust-building features and refine their
designs based on empirical insights gathered from user interactions.

Finally, addressing ethical implications and biases throughout the thesis influences the
design cycle at every stage, prompting designers to incorporate ethical considerations from
the outset and continually reassess the societal impact of their designs.

AI Ethicists, Policy Makers and Law Enforcement Agencies The findings of Chapter
4 offer practical insights for AI ethicists grappling with the ethical dimensions of trust
in artificial intelligence. Specifically, the identification of a positive correlation between
perceived value similarity and trust in AI agents provides ethicists with a tangible dimension
to consider when evaluating the ethical implications of AI design and deployment. Ethicists
can use these findings to advocate for the integration of value-aligned design principles
in AI systems, promoting the ethical imperative of building trustworthy technologies.
Overall, the practical utility for AI ethicists lies in leveraging these insights to inform
ethical frameworks, advocate for responsible AI design, and contribute to the ongoing
discourse on fostering trust in artificial intelligence in an ethically sound manner.

Organizations operating at the intersection of AI and food nutrition can leverage the
findings of Chapter 5 to enhance the practical implementation of AI systems in their
domain. The formal definition introduced for measuring appropriate trust provides these
organizations with a quantitative tool to assess and improve the effectiveness of their
AI agents in cultivating trust among users. This formal method enables organizations to
establish standardized metrics, facilitating a comprehensive evaluation of the impact their
AI systems have on user trust. Furthermore, the insights from the user study offer practical
guidance for refining the explanations provided by AI agents in food and nutrition-related
tasks. By incorporating this approach, organizations enhance the trustworthiness of their
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AI agents, especially in scenarios where accurate and reliable information about food and
nutrition is critical.

Finally, the results of Chapter 6 hold substantial practical implications for law en-
forcement agencies such as police. First, by gaining clarity on how explanations impact
trust, police departments can refine the design of AI systems to instil confidence and trust
among the public. Second, depending on the effectiveness of each explanation type, law
enforcement can strategically choose and optimize the format of explanations provided
by predictive policing systems to enhance user understanding and trust. Third, police
departments can use the obtained results to refine the accuracy of their AI models, address
perceived contestability issues, and adjust task stakes to align with the community’s expec-
tations. Finally, by addressing concerns related to trust, explanation formats, and system
parameters, law enforcement agencies can enhance transparency, reduce scepticism, and
encourage collaboration between the community and the predictive policing systems.

7.4 Future Work
The first evident step of future work in this thesis is to employ the findings of various
chapters in this thesis by the AI system designers and UX researchers in real world settings.
AI system designers and UX researchers working within large organizations can test the
findings on a larger scale. Going forward, future work can aim to refine the formalization
and implement a method to evaluate the definition of appropriate trust. In particular,
one can conduct user studies to evaluate our notions regarding beliefs about beliefs in an
experimental setting. This can both help us understand how trust beliefs are formed in
humans, and how agents can appropriately use these beliefs to improve teamwork. Another
interesting direction for future research would be to study if the trust of the human in AI
agent 𝑎 is affected by another AI agent 𝑏 working in a similar context.

As to the systematic review reported in Chapter 3 our mapping to concepts related
to appropriate trust based on beliefs, desires, and intentions is only one of many possible
ways to organize such concepts under an umbrella. Future research can focus on the
development of a clear and concise mapping of definitions of appropriate trust and related
concepts from a multidisciplinary perspective. Based on the identified research gaps in our
study, future work should aim for (a) a clear definition of appropriate trust, (b) defining,
distinguishing, treating and measuring concepts related to appropriate trust as independent
concepts, and (c) focus on integrity and benevolence of the AI systems. Finally, future work
should incorporate recent developments in the field of building appropriate trust with a
special focus on Large Language Models.

Following up on Chapters 4 & 5, we have utilized situation vignettes to craft our
explanations. In our work, custom-built explanations to highlight different principles
related to integrity were better suited to our user study. More research on e.g. style
of writing, length, etc. would be relevant for future studies to better understand how
explanations focusing on integrity can be designed. Furthermore, our results suggest the
importance of value similarity for trust which opens up the question of how we design
agents to align with human values, or personalize them. Also, given the significant role of
integrity-based explanations in building appropriate trust from Chapter 5, future work can
focus on exploring how different types of integrity-based explanations can be tailored to
various contexts and user-needs to further optimize trust calibration and decision-making.
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This could involve personalizing the level of detail, focusing on specific integrity aspects
(honesty, fairness, transparency) that resonate most with the user in a given scenario, or
even exploring interactive explanations where users can delve deeper into aspects they
find most critical for trust.

Similarly, following up on Chapter 6 future work can delve deeper into understanding
why hybrid explanations resonated with expert users but failed to cultivate appropriate
trust across the board. One avenue could be exploring the specific informational needs of
different user groups. Did lay users misinterpret the hybrid explanations, or did they lack
crucial details to truly assess the AI’s capabilities? Additionally, research could investigate
alternative explanation formats or interactive elements that cater to both lay and expert
users, promoting a more nuanced understanding of the AI’s strengths and limitations.

7.5 Take-home message
Trust serves as a cornerstone of society, enabling cooperation, fostering relationships, and
facilitating progress1. We trust people instinctively for social connection and because past
experiences (conscious and subconscious) tell us trusting is generally helpful. Without
trust, the intricate web of social interactions that sustains society would unravel, leading
to chaos and instability. However, more trust is not necessarily better. There are hazards
in both over-trusting and under-trusting. Hence, the need for designing for appropriate
trust in AI is especially crucial because AI systems can be unpredictable at times.

In this thesis, we explored how we can design for appropriate trust in AI with the help
of three lenses as mentioned previously. The key takeaways are:

1. An AI agent’s perception of its trustworthiness towards a human and the human’s
actual trust in the agent should be aligned to build appropriate trust (Chapter 2).

2. There is a research gap in the literature focusing on integrity and benevolence which
serves as two of the main three pillars for building trust (Chapter 2).

3. A comprehensive understanding of fostering appropriate trust in AI was lacking due
to the diversity of perspectives arising from various backgrounds that influence it
and the lack of single definitions of appropriate trust and related concepts (Chapter
3).

4. Value similarity between a human and an AI agent positively affects the human trust
in the AI agent (Chapter 4).

5. Being explicit about integrity in communication in the form of explanations can help
in achieving appropriate trust (Chapter 5)

6. An increase in a human’s subjective trust in an AI agent does not necessarily mean
an increase in the level of appropriate trust in that AI agent (Chapter 6).

1https://www.belfercenter.org/publication/ai-and-trust
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Effect of Value Similarity on

Trust in Human-Agent
Interaction

Supplementary
The raw data set of this study along with the processed data files are available at https:
//doi.org/10.4121/14518380.

https://doi.org/10.4121/14518380
https://doi.org/10.4121/14518380
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A.1 Algorithm 1

Algorithm 1: Resolve conflicts in value profiles
Input: n = number of values in each group, i & j = 0 and, number of groups (g) = 0;
Result: Corrected value profile without conflicts
while n>2 & g<5 do

combinations = fact(n) / (fact(2) * fact(n - 2)) ;
for (i = (combination-1); i >= 1; i–) do

for (j = 0; j <= (i-1); j++) do
if (List[j] == List[j+1]) then

user input to select a value;
if (Selected Value == List[j]) then

List [j] -= 0.05;
else

List [j+1] -= 0.05;
end

end
end
g++;

end
end

A.2 VSQ and HCTS
Value Similarity Questionnaire - [341]
Scale: Totally Agree - Agree - Neutral - Disagree - Totally Disagree

• Do you think the Agent X acts as you would do in this scenario?

• Do you think Agent X thinks like you?

• Do you think Agent X shares your values?

Human Computer Trust Scale - [134]:
Scale: Totally Agree - Agree - Neutral - Disagree - Totally Disagree

• It is risky to interact with Agent A in this scenario. -Willingness

• Agent X will do its best to help you if you need help. - Benevolence

• If you take Agent X help, you would be able to depend on it. - Trust

• You can rely on Agent X in this scenario. - Trust

• You can trust the information presented to you by Agent X in this scenario.- Trust
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B.1 Appendix 1
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Figure B.1: A correlation plot between trust categories and integrity conditions. Positive residuals are in blue
and specify an attraction (positive association). Negative residuals are in red implying a repulsion (negative
association). The relative contribution of each cell to the total Chi-square score provides an indication of the
nature of the dependency between trust categories and conditions.
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Figure B.2: Illustration of mean responses for changes in human comfort in decision-making ratings over 15
rounds. The red coloured boxes represents when the AI agent provided a wrong answer i.e., round 5, 8, 12 and 13.
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red coloured boxes represents when the AI agent provided a wrong answer i.e., round 5, 8, 12 and 13.
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Figure B.4: Screenshot of transparency condition of the user study. This condition provided visualization of
confidence scores in terms of best, good and an unsure match (refer top right corner).

B.2 Appendix 2
The code of the developed experiment can be accessed at https://doi.org/10.
4121/bb0d42f4-a98d-4ae6-8043-2d3756b035ad

B.3 Appendix 3

Model Marginal R2 Conditional R2

Appropriate Trust 0.021 0.082
Inconsistency (Bad outcome) 0.011 0.098
Inconsistency (Good outcome) 0.014 0.032
Under trust 0.028 0.199
Over trust 0.010 0.848

Table B.1: Marginal and Conditional R2 values for Regression model of RQ1

https://doi.org/10.4121/bb0d42f4-a98d-4ae6-8043-2d3756b035ad
https://doi.org/10.4121/bb0d42f4-a98d-4ae6-8043-2d3756b035ad
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Independent variables Coefficient t value Pr(>|t|) Significance

𝛽 SE

Human Comfort

(Intercept) 4.08 0.27 15.31 <0.001 ***
Participants Round 0.01 0.01 0.26 0.792

Fairness about bias -0.14 0.23 -0.58 0.562
Honesty -0.04 0.24 -0.16 0.870
Transparency 0.00 0.23 0.02 0.985
Correct/Incorrect Answer -0.16 0.08 -2.08 0.561
Lag Correct/Incorrect -0.28 0.08 -1.71 0.069
Trust Score 0.01 0.00 1.40 0.162
Explanation Help 0.35 0.02 17.36 <0.001 ***

Marginal R2 0.150
Conditional R2 0.394

Table B.2: Results of LMER analysis for RQ3 - Helpfulness of Explanations (*: p <.05, **: p <.01, ***: p <.001)

Model AIC BIC
Baseline 18617 18662
Baseline+Lag 18566 18618
Baseline+Lag+Interactions 18565 18639
Baseline+Lag+Interactions+Helpfulness of Explanations 18481 18561

Table B.3: AIC & BIC Statistics for the Regression Models of RQ2

Model Baseline Baseline+Lag
Chi Square Pr(>Chisq) Chi Square Pr(>Chisq)

Baseline+Lag+Interactions 62.032 <0.001 9.701 0.045

Table B.4: Regression Models Comparisons of RQ2
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Model AIC BIC
Appropriate Trust

Baseline (Correct/Incorrect Answer+Lag) 3037.5 3077.5
Baseline+Covariate 1 (Care about eating) 3039 3084.7
Baseline+Covariate 2 (Propensity to Trust) 3039.3 3085
Baseline+Covariate 3 (Usefulness of Explanations) 3039.1 3084.8
Baseline+Covariate 4 (Human Comfort) 3039.3 3085

Inconsistency with a bad outcome

Baseline (Correct/Incorrect Answer+Lag) 1140.7 1180.7
Baseline+Covariate 1 (Care about eating) 1142.6 1188.3
Baseline+Covariate 2 (Propensity to Trust) 1142.5 1188.2
Baseline+Covariate 3 (Usefulness of Explanations) 1139.9 1185.6
Baseline+Covariate 4 (Human Comfort) 1142.7 1188.4

Inconsistency with a good outcome

Baseline (Correct/Incorrect Answer+Lag) 2653 2693
Baseline+Covariate 1 (Care about eating) 2651.7 2697.4
Baseline+Covariate 2 (Propensity to Trust) 2653.6 2699.3
Baseline+Covariate 3 (Usefulness of Explanations) 2654.9 2700.6
Baseline+Covariate 4 (Human Comfort) 2654 2699.7

Undertrust

Baseline (Correct/Incorrect Answer+Lag) 1671.1 1711.1
Baseline+Covariate 1 (Care about eating) 1672 1717.7
Baseline+Covariate 2 (Propensity to Trust) 1673.1 1718.8
Baseline+Covariate 3 (Usefulness of Explanations) 1671.5 1717.2
Baseline+Covariate 4 (Human Comfort) 1670.3 1716.1

Overtrust

Baseline (Correct/Incorrect Answer+Lag) 822.8 862.8
Baseline+Covariate 1 (Care about eating) 822 867.7
Baseline+Covariate 2 (Propensity to Trust) 824.4 870.1
Baseline+Covariate 3 (Usefulness of Explanations) 824.6 870.3
Baseline+Covariate 4 (Human Comfort) 824.2 869.9

Table B.5: AIC & BIC Statistics for the Regression Models of RQ1. AIC is best for prediction as it is asymptotically
equivalent to cross-validation. BIC is best for explanation as it is allows consistent estimation of the underlying
data generating process.
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C
Fostering Appropriate Trust

in AI-based Predictive
Policing Systems:

C.1 Preliminary Study
We conducted a preliminary study (n = 3) aimed at: understanding how predictive policing
works, what can we learn from currently used predictive policing applications?, and how
can we design explanations for an AI-based predictive policing system? We also sought to
understand what to consider in designing such systems to foster appropriate trust. Prior
work has already studied predictive policing from the perspective of fairness [147] and
identified policy recommendations [237]. However, the interplay between explanations
and its effect in building appropriateness of trust still needs to be explored, hence the need
to perform this preliminary study. The design of our preliminary study and the instruments
we used to capture participants’ preferences can be found in our repository.

C.1.1 Method of the Preliminary Study
As part of our preliminary study, specifically, a senior engineer (previously) involved in
predictive policing system development, a police officer who chose to stay anonymous and
a senior researcher working on predictive policing were informally interviewed in 2023.
The main aim of the informal interviews was to gain additional information not available
in the current predictive policing literature about the current applications of AI-based
predictive policing and their practical implementation.

C.1.2 Insights from the Preliminary Study
Based on our informal interviews, the current practices in predictive policing are charac-
terized mainly by building a predictive model based on three phases: 1) data collection and
preparation, (2) modelling, and (3) mapping. The constructed model is then applied to any
crime type with known strong indicators for risk, where relevant data can be collected in
advance. The effectiveness of such a system typically considers the accuracy of predictions,
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changes in crime rates before and after implementation, and cost-effectiveness compared
to traditional methods. Here, traditional methods include notes or intel a particular police
unit has based on the crime. These notes usually contain the pattern followed by the past
offenders, instructions from the intelligence department and individual diary notes.

As to the design of explanations, we received recommendations that (a) explanation
design should map with correct understanding of the working of the overall model and
(b) the relationship between specific input and the resulting output (Global and Local
Explanations). Based on this insight, we provided five examples of different types of
explanations to the participants (Importance-based [329], Input-influence [33], Case-based
[96], Counterfactual [383] and a combination of counterfactual and input-influence [329])
following Yurrita et al. [410] work to understand our participants preferences.

All the participants agreed that explaining why and how some output is produced
(input-influence-based) combined with how the output relates to a prior result (case-based)
is most suited to predictive policing. P1 said, "Let us say if your model gives output that
hotspot C near the central train station should be considered for City A with reasoning and
relate that output to City B, where a similar hotspot selection helped the police catch the
criminal. It is beneficial!" Finally, we got an insight to include how weather information can
influence the hotspot selection (a higher probability of crime during heavy rain or snow
as there are fewer people on the street) and a possible escape route the offenders can use
(often near to highways) to include in the explanations.

C.2 Pilot Usability Study
Before starting the main study, we wanted to make sure that our design did not contain
usability flaws. To do so, we conducted a pilot user study with five HCI researchers from
our lab (3M:2F, aged between 24 and 32). They followed the same methodology as the main
user study described above, but additionally, they were asked to answer a SUS questionnaire
[41]. The resulting score of this questionnaire was 𝜇𝑠𝑢𝑠 = 86, SD𝑠𝑢𝑠 = 2.23, by which we can
conclude that the system has no significant usability flaws following Bangor et al. [23].

C.3 Additional Figures
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