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SUMMARY

In this thesis we study martingales and stochastic integration of processes with
values in UMD Banach spaces. Recall that for a Banach space X , a stochastic pro-
cess M :R+×Ω→ X is called a martingale if

E(Mt |Fs ) = Ms , 0 ≤ s ≤ t .

A Banach space X has the UMD property if and only if the Hilbert transform is
bounded on Lp (R; X ) for all (equivalently, for some) 1 < p <∞.

The thesis has three parts. Part I gives an introduction to the material covered
in Part II and Part III. Part II is devoted to new properties and corresponding in-
equalities of martingales themselves. First in Chapter 3 and 4 we extend the notion
of differential subordination to infinite dimensions. For two real-valued martingales
M and N we say that N is differentially subordinate to M (we will denote this by
N ¿ M) if a.s. |N0| ≤ |M0| and

t 7→ [M ]t − [Nt ] is nondecreasing in t ≥ 0,

where [M ] and [N ] are quadratic variations of M and N , respectively. Burkholder
[33] and Wang [179] showed that the following Lp inequality holds true for any
1 < p <∞

E|Nt |p ≤ (p∗−1)pE|Mt |p , t ≥ 0, (S.1)

where p∗ := max{p, p/(p − 1)}. These inequalities have been widely used in har-
monic analysis (see e.g. [7, 9, 10, 14, 15, 79, 140] and references therein). Note
that Wang [179] extended (S.1) to the Hilbertian setting. Unfortunately, due to
Kwapień’s result [101] one can not prove an analogue of (S.1) for more general Ba-
nach spaces. Surprisingly, in many applications one has differential subordination
of its weak form (i.e. under actions of linear functionals). Therefore, we define weak
differential subordination: for a given Banach space X an X -valued martingale N is
weakly differentially subordinate to an X -valued martingale M (we will denote this
by N

w¿ M) if 〈N , x∗〉¿ 〈M , x∗〉 for all x∗ ∈ X ∗. In Chapter 3 and 4 we show that for
any 1 < p <∞, Lp -estimates for weakly differentially subordinated martingales ex-
ist if and only if X has the UMD property and the constant cp,X in the corresponding
inequality

E‖Nt‖p ≤ cp
p,X E‖Mt‖p , t ≥ 0, (S.2)

can be characterized in terms of the UMDp constant βp,X of X (recall that βp,X

expresses the norm of a certain martingale transform and it is finite if and only if
X has the UMD property).

ix



x SUMMARY

In Chapter 6 we show that weak differential subordination together with or-
thogonality of martingales is closely related with the Hilbert transform. More specif-
ically, we show that for any Banach space X , for any X -valued orthogonal martin-
gales M and N with N

w¿ M , and for any convex functions Φ,Ψ : X → R+ with
Ψ(0) = 0 the following inequality holds true

EΨ(Nt ) ≤CΦ,Ψ,X EΦ(Mt ), t ≥ 0, (S.3)

where the sharp constant CΦ,Ψ,X ∈ [0,∞] coincides with the Φ,Ψ-norm of the peri-
odic Hilbert transform H T

|H T|Φ,Ψ := sup
f :T→X step

∫
TΨ(H T f (s))ds∫
TΦ( f (s))ds

.

Inequality (S.3) has several applications outlined in Section 6.4. In particular, it is
shown that the optimal cp,X in (S.2) is of the order max{βp,X ,ħp,X }, where ħp,X is
the norm of H T on Lp (T; X ).

Another topic described in Part II is the canonical decomposition of local mar-
tingales. The canonical decomposition as a natural extension of Lévy-Itô decom-
position first appeared in the paper [190] by Yoeurp, and it has the following
form. A local martingale M is said to have a canonical decomposition if there
exist a continuous local martingale M c (a Wiener-like part), a purely discontinu-
ous quasi-left continuous local martingale M q (a Poisson-like part, which jumps at
non-predictable stopping times), and a purely discontinuous local martingale M a

with accessible jumps (a discrete-like part, which jumps only at certain predictable
stopping times) such that M c

0 = M q
0 = 0 and M = M c +M q +M a . In the same paper

[190] Yoeurp showed existence and uniqueness of the canonical decomposition for
any real-valued martingale. In Chapter 4 and 5 we show that for a Banach space
X the following are equivalent

• X is UMD;

• any X -valued local martingale admits the canonical decomposition.

Moreover, if X is UMD, then the following estimates hold for any i ∈ {c, q, a}

E‖M i
t ‖p ≤βp

p,X E‖Mt‖p , t ≥ 0, 1 < p <∞,

λP
(
(M i )∗t >λ)

.X E‖Mt‖, t ≥ 0, λ> 0.

Note that the canonical decomposition is exceptionally important for stochastic
integration (see Chapter 7).

Part III is devoted to sharp bounds for stochastic integrals and Burkholder–
Davis–Gundy inequalities. Namely, we try to find an answer to the following
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question. Given a (UMD) Banach space X , a real-valued martingale M , an ele-
mentary predictable X -valued process Φ, and p > 0. How do sharp bounds for
supt≥0‖

∫ t
0 ΦdM‖p look like?

First the answer for this question was given by van Neerven, Veraar, and Weis
in [126] in the case M = W is a standard Brownian motion. In this setting one has
that

supt≥0

∥∥∥∫ t

0
ΦdW

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+),X )
, (S.4)

where ‖Φ‖γ(L2(R+),X ) is the γ-norm ofΦwhich e.g. coincides with the Hilbert–Schmidt
norm if X is a Hilbert space. Later in [175, 177] (S.4) was extended to stochastic in-
tegrals with respect to continuous martingales.

In Part III we extend (S.4) in two ways. First, in Chapter 7 in the case X =
Lq (S), 1 < q <∞, for a general real-valued martingale M we find a predictable norm
||| · |||M ,p,q (i.e. the process t 7→ ∣∣∣∣∣∣Φ1[0,t ]

∣∣∣∣∣∣
M ,p,q , t ≥ 0, is predictable for any elementary

predictable X -valued Φ) such that for any 1 < p <∞

supt≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,q E |||Φ |||pM ,p,q .

Though the norm ||| · |||M ,p,q has a complicated form (which depends on the mutual
positions of p, q , and 2), the latter inequalities have two major features: they are
sharp (since they are two-sided) and their right-hand side as a predictable process
is locally bonded by any a priori given number (up to a stopping time), which is
useful in SPDE’s for a fixed point argument. It remains open how an analogue of
||| · |||M ,p,q for more general Banach spaces looks like.

If we omit the predictability assumption, then we end up with Burkholder–
Davis–Gundy inequalities. Recall that Burkholder, Davis, and Gundy proved in
[40] that for any real-valued martingale N and for any 1 ≤ p <∞ one has that

Esup
t≥0

|Nt |p hp E[N ]p/2
∞ . (S.5)

Thus for any real-valued martingale M and for any real-valued elementary pre-
dictable process Φ one has the following two-sided inequalities

Esup
t≥0

∣∣∣∫ t

0
Φ(s)dMs

∣∣∣p
hp E

∫ ∞

0
Φ(s)2 d[M ]s . (S.6)

In order to extend (S.6) to general Banach spaces we extend (S.5) to general Banach
spaces. First in Chapter 8 we show that if X is a UMD Banach function space over
a measure space (S,Σ,µ) (i.e. a Banach space consisting of measurable functions on
S), then for any X -valued martingale N and for any 1 < p <∞

Esup
t≥0

‖Nt‖p hp,X E
∥∥[N ]1/2

∞
∥∥p , (S.7)
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where the quadratic variation [N ]∞ is taken pointwise on S. In Chapter 9 we
present a more general, but a more complicated version of (S.7). We prove that
for any UMD Banach space X and for any t ≥ 0, any X -valued martingale N has a
covariation bilinear form [[N ]]t satisfying a.s.

[[N ]]t (x∗, x∗) = [〈N , x∗〉]t , x∗ ∈ X ∗

Moreover, a.e. in Ω there exists an X -valued centred Gaussian random variable
ξ[[N ]]t having [[N ]]t as its covariance bilinear form:

[[N ]]t (x∗, x∗) = Eξ|〈ξ[[N ]]t , x∗〉|2, x∗ ∈ X ∗,

and if one denotes (Eξ‖ξ[[N ]]t ‖2)1/2 by γ([[N ]]t ), then the following holds true for any
1 ≤ p <∞

E sup
0≤s≤t

‖Ns‖p hp,X Eγ([[N ]]t )p . (S.8)

In particular, if N = ∫
ΦdM for some real-valued martingale M and for some ele-

mentary predictable X -valued Φ, then (S.8) implies that for any 1 ≤ p <∞

Esup
t≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+,[M ]),X )
,

which fully extends (S.4).



SAMENVATTING

In dit proefschrift bestuderen we martingalen en stochastische integralen van pro-
cessen met waarden in UMD Banachruimten. Voor een Banachruimte X wordt een
stochastisch proces M :R+×Ω→ X een martingaal genoemd indien

E(Mt |Fs ) = Ms , 0 ≤ s ≤ t .

Een Banachruimte X heeft de UMD eigenschap dan en slechts dan als de Hilbert-
transformatie begrensd is op Lp (R; X ) voor iedere (equivalent, voor een) 1 < p <∞.

Het proefschrift heeft twee hoofddelen: Deel II en Deel III. Deel II gaat over
nieuwe eigenschappen van martingalen en de bijbehorende ongelijkheden. Eerst
in Hoofdstuk 3 en later in 4 breiden we het begrip differentiële subordinatie uit
naar oneindige dimensies. Voor twee reëel-waardige martingalen M en N zeggen
we dat N differentieel gesubordineerd wordt door M (dit noteren we met N ¿ M) als
b.z. |N0| ≤ |M0| en

t 7→ [M ]t − [Nt ] is niet-dalend in t ≥ 0,

waarbij [M ] en [N ] de kwadratische variatie van M en N zijn. Burkholder [33] en
Wang [179] hebben laten zien dat de volgende Lp ongelijkheden gelden voor iedere
1 < p <∞

E|Nt |p ≤ (p∗−1)pE|Mt |p , t ≥ 0, (S.1)

waarbij p∗ := max{p, p/(p − 1)}. Deze ongelijkheden worden veel gebruikt in de
harmonische analyse (zie bijv. [7, 9, 10, 14, 15, 79, 140] en de referenties daarin).
Merk op dat Wang [179] (S.1) naar de Hilbertwaardige setting heeft uitgebreid.
Helaas, volgt uit Kwapień’s resultaat [101] dat het analagon van (S.1) niet geldt
voor algemenre Banachruimten. Het is verrassend dat in veel toepassingen we
differentiële subordinatie in zwakke vorm hebben (d.w.z. na toepassing van een
lineaire functionaal). Daarom definiëren we zwakke differentiële subordinatie: voor
een gegeven Banachruimte X noemen we een X -waardige martingaal N is zwak
differentieel gesubordineerd ten aanzien van een X -waardige martingaal M (notatie
N

w¿ M) als 〈N , x∗〉 ¿ 〈M , x∗〉 voor alle x∗ ∈ X ∗. In Hoofdstuk 3 en 4 laten we zien
dat er voor elke 1 < p < ∞, Lp -afschattingen voor zwak differentieel gesubordi-
neerde martingalen gelden dan en slechts dan als X voldoet aan de UMD eigen-
schap en de constanten cp,X in de ongelijkheid

E‖Nt‖p ≤ cp
p,X E‖Mt‖p , t ≥ 0, (S.2)

kunnen worden gekarakteriseerd in termen van de UMDp constante βp,X van X

(herinner dat βp,X is de norm van een bepaalde martingaaltransformatie en is
eindig dan en slechts dan als X voldoet aan de UMD eigenschap).

xiii
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In Hoofdstuk 6 laten we zien dat zwakke differentiële subordinatie en orthog-
onaliteit van martingalen sterk gerelateerd is aan de begrensdheid van de Hilbert-
transformatie. Preciezer laten we zien dat voor iedere Banachruimte X , voor alle
X -waardige orthogonale martingalen M en N met N

w¿ M , en voor iedere convexe
functie Φ,Ψ : X →R+ met Ψ(0) = 0 de volgende ongelijkheid geldt

EΨ(Nt ) ≤CΦ,Ψ,X EΦ(Mt ), t ≥ 0, (S.3)

waarbij de optimale constante CΦ,Ψ,X ∈ [0,∞] overeenkomt met de Φ,Ψ-norm van
de periodieke Hilberttransformatie H T

|H T|Φ,Ψ := sup
f :T→X stap

∫
TΨ(H T f (s))ds∫
TΦ( f (s))ds

.

Ongelijkheid (S.3) heeft verschillende toepassingen zoals uitgelegd in Sectie 6.4. In
het bijzonder wordt daar bewezen dat de optimale constante cp,X in (S.2) van de
orde max{βp,X ,ħp,X } is, waarbij ħp,X de norm van H T op Lp (T; X ) is.

Een ander onderwerp in Part II is de canonieke decompositie van lokale martin-
galen. De canonieke decompositie als uitbreiding van de Lévy-Itô decompositie
verscheen voor het eerst in het artikel [190] van Yoeurp, en heeft de volgende
vorm. Een lokale martingaal heeft een canonieke decompositie als er een con-
tinue lokale martingaal M c bestaat (een Wiener-achtig deel), een puur discontinue
quasi-links continue lokale martingaal M q (een Poisson-achtig deel dat springt op
niet-voorspelbare stoptijden), en een puur discontinue lokale martingaal M a met
toegankelijke sprongen (een discreet-achtig deel, met sprongen op voorspelbare
stoptijden) zó dat M c

0 = M q
0 = 0 en M = M c + M q + M a . In hetzelfde artikel [190]

heeft Yoeurp existentie en eenduidigheid van de canonieke decompositie voor een
willekeurige reëel-waardige martingaal laten zien. In Hoofdstuk 4 en 5 laten we
zien dat voor een Banachruimte X de volgende eigenschappen equivalent zijn:

• X is UMD;

• iedere X -waardige lokale martingaal heeft een canonieke decompositie.

Bovendien geldt dat als X UMD is en i ∈ {c, q, a}, de volgende afschattingen gelden:

E‖M i
t ‖p ≤βp

p,X E‖Mt‖p , t ≥ 0, 1 < p <∞,

λP
(
(M i )∗t >λ)

.X E‖Mt‖, t ≥ 0, λ> 0.

De canonieke decompositie is extreem belangrijk voor stochastische integratie (zie
Hoofdstuk 7).

Deel III is gewijd aan scherpe afschattingen voor stochastische integralen en
Burkholder–Davis–Gundy ongelijkheden. We proberen namelijk om de volgende
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vraag te beantwoorden. Gegegeven een (UMD) Banachruimte X , een reëel-waardige
martingaal M , een elementair voorspelbaar X -waardig procesΦ, en p > 0. Hoe zien
twee-zijdige afschattingen voor supt≥0‖

∫ t
0 ΦdM‖p er uit?

Allereerst was deze vraag beantwoord door Neerven, Veraar, en Weis in [126]
in het geval M =W een standaard Brownse beweging is. In deze setting geldt dat

supt≥0

∥∥∥∫ t

0
ΦdW

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+),X )
, (S.4)

waarbij ‖Φ‖γ(L2(R+),X ) de γ-norm van Φ is, welke bijv. overeenkomt met de Hilbert–
Schmidt norm als X een Hilbertruimte is. Daarna is (S.4) in [175, 177] uitgebreid
naar stochastische integralen ten aanzien van continue martingalen.

In Deel III breiden we (S.4) uit op twee manieren. Ten eerste in Hoofdstuk 7
in het geval X = Lq (S), 1 < q < ∞, voor een algemene reëel-waardige martingaal
M vinden we een voorspelbare norm ||| · |||M ,p,q (d.w.z. het proces t 7→ ∣∣∣∣∣∣Φ1[0,t ]

∣∣∣∣∣∣
M ,p,q ,

t ≥ 0, is voorspelbaar voor iedere elementaire voorspelbare X -waardige Φ) zó dat
voor elke 1 < p <∞

supt≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,q E |||Φ |||pM ,p,q .

Hoewel de norm ||| · |||M ,p,q een gecompliceerde vorm heeft (die afhangt van de wed-
erzijde posities van p, q , en 2), hebben de genoemde ongelijkheden twee belan-
grijke kenmerken: ze zijn optimaal (want twee-zijdig) en de rechterzijde is als
voorspelbaar proces lokaal begrensd door een willekeurig getal (tot en met een
stoptijd), wat handig is in dekpuntargumenten voor SPDV’s. Het blijft een open
probleem hoe ||| · |||M ,p,q eruit ziet voor algemenere Banachruimten.

Indien we de voorspelbaarheidseis weglaten, dan kunnen we de Burkholder–
Davis–Gundy ongelijkheden gebruiken. Herinner dat Burkholder, Davis, en Gundy
in [40] hebben bewezen dat voor iedere reëel-waardige martingaal N en voor elke
1 ≤ p <∞ geldt dat

Esup
t≥0

|Nt |p hp E[N ]p/2
∞ . (S.5)

Dus voor elke reëel-waardige martingaal M en voor elke reëel-waardig elementair
voorpelbaar proces Φ geldt de volgende twee-zijdige afschatting

Esup
t≥0

∣∣∣∫ t

0
Φ(s)dMs

∣∣∣p
hp E

∫ ∞

0
Φ(s)2 d[M ]s . (S.6)

Om (S.6) uit te breiden naar algemenere Banachruimten, breiden we (S.5) uit naar
algemenere Banachruimten. Eerst laten we in Hoofdstuk 8 zien dat als X een
UMD Banachfunctieruimte over een maatruimte (S,Σ,µ) is (d.w.z. een Banachruimte
bestaande uit meetbare functies op S), dan geldt voor iedere X -waardige martin-
gaal N en voor iedere 1 < p <∞ dat

Esup
t≥0

‖Nt‖p hp,X E
∥∥[N ]1/2

∞
∥∥p , (S.7)
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waarbij de kwadratische variatie [N ]∞ puntsgewijs op S genomen wordt. In Hoofd-
stuk 9 presenteren we een algemenere, maar ook ingewikkeldere versie van (S.7).
We bewijzen voor elke UMD Banachruimte X en voor elke t ≥ 0 dat voor iedere
X -waardige martingaal N een covariatie bilineaire vorm [[N ]]t bestaat zó dat b.z.

[[N ]]t (x∗, x∗) = [〈N , x∗〉]t , x∗ ∈ X ∗

Bovendien geldt dat er b.o. in Ω een X -waardige gecentreerde Gaussische stochast
ξ[[N ]]t bestaat zó dat de covariantie bilineare vorm [[N ]]t voldoet aan :

[[N ]]t (x∗, x∗) = Eξ|〈ξ[[N ]]t , x∗〉|2, x∗ ∈ X ∗,

en als we (Eξ‖ξ[[N ]]t ‖2)1/2 schrijven als γ([[N ]]t ), dan geldt het volgende voor iedere
1 ≤ p <∞

E sup
0≤s≤t

‖Ns‖p hp,X Eγ([[N ]]t )p . (S.8)

In het bijzonder als N = ∫
ΦdM waarbij M een reëel-waardige martingaal en Φ

een elementair voorspelbaar X -waardig proces, dan volgt uit (S.8) dat voor alle
1 ≤ p <∞

Esup
t≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+,[M ]),X )
,

wat (S.4) volledig generaliseerd.

The translation is provided by Prof. dr. ir. M.C. Veraar.
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INTRODUCTION

Let X be a Banach space, (Ω,F ,P) be a probability space with a filtration F= (Ft )t≥0.
A stochastic process M : R+×Ω→ X is called a martingale if E(Mt |Fs ) = Ms for all
0 ≤ s ≤ t (see Section 2.2).

The notion of martingale was introduced by Paul Lévy in 1934, and nowadays
it plays an important rôle in probability theory, stochastic analysis, functional anal-
ysis, harmonic analysis, complex analysis, and in such applied areas as physics
and finance, where martingales are often used as a natural model of a noise. Even
though real-valued martingales are of bigger interest, Banach space-valued mar-
tingales appear naturally and are of exceptional importance while one needs to
extend a theoretical result involving martingales to an infinite-dimensional set-
ting.

The present thesis is devoted to new properties of and new methods while
working with Banach space-valued martingales, and it combines papers [54, 146,
178, 184, 185, 187, 189].

Let us outline the main results of the thesis. It is worth noticing that almost all
the presented results assume the so-called UMD1 property. This property is very
natural for Banach spaces when one works with martingales. In particular, due to
Bourgain [23] and Burkholder [32] having the UMD property for a Banach space
X is equivalent to the boundedness of the Hilbert transform on Lp (R; X ) for all
(equivalently for some) 1 < p <∞. We refer the reader to Section 2.3 for details on
UMD Banach spaces.

1.1. WEAK DIFFERENTIAL SUBORDINATION

Differential subordination of martingales was introduced by Burkholder in [33] as
a natural way of martingale domination. It turned out that real-valued differen-
tially subordinated martingales appear inherently in harmonic analysis (see e.g.
[9, 10, 12, 13, 133, 139, 140, 145]). Due to the aforementioned references sharp Lp -
bounds for differentially subordinated martingales (also under different types of
additional assumptions) are of great interest. Here we extend differential subordi-
nation to infinite dimensions (this extension is called weak differential subordination),
and provide Lp -estimates for weakly differentially subordinated martingales. First

1UMD stands for unconditional martingale differences

3
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let us explain the discrete setting as a demonstration, and then we will turn to the
continuous-time setting (note that the continuous-time case is more important for
applications).

1.1.1. Discrete case

Let (dn)n≥0, (en)n≥0 be two X -valued martingale difference sequences. Then (en)n≥0

is called to be differentially subordinate to (dn)n≥0 if a.s.

‖en‖ ≤ ‖dn‖, n ≥ 0. (1.1.1)

As we already mentioned, Lp -bounds for differentially subordinated martingales
are of importance. In [33] Burkholder showed the following theorem.

Theorem 1.1.1. Let (dn)n≥0, (en)n≥0 be two R-valued martingale difference sequences
such that (en)n≥0 is called to be differentially subordinate to (dn)n≥0. Then for each p ∈
(1,∞),

E
∣∣∣ ∑
n≥0

en

∣∣∣p ≤ (p∗−1)pE
∣∣∣ ∑
n≥0

dn

∣∣∣p
,

where p∗ = max{p, p/(p −1)}, and p∗−1 is sharp.

Unfortunately, if one wants to broaden the applications of Theorem 1.1.1 to
infinite dimensions, one can not apply Theorem 1.1.1 anymore. Therefore we have
the following natural question. Can one extend Theorem 1.1.1 to the general Banach
space-valued setting? Unluckily, due to the following result by Os

‘
ekowski (see [140,

Theorem 3.24(i)]), which is heavily based on Kwapień’s paper [101], one can not
leave the Hilbertian setting.

Theorem 1.1.2. A Banach space X is isomorphic to a Hilbert space if and only if for
some (equivalently, for all) 1 < p <∞ there exists a constant αp,X > 0 such that for any
pair of X -valued martingale difference sequences (dn)n≥0 and (en)n≥0 with (en)n≥0 being
differentially subordinate to (dn)n≥0 one has that

E
∥∥∥ ∑

n≥0
en

∥∥∥p ≤αp
p,X E

∥∥∥ ∑
n≥0

dn

∥∥∥p
.

Thus in order to extend Theorem 1.1.1 to more general Banach spaces one needs
to weaken the assumption (1.1.1). We will do this in the following way, which
shortly can be explained as “differential subordination under action of any linear
functional”.

Definition 1.1.3. Let X be a Banach space. Then (en)n≥0 is called to be weakly dif-
ferentially subordinate to (dn)n≥0 if for any x∗ ∈ X ∗ a.s.

|〈en , x∗〉| ≤ |〈dn , x∗〉|, n ≥ 0. (1.1.2)



1.1. WEAK DIFFERENTIAL SUBORDINATION 5

Notice that Lp -bounds for weakly differentially subordinated martingale dif-
ference sequences imply X having the UMD property thanks to its definition (see
Section 2.3). In Chapter 3 we show the converse, i.e. we prove that the UMD prop-
erty yields the desired Lp -bounds, and that the UMDp constant βp,X , the one char-
acterizing the UMD property, is sharp for weak differential subordination.

Theorem 1.1.4. A Banach space X is a UMD space if and only if for some (equivalently,
for all) 1 < p <∞ there exists a constant β> 0 such that for all X -valued martingale differ-
ent sequences (dn)n≥0 and (en)n≥0 such that (en)n≥0 is weakly differentially subordinate
to (dn)n≥0 one has

E
∥∥∥ ∑

n≥0
en

∥∥∥p ≤βpE
∥∥∥ ∑

n≥0
dn

∥∥∥p
.

If this is the case then the smallest admissible β is the UMD constant βp,X .

1.1.2. Continuous-time case

The continuous-time case is a bit more complicated then the discrete case. The
first question is how to define differential subordination for continuous-time mar-
tingales. To this end we will need the notion of quadratic variation (see Section
2.2.1). Recall that any martingale M :R+×Ω→R has a quadratic variation

[M ]t :=P− lim
mesh→0

N∑
n=1

|M(tn)−M(tn−1)|2, t ≥ 0,

where the limit in probability is taken over partitions 0 = t0 < . . . < tN = t . Quadratic
variation is remarkably important for the martingale theory at least because of
Burkholder–Davis–Gundy inequalities (see (1.3.2)). Using quadratic variation one
can define differential subordination of continuous-time martingales.

Definition 1.1.5. Let M , N : R+×Ω→ R be martingales. Then N is differentially sub-
ordinate to M (we will often write N ¿ M) if |N0| ≤ |M0| a.s. and for all 0 ≤ s ≤ t a.s.
[N ]t − [N ]s ≤ [M ]t − [M ]s .

This definition is a natural extension of the discrete one. Moreover, due to
Wang [179] the following generalization of Theorem 1.1.1 holds.

Theorem 1.1.6. Let M , N :R+×Ω→R be martingales such that N is differentially subor-
dinate to M . Then for any 1 < p <∞

E|Mt |p ≤ (p∗−1)pE|Nt |p , t ≥ 0.

Note that Wang actually proved the Hilbert space-valued version of Theorem
1.1.6, where differential subordination is defined analogously Definition 1.1.5 with
using quadratic variations of Hilbert space-valued martingales (see (2.2.4)). In or-
der to extend Theorem 1.1.6 we need first to extend Definition 1.1.5. This extension
is fully analogous to Definition 1.1.3.
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Definition 1.1.7. Let X be a Banach space, M , N :R+×Ω→ X be martingales. Then
N is weakly differentially subordinate to M (we will often write N

w¿ M) if 〈N , x∗〉 is
differentially subordinate to 〈M , x∗〉 for all x∗ ∈ X ∗.

It turns out that Lp -estimates hold for weakly differentially subordinated mar-
tingales only in UMD Banach spaces and the following theorem holds true (see
Chapter 3, 4, and 6). Recall that βp,X is the UMD constant and its boundedness
characterizes the UMD property (see Section 2.3).

Theorem 1.1.8. Let X be a Banach space, 1 < p <∞. Then for any martingales M , N :

R+×Ω→ X such that N
w¿ M one has that

E‖Nt‖p ≤ cp
p,X E‖Mt‖p , t ≥ 0, (1.1.3)

where the sharp constant cp,X is within the interval [βp,X ,βp,X +β2
p,X ].

Notice that sharp bounds of cp,X in terms of βp,X is of big interest due to the
open problem concerning bounds of the norm of the Hilbert transform on Lp (R; X )

in terms of the UMDp -constant of X (see e.g. Subsection 1.4.2), even though one
can provide such sharp bounds of cp,X in terms of βp,X and the Hilbert transform
norm (see Subsection 1.4.2 and Chapter 6).

In addition to Lp -estimates one can show weak L1-estimates for weakly differ-
entially subordinated martingales, which we will not present here (see the forth-
coming paper [183]).

1.2. MARTINGALE DECOMPOSITIONS

A significant part of the present thesis is devoted to different types of martingale
decompositions.

1.2.1. Meyer-Yoeurp decomposition

Throughout the history continuous martingales used to be much better under-
stood than general martingales. This has several reasons: a continuous martingale
is always locally uniformly bounded, its quadratic variation is continuous and
hence locally uniformly bounded as well, and after a certain time-change proce-
dure a continuous martingale can be represented as either a stopped Brownian
motion (in the one-dimensional case) or as a stochastic integral with respect to
a Brownian motion (in the multidimensional case). If one wants to move from
continuous to general martingales, then the following reasonable question can be
asked. Is there a linear space of martingales “orthogonal” to continuous martingales?
The definitive answer to this question in the real-valued case was given by Meyer
in [122] and Yoeurp in [190]. They proved that any local real-valued martingale M

has a unique decomposition into a sum of a continuous local martingale M c with
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M c
0 = 0 and a purely discontinuous local martingale M d , i.e. a local martingale M d

such that its quadratic variation [M d ] is pure jump.
In Chapter 4 and 5 we extend the result of Meyer and Yoeurp to general UMD

Banach spaces. First notice that for any Banach space X a local martingale M :

R+×Ω→ X is called purely discontinuous if 〈M , x∗〉 is purely discontinuous for all
x∗ ∈ X ∗. Then the following theorem holds true (see Subsection 4.3.1 and Section
5.4).

Theorem 1.2.1. Let X be a Banach space. Then X has the UMD property if and only
if any local martingale M : R+ ×Ω→ X has the Meyer-Yoeurp decomposition, i.e. there
exist an X -valued continuous local martingale M c with M c

0 = 0 and an X -valued purely
discontinuous local martingale M d such that M = M c +M d . Moreover, if this is the case,
then for any 1 < p <∞

E‖M c
t ‖p ,E‖M d

t ‖p ≤ cp
p,X E‖Mt‖p , t ≥ 0, (1.2.1)

λP(M c∗
t >λ),λP(M d∗

t >λ).X E‖Mt‖, t ≥ 0, λ> 0,

where sharp cp,X is within the interval [
βp,X −1

2 ,βp,X ].

Note that the sharp constant cp,X in (1.2.1) is known and equals UMD{0,1}
p -

constant of X (see Subsection 1.5.3 and Remark 4.4.6).

1.2.2. The canonical decomposition

Historically there were three main separate types of martingales: continuous mar-
tingales, discrete martingales, and integrals with respect to random measures.
Continuous martingales enjoy such properties as local Lp -integrability for any
1 ≤ p ≤ ∞, a rather simple time-change argument due to Kazamaki [94], Lévy’s
characterization of a Brownian motion (see [89, Theorem 18.3]), and Brownian
representation (see [93, Theorem 3.4.2]). Discrete martingales are suitable to work
with since the filtration is at most countable and in many applications even can
be considered finite, so it is often easier to prove a statement in the discrete setting
rather than in the general continuous-time one. The theory of quasi-left continuous
random measures (or just random measures) was discovered by Novikov in [131]
and is of particular interest from the practical point of view since this is a logical
generalization of Poisson measures. Somehow all these three “martingale worlds”
used to be separated and there were no direct connection between them (though
discrete martingales have been heavily applied for proving assertions concerning
continuous martingales and random measures).

Due to the work [190] of Yoeurp it turned out that all these “martingale worlds”
comprise all the martingales. First we give a couple of useful definitions. A pro-
cess is said to have accessible jumps if it jumps only at a certain countable set of
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predictable stopping times (i.e. stopping times that can be announced by other stop-
ping times, see Subsection 2.4.1). A process is called quasi-left continuous if it does
not jump at any predictable stopping time. A classical example of a process with
accessible jumps is a process that jumps only at natural points, i.e. at {1,2,3, . . .}, for
instance a discrete martingale. A representative example of a quasi-left continu-
ous process is a Poisson process (literally, one can not predict when it will jump).
It turns out that any quasi-left continuous purely discontinuous martingale can be
naturally represented as a stochastic integral with respect to a random measure,
while any purely discontinuous martingale with accessible jumps after a proper
approximation and a time-change argument can be represented as a discrete mar-
tingale with the same value of jumps. Moreover, thanks to Yoeurp [190] the fol-
lowing theorem holds.

Theorem 1.2.2 (Canonical decomposition). Let M : R+×Ω→ R be a local martingale.
Then there exist unique local martingales M c , M q , and M a such that M c is continu-
ous, M q is purely discontinuous quasi-left continuous, M a is purely discontinuous with
accessible jumps, M c

0 = M q
0 = 0 a.s., and M = M c +M q +M a .

The decomposition in Theorem 1.2.2 is called canonical though it would be more
correct to call it Yoeurp. But historically Yoeurp decomposition is a decomposition of
a purely discontinuous local martingale into a quasi-left continuous part and a
part with accessible jumps (see e.g. [89]).

In Chapter 4 and 5 we show that Theorem 1.2.2 can be extended to UMD Ba-
nach space-valued local martingales, and the UMD property here is not only suf-
ficient but necessary. More precisely, a full analogue of Theorem 1.2.1 (with the
same type of estimates) for the canonical decomposition holds.

1.3. BURKHOLDER–DAVIS–GUNDY INEQUALITIES. STOCHASTIC

INTEGRATION

Stochastic integration appears naturally while working with stochastic PDEs. In
particular, Banach space-valued stochastic integration is of special interest and it
has been widely developed during the past decades (see [18, 25, 27, 51, 76, 126,
129, 130, 132, 162]). The first sharp inequalities for Banach space-valued stochastic
integrals have been obtained in the paper [126] by van Neerven, Veraar, and Weis.
They showed that for any UMD Banach space X , for a Brownian motion W , for
any elementary predictable process Φ :R+×Ω→ X , and for any 0 < p <∞

Esup
t≥0

∥∥∥∫ t

0
ΦdW

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+),X )
, (1.3.1)

where ‖·‖γ(L2(R+),X ) is a γ-norm which e.g. coincides with the Hilbert-Schmidt norm
if X is Hilbert (see Section 2.9). Later this inequality was extended to stochastic
integrals with respect to a general continuous martingale by Veraar in [175], and
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to stochastic integrals with respect to a cylindrical continuous martingale noise by
Veraar and the author (see [177]).

Our goal is to find sharp bounds for vector-valued stochastic integrals with re-
spect to general martingales. We will consider two cases depending on whether the
right-hand side of the desired inequality is predictable or not, which both extend
(1.3.1) since its right-hand side is already predictable.

1.3.1. General right-hand side

Stochastic integration is very closely related to Burkholder–Davis–Gundy inequalities.
Those inequalities connect a martingale M with its quadratic variation [M ] and
classically due to Burkholder, Davis, and Gundy [40] have the following form: for
any R-valued martingale M and for any 1 ≤ p <∞

Esup
t≥0

|Mt |p hp E[M ]p/2
∞ . (1.3.2)

This yields sharp bounds for real-valued stochastic integrals. Indeed, for any real-
valued martingale M , for any elementary predictable Φ : R+×Ω→ R, and for any
1 ≤ p <∞ one has that

Esup
t≥0

∣∣∣∫ t

0
ΦdM

∣∣∣p
hp E

[∫ ·

0
ΦdM

]p/2

∞ = E
(∫ ∞

0
Φ2(t )d[M ]t

)p/2
.

In Chapter 8 and 9 we extend (1.3.2) to Banach function spaces and to general
Banach spaces. First in Chapter 8 we show that for any UMD Banach function
space X , for any X -valued martingale M , and for any 1 < p <∞ one has that

Esup
t≥0

‖Mt‖p hp,X E‖[M ]1/2
∞ ‖p . (1.3.3)

Further in Chapter 9 we present a more complicated, but much more general form
of (1.3.3). More specifically, we show that for any UMD Banach space X and for
any t ≥ 0 any X -valued martingale M has a covariation bilinear form [[M ]]t satisfying
the following a.s.

[[M ]]t (x∗, x∗) = [〈M , x∗〉]t , x∗ ∈ X ∗

Moreover, a.s. there exists an X -valued centered Gaussian random variable ξ[[M ]]t

having [[M ]]t as its covariance bilinear form:

[[M ]]t (x∗, x∗) = Eξ|〈ξ[[M ]]t , x∗〉|2, x∗ ∈ X ∗,

and if one denotes (E‖ξ[[M ]]t ‖2)1/2 by γ([[M ]]t ), then the following holds true for any
1 ≤ p <∞

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p . (1.3.4)

(1.3.4) extends (1.3.3) to the case p = 1, and it is a natural extension of (1.3.2). Fur-
thermore, both (1.3.3) and (1.3.4) characterize the UMD property.
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The estimate (1.3.4) will allow us to extend (1.3.1) to full generality. Namely,
we show that for any real-valued local martingale M , for any Banach space X and
for any elementary predictable Φ :R+×Ω→ X we have that for any 1 ≤ p <∞

Esup
t≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,X E‖Φ‖p

γ(L2(R+,[M ]),X )
. (1.3.5)

By assuming p = 1 and extending the definition of a stochastic integral to general
predictable functions we show that general predictable Φ :R+×Ω→ X is stochasti-
cally integrable if it is locally in L1(Ω;γ(L2(R+, [M ]), X )), which is a natural general-
ization of the real-valued case [89, p. 526].

1.3.2. Predictable right-hand side

The sharp estimates (1.3.5) have one serious disadvantage: their right-hand side is
not predictable in general. Since it is not predictable, one can not use a stopping
time argument in order to bound it locally and therefore make it useful for solving
SPDEs (where local boundedness of a stochastic integral plays a significant rôle
for fixed point arguments) even with a Poisson noise. In Chapter 7 we find a pre-
dictable right-hand side in the case X = Lq (S) for any 1 < q <∞. These estimates
for the Poisson case appeared first in the paper [51] by Dirksen. Even in this sim-
ple case the predictable right-hand side has six different possibilities depending
on the order of p, q , and 2, and in each of this cases the right-hand side has a com-
plicated structure. In Chapter 7 we extend this result to a general martingale noise
with the same six cases involved. We will not present the main result of Chap-
ter 7 – Theorem 7.5.30 – here, but just notice that it heavily exploits the following
techniques

• Burkholder-Rosenthal inequalities (the discrete analogue of Burkholder–
Davis–Gundy inequalities with the predictable right-hand side, see Subsec-
tion 1.4.3),

• the canonical decomposition,

• random measure theory (see Subsection 1.4.4),

• stochastic integration with respect to continuous martingales (see Subsection
1.5.1).

1.4. MISCELLANEA

While proving the primary results of the thesis we needed some powerful tools,
or we had some meaningful applications. We want to outline some of these topics
here.
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1.4.1. Fourier multipliers

The first motivation for considering weak differential subordination (at first it was
considered only for discrete and purely discontinuous martingales) cones from
Fourier multipliers, i.e. operators acting on L2(Rd ) of the form

Tm f :=F−1(mF ( f )), f ∈ L2(Rd ),

where m ∈ L∞(Rd ) is bounded by 1. Such operators appear naturally in Harmonic
analysis (see e.g. [69, 79, 168, 169]). There is a natural question whether one can
extend Tm to Lp (Rd ) for a general 1 < p < ∞, or even to Lp (Rd ; X ) for a general
Banach space X . In order to answer this question, theories as theory of Mihlin,
Marcinkiewicz, even homogenous, and Lévy (also known as Bañuelos-Bogdan)
multipliers have been created, and for many of them it has been shown that Tm is
bounded not only on Lp (Rd ), but even on Lp (Rd ; X ) given X has UMD. In particular,
in Chapter 3 we show that the so-called Lévy multipliers are bounded on Lp (Rd ; X )

for any 1 < p <∞ and any UMD Banach space X , and provide sharp upper bound
for the norm of Tm in terms of the UMD constant. Recall that Bañuelos and Bogdan
in [10] and Bañuelos, Bielaszewski, and Bogdan in [9] had shown that Lévy multi-
pliers are bounded on Lp (Rd ) by using differential subordination. In Chapter 3 we
extend their result to infinite dimensions using weak differential subordination.

1.4.2. Hilbert transform and orthogonal martingales

Let X be a Banach space, T ' [−π,π) be a torus equipped with the Lebesque mea-
sure, f :T→ X be a step function. We define the periodic Hilbert transform of f in the
following way

H T
X f (θ) := 1

2π
p.v.

∫ π

−π
f (s)cot

θ− s

2
ds, θ ∈ [−π,π).

Recall that the periodic Hilbert transform is closely related to the UMD prop-
erty since if we denote the Lp -norm of H T

X by ħp,X , then thanks to Bourgain [23]
and Burkholder [32] ħp,X is finite if and only if the UMD constant βp,X is finite.
Moreover, by Bourgain [23] and Garling [61] the following estimate holds√

βp,X ≤ħp,X ≤β2
p,X .

Due to a classical Doob’s argument it is known that the periodic Hilbert trans-
form has a representation in terms of stochastic integrals, which turn out to be
weakly differentially subordinated orthogonal martingales. Remind that we call
two X -valued martingales M and N orthogonal if [〈M , x∗〉,〈N , x∗〉] = 0 and 〈M0, x∗〉 ·
〈N0, x∗〉 = 0 for all x∗ ∈ X ∗.

Section 6 is devoted to showing the converse connection. Namely, we prove
there that for any convex continuous functions Φ,Ψ : X → R+ with Ψ(0) = 0 and
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for any pair of X -valued orthogonal martingales M and N such that N is weakly
differentially subordinate to M one has that

EΨ(Nt ) ≤CΦ,Ψ,X EΦ(Mt ), t ≥ 0,

where CΦ,Ψ,X (finite or infinite) coincides with

|H T
X |Φ,Ψ := sup

f :T→X step

∫
TΨ(H T

X f (s))ds∫
TΦ( f (s))ds

. (1.4.1)

This fact has a number of useful applications which we will shortly outline here
and which can be found in Section 6.4.

• If Φ is symmetric and Φ(0) = 0, then Φ,Ψ-norms of the periodic Hilbert trans-
form, the discrete Hilbert transform, and the nonperiodic Hilbert transform
(these norms are defined similarly to (1.4.1)) are the same.

• ħp,X dominates linearly the Wiener decoupling constants of the Banach space
X .

• Finiteness of the Φ,Ψ-norm |H T
X |Φ,Ψ of the periodic Hilbert transform to-

gether with some natural broad assumptions on Φ and Ψ yields that X has
the UMD property.

• Sharp Lp -bounds for weakly differentially subordinated martingales and Lp -
bounds for weakly differentially subordinated harmonic functions. In par-
ticular, it is shown that sharp cp,X in (1.1.3) satisfies

max{βp,X ,ħp,X } ≤ cp,X ≤βp,X +ħp,X .

1.4.3. Burkholder-Rosenthal inequalities

In [161] Rosenthal proved that for any sequence of independent mean-zero ran-
dom variables (di )n

i≥1 and of any p ≥ 2

(
E
∣∣∣ n∑

i=1
di

∣∣∣p) 1
p hp max

{( n∑
i=1
E|di |p

) 1
p

,
(
E
( n∑

i=1
Ei−1|di |2

) p
2
) 1

p
}

. (1.4.2)

Later in [29] Burkholder extended (1.4.2) to a general martingale difference se-
quence. Note that the right-hand side of (1.4.2) is predictable. Therefore it is natu-
ral to ask: let X be a Banach space and let 1 < p <∞. Is there a norm ||| · |||p,X on all
X -valued martingale difference sequences depending only on predictable moments
of the individual differences such that for any X -valued martingale difference se-
quence (di )i≥1

cp,X ||| (di ) |||p,X ≤
(
E
∥∥∥∑

i
di

∥∥∥p

X

) 1
p ≤Cp,X ||| (di ) |||p,X , (1.4.3)
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In Chapter 7 we present the explicit formula of ||| · |||p,X for the case X = Lq (S),
1 < q < ∞. We also show that Burkholder-Rosenthal inequalities lead to sharp
estimates for integrals with respect to random measures and sharp predictable es-
timates for stochastic integrals with respect to general martingales, which in par-
ticular are presented in Theorem 7.5.30 in the Lq -valued case. Thus Burkholder-
Rosenthal inequalities for more general Banach spaces are of exceptional interest
since they might yield sharp estimates for corresponding stochastic integrals.

1.4.4. Random measures

Random measure theory appeared in 1970’s in works of Grigelionis and Novikov
as a natural extension of Poisson random measures. A random measure µ is de-
fined as a measure µ(ω) on R+× J for some measurable space (J ,J ) (which is called
the jump space) that depends on ω ∈Ω in an optional way. Any random measure
µ has a compensator random measure ν which is predictable such that integral of
an elementary predictable function with respect to µ̄ := µ−ν is a local martingale.
Thanks to Novikov [131] the following inequality holds for any p ≥ 2 and for any
predictable f :R+×Ω× J →R

E
∣∣∣∫ t

0
f dµ̄

∣∣∣p
hp

(
E

∫ t

0
| f |2 dν

)p/2 +E
∫ t

0
| f |p dν, t ≥ 0.

Note that the process on the right-hand side of the latter inequality is predictable
in t ≥ 0 since both f and ν are predictable. In Subsection 7.5.4 we extend Novikov’s
inequality to Lq -valued integrals with respect to a random measure. Moreover, we
prove that for any Banach space X , for any 1 < p < ∞, and for any elementary
predictable f :R+×Ω× J → X

E
∥∥∥∫ t

0
f dµ̄

∥∥∥p
hp E

∫ t

0
‖ f ‖p dν, t ≥ 0,

if ν(R+× J ) ≤ 1 a.s.

1.4.5. Bellman functions

For a Banach space X and a function V : X ×X →R a function U : X ×X →R is called
Bellman if

• U has nice properties,

• U (x, y) ≤V (x, y) for all x, y ∈ X , and

• U (x, y) ≥ 0 if x, y ∈ X are from a certain good subset A of X × X (e.g. A = {(0,0)}

or A = {(x,0), x ∈ X }).

Bellman functions are widely used in stochastic analysis (see numerous papers
by Bañuelos, Burkholder, Nazarov, Os

‘
ekowski, Volberg, etc.) and usually their



14 1. INTRODUCTION

application has the following form: in order to show that for a pair of X -valued
martingales M and N under some natural assumptions EV (Mt , Nt ) ≥ 0 one proves
the following

EV (Mt , Nt )
(i )≥ EU (Mt , Nt )

(i i )≥ EU (M0, N0)
(i i i )≥ 0, (1.4.4)

where in (i ) one uses the fact that V ≥U on X × X , (i i ) follows from Itô’s formula
and nice properties of U , and (i i i ) holds by the fact that (M0, N0) ∈ A a.s. Often in
the literature X is taken to be Rd for some d ≥ 1, so in the overwhelming majority
of all the papers concerning Bellman function approach to martingale inequalities
the corresponding Bellman function has a precise expression. The only exceptions
when the Bellman function is given in an abstract nonconstructive way known to
the author can be found in [13, 31, 35]. Here in Chapter 3, 4, and 6, as well as in
papers [183, 188] we apply and even invent Bellman functions for general UMD
Banach spaces X with an abstract construction. It turned out that in order to work
with a Bellman function one does not need to know what the function looks like,
but just the necessary properties, which often could be figured out if one needs (i i )

from (1.4.4) to hold.

1.5. WHAT IS NOT IN THE THESIS

Unfortunately, due to the lack of space not all results obtained during the PhD
period are presented in the thesis. Let us sketch the content of the papers which
are treated here.

1.5.1. Cylindrical continuous martingales and stochastic integration, paper [177]

In the paper [177] Veraar and the author have studied cylindrical continuous mar-
tingales and stochastic integration with respect to a cylindrical continuous mar-
tingale. Namely, a wider version of (1.3.1) was proved: let X be UMD, M be a
cylindrical continuous martingale on a Hilbert space H , Φ : R+ ×Ω→ L (H , X ) be
elementary predictable. Then

Esup
t≥0

∥∥∥∫ t

0
ΦdM

∥∥∥p
hp,X E‖ΦQ1/2

M ‖p
γ(L2(R+,[[M ]]),X )

, 0 < p <∞, (1.5.1)

where [[M ]] :R+×Ω→R is the quadratic variation of M and QM :R+×Ω→L (H) is
a quadratic variation derivative (for the precise definitions of a cylindrical contin-
uous martingale, [[M ]], and QM please have a look at [177]).

Even though the inequality (1.5.1) follows directly from (1.3.4), at that time
(1.5.1) was new and important e.g. for obtaining Theorem 7.5.30, the main result
of Chapter 7. Also notice that this work was for the author an introduction to
stochastic analysis in Banach spaces; in particular, it led to deeper understanding
of the vector-valued stochastic integration phenomenon.
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1.5.2. Brownian representations of cylindrical continuous local martingales, pa-
per [186]

The paper [186] is a spin-off of the paper [177]. Many questions concerning cylin-
drical continuous martingales remained open after [177]; in particular, does any
cylindrical continuous martingale have a Brownian representation, i.e. can any cylin-
drical continuous martingale be represented as a stochastic integral with respect
to a cylindrical Brownian motion after a certain time-change? The paper [186] con-
tains the answer to as well as counterexamples concerning this question.

1.5.3. Even Fourier multipliers and martingale transforms, paper [188]

It turns out (see Remark 4.4.6) that the sharp Lp -estimate for the canonical decom-
position has the following form. For any UMD Banach space X , for any 1 < p <∞,
and for any martingale M :R+×Ω→ X one has that for i ∈ {c, q, a}

E‖M i
t ‖p ≤ cp

p,X E‖Mt‖p , t ≥ 0,

where M = M c +M q +M a is the canonical decomposition and the sharp constant
cp,X equals the UMD{0,1}-constant β{0,1}

p,X of X , i.e. the least constant β ≥ 0 such that
for any n > 0, for any X -valued martingale difference sequence (di )n

i=1, and for any
{0,1}-valued sequence (εi )n

i=1 one has that

E
∥∥∥ n∑

i=1
εi di

∥∥∥p ≤βpE
∥∥∥ n∑

i=1
di

∥∥∥p
.

Such type of martingale transforms and the corresponding sharp constants
were discovered only in the real-valued case by Choi [42] and by Bañuelos and
Os

‘
ekowski [13]. In the paper [188] we consider the vector-valued case and ex-

tend many statements from [13] to Banach spaces including sharp bounds for even
Fourier multipliers. In particular, it is shown that β{0,1}

p,X equals the norm of the sec-
ond order Riesz transform.





2
PRELIMINARIES

Before presenting the results that will be used throughout this thesis, we introduce
some basic notation. We denote the set of natural numbers by N = {1,2,3, . . .}. We
denote the half-line R+ = [0,+∞) and R+ = [0,+∞]. Throughout this thesis we as-
sume the scalar field K to be R or C unless otherwise is stated. We will use the
Kronecker symbol δi j , which is defined in the following way: δi j = 1 if i = j , and
δi j = 0 if i 6= j . For any numbers a,b ∈R we will often denote min{a,b} by a ∧b and
max{a,b} by a ∨b.

For each p ∈ (1,∞) we set p ′ ∈ (1,∞) and p∗ ∈ [2,∞) to be such that 1
p + 1

p ′ = 1 and
p∗ = max{p, p ′}.

We write a .A b if there exists a constant c depending only on A such that
a ≤ cb. &A is defined analogously. We write a hA b if a .A b and a &A b simultane-
ously.

The letters X and Y are used to denote Banach spaces, and we write X ∗ for the
dual of X . We denote by L (X ,Y ) the space of all bounded linear operators, with
norm ‖·‖L (X ,Y ).

Let (S,µ,Σ) be a measure space. A function f : S → X is called strongly measurable
if it is the a.e. limit of a sequence of simple functions. For any 1 ≤ p ≤∞ we denote
by Lp (S; X ) the Banach space of all strongly measurable functions f : S → X such
that

‖ f ‖Lp (S;X ) :=
∣∣∣∫

S
‖ f ‖p dµ

∣∣∣1/p <∞, if p <∞,

‖ f ‖L∞(S;X ) := ess. sups∈S ‖ f (s)‖ <∞, if p =∞.

Note that if X ∗ has the Radon-Nikodym property (e.g. X is reflexive, see [79, Section
1.3]), then for all 1 ≤ p < ∞,

(
Lp (S; X )

)∗ = Lp ′
(S; X ∗). Let A be a sub-σ-algebra of

Σ. Then for any f ∈ Lp (S; X ) there exists a conditional expectation with respect to A ,
which we will denote by E( f |A ), such that E( f |A ) is A -measurable, and

〈E( f |A ), x∗〉 = E(〈 f , x∗〉|A ), x∗ ∈ X ∗.

The reader can find more information in [79, Section 2.6].

2.1. BASIC NOTIONS ON STOCHASTIC PROCESSES

Let I ⊂R be a closed interval (perhaps, infinite), X be a Banach space. A function F :

I → X is called càdlàg (from a French acronym “continue à droite, limite à gauche”)

17
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if F is right-continuous and has left limits. Definitions of a càglàd, càd, càg, làd, and
làg function are analogous.

Let (Ω,F ,P) be a probability space with a filtration F = (Ft )t≥0 which satisfies
the usual conditions, i.e. F is right-continuous and F0 contains all sets of P-measure
zero (see e.g. [93, Definition 1.2.25] and [155]). A process F : R+×Ω→ X is called
adapted if Ft is Ft -measurable for any t ≥ 0. We denote by P the predictable σ-
algebra on R+ ×Ω, the σ-algebra generated by all càg adapted processes. We use
O to denote the optional σ-algebra R+ ×Ω, the σ-algebra generated by all càdlàg
adapted processes.

2.2. MARTINGALES

Let X be a Banach space. A process M : R+×Ω→ X is called a martingale if M is
adapted, Mt ∈ L1(Ω; X ) for all t ≥ 0, and E(Mt |Fs ) = Ms for all t ≥ s ≥ 0. M is called a
local martingale if there exists a sequence (τn)n≥1 of stopping times (see Section 2.4
for the definition) such that τn → ∞ a.s. as n → ∞ and (Mτn

t )t≥0 := (Mt∧τn )t≥0 is a
martingale for all n ≥ 1.

Since F = (Ft )t≥0 satisfies the usual conditions, F is right-continuous and the
following proposition holds:

Proposition 2.2.1. Let X be a Banach space. Then any martingale M :R+×Ω→ X admits
a càdlàg version.

For proving the proposition we will need the following lemma. Recall that for
a Banach space X and for a closed (perhaps, infinite) interval I ⊂ R we define a
Skorohod space D(I ; X ) as a linear space consisting of all càdlàg functions f : I → X .
We denote the linear space of all bounded càdlàg functions f : I → X by Db(I ; X ).

Lemma 2.2.2. Db(I ; X ) equipped with the norm ‖ ·‖∞ is a Banach space.

Proof. The proof is analogous to the proof of the same statement for continuous
functions (see [154, Problem V.6.1] and [167]).

Proof of Proposition 2.2.1. One can find the proof in [174, Proposition 2.2.2], but we
will repeat it here for the convenience of the reader. Without loss of generality
suppose that M∞ := limt→∞ Mt exists a.s. and is in L1(Ω; X ). Also we can assume
that there exists t > 0 such that Mt = M∞. Let (ξn)n≥1 be a sequence of simple
functions in L1(Ω; X ) such that ξn → Mt in L1(Ω; X ) as n →∞. For each n ≥ 1 define
a martingale M n : R+ ×Ω→ X such that M n

s = E(ξn |Fs ) for each s ≥ 0. Fix n ≥ 1.
Since ξn takes its values in a finite dimensional subspace of X , M n takes its values
in the same finite dimensional subspace as well, and therefore by [49] (or [155,
p.8]) it has a càdlàg version. But M n

t = ξn → Mt in L1(Ω; X ) as n → ∞, so by the
(2.2.1), M n → M in the ucp topology (the topology of the uniform convergence on
compacts in probability). By taking an appropriate subsequence we can assume
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that M n → M a.s. uniformly on [0, t ], and consequently, uniformly on R+. Therefore,
by Lemma 2.2.2 M has a càdlàg version.

Thanks to Proposition 2.2.1 we can define ∆Mt and Mt− for each t ≥ 0,

∆Mt := Mt − lim
ε→0

M(t−ε)∨0,

Mt− := lim
ε→0

Mt−ε, M0− := M0.

Let 1 ≤ p ≤∞. A martingale M :R+×Ω→ X is called an Lp -bounded martingale if
Mt ∈ Lp (Ω; X ) for each t ≥ 0 and there exists a limit M∞ := limt→∞ Mt ∈ Lp (Ω; X ) in
Lp (Ω; X )-sense. We will denote the space of all X -valued Lp -bounded martingales
on F by M

p
X (F). For brevity we will use M

p
X instead. Notice that M

p
X is a Banach

space with the given norm: ‖M‖M
p
X

:= ‖M∞‖Lp (Ω;X ) (see [84, 89] and [79, Chapter

1]). We also denote all the X -valued locally Lp -bounded martingales by M
p,loc
X .

Proposition 2.2.3. Let X be a Banach space with X ∗ having the Radon-Nikodým property
(e.g. reflexive), 1 < p <∞. Then (M p

X )∗ = M
p ′
X ∗ , and ‖M‖(M

p
X )∗ = ‖M‖

M
p′
X∗

for each M ∈

M
p ′
X ∗ .

Proof. Since ‖M‖M
p
X
= ‖M∞‖Lp (Ω;X ) for each M ∈M

p
X , and since for each ξ ∈ Lp (Ω; X )

we can construct a martingale M = (Mt )t≥0 = (E(ξ|Ft ))t≥0 satisfying ‖M‖M
p
X
= ‖ξ‖Lp (Ω;X ),

M
p
X is isometric to Lp (Ω; X ), and therefore the proposition follows from [79, Propo-

sition 1.3.3].

Since ‖ · ‖ : X → R+ is a convex function, and M is a martingale, ‖M‖ is a sub-
martingale by Jensen’s inequality (see [89, Lemma 7.11]), and hence by Doob’s
inequality (see e.g. [93, Theorem 1.3.8(i)]) we have that for all 1 < p ≤∞

E sup
0≤s≤t

‖Ms‖p hp E‖Mt‖p , t ≥ 0. (2.2.1)

Moreover, by [93, Theorem 1.3.8(i)] we have that for each t ≥ 0, p ≥ 1 and λ> 0

P(M∗
t >λ) ≤ E‖Mt‖p

λp , (2.2.2)

where M∗
t := sup0≤s≤t ‖Ms‖ for all t ≥ 0.

In the sequel we will need a definition of a Paley-Walsh martingale.

Definition 2.2.4 (Rademacher random variable). Let ξ : Ω→ R be a random vari-
able. Then ξ has the Rademacher distribution (or simply ξ is Rademacher) if P(ξ= 1) =
P(ξ=−1) = 1

2 .

Definition 2.2.5 (Paley-Walsh martingale). Let X be a Banach space. A discrete X -
valued martingale ( fn)n≥0 is called a Paley-Walsh martingale if there exist a sequence



20 2. PRELIMINARIES

of independent Rademacher variables (rn)n≥1, a function φn : {−1,1}n−1 → X for
each n ≥ 2, and φ1 ∈ X such that fn− fn−1 = rnφn(r1, . . . ,rn−1) for each n ≥ 2, f1 = r1φ1,
and f0 = 0.

For a discrete X -valued martingale ( fn)n≥0 we define d fn := fn − fn−1 for n ≥ 1

and d f0 := f0.

2.2.1. Quadratic variation

Let (Ω,F ,P) be a probability space with a filtration F = (Ft )t≥0 that satisfies the
usual conditions. Let M : R+×Ω→ R be a local martingale. We define a quadratic
variation of M in the following way:

[M ]t :=P− lim
mesh→0

N∑
n=1

|M(tn)−M(tn−1)|2, (2.2.3)

where the limit in probability is taken over all partitions 0 = t0 < . . . < tN = t . Note
that [M ] exists and is nondecreasing a.s. For any martingales M , N :R+×Ω→R we
can define a covariation [M , N ] :R+×Ω→R as [M , N ] := 1

4 ([M+N ]−[M−N ]). Since M

and N have càdlàg versions, [M , N ] has a càdlàg version as well (see [85, Theorem
I.4.47] and [120]).

Remark 2.2.6 ([120]). The process 〈M , N〉− [M , N ] is a local martingale.

Let H be a Hilbert space, M : R+ ×Ω→ H be a local martingale. We define a
quadratic variation of M in the following way:

[M ]t :=P− lim
mesh→0

N∑
n=1

‖M(tn)−M(tn−1)‖2, (2.2.4)

where the limit in probability is taken over partitions 0 = t0 < . . . < tN = t . Note that
[M ] exists and is nondecreasing a.s. and that for any orthogonal basis (hn)n≥1 of H ,
for any t ≥ 0 a.s.

[M ]t =
∑

n≥1
[〈M ,hn〉]t . (2.2.5)

The reader can find more on quadratic variations in [120, 121, 177] for the vector-
valued setting, and in [49, 89, 121, 155] for the real-valued setting.

As it was shown in [123, Proposition 1] (see also [163, Theorem 2.13] and [177,
Example 3.19] for the continuous case), for any H-valued martingale M there exists
an adapted process qM : R+ ×Ω → L (H) which we will call a quadratic variation
derivative, such that the trace of qM does not exceed 1 on R+×Ω, qM is self-adjoint
nonnegative on R+×Ω, and for any h, g ∈ H a.s.

[〈M ,h〉,〈M , g 〉]t =
∫ t

0
〈q1/2

M (s)h, q1/2
M (s)g 〉d[M ]s , t ≥ 0. (2.2.6)
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For any martingales M , N : R+×Ω→ H we can define a covariation [M , N ] : R+×
Ω→R as [M , N ] := 1

4 ([M+N ]−[M−N ]). Since M and N have càdlàg versions, [M , N ]

has a càdlàg version as well (see [85, Theorem I.4.47] and [120]). Moreover, 〈M , N〉−
[M , N ] is a local martingale.

We will frequently use the Burkholder–Davis–Gundy inequality: for any 1 ≤ p <
∞, for any local martingale M :R+×Ω→ H with M0 = 0, and for any stopping time
τ one has that (

E sup
0≤t≤τ

‖Mt‖p)1/p hp (E[M ]p/2
τ )1/p . (2.2.7)

We refer to [115] for a self-contained proof.

2.2.2. Continuous martingales

Let X be a Banach space. A martingale M :R+×Ω→ X is called continuous if M has
continuous paths.

Remark 2.2.7 ([89, 121]). If X is a Hilbert space, M , N : R+×Ω→ X are continuous
martingales, then [M , N ] has a continuous version.

Let 1 ≤ p ≤∞. We will denote the linear space of all continuous X -valued Lp -
bounded martingales on F which start at zero by M

p,c
X (F). For brevity we will

write M
p,c
X instead of M

p,c
X (F) since F is fixed. Analogously to [89, Lemma 17.4] by

applying (2.2.1) one can show the following proposition.

Proposition 2.2.8. Let X be a Banach space, p ∈ (1,∞). Then M
p,c
X equipped with the

norm ‖M‖M
p,c
X

:= ‖M∞‖Lp (Ω;X ) is a Banach space.

2.2.3. Purely discontinuous martingales. Meyer-Yoeurp decomposition

An increasing càdlàg process A :R+×Ω→R is called pure jump if a.s. for each t ≥ 0,
At = A0+∑t

s=0∆As . A local martingale M :R+×Ω→R is called purely discontinuous if
[M ] is a pure jump process. We leave the following evident lemma without proof.

Lemma 2.2.9. Let A :R+×Ω→R+ be an increasing adapted càdlàg process such that A0 =
0. Then there exist unique up to indistinguishability increasing adapted càdlàg processes
Ac , Ad : R+×Ω→ R+ such that Ac is continuous a.s., Ad is pure jump a.s., Ac

0 = Ad
0 = 0

and A = Ac + Ad .

The following decomposition theorem is known due to Meyer and Yoeurp (see
[122, 190] and [89, Theorem 26.14]).

Theorem 2.2.10 (Meyer-Yoeurp decomposition). Let M : R+×Ω→ R be a local mar-
tingale. Then there exist a unique continuous local martingale M c and a unique purely
discontinuous local martingale M d such that M c

0 = 0 and M = M c +M d . Moreover, in this
case [M ]c = [M c ] and [M ]d = [M d ], where [M ]c and [M ]d are defined as in Lemma 2.2.9.
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Corollary 2.2.11. Let M :R+×Ω→R be a martingale which is both continuous and purely
discontinuous. Then M = M0 a.s.

Proof. Let M = M c +M d be the Meyer-Yoeurp decomposition. Since M is contin-
uous, then M d = M0, and since M is purely discontinuous, then M c = 0, so the
desired holds true.

Later we will need the following proposition.

Proposition 2.2.12. A martingale M : R+×Ω→ R is purely discontinuous if and only if
M N is a martingale for any continuous bounded martingale N :R+×Ω→R with N0 = 0.

Note that some authors take this equivalent condition as the definition of a
purely discontinuous martingale, see e.g. [85, Definition I.4.11] and [84, Chapter
I].

Proof of Proposition 2.2.12. One direction follows from [89, Corollary 26.15]. In-
deed, if M is purely discontinuous, then a.s. [M , N ] = 0. Therefore by Remark 2.2.6,
M N is a local martingale, and due to integrability it is a martingale.

For the other direction we apply Theorem 2.2.10. Let N :R+×Ω→R be a contin-
uous martingale such that N0 = 0 and M −N is purely discontinuous. Then there
exists an increasing sequence of stopping times (τn)n≥1 such that τn ↗∞ as n →∞
and Nτn is a bounded continuous martingale for each n ≥ 1. Therefore M Nτn and
(M−N )Nτn are martingales for any n ≥ 1, and hence (Nτn )2 = (M Nτn −(M−N )Nτn )τn

is a martingale that starts at zero. On the other hand it is a nonnegative martingale,
so it is the zero martingale. By letting n to infinity we prove that N = 0 a.s., so M is
purely discontinuous.

Let us now move to the vector-valued case.

Definition 2.2.13. Let X be a Banach space, M : R+×Ω→ X be a local martingale.
Then M is called purely discontinuous if for each x∗ ∈ X ∗ the local martingale 〈M , x∗〉
is purely discontinuous.

Remark 2.2.14. Let X be finite dimensional. Then similarly to Theorem 2.2.10 any
martingale M : R+ ×Ω→ X can be uniquely decomposed into a sum of a purely
discontinuous local martingale M d and a continuous local martingale M c such that
M c

0 = 0.

Remark 2.2.15. Analogously to Proposition 2.2.12, a martingale M : R+×Ω→ X is
purely discontinuous if and only if 〈M , x∗〉N is a martingale for any x∗ ∈ X ∗ and
any continuous bounded martingale N :R+×Ω→R such that N0 = 0.

Let p ∈ [1,∞]. We will denote the linear space of all purely discontinuous X -va-
lued Lp -bounded martingales on F by M

p,d
X (F). Since F is fixed, we will use M

p,d
X

instead. The scalar case of the next result have been presented in [84, Lemme
I.2.12].
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Proposition 2.2.16. Let X be a Banach space, p ∈ (1,∞). Then M
p,d
X equipped with the

norm ‖M‖
M

p,d
X

:= ‖M∞‖Lp (Ω;X ) is a Banach space.

Proof. Let (M n)n≥1 be a sequence of purely discontinuous X -valued Lp -bounded
martingales such that (M n∞)n≥1 is a Cauchy sequence in Lp (Ω; X ). Let ξ ∈ Lp (Ω; X )

be such that limn→∞ M n∞ = ξ. Define a martingale M : R+×Ω→ X as follows: M =
(Ms )s≥0 = (E(ξ|Fs ))s≥0. Let us show that M ∈ M

p,d
X . First notice that ‖M∞‖Lp (Ω;X ) =

‖ξ‖Lp (Ω;X ) <∞. Further for each x∗ ∈ X ∗ by [84, Lemme I.2.12] we have that 〈M , x∗〉
as a limit of real-valued purely discontinuous martingales (〈M n , x∗〉)n≥1 in M

p
R

is
purely discontinuous. Therefore M is purely discontinuous by the definition.

In the sequel we will use the following lemma.

Lemma 2.2.17. Let X be a Banach space, M :R+×Ω→ X be a martingale such that M is
both continuous and purely discontinuous. Then M = M0 a.s.

Proof. Follows analogously to Corollary 2.2.11.

Definition 2.2.18. A local martingale M : R+×Ω→ X is called to have the Meyer-
Yoeurp decomposition if there exist local martingales M c , M d : R+×Ω→ X such that
M c is continuous, M d is purely discontinuous, M c

0 = 0, and M = M c +M d .

Remark 2.2.19. Note that if M = M c +M d is the Meyer-Yoeurp decomposition, then
〈M c , x∗〉 is continuous and 〈M d , x∗〉 is purely discontinuous for any x∗ ∈ X ∗; there-
fore this decomposition is unique by the uniqueness of the Meyer-Yoeurp decom-
position of a real-valued local martingale (see [89, Theorem 26.14] for details).

The reader can find more on purely discontinuous martingales in [84, 85, 89].

2.3. UMD BANACH SPACES

Suppose that (Ω,F ,P) is a nonatomic probability space. A Banach space X is called
a UMD Banach space if for some (or equivalently, for all) p ∈ (1,∞) there exists a fi-
nite constant β such that the following holds. If (dn)∞n=1 is any X -valued martingale
difference sequence (relative to some discrete-time filtration) contained in Lp (Ω; X )

and (εn)∞n=1 is any deterministic {−1,1}-valued sequence, then

(
E
∥∥∥ N∑

n=1
εndn

∥∥∥p) 1
p ≤β

(
E
∥∥∥ N∑

n=1
dn

∥∥∥p) 1
p

.

The least admissible constant β above is denoted by βp,X and is called the UMDp

constant of X , or, if the value of p is understood, the UMD constant of X . It is well-
known that UMD spaces enjoy a large number of useful properties, such as being
reflexive. Examples of UMD spaces include all finite dimensional spaces, Hilbert
spaces (then βp,X = p∗ − 1 with p∗ = max{p, p/(p − 1)}), the reflexive range of Lq -
spaces, Sobolev spaces, Schatten class spaces, Orlicz, and Musielak–Orlicz spaces.
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On the other hand, all nonreflexive Banach spaces, e.g. L1(0,1) and C ([0,1]), are not
UMD. We refer the reader to [39, 79, 80, 153, 164] for further details.

The following proposition is a vector-valued version of [42, Theorem 4.1].

Proposition 2.3.1. Let X be a Banach space, p ∈ (1,∞). Then X has the UMD property
if and only if there exists C > 0 such that for each n ≥ 1, for every martingale difference
sequence (d j )n

j=1 in Lp (Ω; X ), and every sequence (ε j )n
j=1 such that ε j ∈ {0,1} for each

j = 1, . . . ,n we have

(
E
∥∥∥ n∑

j=1
ε j d j

∥∥∥p) 1
p ≤C

(
E
∥∥∥ n∑

j=1
d j

∥∥∥p) 1
p

.

If this is the case, then the least admissible C is in the interval [
βp,X −1

2 ,βp,X ]

Remark 2.3.2. UMD Banach spaces form a natural environment for the Lp -boun-
dedness of the periodic Hilbert transform (see Subsection 6.2.1). It follows from
[23, 32] that for every 1 < p <∞ we have√

βp,X ≤ ‖H T
X ‖Lp (T,X )→Lp (T,X ) ≤β2

p,X . (2.3.1)

It is not known whether the quadratic dependence can be improved on either of
the sides (see e.g. [39, 66, 79]). Notice that if X = R, then the dependence becomes
linear: indeed,

2

π
βp,R = 2

π
(p∗−1) ≤ cot

( π

2p∗
)
= ‖H T

X ‖L (Lp (T,X )) ≤ p∗−1 =βp,R,

where, as above, p∗ := max{p, p/(p −1)}.

2.4. STOPPING TIMES

A random variable τ : Ω→ R+ is called an optional stopping time (or just a stopping
time) if {τ≤ t } ∈Ft for each t ≥ 0. With an optional stopping time τwe associate a σ-
field Fτ := {A ∈F∞ : A∩{τ≤ t } ∈Ft , t ∈R+}. Note that Mτ is strongly Fτ-measurable
for any local martingale M . For any stopping time τ we define σ-field Fτ− in the
following way

Fτ− :=σ{
F0 ∪ (Ft ∩ {t < τ}), t > 0

}
(2.4.1)

(see [89, p. 491]). Note that for any stopping time τ and σ both τ∧σ and τ∨σ
are stopping times as well. We refer the reader to [89, Chapter 7] for details on
stopping times.

Due to the existence of a càdlàg version of a martingale M :R+×Ω→ X , we can
define an X -valued random variables Mτ− and ∆Mτ for any stopping time τ in the
following way: Mτ− = limε→0 M(τ−ε)∨0, ∆Mτ = Mτ−Mτ−.
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2.4.1. Predictable and totally inaccessible stopping times

Definition 2.4.1. Let τ be a stopping time. Then τ is called predictable if there exists
a sequence of stopping times (τn)n≥1 such that τn < τ a.s. on {τ > 0} for each n ≥ 1

and τn ↗ τ a.s.

For a predictable stopping time τ we define Fτ− in the following way analo-
gous to (2.4.1) (see [89, Chapter 25])

Fτ− =σ(Fτn )n≥1.

Due to the equivalent form (2.4.1), Fτ− does not depend on the choice of the an-
nouncing sequence (τn)n≥0 (see also [89, Lemma 25.2(iii)]).

Definition 2.4.2. Let τ be a stopping time. Then τ is called totally inaccessible if
P{τ=σ<∞} = 0 for each predictable stopping time σ.

The reader can find more information on predictable and totally inaccessible
stopping times in [85, Definition I.2.7] and [89, Chapter 25].

Lemma 2.4.3. Let X be a Banach space, V : R+×Ω→ X be a predictable càdlàg process.
Let τ be a totally inaccessible stopping time. Then ∆Vτ = 0 a.s.

Proof. It is sufficient to show that 〈∆Vτ, x∗〉 = 0 a.s. for any x∗ ∈ X ∗. Then the state-
ment follows from [85, Proposition I.2.24].

Let X be a Banach space, M : R+ ×Ω→ X be a local martingale. Then M has
a càdlàg version (see Proposition 2.2.1), and therefore we can define an adapted
càdlàg process Mτ− = (Mτ−

t )t≥0 in the following way

Mτ−
t := lim

ε→0
M(τ−ε)∧t , t ≥ 0, (2.4.2)

where we set Mt = 0 for t < 0. Notice that Mτ− is not necessarily a local martingale.
For instance if X = R and M is a compensated Poisson process, τ := inft≥0{∆Mt >
0}, then Mτ−

t = −(t ∧τ) a.s. for each t ≥ 0, so it is a supermartingale which is not
even a local martingale. Nevertheless, if τ is a predictable stopping time, then the
following lemma holds.

Lemma 2.4.4. Let X be a Banach space, M : R+ ×Ω→ X be a local martingale, τ be a
predictable stopping time. Then Mτ− defined as in (2.4.2) is a local martingale. Moreover,
if M is an L1-bounded martingale, then Mτ− is an L1-bounded martingale as well.

Proof. Without loss of generality we can let M0 = 0 a.s. First assume that M is an
L∞-bounded martingale. Let (τn)n≥1 be an announcing to τ sequence of stopping
times, i.e. τn < τ a.s. on {τ> 0} and τn ↗ τ a.s. as n →∞. Then Mτn is an L1-bounded
martingale for each n ≥ 1. Moreover, Mτn

t → Mτ−
t a.s. as n →∞ for each t ≥ 0. On
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the other hand, Mτn
t = E(Mt |Fτn ) → E(Mt |Fτ−) a.s. as n →∞ by [79, Theorem 3.3.8]

and [89, Lemma 25.2(iii)], and hence in L1 by the uniform boundedness due to the
boundedness of M∞. Therefore for each t ≥ 0 we have that Mτ−

t = E(Mt |Fτ−) is
integrable, hence for all 0 ≤ s ≤ t

E(Mτ−
t |Fs ) = E( lim

n→∞Mτn
t |Fs

)= lim
n→∞E(Mτn

t |Fs ) = lim
n→∞Mτn

s = Mτ−
s ,

where all the limits are taken in L1(Ω; X ). Hence (Mτ−
t )t≥0 is a martingale. More-

over, by [79, Corollary 2.6.30]

E‖Mτ−
t ‖ = E‖E(Mt |Fτ−)‖ ≤ E‖Mt‖ ≤ E‖M∞‖, t ≥ 0. (2.4.3)

Now we treat the general case. Without loss of generality using a stopping
time argument assume that M is an L1-bounded martingale. Let (M m)m≥1 be a
sequence of X -valued L∞-bounded martingales such that M m∞ → M∞ in L1(Ω; X ) as
m → ∞. Analogously the first part of the proof Mτ−

t = E(Mt |Fτ−) for each t ≥ 0;
moreover, by (2.4.3)

(
(M m)τ−t

)
m≥1 is a Cauchy sequence in L1(Ω; X ). Therefore by

[79, Corollary 2.6.30], (M m)τ−t → Mτ−
t in L1(Ω; X ) for each t ≥ 0, hence for each t ≥

s ≥ 0 by [79, Corollary 2.6.30]

E(Mτ−
t |Fs ) = E( lim

m→∞(M m)τ−t |Fs
)= lim

m→∞E((M m)τ−t |Fs )

= lim
m→∞(M m)τ−s = Mτ−

s ,

where all the limits are again taken in L1(Ω; X ). Therefore (Mτ−
t )t≥0 is an L1-martin-

gale.

Lemma 2.4.5. Let X be a Banach space, 1 ≤ p <∞, M : R+×Ω→ X be an Lp -bounded
martingale, τ be a predictable stopping time. Then (∆Mτ1[0,t ](τ))t≥0 is an Lp -bounded
martingale as well.

Proof. By the definition of a predictable stopping time there exists an increasing
sequence of stopping times (τn)n≥0 such that τn < τ a.s. for each n ≥ 0 on {τ> 0} and
τn ↗ τ a.s. as n →∞. Then Mτ, Mτ1 , . . . , Mτn , . . . are Lp -bounded martingales. More-
over, Mτ

t −Mτn
t →∆Mτ1[0,t ](τ) is in Lp (Ω; X ) for each t ≥ 0 due to the fact that ∆Mτ =

E(M∞|Fτ)−E(M∞|Fτ−) and [79, Corollary 2.6.30]. Consequently, (∆Mτ1[0,t ](τ))t≥0 is
an Lp -bounded martingale.

Lemma 2.4.6. Let F : R+ ×Ω→ R+ be a locally integrable càdlàg adapted process, τ be
a predictable stopping time. Let G , H : R+ ×Ω→ R+ be such that Gt = Fτ1[0,t ](τ), Ht =
1[0,t ](τ)EFτ−Fτ for each t ≥ 0. Then G −H is a local martingale.

Proof. Without loss of generality suppose that F is integrable. First of all notice that
H is a predictable process thanks to [89, Lemma 25.3(ii)], and G is adapted due to
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the fact that Gt = Fτ∧t 1[0,t ](τ). Fix t > s ≥ 0. By [89, Lemma 25.2(i)], Fs ∩{s < τ} ⊂Fτ−
and Fs ∩ {t < τ} ⊂Ft ∩ {t < τ} ⊂Fτ−. Hence,

Fs ∩ {s < τ≤ t } ⊂Fτ−

and so

E(Gt −Ht |Fs ) = E(Fτ1{τ≤t } −1{τ≤t }EFτ−Fτ|Fs )

= E(Fτ1{τ≤s} −1{τ≤s}EFτ−Fτ|Fs )

+E(Fτ1{s<τ≤t } −1{s<τ≤t }EFτ−Fτ|Fs )

=Gs −Hs +E(E(Fτ−EFτ−Fτ|Fτ−)1{s<τ≤t }|Fs ∩ {s < τ≤ t }) =Gs −Hs .

Corollary 2.4.7. Let X be a Banach space, τ be a predictable stopping time, ξ ∈ L1(Ω; X )

be Fτ-measurable such that EFτ− ξ = 0. Let M : R+×Ω→ X be such that Mt = ξ1[0,t ](τ).
Then M is a martingale.

Proof. The case X =R follows from Lemma 2.4.6 and the fact that ξ1τ≤t is Ft -mea-
surable for each t ≥ 0 by the definition of Fτ. For the general case we notice that
〈M , x∗〉 is a martingale for each x∗ ∈ X and since M is integrable it follows that M

is a martingale.

2.4.2. Quasi-left continuous martingales and martingales with accessible jumps

Let X be a Banach space. An X -valued local martingale is called quasi-left continu-
ous if ∆Mτ = 0 a.s. on the set {τ <∞} for each predictable stopping time τ (see [85,
Chapter I.2] for more information).

We call
[τ] = {((ω, t ) ∈Ω×R+ : t = τ(ω)}

the graph of τ (although it is strictly speaking, the restriction of the graph of τ to
Ω×R+). An X -valued local martingale is said to have accessible jumps if there exists
a sequence of predictable stopping times (τn)n≥0 with disjoint graphs such that a.s.

{t ≥ 0 :∆Mt 6= 0} ⊂ {τ1,τ2, . . . ,τn , . . .}. (2.4.4)

(see [89, p.499] and [89, Corollary 26.16]).
The reader can find more information on quasi-left continuous martingales and

martingales with accessible jumps in [54, 85, 89, 184, 185]

2.4.3. The canonical decomposition

Definition 2.4.8. Let A : R+×Ω→ R be an adapted càdlàg process. A has accessible
jumps if ∆Aτ = 0 a.s. for any totally inaccessible stopping time τ. A is called quasi-left
continuous if ∆Aτ = 0 a.s. for any predictable stopping time τ.
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Remark 2.4.9. According to [89, Proposition 25.17] one can show that for any pure
jump increasing adapted càdlàg process A :R+×Ω→R there exist unique increasing
adapted càdlàg processes Aa , Aq :R+×Ω→R such that Aa has accessible jumps, Aq

is quasi-left continuous, Aq
0 = 0 and A = Aa + Aq .

Because of Remark 2.4.9 the following lemma makes sense.

Lemma 2.4.10. Let A : R+ ×Ω → R+ be an increasing adapted càdlàg process, A0 = 0

a.s. Then there exist unique increasing adapted càdlàg Ac , Aq , Aa :R+×Ω→R+ such that
Ac

0 = Aq
0 = Aa

0 = 0, Ac is continuous a.s., Aq and Aa are pure jump a.s., Aq is quasi-left
continuous, Aa has accessible jumps, and A = Ac + Aq + Aa .

Proof. The statement follows from [89, Proposition 25.17] and Lemma 2.2.9.

The following decomposition theorem was shown by Yoeurp in [190] and fol-
lows from [89, Theorem 26.14 and Corollary 26.16].

Proposition 2.4.11 (Decomposition of local martingales, Yoeurp, Meyer). Let M :

R+×Ω→ R be a local martingale. Then there exists a unique decomposition M = M c +
M q +M a , where M c : R+×Ω→ R is a continuous local martingale, M q , M a : R+×Ω→ R

are purely discontinuous local martingales, M q is quasi-left continuous, M a has accessible
jumps, M c

0 = M q
0 = 0, and then [M c ] = [M ]c , [M q ] = [M ]q and [M a] = [M ]a , with [M ]c ,

[M ]q and [M ]a are defined as in Lemma 2.4.10.

We will refer to the decomposition in Proposition 2.4.11 as the canonical decom-
position of M .

Corollary 2.4.12 (Yoeurp decomposition). Let M : R+ ×Ω → R be a purely discon-
tinuous martingale. Then there exist unique purely discontinuous martingales M a , M q :

R+×Ω→R such that M a is has accessible jumps, M q is quasi-left continuous, M q
0 = 0 and

M = M a +M q . Moreover, then [M a] = [M ]a and [M q ] = [M ]q .

Corollary 2.4.13. Let M :R+×Ω→R be a purely discontinuous martingale which is both
with accessible jumps and quasi-left continuous. Then M = M0 a.s.

Proof. Without loss of generality we can set M0 = 0. Then M = M + 0 = 0+ M are
decompositions of M into a sum of a martingale with accessible jumps and a quasi-
left continuous martingale. Since by Corollary 2.4.12 this decomposition is unique,
M = 0 a.s.

In the sequel we will need the following proposition.

Proposition 2.4.14. Let 1 < p <∞, M :R+×Ω→R be a purely discontinuous Lp -martin-
gale. Let (M n)n≥1 be a sequence of purely discontinuous martingales such that M n∞ → M∞
in Lp (Ω). Then the following assertions hold

(a) if (M n)n≥1 have accessible jumps, then M has accessible jumps as well;
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(b) if (M n)n≥1 are quasi-left continuous martingales, then M is quasi-left continuous as
well.

Proof. We will only show (a), (b) can be proven in the same way. Without loss of
generality suppose that M0 = 0 and M n

0 = 0 for each n ≥ 1. Let M a , M q :R+×Ω→R be
purely discontinuous martingales such that M a has accessible jumps, M q is quasi-
left continuous, M a

0 = M q
0 = 0 and M = M a + M q (see Corollary 2.4.12). Then by

Corollary 2.4.12, the Doob maximal inequality [93, Theorem 1.3.8(iv)] and the fact
the a quadratic variation is a.s. nonnegative

E|M∞−M n
∞|p hp E[M −M n]

p
2∞ = E

(
[M a −M n]∞+ [M q ]∞

) p
2 ≥ E[M q ]

p
2∞,

and since E|M∞−M n∞|p → 0 as n →∞, E[M q ]
p
2∞ = 0. Therefore M q = 0 a.s., so M has

accessible jumps.

Let us turn to the infinite dimensional case.

Definition 2.4.15. Let X be a Banach space. A martingale M :R+×Ω→ X has acces-
sible jumps if ∆Mτ = 0 a.s. for any totally inaccessible stopping time τ. A martingale
M :R+×Ω→ X is called quasi-left continuous if ∆Mτ = 0 a.s. for any predictable stop-
ping time τ.

Lemma 2.4.16. Let X be a reflexive Banach space, M :R+×Ω→ X be a purely discontin-
uous martingale.

(i) M has accessible jumps if and only if for each x∗ ∈ X ∗ the martingale 〈M , x∗〉 has
accessible jumps;

(ii) M is quasi-left continuous if and only if for each x∗ ∈ X ∗ the martingale 〈M , x∗〉 is
quasi-left continuous.

Proof. Without loss of generality we can assume that X is a separable Banach space.
We will show only (i ), while (i i ) can be proven analogously.

(i): The “only if” part is obvious. For “if” part we fix a dense subset (x∗
m)m≥1 of

X ∗. Let τ be a totally inaccessible stopping time. Then ∆〈Mτ, x∗
m〉 = 〈∆Mτ, x∗

m〉 = 0

a.s. for each m ≥ 1. Hence ∆Mτ = 0 a.s., and the “if” part is proven.

Definition 2.4.17. Let X be a Banach space, p ∈ (1,∞). Then we define M
p,q
X ⊂M

p,d
X

as the linear space of all X -valued purely discontinuous quasi-left continuous Lp -
bounded martingales which start at 0. We define M

p,a
X ⊂M

p,d
X as the linear space of

all X -valued purely discontinuous Lp -bounded martingales with accessible jumps.

Proposition 2.4.18. Let X be a Banach space, 1 < p <∞. Then M
p,q
X and M

p,a
X are closed

subspaces of M
p,d
X .
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Proof. We only will show the case of M
p,q
X , the proof for M

p,a
X is analogous. Let

(M n)n≥1 ∈ M
p,q
X be such that (M n∞)n≥1 is a Cauchy sequence in Lp (Ω; X ). Let ξ =

limn→∞ M n∞ in Lp (Ω; X ). Define an X -valued martingale M as follows: Mt = E(ξ|Ft ),
t ≥ 0. Then since conditional expectation is a contraction in Lp (Ω; X ), M0 = limn→∞ M n

0 =
0. Now let us show that M is quasi-left continuous. By Lemma 2.4.16 it is sufficient
to show that 〈M , x∗〉 is quasi-left continuous for each x∗ ∈ X ∗. Fix x∗ ∈ X ∗. Define
N := 〈M , x∗〉 and N n := 〈M n , x∗〉 for each n ≥ 1. Then

E‖N∞−N n
∞‖p hp E[N −N n]

p
2∞ = E([N −N n]c

∞+ [N −N n]q
∞+ [N −N n]a

∞
) p

2

= E([N ]c
∞+ [N −N n]q

∞+ [N ]a
∞

) p
2 ≥ E([N ]c

∞+ [N ]a
∞

) p
2 ,

and since the first expression vanishes as n → ∞, [N ]c∞ = [N ]a∞ = 0 a.s., so N is
quasi-left continuous. Since x∗ ∈ X ∗ was arbitrary, M ∈M

p,q
X .

The following lemma follows from Corollary 2.4.13.

Lemma 2.4.19. Let X be a Banach space, M : R+ ×Ω → X be a purely discontinuous
martingale. Let M be both with accessible jumps and quasi-left continuous. Then M = M0

a.s. In other words, M
p,q
X ∩M

p,a
X = 0.

Proof. Without loss of generality set M0 = 0. Suppose that P(M 6= 0) > 0. Then there
exists x∗ ∈ X ∗ such that P(〈M , x∗〉 6= 0) > 0. Let N = 〈M , x∗〉. Then N is both with
accessible jumps and quasi-left continuous. Hence by Corollary 2.4.13, N = 0 a.s.,
and therefore M = 0 a.s.

Definition 2.4.20. A purely discontinuous local martingale M d : R+ ×Ω → X is
called to have the Yoeurp decomposition if there exist purely discontinuous local
martingales M q , M a : R+ ×Ω → X such that M q is quasi-left continuous, M a has
accessible jumps, M q

0 = 0, and M d = M q +M a .

Remark 2.4.21. Analogously to Remark 2.2.19 it follows from [89, Corollary 26.16]
that the Yoeurp decomposition is unique.

Composing Definition 2.2.18 and 2.4.20 we get the canonical decomposition.

Definition 2.4.22. A local martingale M :R+×Ω→ X is called to have the canonical
decomposition if there exist local martingales M c , M q , M a : R+×Ω→ X such that M c

is continuous, M q and M a are purely discontinuous, M q is quasi-left continuous,
M a has accessible jumps, M c

0 = M q
0 = 0, and M = M c +M q +M a .

Remark 2.4.23. Notice that if M = M c + M q + M a is the canonical decomposition,
then ∆M q

τ = ∆Mτ for any totally inaccessible stopping time τ since in this case
∆M c

τ = ∆M a
τ = 0 by the definition of a continuous local martingale and a local

martingale with accessible jumps. Analogously, ∆M a
τ = ∆Mτ for any predictable

stopping time τ.
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The reader can find further details on the martingale decomposition discussed
above in [54, 85, 89, 122, 184, 190].

Remark 2.4.24. Note that if a local martingale M has some canonical decomposition,
then this decomposition is unique (see Remark 2.2.19 and [89, 184, 185, 190]).

2.4.4. Time-change

A nondecreasing, right-continuous family of stopping times τ = (τs )s≥0 is called
a random time-change. Since F is right-continuous, according to [89, Lemma 7.3]
the same holds true for the induced filtration G= (Gs )s≥0 = (Fτs )s≥0 (see more in [89,
Chapter 7]). Let X be a Banach space. A martingale M : R+×Ω→ X is said to be
τ-continuous if M is an a.s. constant on every interval [τs−,τs ], s ≥ 0, where we let
τ0− = 0. In the sequel we will frequently apply the following theorem.

Theorem 2.4.25. Let A : R+ ×Ω → R+ be a strictly increasing continuous predictable
process such that A0 = 0 and At → ∞ as t → ∞ a.s. Let τ = (τs )s≥0 be a random time-
change defined as τs := {t : At = s}, s ≥ 0. Then (A ◦τ)(t ) = (τ◦ A)(t ) = t a.s. for each t ≥ 0.
Let G= (Gs )s≥0 = (Fτs )s≥0 be the induced filtration. Then (At )t≥0 is a random time-change
with respect to G and for any F-bounded martingale M :R+×Ω→R the following holds

(i) M ◦τ is a continuous G-bounded martingale if and only if M is continuous, and

(ii) M ◦ τ is a purely discontinuous G-bounded martingale if and only if M is purely
discontinuous.

Proof. Let us first show that (A◦τ)(t ) = (τ◦A)(t ) = t a.s. for each t ≥ 0. Fix t ≥ 0. Then
a.s.

(τ◦ A)(t ) = τAt = {s : As = At } = t . (2.4.5)

Since A is strictly increasing continuous and starts at zero, there exists St :Ω→ R+
such that ASt = t a.s. Then by (2.4.5) and the definition of St a.s.

(A ◦τ)(t ) = (A ◦τ)(ASt ) = (A ◦ (τ◦ A))(St ) = ASt = t .

Now we turn to the second part of the theorem. Notice that s 7→ τs , s ≥ 0, is a
continuous strictly increasing G-predictable process which starts at zero. Then for
each t ≥ 0 one has that At = {s : τs = t }, so (At )t≥0 is a random time-change with
respect to the filtration G. Since (A ◦ τ)(t ) = (τ ◦ A)(t ) = t a.s. for each t ≥ 0, it is
sufficient to show only “if” parts of both (i) and (ii).

(i) follows from the fact that τs− = τs (so M is τ-continuous), and the Kazamaki
theorem [89, Theorem 17.24]. Let us now show (ii). Thanks to [89, Theorem 7.12]
M ◦τ is a martingale. Let N :R+×Ω→R be a continuous bounded G-bounded mar-
tingale such that N0 = 0. Then by (i), N ◦ A is a continuous bounded F-bounded
martingale, and therefore by Proposition 2.2.12 the process M · (N ◦ A) is a mar-
tingale. Consequently due to [89, Theorem 7.12], (M ◦ τ)N = (M · (N ◦ A)) ◦ τ is a
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martingale. Since N is taken arbitrary and due to Proposition 2.2.12, M ◦τ is purely
discontinuous.

2.5. STOCHASTIC INTEGRATION

Let X be a Banach space, H be a Hilbert space. For each h ∈ H , x ∈ X we denote
a linear operator g 7→ 〈g ,h〉x, g ∈ H , by h ⊗ x. The process Φ : R+×Ω→ L (H , X ) is
called elementary predictable with respect to the filtration F = (Ft )t≥0 if it is of the
form

Φ(t ,ω) =
K∑

k=1

M∑
m=1

1(tk−1,tk ]×Bmk (t ,ω)
N∑

n=1
hn ⊗xkmn , t ≥ 0,ω ∈Ω, (2.5.1)

where 0 ≤ t0 < . . . < tK <∞, for each k = 1, . . . ,K the sets B1k , . . . ,BMk are in Ftk−1 , and
vectors h1, . . . ,hN are orthogonal.

Let M : R+×Ω→ H be a martingale. Then we define the stochastic integral of Φ
with respect to M in the following way:∫ t

0
Φ(s)dM(s) =

K∑
k=1

M∑
m=1

1Bmk

N∑
n=1

〈(M(tk ∧ t )−M(tk−1 ∧ t )),hn〉xkmn , t ≥ 0. (2.5.2)

We will often write Φ ·M for the process
∫ ·

0Φ(s)dM(s). The reader can find more on
stochastic integration in the finite dimensional case in [89].

Later we will need the following proposition on the canonical decomposition
of a stochastic integral.

Proposition 2.5.1. Let H be a Hilbert space, X be a Banach space, M : R+×Ω→ H be a
martingale, Φ :R+×Ω→L (H , X ) be elementary progressive. Then

(i) if M is continuous, then Φ ·M is continuous;

(ii) if M is purely discontinuous, then Φ ·M is purely discontinuous;

(iii) if M has accessible jumps, then Φ ·M has accessible jumps;

(iv) if M is quasi-left continuous, then Φ ·M is quasi-left continuous.

Proof. (i): If M is continuous, then by the construction of a stochastic integral
(2.5.2), Φ ·M is a finite sum of continuous martingales, so it is continuous as well.

(ii): Notice that according to Remark 2.2.15 the space of purely discontinuous
martingales is linear, so again as in (i) by Proposition 2.2.12 and (2.5.2), Φ · M is
a finite sum of purely discontinuous martingales, so it is purely discontinuous as
well.

(iii) and (iv): By (2.5.2) we have that for any stopping time τ a.s. ∆(Φ ·M)τ 6= 0

implies ∆Mτ 6= 0. Therefore by Definition 2.4.8 if M has accessible jumps, then
Φ · M has them as well, and if M is quasi-left continuous, then Φ · M is quasi-left
continuous as well.
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2.6. MULTIDIMENSIONAL WIENER PROCESS

Let d be a natural number. W :R+×Ω→Rd is called a standard d-dimensional Wiener
process if 〈W,h〉 is a standard Wiener process for each h ∈Rd such that ‖h‖ = 1. The
following lemma is a multidimensional variation of [93, (3.2.19)].

Lemma 2.6.1. Let X = R, d ≥ 1, W be a standard d-dimensional Wiener process, Φ,Ψ :

R+×Ω→L (Rd ,R) be elementary predictable. Then for all t ≥ 0 a.s.

[Φ ·W,Ψ ·W ]t =
∫ t

0
〈Φ∗(s),Ψ∗(s)〉ds.

The reader can find more on stochastic integration with respect to a Wiener
process in the Hilbert space case in [48], in the case of Banach spaces with a mar-
tingale type 2 in [25], and in the UMD case in [126]. Notice that the last mentioned
work provides sharp Lp -estimates for stochastic integrals for the broadest till now
known class of spaces.

2.7. BROWNIAN REPRESENTATION

The following theorem can be found in [93, Theorem 3.4.2] (see also [170, 186]).

Theorem 2.7.1. Let d ≥ 1, M : R+×Ω→ Rd be a continuous martingale such that [M ]

is a.s. absolutely continuous with respect to the Lebesgue measure on R+. Then there
exist an enlarged probability space (Ω̃,F̃ , P̃) with an enlarged filtration F̃ = (F̃t )t≥0, a d-
dimensional standard Wiener process W :R+×Ω̃→Rd which is defined on the filtration F̃,
and predictable Φ :R+× Ω̃→L (Rd ) such that M =Φ ·W .

2.8. RANDOM MEASURES

Throughout, H always denotes a Hilbert space. We let (Ω,F ,P) be a complete
probability space and let F = (Ft )t≥0 be a filtration that satisfies the usual condi-
tions. Let (J ,J ) be a measurable space. We write P̃ =P ⊗J and Õ :=O ⊗J for the
induced σ-algebras on Ω̃=R+×Ω× J .

A family µ= {µ(ω; dt , dx),ω ∈Ω} of nonnegative measures on (R+× J ;B(R+)⊗J )

is called a random measure. A random measure µ is called integer-valued if it takes
values in N∪{∞}, i.e. for each A ∈B(R+)⊗F⊗J one has that µ(A) ∈N∪{∞} a.s., and
if µ({t }× J ) ∈ {0,1} a.s. for all t ≥ 0. We say that µ is non-atomic in time if µ({t }× J ) = 0

a.s. for all t ≥ 0.
A process F : R+ ×Ω → R is called optional if it is O -measurable. A random

measure µ is called optional (resp. predictable) if for any Õ -measurable (resp. P̃ -
measurable) nonnegative F :R+×Ω× J →R+ the stochastic integral

(F ?µ)t (ω) :=
∫
R+×J

1[0,t ](s)F (s,ω, x)µ(ω; ds, dx), t ≥ 0, ω ∈Ω,
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as a function from R+×Ω to R+ is optional (resp. predictable).
Let X be a Banach space. Then we can extend stochastic integration to X -valued

processes in the following way. Let F :R+×Ω× J → X , µ be a random measure. The
integral

(F ?µ)t :=
∫
R+×J

F (s, ·, x)1[0,t ](s)µ(·; ds, dx), t ≥ 0,

is well-defined and optional (resp. predictable) if µ is optional (resp. predictable),
F is Õ -strongly-measurable (resp. P̃ -strongly-measurable), and

∫
R+×J ‖F‖dµ is a.s.

bounded.
A random measure µ is called P̃ -σ-finite if there exists an increasing sequence

of sets (An)n≥1 ⊂ P̃ such that
∫
R+×J 1An (s,ω, x)µ(ω; ds, dx) is finite a.s. and ∪n An =

R+ ×Ω× J . According to [85, Theorem II.1.8] every P̃ -σ-finite optional random
measure µ has a compensator: a unique P̃ -σ-finite predictable random measure ν
such that E

∫
R+×J F dµ= E∫

R+×J F dν for each P̃ -measurable real-valued nonnegative
F . We refer the reader to [85, Chapter II.1] for more details on random measures.
For any optional P̃ -σ-finite measure µ we define the associated compensated ran-
dom measure by µ̄=µ−ν.

For each P̃ -strongly-measurable F : R+×Ω× J → X such that E(‖F‖?µ)∞ < ∞
(or, equivalently, E(‖F‖?ν)∞ <∞, see the definition of a compensator above) we
can define a process F ? µ̄ by F ?µ−F ?ν. The reader should be warned that in
the literature F ? µ̄ is often used to denote the integral of F over the whole R+
(i.e. (F ? µ̄)∞ in our notation). The following lemma is a vector-valued version of
[85, Definition 1.27].

Lemma 2.8.1. Let X be a Banach space, µ be a P̃ -σ-finite optional random measure, F :

R+×Ω×J → X be P̃ -strongly-measurable such that E
∫
R+×J ‖F‖dµ<∞. Then

(∫
[0,t ]×J F dµ̄

)
t≥0

is a purely discontinuous X -valued martingale.

Proof. It is sufficient to show that

t 7→
〈∫

[0,t ]×J
F dµ̄, x∗

〉
=

∫
[0,t ]×J

〈F, x∗〉dµ̄, t ≥ 0,

is a purely discontinuous martingale for each x∗ ∈ X ∗, which can be shown simi-
larly the discussion right below [85, Definition 1.27].

We will also need the following lemma.

Lemma 2.8.2. Let A ∈ P̃ , µ1 be a P̃ -σ-finite random measure with a compensator ν1.
Then µ2 =µ11A is a P̃ -σ-finite random measure and ν2 = ν11A is a compensator for µ2.

Proof. µ2 is P̃ -σ-finite since µ2 ≤ µ1 a.s. Moreover, µ2 is optional. Indeed, let F :

R+×Ω× J →R+ be Õ -measurable. Then

F ?µ2 = F ? (µ11A) = (F 1A)?µ1,
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and the last process is obviously optional.
Now let us show that ν2 = ν11A . Let F : R+ ×Ω× J → R be simple P̃ -measu-

rable. Since µ1 is P̃ -σ-finite, so are ν1,µ1,ν2. Hence, we can assume without loss of
generality that F ?µ1 exists and is integrable. Then F ?µ2 = F ? (µ11A) = (F 1A)?µ1

exists and is integrable. Moreover,

E(F ?µ2)∞ = E((F 1A)?µ1)∞ = E((F 1A)?ν1)∞ = E(F ?ν2)∞,

so ν2 is a compensator of µ2.

The reader can find more information on random measures in [85, 89, 110, 114,
131].

2.9. γ-RADONIFYING OPERATORS

Let (γ′n)n≥1 be a sequence of independent standard Gaussian random variables on
a probability space (Ω′,F ′,P′) (we reserve the notation (Ω,F ,P) for the probabil-
ity space on which our processes live) and let H be a separable Hilbert space. A
bounded operator R ∈L (H , X ) is said to be γ-radonifying if for some (and then for
each) orthonormal basis (hn)n≥1 of H the Gaussian series

∑
n≥1γ

′
nRhn converges in

L2(Ω′; X ). We then define

‖R‖γ(H ,X ) :=
(
E′

∥∥∥ ∑
n≥1

γ′nRhn

∥∥∥2

X

) 1
2

. (2.9.1)

Often we will call ‖R‖γ(H ,X ) the γ-norm of R. This number does not depend on the
sequence (γ′n)n≥1 and the basis (hn)n≥1, and defines a norm on the space γ(H , X ) of
all γ-radonifying operators from H into X . Endowed with this norm, γ(H , X ) is a
Banach space, which is separable if X is separable. Moreover, if X = Lq (S) for some
separable measure space (S,Σ,ρ), then thanks to the Trace Duality that is presented
e.g. in [80] we have that

(γ(H , X ))∗ ' γ(H∗, X ∗). (2.9.2)

We refer to [80, Section 9.2] and [125] for further details on γ-radonifying operators.

2.10. CONVEX, CONCAVE, BICONCAVE, ZIGZAG-CONCAVE FUNC-
TIONS

Definition 2.10.1. Let E be a linear space over the scalar field K.

(i) A function f : E → R is called convex if for each x, y ∈ E , λ ∈ [0,1] one has that
f (λx + (1−λ)y) ≤λ f (x)+ (1−λ) f (y).

(ii) A function f : E →R is called concave if for each x, y ∈ E , λ ∈ [0,1] one has that
f (λx + (1−λ)y) ≥λ f (x)+ (1−λ) f (y).
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(iii) A function f : E ×E →R is called biconcave if for each x, y ∈ E one has that the
mappings e 7→ f (x,e) and e 7→ f (e, y) are concave.

(iv) A function f : E ×E → R is called zigzag-concave if for each x, y ∈ E and ε ∈K,
|ε| ≤ 1 the function z 7→ f (x + z, y +εz) is concave.

Note that our definition of zigzag-concavity is a bit different from the classical
one (e.g. as in [79]): usually one sets in the definition |ε| = 1. The reader should pay
attention to this extension: thanks to this additional property Theorem 3.3.7 later
will be more general than [79, Theorem 4.5.6].

2.11. CORRESPONDING DUAL BASIS

Definition 2.11.1. Let d be a natural number, E be a d-dimensional linear space,
(en)d

n=1 be a basis of E . Then (e∗n)d
n=1 ⊂ E∗ is called the corresponding dual basis of

(en)d
n=1 if 〈en ,e∗m〉 = δnm for each m,n = 1, . . . ,d .

Note that the corresponding dual basis is uniquely determined. Moreover, if
(e∗n)d

n=1 is the corresponding dual basis of (en)d
n=1, then, the other way around,

(en)d
n=1 is the corresponding dual basis of (e∗n)d

n=1 (here we identify E∗∗ with E in
the natural way). The following lemma shows that a trace of bilinear forms does
not depend on the choice of basis.

Lemma 2.11.2. Let d be a natural number, E be a d-dimensional linear space. Let V :

E ×E →R and W : E∗×E∗ →R be two bilinear functions. Then the expression

d∑
n,m=1

V (en ,em)W (e∗n ,e∗m) (2.11.1)

does not depend on the choice of basis (en)d
n=1 of E (here (e∗n)d

n=1 is the corresponding dual
basis of (en)d

n=1).

Proof. Let (en)d
n=1 be a basis of E , (e∗n)d

n=1 be the corresponding dual basis. Fix
another basis (ẽn)d

n=1 of E . Let (ẽ∗n)d
n=1 be the corresponding dual basis of E∗. Let

matrices A = (ai j )d
i , j=1 and B = (bi j )d

i , j=1 be such that ẽn =∑d
i=1 ani ei , ẽ∗n =∑d

i=1 bni e∗i
for each n = 1, . . . ,d . Then for each n,m = 1, . . . ,d

δnm = 〈ẽn , ẽ∗m〉 =
〈 d∑

i=1
ani ei ,

d∑
j=1

bm j e∗j
〉
=

d∑
i=1

ani bmi .

Hence AT B = I , and thus also AB T = I is the identical matrix as well, and therefore∑d
i=1 ai nbi m = δnm for each n,m = 1. . . . ,d . Consequently, if we paste (ẽn)d

n=1 and
(ẽ∗n)d

n=1 in (2.11.1), due to the bilinearity of V and W

d∑
n,m=1

V (ẽn , ẽm)W (ẽ∗n , ẽ∗m) =
d∑

i , j ,k,l ,n,m=1
V (ani ei , am j e j )W (bnk e∗k ,bml e∗l )
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=
d∑

i , j ,k,l=1

d∑
n=1

ani bnk

d∑
m=1

am j bml V (ei ,e j )W (e∗k ,e∗l )

=
d∑

i , j ,k,l=1
δi kδ j l V (ei ,e j )W (e∗k ,e∗l )

=
d∑

i , j=1
V (ei ,e j )W (e∗i ,e∗j ).

Corollary 2.11.3. Let d be a natural number, E be a d-dimensional linear space. Let
V : E ×E →R and W1,W2 : E∗×E∗ →R be bilinear functions. Assume additionally that V

is symmetric nonnegative (i.e. V (x, x) ≥ 0 for all x ∈ E) and that W1(x∗, x∗) ≤ W2(x∗, x∗)

for all x∗ ∈ X ∗. Then
d∑

n,m=1
V (en ,em)W1(e∗n ,e∗m) ≤

d∑
n,m=1

V (en ,em)W2(e∗n ,e∗m)

for any basis (en)d
n=1 of E (here (e∗n)d

n=1 is the corresponding dual basis of (en)d
n=1).

Proof. Since V is symmetric and nonnegative it defines an inner product on E ×E .
Let (ẽn)d

n=1 be an orthogonal basis of E under the inner product V (i.e. V (ẽn , ẽm) = 0

for all n 6= m, and V (ẽn , ẽn) ≥ 0 for all n = 1, . . . ,d). Then we have that
d∑

n,m=1
V (ẽn , ẽm)W1(ẽ∗n , ẽ∗m) =

d∑
n=1

V (ẽn , ẽn)W1(ẽ∗n , ẽ∗n)

≤
d∑

n=1
V (ẽn , ẽn)W2(ẽ∗n , ẽ∗n) =

d∑
n,m=1

V (ẽn , ẽm)W2(ẽ∗n , ẽ∗m),

(2.11.2)

where (ẽ∗n)d
n=1 is the corresponding dual basis of (ẽn)d

n=1. Consequently, the desired
follows from (2.11.2) and Lemma 2.11.2.

2.12. ITÔ’S FORMULA

The following theorem is a variation of [89, Theorem 26.7] which does not use the
Hilbert space structure of a finite dimensional space.

Theorem 2.12.1 (Itô’s formula). Let d be a natural number, X be a d-dimensional Ba-
nach space, f ∈C 2(X ), M :R+×Ω→ X be a martingale. Let (xn)d

n=1 be a basis of X , (x∗
n )d

n=1
be the corresponding dual basis. Then for each t ≥ 0

f (Mt ) = f (M0)+
∫ t

0
〈∂x f (Ms−), dMs〉

+ 1

2

∫ t

0

d∑
n,m=1

fxn ,xm (Ms−)d[〈M , x∗
n〉,〈M , x∗

m〉]c
s

+ ∑
s≤t

(∆ f (Ms )−〈∂x f (Ms−),∆Ms〉).

(2.12.1)
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Here ∂x f (y) ∈ X ∗ is the Fréchet derivative of f in point y ∈ X .

Proof. To apply [89, Theorem 26.7] one needs only to endow X with a proper Eu-
clidean norm |||·|||. Define |||x||| = (

∑d
n=1 |〈x, x∗

n〉|2)1/2 for each x ∈ X . Then (xn)d
n=1 is

an orthonormal basis of (X , |||·|||), M = ∑d
n=1〈M , x∗

n〉xn is a decomposition of M in
this orthonormal basis, and therefore (2.12.1) is equivalent to the formula in [89,
Theorem 26.7].
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3
WEAK DIFFERENTIAL SUBORDINATION OF

PURELY DISCONTINUOUS MARTINGALES

This chapter is based on the paper Fourier multipliers and weak differential subordina-
tion of martingales in UMD Banach spaces by Ivan Yaroslavtsev, see [189].

In this chapter we introduce the notion of weak differential subordination for martingales
and show that a Banach space X is a UMD Banach space if and only if for all p ∈ (1,∞)

and all purely discontinuous X -valued martingales M and N such that N is weakly differ-
entially subordinate to M , one has the estimate E‖N∞‖p ≤CpE‖M∞‖p . As a corollary we
derive the sharp estimate for the norms of a broad class of even Fourier multipliers, which
includes e.g. the second order Riesz transforms.

2010 Mathematics Subject Classification. 42B15, 60G46 Secondary: 60B11, 60G42, 60G44, 60G51.
Key words and phrases. Fourier multipliers, differential subordination, weak differential subordination,
UMD Banach spaces, Burkholder function, sharp estimates, Hilbert transform, stochastic integration,
Lévy process, purely discontinuous martingales.
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3.1. INTRODUCTION

Applying stochastic techniques to Fourier multiplier theory has a long history
(see e.g. [9, 10, 15, 23, 32, 61, 66, 118]). It turns out that the boundedness of cer-
tain Fourier multipliers with values in a Banach space X is equivalent to this Ba-
nach space being in a special class, namely in the class of UMD Banach spaces.
Burkholder in [32] and Bourgain in [23] showed that the Hilbert transform is bounded
on Lp (R; X ) for p ∈ (1,∞) if and only if X is UMD. The same type of assertion
can be proven for the Beurling-Ahlfors transform, see the paper [66] by Geiss,
Montgomery-Smith and Saksman. Examples of UMD spaces include the reflex-
ive range of Lq -, Sobolev and Besov spaces.

A more general class of Fourier multiplier has been considered in recent works
of Bañuelos and Bogdan [10] and Bañuelos, Bielaszewski and Bogdan [9]. They
derive sharp estimates for the norm of a Fourier multiplier with symbol

m(ξ) =
∫
Rd (1−cosξ · z)φ(z)V ( dz)+ 1

2

∫
Sd−1 (ξ ·θ)2ψ(θ)µ( dθ)∫

Rd (1−cosξ · z)V ( dz)+ 1
2

∫
Sd−1 (ξ ·θ)2µ( dθ)

, ξ ∈Rd , (3.1.1)

on Lp (Rd ). Here we will extend their result to Lp (Rd ; X ) for UMD spaces X . More
precisely, we will show that a Fourier multiplier Tm with a symbol of the form
(3.1.1) is bounded on Lp (Rd ; X ) if V is a Lévy measure, µ is a Borel positive measure,
|φ|, |ψ| ≤ 1, and that then the norm of Tm does not exceed the UMDp constant of X .
In Subsection 3.4.2, several examples of symbols m of the form (3.1.1) are given,
and we will see that for some particular symbols m the norm of Tm equals the
UMD constant.

To prove the generalization of the results in [9, 10] we will need additional
geometric properties of a UMD Banach space. In the fundamental paper [35],
Burkholder showed that a Banach space X is UMD if and only if for some β > 0

there exists a zigzag-concave function U : X × X → R (i.e., a function U such that
U (x+z, y +εz) is concave in z for any sign ε and for any x, y ∈ X ) such that U (x, y) ≥
‖y‖p −βp‖x‖p for all x, y ∈ X . Such a function U is called a Burkholder function. In
this situation, we can in fact take β equal to the UMDp constant of X (see Sec-
tion 2.3 and Theorem 3.3.7). By exploiting appropriate Burkholder functions U

one can prove a wide variety of interesting results (see [11, 14, 15, 16, 33, 34, 179]
and the works [133, 134, 135, 138, 139, 140, 141, 142, 143, 144] by Os

‘
ekowski). For

our purposes the following result due to Burkholder [33] (for the scalar case) and
Wang [179] (for the Hilbert space case) is of special importance:

Theorem 3.1.1. Let H be a Hilbert space, (dn)n≥0, (en)n≥0 be two H-valued martingale
difference sequences such that ‖en‖ ≤ ‖dn‖ a.s. for all n ≥ 0. Then for each p ∈ (1,∞),

E
∥∥∥ ∑

n≥0
en

∥∥∥p ≤ (p∗−1)pE
∥∥∥ ∑

n≥0
dn

∥∥∥p
.



3.2. PRELIMINARIES 43

Here and in the sequel p∗ = max(p, p ′), where 1
p + 1

p ′ = 1. This result cannot
be generalized beyond the Hilbertian setting; see [140, Theorem 3.24(i)] and [79,
Example 4.5.17]. In the present chapter we will show the following UMD variant
of Theorem 3.1.1:

Theorem 3.1.2. Let X be a UMD space, (dn)n≥0, (en)n≥0 be two X -valued martingale
difference sequences, (an)n≥0 be a scalar-valued adapted sequence such that |an | ≤ 1 and
en = andn for all n ≥ 0. Then for each p ∈ (1,∞)

E
∥∥∥ ∑

n≥0
en

∥∥∥p ≤βp
p,X E

∥∥∥ ∑
n≥0

dn

∥∥∥p
,

where βp,X is the UMDp -constant of X (notice that Burkholder proved the iden-
tity βp,H = p∗ − 1 for a Hilbert space H , see [33]). Theorem 3.1.2 generalizes a
famous Burkholder’s result [30, Theorem 2.2] on martingale transforms, where
(an)n≥0 was supposed to be predictable. The main tool for proving Theorem 3.1.2
is a Burkholder function with a stricter zigzag-concavity: now we also require
U (x + z, y + εz) to be concave in z for any ε such that |ε| ≤ 1. In the finite dimen-
sional case one gets it for free thanks to the existence of an explicit formula of U

(see Remark 3.5.4 and [179]). Here we show the existence of such a Burkholder
function in infinite dimension.

For the applications of our abstract results to the theory of Fourier multipliers
we extend Theorem 3.1.2 to the continuous time setting. Namely, we show an
analogue of Theorem 3.1.2 for purely discontinuous martingales (i.e. martingales
which quadratic variations are pure jump processes, see Subsection 3.3.2).

An extension of Theorem 3.1.2 to general continuous-time martingales is shown
in the paper [184]. Nevertheless, the sharp estimate in this extension for the case
of continuous martingales remains an open problem. This problem is in fact of
interest in Harmonic Analysis. If true, this sharp estimate can be used to study
a larger class of multipliers, including the Hilbert transform HX . Garling in [61]
proved that

‖HX ‖L (Lp (R;X )) ≤β2
p,X ,

and it is a long-standing open problem (see [79, pp.496–497]) to prove a linear
estimate of the form

‖HX ‖L (Lp (R;X )) ≤Cβp,X

for some constant C . Here we will show that the latter estimate would indeed fol-
low if one can show the existence of a Burkholder function with certain additional
properties. At present, the existence of such Burkholder functions is known only
in the Hilbert space case (see Remark 3.5.4).

3.2. PRELIMINARIES

The following lemma is a multidimensional version of [89, Theorem 26.6(v)].
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Lemma 3.2.1. Let d be a natural number, H be a d-dimensional Hilbert space, M : R+×
Ω→ H be a martingale, Φ :R+×Ω→L (H ,R) be elementary progressive. Then [Φ ·M ].d

‖Φ‖2 · [M ] a.s.

Proof. Let (hn)d
n=1 be an orthogonal basis of H , Φ1, . . . ,Φd : R+ ×Ω → R be such

that Φ = ∑d
n=1Φnhn , and M1, . . . , Md : R+ ×Ω → R be martingales such that M =∑d

n=1 Mnhn . Notice that thanks to the definition of a quadratic variation (2.2.4)
one has that [M ] = [M1]+·· ·+ [Md ]. Then since a quadratic variation is a positive-
definite quadratic form (see [89, Theorem 26.6]), thanks to [89, Theorem 26.6(v)]
one has for each t ≥ 0 a.s.,

[Φ ·M ]t = [Φ1 ·M1 +·· ·+Φd ·Md ]t .d [Φ1 ·M1]t +·· ·+ [Φd ·Md ]t

= (‖Φ1‖2 · [M1])t +·· ·+ (‖Φd‖2 · [Md ])t

.d (‖Φ‖2 · [M ])t .

Using Lemma 3.2.1 one can extend stochastic integral to the case of general Φ.
In particular, the following lemma on stochastic integration can be shown.

Lemma 3.2.2. Let d be a natural number, H be a d-dimensional Hilbert space, p ∈ (1,∞),
M , N : R+ ×Ω → H be Lp -martingales, F : H → H be a measurable function such that
‖F (h)‖ ≤ C‖h‖p−1 for each h ∈ H and some C > 0. Let N− : R+ ×Ω→ H be such that
(N−)t = Nt− for each t ≥ 0. Then F (N−) ·M is a martingale and for each t ≥ 0,

E|(F (N−) ·M)t |.p,d C (E‖Nt‖p )
p−1

p (E‖Mt‖p )
1
p . (3.2.1)

Proof. First notice that F (N−) is predictable. Therefore, thanks to Lemma 3.2.1
and [89, Theorem 26.12], in order to prove that F (N−) is stochastically integrable
with respect to M and that F (N−) · M is a martingale it is sufficient to show that

E(‖F (N−)‖2 ·[M ])
1
2
t <∞. Without loss of generality suppose that M0 = N0 = 0 a.s. and

C = 1. Then

E(‖F (N−)‖2 · [M ])
1
2
t ≤ E(‖Nt−‖2(p−1) · [M ]t )

1
2 ≤ E

(
sup

0≤s≤t
‖Ns‖p−1[M ]

1
2
t

)
(i )≤ (E sup

0≤s≤t
‖Ns‖p )

p−1
p (E[M ]

p
2
t )

1
p (3.2.2)

(i i )
. p (E‖Nt‖p )

p−1
p (E‖Mt‖p )

1
p <∞,

where (i ) follows from the Hölder inequality, and (i i ) holds thanks to [89, Theorem
26.12] and [93, Theorem 1.3.8(iv)].

Now let us show (3.2.1):

E|(F (N−) ·M)t |
(i )
.p E[F (N−) ·M ]

1
2
t

(i i )
. d E(‖F (N−)‖2 · [M ])

1
2
t
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(i i i )
. p (E‖Nt‖p )

p−1
p (E‖Mt‖p )

1
p .

Here (i ) follows from [89, Theorem 26.12], (i i ) holds thanks to Lemma 3.2.1, and
(i i i ) follows from (3.2.2).

3.3. UMD BANACH SPACES AND WEAK DIFFERENTIAL SUBORDI-
NATION

From now on the scalar field K can be either R or C.

3.3.1. Discrete case

In this subsection we assume that X is a Banach space over the scalar field K and
with a separable dual X ∗. Let (Ω,F ,P) be a complete probability space with filtra-
tion F := (Fn)n≥0, F0 = {∅,Ω}.

Definition 3.3.1. Let ( fn)n≥0, (gn)n≥0 be X -valued local martingales. For each n ≥ 1

we define d fn := fn − fn−1, d gn := gn − gn−1.

(i) g is differentially subordinate to f (we will often write g ¿ f ) if one has that
‖d gn‖ ≤ ‖d fn‖ a.s. for all n ≥ 1 and ‖g0‖ ≤ ‖ f0‖ a.s.

(ii) g is weakly differentially subordinate to f (we will often write g
w¿ f ) if for each

x∗ ∈ X ∗ one has that |〈d gn , x∗〉| ≤ |〈d fn , x∗〉| a.s. for all n ≥ 1 and |〈g0, x∗〉| ≤
|〈 f0, x∗〉| a.s.

The following characterization of Hilbert spaces can be found in [140, Theo-
rem 3.24(i)]:

Theorem 3.3.2. A Banach space X is isomorphic to a Hilbert space if and only if for some
(equivalently, for all) 1 < p <∞ there exists a constant αp,X > 0 such that for any pair of
X -valued local martingales ( fn)n≥0, (gn)n≥0 such that g is differentially subordinate to f

one has that
E‖gn‖p ≤αp

p,X E‖ fn‖p (3.3.1)

for each n ≥ 1.

By the Pettis measurability theorem [79, Theorem 1.1.20], we may assume that
X is separable. Then weak differential subordination implies differential subordi-
nation. Indeed, let (xk )k≥1 be a dense subset of X , (x∗

k )k≥1 be a sequence of linear
functionals on X such that 〈xk , x∗

k 〉 = ‖xk‖ and ‖x∗
k ‖ = 1 for each k ≥ 1 (such a se-

quence exists by the Hahn-Banach theorem). Let (gn)n≥0 be weakly differentially
subordinate to ( fn)n≥0. Then for each n ≥ 1 a.s.

‖d gn‖ = sup
k≥1

|〈d gn , x∗
k 〉| ≤ sup

k≥1
|〈d fn , x∗

k 〉| = ‖d fn‖.
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By the same reasoning ‖g0‖ ≤ ‖ f0‖ a.s. This means that the weak differential subor-
dination property is more restrictive than the differential subordination property.
Therefore, under the weak differential subordination, one could expect that the
assertions of the type (3.3.1) characterize a broader class of Banach spaces X . Ac-
tually we will prove the following theorem, which extends [34, Theorem 2] to the
UMD case.

Theorem 3.3.3. A Banach space X is a UMD space if and only if for some (equivalently,
for all) 1 < p <∞ there exists a constant β> 0 such that for all X -valued local martingales
( fn)n≥0 and (gn)n≥0 such that g is weakly differentially subordinate to f one has

E‖gn‖p ≤βpE‖ fn‖p , n ≥ 1. (3.3.2)

If this is the case then the smallest admissible β is the UMD constant βp,X .

Theorem 3.1.2 is contained in this result as a special case.
The proof of Theorem 3.3.3 consists of several steps.

Proposition 3.3.4. Let X be a Banach space. Let ( fn)n≥0, (gn)n≥0 be two X -valued local
martingales. Then g is weakly differentially subordinate to f if and only if there exists an
adapted scalar-valued process (an)n≥0 such that |an | ≤ 1 a.s. for all n ≥ 1, d gn = and fn

a.s. and g0 = a0 f0 a.s.

For the proof we will need two lemmas.

Lemma 3.3.5. Let X be a Banach space, `1,`2 ∈ X ∗ be such that ker(`1) ⊂ ker(`2). Then
there exists a ∈K such that `2 = a`1.

Proof. If `2 = 0, then the assertion is obvious and one can take a = 0. Suppose that
`2 6= 0. Then codim(ker(`2)) = 1 (see [96, p.80]), and there exists x0 ∈ X \ker(`2) such
that x0 ⊕ker(`2) = X . Notice that since codim(ker(`1)) ≤ 1 and ker(`1) ⊂ ker(`2), one
can easily conclude that ker(`1) = ker(`2). Let a = `2(x0)/`1(x0). Fix y ∈ X . Then
there exists λ ∈K such that y −λx0 ∈ ker(`1) = ker(`2). Therefore

`2(y) = `2(λx0)+`2(y −λx0) = a`1(λx0)+a`1(y −λx0) = a`1(y),

hence `2 = a`1.

Lemma 3.3.6. Let X be a Banach space, (S,Σ,µ) be a measure space. Let f , g : S → X be
strongly measurable such that |〈g , x∗〉| ≤ |〈 f , x∗〉| µ-a.s. for each x∗ ∈ X ∗. Then there exists
a measurable function a : S →K such that ‖a‖∞ ≤ 1 and g = a f .

Proof. By the Pettis measurability theorem [79, Theorem 1.1.20] we can assume X

to be separable. Let (xm)m≥1 be a dense subset of X . By the Hahn-Banach theorem
we can find a sequence (x∗

m)m≥1 of linear functionals on X such that 〈xm , x∗
m〉 = ‖xm‖

and ‖x∗
m‖ = 1 for each m ≥ 1. Let Y0 =Q−span(x∗

1 , x∗
2 , . . .), and let Y = span(x∗

1 , x∗
2 , . . .)
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be a separable closed subspace of X ∗. Then X ,→ Y ∗ isometrically. Fix a set of full
measure S0 such that for all x∗ ∈ Y0, |〈g , x∗〉| ≤ |〈 f , x∗〉| on S0. Fix x∗ ∈ Y . Let (yk )k≥1

be a sequence in Y0 such that yk → x∗ in Y as k → ∞. Then on S0 we have that
|〈g , y∗

k 〉|→ |〈g , x∗〉| and |〈 f , yk〉|→ |〈 f , x∗〉|. Consequently for each s ∈ S0,

|〈g (s), x∗〉| ≤ |〈 f (s), x∗〉|, x∗ ∈ Y . (3.3.3)

Therefore the linear functionals f (s), g (s) ∈ X ,→ Y ∗ are such that ker g (s) ⊂ ker f (s),
and hence by Lemma 3.3.5 there exist a(s) defined for each fixed s ∈ S0 such that
g (s) = a(s) f (s). By (3.3.3) one has that |a(s)| ≤ 1.

Let us construct a measurable version of a. Y0 is countable since it is a Q−span
of a countable set. Let Y0 = (ym)m≥1. For each m > 1 construct Am ∈Σ as follows:

Am = {s ∈ S : 〈g (s), ym〉 6= 0,〈g (s), ym−1〉 = 0, . . . ,〈g (s), y1〉 = 0}

and put A1 = {s ∈ S : 〈g (s), y1〉 6= 0}. Obviously on the set S \∪∞
m=1 Am one has that

g = 0, so one can redefine a := 0 on S\∪∞
m=1 Am . For each m ≥ 1 we redefine a := 〈g ,ym〉

〈 f ,ym〉
on Am . Then a constructed in such a way is Σ-measurable.

Proof of Proposition 3.3.4. The proposition follows from Lemma 3.3.6: the assump-
tion of this lemma holds for d fn and d gn for any n ≥ 1, and for f0 and g0. So
according to Lemma 3.3.6 there exists a sequence (an)n≥0 which is a.s. bounded by
1, such that d gn = and fn for each n ≥ 1 and g0 = a0 f0 a.s. Moreover, again thanks to
Lemma 3.3.6, an is Fn-measurable, so (an)n≥0 is adapted.

In [35] Burkholder showed that the UMD property is equivalent to the exis-
tence of a certain biconcave function V : X × X → R. With a slight variation of his
argument (see Remark 3.3.10) one can also show the equivalence with the existence
of a certain zigzag-concave function with a better structure.

Theorem 3.3.7 (Burkholder). For a Banach space X the following are equivalent

1. X is a UMD Banach space;

2. for each p ∈ (1,∞) there exists a constant β > 0 and a zigzag-concave function U :

X ×X →R such that

U (x, y) ≥ ‖y‖p −βp‖x‖p , x, y ∈ X . (3.3.4)

The smallest admissible β for which such U exists is βp,X .

Proof. The proof is essentially the same as the one given in [79, Theorem 4.5.6],
but the construction of U is a bit different. The only difference is allowing |ε| ≤ 1

instead of |ε| = 1 for the appropriate scalars ε.
For each x, y ∈ X we define S(x, y) as a set of all pairs ( f , g ) of discrete martin-

gales such that
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1. f0 ≡ x, g0 ≡ y ;

2. there exists N ≥ 0 such that d fn ≡ 0, d gn ≡ 0 for n ≥ N ;

3. (d gn)n≥1 = (εnd fn)n≥1 for some sequence of scalars (εn)n≥1 such that |εn |≤1

for each n ≥ 1.

Then we define U : X ×X →R∪ {∞} as follows:

U (x, y) := sup
{
E(‖g∞‖p −βp‖ f∞‖p ) : ( f , g ) ∈S(x, y)

}
. (3.3.5)

The rest of the proof repeats the one given in [79, Theorem 4.5.6].

Remark 3.3.8. We will call the function U constructed above the Burkholder function.
Notice that this function coincides with the one in the proof of [79, Theorem 4.5.6].
This is due to the fact that the function

(εn)N
n=1 7→

(
E
∥∥∥g0 +

N∑
n=1

εnd fn

∥∥∥p) 1
p

is convex on the K-cube {(εn)N
n=1 : |ε1|, . . . , |εN | ≤ 1} because of the triangle inequality,

therefore it takes its supremum on the set of the domain endpoints, namely on the
set {(εn)N

n=1 : |ε1|, . . . , |εN | = 1}.

Remark 3.3.9. Analogously to [79, (4.31)] by (3.3.5) we have that U (αx,αy) = |α|pU (x, y)

for each x, y ∈ X , α ∈ K. Therefore U (0,0) = 0, and hence for each x ∈ X and each
scalar ε such that |ε| ≤ 1, by the zigzag-concavity of U in the point (0,0)

U (x,εx) = 1

2
U (0+x,0+εx)+ 1

2
U (0−x,0−εx) ≤U (0,0) = 0. (3.3.6)

Let ξ,η ∈ L0(Ω; X ) be such that |〈η, x∗〉| ≤ |〈ξ, x∗〉| for each x∗ ∈ X ∗ a.s. Then thanks to
Lemma 3.3.6 and (3.3.6), U (ξ,η) ≤ 0 a.s.

Remark 3.3.10. For each zigzag-concave function U : X ×X →R one can construct a
biconcave function V : X ×X →R as follows:

V (x, y) =U
( x − y

2
,

x + y

2

)
, x, y ∈ X . (3.3.7)

Indeed, by the definition of U , for each x, y ∈ X the functions

z 7→V (x + z, y) =U
( x − y

2
+ z

2
,

x + y

2
+ z

2

)
,

z 7→V (x, y + z) =U
( x − y

2
− z

2
,

x + y

2
+ z

2

)
are concave. Moreover, for each x, y ∈ X and a,b ∈K such that |a +b| ≤ |a −b| one
has that the function

z 7→V (x +az, y +bz) =U
( x − y

2
+ (a −b)z

2
,

x + y

2
+ (a +b)z

2

)
is concave since

∣∣ a+b
a−b

∣∣≤ 1.
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Remark 3.3.11. Due to the explicit representation (3.3.5) of U we can show that for
each x1, x2, y1, y2 ∈ X ,

|U (x1, y1)−U (x2, y2)| ≤ ‖x1 −x2‖p +βp
p,X ‖y1 − y2‖p .

Therefore U is continuous, and consequently V is continuous as well.

Remark 3.3.12. Notice that if X is finite dimensional then by Theorem 2.20 and
Proposition 2.21 in [59] there exists a unique translation-invariant measure λX on
X such that λX (BX ) = 1 for the unit ball BX of X . We will call λX a Lebesgue measure.
Thanks to the Alexandrov theorem [57, Theorem 6.4.1] x 7→V (x, y) and y 7→V (x, y)

are a.s. Fréchet differentiable with respect to λX , and by [86, Proposition 3.1] and
Remark 3.3.11 for a.a. (x, y) ∈ X × X for each u, v ∈ X there exists the directional
derivative ∂V (x+tu,y+t v)

∂t . Moreover,

∂V (x + tu, y + t v)

∂t
= 〈∂xV (x, y),u〉+〈∂y V (x, y), v〉, (3.3.8)

where ∂xV and ∂y V are the corresponding Fréchet derivatives with respect to the
first and the second variable. Thanks to (3.3.8) and Remark 3.3.10 one obtains that
for a.e. (x, y) ∈ X ×X , for all z ∈ X and a,b ∈K such that |a +b| ≤ |a −b|,

V (x +az, y +bz) ≤V (x, y)+ ∂V (x +at z, y +bt z)

∂t

=V (x, y)+a〈∂xV (x, y), z〉+b〈∂y V (x, y), z〉.
(3.3.9)

Lemma 3.3.13. Let X be a finite dimensional Banach space, V : X × X → R be as defined
in (3.3.7). Then there exists C > 0 which depends only on V such that for a.e. pair x, y ∈ X ,

‖∂xV (x, y)‖,‖∂y V (x, y)‖ ≤C (‖x‖p−1 +‖y‖p−1).

Proof. We show the inequality only for ∂xV , the proof for ∂y V being analogous.
First we prove that there exists C > 0 such that ‖∂xV (x, y)‖ ≤ C for a.e. x, y ∈ X

such that ‖x‖,‖y‖ ≤ 1. Let us show this by contradiction. Suppose that such C

does not exist. Since V is continuous by Remark 3.3.11, and since a unit ball in
X is a compact set, there exists K > 0 such that |V (x, y)| < K for all x, y ∈ X such
that ‖x‖,‖y‖ ≤ 2. Let x0, y0 ∈ X be such that ‖x0‖,‖y0‖ ≤ 1 and ‖∂xV (x0, y0)‖ > 3K .
Therefore there exists z ∈ X such that ‖z‖ = 1 and 〈∂xV (x0, y0), z〉 < −3K . Hence we
have that ‖x0 + z‖ ≤ 2 and because of the concavity of V in the first variable

V (x0 + z, y0) ≤V (x0, y0)+〈∂xV (x0, y0), z〉 ≤ K −3K ≤−2K .

Consequently, |V (x0 + z, y0)| > K , which contradicts with our suggestion.
Now fix C > 0 such that |∂xV (x, y)| ≤ C for all x, y ∈ X such that ‖x‖,‖y‖ ≤ 1.

Fix x, y ∈ X . Without loss of generality assume that ‖x‖ ≥ ‖y‖. Let L = ‖x‖. Then
‖∂xV

( x
L , y

L

)‖ ≤C . Let z ∈ X be such that ‖z‖ = 1. Then by Remark 3.3.9,

|〈∂xV (x, y), z〉|=
∣∣∣lim

t→0

V (x+t z, y)−V (x, y)

t

∣∣∣=∣∣∣lim
t→0

LpV ( x
L + t

L z, y
L )−LpV ( x

L , y
L )

L t
L

∣∣∣
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= Lp−1
∣∣∣lim

t→0

V ( x
L +t z, y

L )−V ( x
L , y

L )

t

∣∣∣=Lp−1
∣∣∣〈∂xV

( x

L
,

y

L

)
, z

〉∣∣∣
≤ Lp−1C ≤C (‖x‖p−1 +‖y‖p−1).

Therefore since z was arbitrary, ‖∂xV (x, y)‖ ≤C (‖x‖p−1+‖y‖p−1). The case ‖x‖ < ‖y‖
can be done in the same way.

Lemma 3.3.14. Let X be a finite dimensional Banach space, 1 < p <∞, ( fn)n≥0, (gn)n≥0

be X -valued martingales on a probability space (Ω,F ,P) with a filtration F= (Fn)n≥0 and
assume that (gn)n≥0 is weakly differentially subordinate to ( fn)n≥0. Let Y = X ⊕R be the
Banach space with the norm as follows:

‖(x,r )‖Y := (‖x‖p
X +|r |p )

1
p , x ∈ X ,r ∈R.

Then there exist two sequences ( f m)m≥1 and (g m)m≥1 of Y -valued martingales on an en-
larged probability space (Ω,F ,P) with an enlarged filtration F= (F n)n≥0 such that

1. f m
n , g m

n have absolutely continuous distributions with respect to the Lebesgue mea-
sure on Y for each m ≥ 1 and n ≥ 0;

2. f m
n → ( fn ,0), g m

n → (gn ,0) pointwise as m →∞ for each n ≥ 0;

3. if for some n ≥ 0 E‖ fn‖p <∞, then for each m ≥ 1 one has that E‖ f m
n ‖p <∞ and

E‖ f m
n − ( fn ,0)‖p → 0 as m →∞;

4. if for some n ≥ 0 E‖gn‖p <∞, then for each m ≥ 1 one has that E‖g m
n ‖p <∞ and

E‖g m
n − (gn ,0)‖p → 0 as m →∞;

5. for each m ≥ 1 we have that (g m
n )n≥0 is weakly differentially subordinate to ( f m

n )n≥0.

Proof. First of all let us show that we may assume that f0 and g0 are nonzero a.s.
For this purpose we can modify f0 and g0 as follows:

f ε0 = f0 +εx1 f0=0,

g ε0 = g0 +εx1 f0=0 +ε f01g0=0, f0 6=0,

where ε > 0 is arbitrary and x ∈ X is fixed. This small perturbation does not
destroy the weak differential subordination property. Moreover, if we let f εn :=
f ε0 +∑n

k=1 d fk , g εn := g ε0 +
∑n

k=1 d gk for any n ≥ 1, then f εn → fn and g εn → gn a.s., and
f εn − fn → 0 and g εn − gn → 0 in Lp (Ω; X ) as ε→ 0.

From now we assume that f0 and g0 are nonzero a.s. This in fact means that
random variable a0 from Proposition 3.3.4 is nonzero a.s. as well. Let BY be the
unit ball of Y , (BY ,B(BY ), P̂) be a probability space such that P̂ := λY |BY has the
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uniform Lebesgue distribution on BY (see Remark 3.3.12). Fix some scalar product
〈·, ·〉 : Y ×Y →R in Y . We will construct a random operator T :BY →L (Y ) as follows:

T (b, y) := 〈b, y〉b b ∈BY , y ∈ Y .

Note that for each fixed b ∈ BY the mapping y 7→ 〈b, y〉b is a linear operator on Y .
Moreover,

sup
b∈BY

‖T (b, ·)‖L (Y ) <∞. (3.3.10)

Now let (Ω,F ,P) := (Ω×BY ,F ⊗B(BY ),P⊗ P̂). For each m ≥ 1 define an operator-
valued function Qm :Ω→L (Y ) as follows: Qm := I + 1

m T .
Fix ε > 0. For each n ≥ 0 define f̃ εn := ( fn ,ε), g̃ εn := (gn ,εa0). Then ( f̃ εn )n≥0 and

(g̃ εn)n≥0 are Y -valued martingales which are nonzero a.s. for each n ≥ 0 and are
such that (g̃ εn)n≥0 is weakly differentially subordinate to ( f̃ εn )n≥0. For each m ≥ 1

define Y -valued martingales f m and g m in the following way:

f m
n :=Qm f̃ εn , m ≥ 1,n ≥ 0,

g m
n :=Qm g̃ εn , m ≥ 1,n ≥ 0.

Let us illustrate that for each m ≥ 1, f m and g m are martingales with respect to the
filtration F= (F n)n≥0 := (Fn ⊗B(BY ))t≥0: for each n ≥ 1 we have

E( f m
n |F n−1) = E(Qm f̃ εn |Fn−1 ⊗B(BY ))

(i )= QmE( f̃ εn |Fn−1 ⊗B(BY ))

(i i )= Qm f̃ εn−1 = f m
n−1,

where (i ) holds since Qm is B(BY )-measurable, and (i i ) holds since f̃ εn is indepen-
dent of B(BY ). The same can be proven for g m . Thanks to (3.3.10) one has that
limm→∞ supb∈BY

‖Qm − I‖L (Y ) = 0 and hence (2), (3) and (4) hold for f̃ ε and g̃ ε.
Let us prove (5). For each m ≥ 1 and n ≥ 1 one has:

d g m
n = dQm g̃ εn = dQm an f̃ εn = andQm f̃ εn = and f m

n .

The same holds for g m
0 and f m

0 .
Now we will show (1). Let us fix a set A ⊂ Y of Lebesgue measure zero. Then

for each fixed n ≥ 0 and m ≥ 1,

E1 f m
n ∈A =

∫
Ω

∫
BY

1 f̃ εn + 1
m 〈b, f̃ εn 〉b∈A dP̂(b)dP

=
∫
Ω

∫
BY

1 1
m 〈b, f̃ εn 〉b∈A− f̃ εn

dP̂(b)dP,
(3.3.11)

where F − y is a translation of a set F ⊂ Y by a vector y ∈ Y . For each fixed y ∈ Y \{0}

the distribution of a Y -valued random variable b 7→ 〈b, y〉b is absolutely continuous
with respect to λY . Since P̂(A− y) = 0 for each y ∈ Y \ {0}, one has∫

BY

1 1
m 〈b,y〉b∈A−y dP̂(b) = 0. (3.3.12)
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Recall that P{ f̃ εn = 0} = 0, therefore due to (3.3.12) a.s.∫
BY

1 1
m 〈b, f̃ εn 〉b∈A− f̃ εn

dP̂(b) = 0.

Consequently the last double integral in (3.3.11) vanishes. The same works for g m .
Now to construct such a sequence for (( fn ,0))n≥0 and ((gn ,0))n≥0 one needs to

construct it for different ε and take an appropriate subsequence.

Proof of Theorem 3.3.3. The “if” part is obvious thanks to the definition of a UMD
Banach space. Let us prove the “only if” part. As in the proof of the lemma above,
without loss of generality suppose that X is separable and that the set

⋃
n({ fn =

0}∪ {gn = 0}) is of P-measure 0. If it does not hold, we consider Y := X ⊕R instead
of X with the norm of (x,r ) ∈ Y given by ‖(x,r )‖Y = (‖x‖p

X + |r |p )1/p . Notice that
then βp,Y = βp,X . We can suppose that a0 is nonzero a.s., so we consider ( f εn )n≥0 :=
( fn ⊕ε)n≥0 and (g εn)n≥0 := (gn ⊕εa0)n≥0 with ε> 0, and let ε go to zero.

One can also restrict to a finite dimensional case. Indeed, since X is a separable
reflexive space, X ∗ is separable as well. Let (Ym)m≥1 be an increasing sequence of
finite-dimensional subspaces of X ∗ such that

⋃
m Ym = X ∗ and ‖·‖Ym = ‖·‖X ∗ for each

m ≥ 1. Then for each fixed m ≥ 1 there exists a linear operator Pm : X → Y ∗
m of norm 1

defined as follows: 〈Pm x, y〉 = 〈x, y〉 for each x ∈ X , y ∈ Ym . Then since Ym is a closed
subspace of X ∗, [79, Proposition 4.33] yields βp ′,Ym ≤βp ′,X ∗ , consequently again by
[79, Proposition 4.33] βp,Y ∗

m
≤ βp,X ∗∗ = βp,X . So if we prove the finite dimensional

version, then
E‖Pm gn‖p ≤βp

p,X E‖Pm fn‖p , n ≥ 0,

for each m ≥ 1, and due to the fact that ‖Pm x‖Y ∗
m
↗‖x‖X for each x ∈ X as m →∞,

we would obtain (3.3.2) in the general case.
Let β be the UMD constant of X , and let U ,V : X ×X →R be as defined in Theo-

rem 3.3.7 and in (3.3.7) respectively, (an)n≥0 be as defined in Proposition 3.3.4. By
Lemma 3.3.14 we can suppose that fn and gn have distributions which are abso-
lutely continuous with respect to the Lebesgue measure. Then

E(‖gn‖p −β‖ fn‖p )
(i )≤ EU ( fn , gn) = EU ( fn−1 +d fn , gn−1 +and fn)

(i i )= EV
(
gn−1+ fn−1+(an+1)d fn , gn−1− fn−1+(an−1)d fn

)
(i i i )≤ EV

(
gn−1 + fn−1, gn−1 − fn−1

)
+E〈∂xV

(
gn−1 + fn−1, gn−1 − fn−1

)
, (an +1)d fn

〉
(3.3.13)

+E〈∂y V
(
gn−1 + fn−1, gn−1 − fn−1

)
, (an −1)d fn

〉
(i v)= EV

(
gn−1 + fn−1, gn−1 − fn−1

)
(v)= EU ( fn−1, gn−1).
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Here (i ) and (i i i ) hold by Theorem 3.3.7 and (3.3.9) respectively, (i i ) and (v) follow
from the definition of V . Let us prove (i v). We will show that

E
〈
∂xV

(
gn−1 + fn−1, gn−1 − fn−1

)
, (an +1)d fn

〉= 0. (3.3.14)

Since both fn and an fn are martingale differences, (an +1)d fn is a martingale differ-
ence as well. Therefore E

(
(an −1)d fn |Fn−1

)= 0. Note that according to Lemma 3.3.13 a.s.

‖∂xV
(
gn−1+ fn−1, gn−1− fn−1

)‖.V ‖ fn‖p−1 +‖gn‖p−1.

Therefore by the Hölder inequality
〈
∂xV

(
gn−1+ fn−1, gn−1− fn−1

)
, (an+1)d fn

〉
is inte-

grable. Since ∂xV
(
gn−1+ fn−1, gn−1− fn−1

)
is Fn−1-measurable,

E
(〈
∂xV

(
gn−1 + fn−1, gn−1 − fn−1

)
, (an +1)d fn

〉∣∣Fn−1

)
=

〈
∂xV

(
gn−1 + fn−1, gn−1 − fn−1

)
,E

(
(an +1)d fn

∣∣Fn−1
)〉

= 〈
∂xV

(
gn−1 + fn−1, gn−1 − fn−1

)
,0

〉= 0,

so (3.3.14) holds. By the same reason

E
〈
∂y V

(
gn−1 + fn−1, gn−1 − fn−1

)
, (an −1)d fn

〉= 0,

and (i v) follows.
Notice that thanks to Remark 3.3.9 E( f0, g0) ≤ 0. Therefore from the inequality

(3.3.13) by an induction argument we get

E(‖gn‖p −βp‖ fn‖p ) ≤ EU ( fn , gn) ≤ EU ( fn−1, gn−1) ≤ . . . ≤ EU ( f0, g0) ≤ 0.

This terminates the proof.

3.3.2. Continuous time case

Now we turn to continuous time martingales. Let (Ω,F ,P) be a probability space
with a filtration F= (Ft )t≥0 that satisfies the usual conditions.

Definition 3.3.15. Let M , N : R+×Ω→ R be local martingales. Then we say that N

is differentially subordinate to M (we will often write N ¿ M) if for each x∗ ∈ X ∗ one
has that [M ]− [N ] is an a.s. nondecreasing function and |N0| ≤ |M0| a.s.

Definition 3.3.16. Let M , N :R+×Ω→ X be local martingales. Then we say that N is
weakly differentially subordinate to M (we will often write N

w¿ M) if 〈N , x∗〉¿ 〈M , x∗〉
for each x∗ ∈ X ∗.

The following theorem is a natural extension of Proposition 3.3.4.
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Theorem 3.3.17. Let X be a Banach space. Then X is a UMD space if and only if for
some (equivalently, for all) 1 < p <∞ there exists β > 0 such that for each purely discon-
tinuous X -valued local martingales M , N :R+×Ω→ X such that N is weakly differentially
subordinate to M one has

E‖Nt‖p ≤βpE‖Mt‖p . (3.3.15)

If this is the case then the smallest admissible β equals the UMD constant βp,X .

Lemma 3.3.18. Let X be a finite dimensional Banach space, 1 < p <∞, M , N :R+×Ω→ X

be local martingales on a probability space (Ω,F ,P) with a filtration F= (Ft )t≥0 such that
N is weakly differentially subordinate to M . Let Y = X ⊕R be a Banach space such that
‖(x,r )‖Y = (‖x‖p

X +|r |p )
1
p for each x ∈ X , r ∈R. Then there exist two sequences (M m)m≥1

and (N m)m≥1 of Y -valued martingales on an enlarged probability space (Ω,F ,P) with an
enlarged filtration F= (F t )t≥0 such that

1. M m
t , N m

t have absolutely continuous distributions with respect to the Lebesgue mea-
sure on Y for each m ≥ 1 and t ≥ 0;

2. M m
t → (Mt ,0), N m

t → (Nt ,0) pointwise as m →∞ for each t ≥ 0;

3. if for some t ≥ 0 E‖Mt‖p <∞, then for each m ≥ 1 one has that E‖M m
t ‖p <∞ and

E‖M m
t − (Mt ,0)‖p → 0 as m →∞;

4. if for some t ≥ 0 E‖Nt‖p <∞, then for each m ≥ 1 one has that E‖N m
t ‖p < ∞ and

E‖N m
t − (Nt ,0)‖p → 0 as m →∞;

5. for each m ≥ 1 we have that N m is weakly differentially subordinate to M m .

Proof. The proof is essentially the same as one of Lemma 3.3.14.

Proof of Theorem 3.3.17. We use a modification of the argument in [179, Theorem 1],
where the Hilbert space case was considered. Thanks to the same methods as were
applied in the beginning of the proof of Theorem 3.3.3 and using Lemma 3.3.18
instead of Lemma 3.3.14, one can suppose that X is finite-dimensional and Mt and
Nt are nonzero a.s. for each t ≥ 0. We know that EU (Mt , Nt ) ≥ E(‖Nt‖p −βp‖Mt‖p )

for each t ≥ 0. On the other hand, thanks to the fact that [〈M , x∗〉] and [〈N , x∗〉] are
pure jump for each x∗ ∈ X ∗ and the finite-dimensional version of Itô formula [89,
Theorem 26.7], one has

EU (Mt , Nt ) = EU (M0, N0)+E
∫ t

0
〈∂xU (Ms−, Ns−), dMs〉

+E
∫ t

0
〈∂yU (Ms−, Ns−), dNs〉+EI ,

(3.3.16)

where

I = ∑
0<s≤t

[∆U (Ms , Ns )−〈∂xU (Ms−, Ns−),∆Ms〉−〈∂yU (Ms−, Ns−),∆Ns〉].



3.4. FOURIER MULTIPLIERS 55

Note that since a.s.

∆|〈N , x∗〉|2 =∆[〈N , x∗〉] ≤∆[〈M , x∗〉] =∆|〈M , x∗〉|2

for each x∗ ∈ X ∗, one has that thanks to Lemma 3.3.6 for each s ≥ 0, for a.e. ω ∈Ω
there exists as (ω) such that |as (ω)| ≤ 1 and ∆Ns (ω) = as (ω)∆Ms (ω). Therefore for
each s ≥ 0 by (3.3.9) P-a.s.

∆U (Ms , Ns )−〈∂xU (Ms−, Ns−),∆Ms〉−〈∂yU (Ms−, Ns−),∆Ns〉
=V (Ms−+Ns−+ (as +1)∆Ms , Ns−−Ms−+ (as −1)∆Ms )

−V (Ms−+Ns−, Ns−−Ms−)

−〈∂xV (Ms−+Ns−, Ns−−Ms−), (as +1)∆Ms〉
−〈∂y V (Ms−+Ns−, Ns−−Ms−), (as −1)∆Ms〉 ≤ 0,

so I ≤ 0 a.s., and EI ≤ 0. Also∫ t

0
〈∂xU (Ms−, Ns−), dMs〉+

∫ t

0
〈∂yU (Ms−, Ns−), dNs〉

=
∫ t

0
〈∂xV (Ms−+Ns−, Ns−−Ms−), d(Ms +Ns )〉

+
∫ t

0
〈∂y V (Ms−+Ns−, Ns−−Ms−), d(Ns −Ms )〉,

so by Lemma 3.2.2 and Lemma 3.3.13 it is a martingale that starts at zero, and
therefore its expectation is zero as well. Consequently, thanks to (3.3.4), (3.3.16)
and Remark 3.3.9,

E‖Nt‖p −βp
p,X E‖Mt‖p ≤ EU (Mt , Nt ) ≤ EU (M0, N0) ≤ 0,

and therefore (3.3.15) holds.

As one can see, in our proof we did not need the second order terms of the Itô
formula thanks to the nature of the quadratic variation of a purely discontinuous
process. Nevertheless, Theorem 3.3.17 holds for arbitrary martingales M and N ,
but with worse estimates (see Chapter 4). The connection of Theorem 3.3.17 for
continuous martingales with the Hilbert transform will be discussed in Section
3.5.

3.4. FOURIER MULTIPLIERS

In [10] and [9] the authors exploited the differential subordination property to
show boundedness of certain Fourier multipliers in L (Lp (Rd )). It turned out that it
is sufficient to use the weak differential subordination property to obtain the same
assertions, but in the vector-valued situation.
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3.4.1. Basic definitions and the main theorem

Let d ≥ 1 be a natural number. Recall that S (Rd ) is a space of Schwartz functions on
Rd . For a Banach space X with a scalar field C we define S (Rd )⊗X as the space of
all functions f :Rd → X of the form f =∑K

k=1 fk ⊗ xk , where K ≥ 1, f1, . . . , fK ∈S (Rd ),
and x1, . . . , xK ∈ X . Notice that for each 1 ≤ p <∞ the space S (Rd )⊗ X is dense in
Lp (Rd ; X ).

We define the Fourier transform F and the inverse Fourier transform F−1 on
S (Rd ) as follows:

F ( f )(t ) = 1

(2π)
d
2

∫
Rd

e−i 〈t ,u〉 f (u)du, f ∈S (Rd ), t ∈Rd ,

F−1( f )(t ) = 1

(2π)
d
2

∫
Rd

e i 〈t ,u〉 f (u)du, f ∈S (Rd ), t ∈Rd .

It is well-known that for any f ∈S (Rd ) we have F ( f ),F−1( f ) ∈S (Rd ), and F−1(F ( f )) =
f . The reader can find more details on the Fourier transform in [69].

Let m : Rd →C be measurable and bounded. Then we can define a linear oper-
ator Tm on S (Rd )⊗X as follows:

Tm( f ⊗x) =F−1(mF ( f )) · x, f ∈S (Rd ), x ∈ X . (3.4.1)

The operator Tm is called a Fourier multiplier, while the function m is called the
symbol of Tm . If X is finite-dimensional then Tm can be extended to a bounded
linear operator on L2(Rd ; X ). The question is usually whether one can extend Tm to
a bounded operator on Lp (Rd ; X ) for a general 1 < p <∞ and a given X . Here the
answer will be given for m of quite a special form and X with the UMD property.

Let V be a Lévy measure on Rd , that is V ({0}) = 0, V 6= 0 and∫
Rd

(|x|2 ∧1)V ( dx) <∞.

Let φ ∈ L∞(Rd ;C) be such that ‖φ‖L∞(Rd ;C) ≤ 1. Also let µ≥ 0 be a finite Borel measure
on the unit sphere Sd−1 ⊂Rd , and ψ ∈ L∞(Sd−1;C) satisfies ‖ψ‖L∞(Sd−1;C) ≤ 1.

In the sequel we set a
0 = 0 for each a ∈C. The following result extends [9, Theo-

rem 1.1] to the UMD Banach space setting.

Theorem 3.4.1. Let X be a UMD Banach space. Then the Fourier multiplier Tm with a
symbol

m(ξ) =
∫
Rd (1−cosξ · z)φ(z)V ( dz)+ 1

2

∫
Sd−1 (ξ ·θ)2ψ(θ)µ( dθ)∫

Rd (1−cosξ · z)V ( dz)+ 1
2

∫
Sd−1 (ξ ·θ)2µ( dθ)

, ξ ∈Rd , (3.4.2)

has a bounded extension on Lp (Rd ; X ) for 1 < p <∞. Moreover, then for each f ∈ Lp (Rd ; X )

‖Tm f ‖p ≤βp,X ‖ f ‖p . (3.4.3)
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Remark 3.4.2. The coefficient 1
2 in both numerator and denominator of (3.4.1), even

though it looks wired and useless (because one can always transform µ to 2µ),
exists because of the strong connection with the Lévy–Khintchin representation of
Lévy processes (see e.g. [8, Part 4.1]).

The proof is a modification of the arguments given in [9] and [10], but instead
of real-valued process we will work with processes that take their values in a finite
dimensional space. For the convenience of the reader the proof will be given in
the same form and with the same notations as the original one. However, we will
need to justify here some steps, so we cannot just skip the proof. First of all as that
was done in [9], we reduce to the case of symmetric V and µ= 0, and proceed as in
the proof of [10, Theorem 1].

In the rest of the section we may assume that X is finite dimensional, since it
is sufficient to show (3.4.3) for all f with values in X0 for each finite dimensional
subspace X0 of X .

Let ν be a positive finite symmetric measure on Rd , ν̃ = ν/|ν|. Let Ti and Zi ,
i = ±1,±2,±3, . . ., be a family of independent random variables, such that each Ti

is exponentially distributed with parameter |ν| (i.e. ETi = 1/|ν|), and each Zi has
ν̃ as a distribution. Let Si = T1 + ·· · +Ti for a positive i and Si = −(T−1 + ·· · +Ti )

for a negative i . For each −∞< s < t <∞ we define Xs,t := ∑
s<Si≤t Zi and Xs,t− :=∑

s<Si<t Zi . Note that N (B) = #{i : (Si , Zi ) ∈ B} defines a Poisson measure on R×Rd

with the intensity measure λ⊗ν, and Xs,t =
∫

s<v≤t xN ( dv, dν) (see e.g. [165]). Let
N (s, t ) =N ((s, t ]×Rd ) be the number of signals Si such that s < Si ≤ t . The following
Lemmas 3.4.3-3.4.6 are multidimensional versions of [10, Lemma 1–5], which can
be proven in the same way as in the scalar case.

Lemma 3.4.3. Let f : R×Rd ×Rd → X be Borel measurable and be either nonnegative or
bounded, and let s ≤ t . Then

E
∑

s<Si≤t
F (Si , Xs,Si−,Xs,Si

) = E
∫ t

s

∫
Rd

F (v, Xs,v−,Xs,v−+z )ν( dz)dv.

We will consider the following filtration:

F= {Ft }t∈R = {σ{Xs,t : s ≤ t }}t∈R.

Recall that for measures ν1 and ν2 on Rd the expression ν1∗ν2 means the convolution
of these measures (we refer the reader [22, Chapter 3.9] for the details). Also for
each n ≥ 1 we define ν∗n

1 := ν1 ∗·· ·∗ν1︸ ︷︷ ︸
n times

. For each t ∈R define

pt = e∗t (ν−|ν|δ0) =
∞∑

n=0

t n

n!
(ν−|ν|δ0)∗n = e−t |ν| ∞∑

n=0

t n

n!
ν∗n .
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The series converges in the norm of absolute variation of measures. As in [10, (18)]
and [9, (3.9)] pt is symmetric, and

∂

∂t
pt = (ν−|ν|δ0)∗pt , t ∈R.

Also pt1+t2 = pt1 ∗pt2 for each t1, t2 ∈ R. In fact for all t ≤ u the measure pu−t is the
distribution of X t ,u and X t ,u−. Put

Ψ(ξ) =
∫
Rd

(e iξ·z −1)ν( dz), ξ ∈Rd .

Thanks to the symmetry of ν one has as well that

Ψ(ξ) =
∫
Rd

(cosξ · z −1)ν( dz) =Ψ(−ξ) ≤ 0.

Therefore Ψ is bounded on Rd , and due to [9, (3.12)] we have that the characteristic
function of pt is of the following form:

p̂t (ξ) = e tΨ(ξ), ξ ∈Rd .

(The reader can find more on characteristic functions in [22, Chapter 3.8].)
Let g ∈ L∞(Rd ; X ). Then for x ∈Rd , t ≤ u, we define the parabolic extension of g by

Pt ,u g (x) :=
∫
Rd

g (x + y)pu−t ( dy) = g ∗pu−t (x) = Eg (x +X t ,u).

For s ≤ t ≤ u we define the parabolic martingale by

Gt =Gt (x; s,u; g ) := Pt ,u g (x +Xs,t ).

Lemma 3.4.4. We have that Gt is a bounded F-martingale.

Let φ ∈ L∞(Rd ;C) be symmetric. For each x ∈ Rd , s ≤ t ≤ u, and f ∈Cc (Rd ; X ) we
define Ft as follows:

Ft = Ft (x; s,u; f ,φ) :=∑
s<Si≤t

[PSi ,u f (x +Xs,Si )−PSi ,u f (x +Xs,Si−)]φ(Xs,Si −Xs,Si−)

−
∫ t

s

∫
Rd

[Pv,u f (x +Xs,v−+ z)−Pu,v f (x +Xs,v−)]φ(z)ν( dz)dv.

Lemma 3.4.5. We have that Ft = Ft (x; s,u; f ,φ) is an F-martingale for t ∈ [s,u]. More-
over, E‖Ft‖p <∞ for each p > 0.

Lemma 3.4.6. Gt (x; s,u; g ) = Ft (x; s,u; g ,1)+Ps,u g (x).
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Analogously to [10, (21)-(22)] one has that for each x∗ ∈ X ∗ the quadratic varia-
tions of 〈Ft (x; s,u; f ,φ), x∗〉 and 〈Gt (x; s,u; g ), x∗〉 satisfy the following a.s. identities,

[〈F, x∗〉]t =
∑

s<Si≤t

(
〈PSi ,u f (x +Xs,Si )−PSi ,u f (x +Xs,Si−), x∗〉

)2
φ2(∆Xs,Si ),

[〈G , x∗〉]t = |〈Ps,u g (x), x∗〉|2 + ∑
s<Si≤t

(
〈PSi ,u g (x +Xs,Si )−PSi ,u g (x +Xs,Si−), x∗〉

)2
.

It follows that for each f ∈ Cc (Rd ; X ), (Ft (x; s,u; f ,φ))t∈[s,u] is weakly differentially
subordinate to (Gt (x; s,u; f ))t∈[s,u] and by Theorem 3.3.17 one has for each t ∈ [s,u]

E‖Ft (x; s,u; f ,φ)‖p ≤βp
p,X E‖Gt (x; s,u; f )‖p .

Note that Gu(x; s,u; f ) = f (x +Xs,u), so∫
Rd
E‖Fu(x; s,u; f ,φ)‖p dx ≤βp

p,X

∫
Rd
E‖ f (x +Xs,u)‖p dx

=βp
p,X ‖ f ‖p

Lp (Rd ;X )
.

(3.4.4)

Let p ′ be such that 1
p + 1

p ′ = 1. Consider the linear functional on Lp ′
(Rd ; X ∗):

Lp ′
(Rd ; X ∗) 3 g 7→

∫
Rd
E〈Fu(x; s,u; f ,φ), g (x +Xs,u)〉dx.

Then by Hölder’s inequality and (3.4.4) one has∫
Rd
E|〈Fu(x; s,u; f ,φ), g (x +Xs,u)〉|dx ≤βp,X ‖ f ‖Lp (Rd ;X )‖g‖Lp′ (Rd ;X ∗).

By Theorem 1.3.10 and Theorem 1.3.21 in [79], (Lp ′
(Rd ; X ∗))∗ = Lp (Rd ; X ), so there

exists h ∈ Lp (Rd ; X ) such that for each g ∈ Lp ′
(Rd ; X ∗)∫

Rd
E〈Fu(x; s,u; f ,φ), g (x +Xs,u)〉dx =

∫
Rd

〈h(x), g (x)〉dx,

and
‖h‖Lp (Rd ;X ) ≤βp,X ‖ f ‖Lp (Rd ;X ). (3.4.5)

In particular, since X is finite dimensional∫
Rd
EFu(x; s,u; f ,φ)g (x +Xs,u)dx =

∫
Rd

h(x)g (x)dx, g ∈ Lp ′
(Rd ). (3.4.6)

For each s < 0 define ms :Rd →C as follows

ms (ξ) =


(
1−e2|s|Ψ(ξ)

)
1

Ψ(ξ)

∫
Rd (e iξ·z −1)φ(z)ν( dz), Ψ(ξ) 6= 0,

0, Ψ(ξ) = 0.
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Let u = 0. Then analogously to [10, (32)], by (3.4.6) one obtains

F (h)(ξ) = ms (ξ)F ( f )(ξ), ξ ∈Rd .

Let Tms be the Fourier multiplier on L2(Rd ; X ) with symbol ms (that is bounded
by 1). By (3.4.5) one obtains that Tms extends uniquely to a bounded operator on
Lp (Rd ; X ) with ‖Tms‖L (Lp (Rd ;X )) ≤ βp,X . Let Tm be the multiplier on L2(Rd ; X ) with
the symbol m given by

m(ξ) =
{

1
Ψ(ξ)

∫
Rd (e iξ·z −1)φ(z)ν( dz), Ψ(ξ) 6= 0,

0, Ψ(ξ) = 0.

Note that m is a pointwise limit of ms as s →−∞. Also note that Tms f → Tm f in
L2(Rd ; X ) as s →−∞ for each f ∈ Cc (Rd ; X ) by Plancherel’s theorem. Therefore by
Fatou’s lemma one has that for each f ∈Cc (Rd ; X ) the following holds:

‖Tm f ‖Lp (Rd ;X ) ≤ lim
s→−∞

‖Tms f ‖Lp (Rd ;X ) ≤βp,X ‖ f ‖Lp (Rd ;X ),

hence Tm uniquely extends to a bounded operator on Lp (Rd ; X ) with

‖Tm‖L (Lp (Rd ;X )) ≤ βp,X .

3.4.2. Examples of Theorem 3.4.1

In this subsection X is a UMD Banach space, p ∈ (1,∞). The examples will be
mainly the same as were given in [9, Chapter 4] with some author’s remarks. Re-
call that we set a

0 = 0 for any a ∈C.

Example 3.4.7. Let V1,V2 be two nonnegative Lévy measures on Rd such that V1 ≤
V2. Let

m(ξ) =
∫
Rd (1−cos(ξ · z))V1( dz)∫
Rd (1−cos(ξ · z))V2( dz)

, ξ ∈Rd .

Then ‖Tm‖L (Lp (Rd ;X )) ≤βp,X .

Example 3.4.8. Let µ1,µ2 be two nonnegative measures on Sd−1 such that µ1 ≤ µ2.
Let

m(ξ) =
∫

Sd−1 (ξ ·θ)2µ1( dθ)∫
Sd−1 (ξ ·θ)2µ2( dθ)

, ξ ∈Rd .

Then ‖Tm‖L (Lp (Rd ;X )) ≤βp,X .

Example 3.4.9 (Beurling-Ahlfors transform). Let d = 2. Put R2 = C. Then the
Fourier multiplier Tm with a symbol m(z) = z̄2

|z|2 , z ∈ C, has the norm at most 2βp,X

on Lp (Rd ; X ). This multiplier is also known as the Beurling-Ahlfors transform. It
is well-known that ‖Tm‖L (Lp (R2;X )) ≥ βp,X . There is quite an old problem whether
‖Tm‖L (Lp (R2;X )) =βp,X . This question was firstly posed by Iwaniec in [82] in C. Nev-
ertheless it was neither proved nor disproved even in the scalar-valued case. We
refer the reader to [8] and [79] for further details.
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Example 3.4.10. Let α ∈ (0,2), µ be a finite positive measure on Sd−1, ψ be a mea-
surable function on Sd−1 such that |ψ| ≤ 1. Let

m(ξ) =
∫

Sd−1 |(ξ ·θ)|αψ(θ)µ( dθ)∫
Sd−1 |(ξ ·θ)|αµ( dθ)

, ξ ∈Rd .

Then analogously to [9, (4.7)], ‖Tm‖L (Lp (Rd ;X )) ≤βp,X .

Example 3.4.11 (Double Riesz transform). Let α ∈ (0,2]. Let

m(ξ) = |ξ1|α
|ξ1|α+·· ·+ |ξd |α

, ξ= (ξ1, . . . ,ξd ) ∈Rd ,

Then according to Example 3.4.10, ‖Tm‖L (Lp (Rd ;X )) ≤ βp,X . Note that if α = 2, then
Tm is a double Riesz transform. (In the paper [188] it is shown that the norm
‖Tm‖L (Lp (Rd ;X )) does not depend on α and equals the UMD{0,1}

p constant of X ).

Example 3.4.12. Let α ∈ [0,2], d ≥ 2. Let

m(ξ) = |ξ1|α−|ξ2|α
|ξ1|α+·· ·+ |ξd |α

, ξ= (ξ1, . . . ,ξd ) ∈Rd ,

Then by Example 3.4.10, ‖Tm‖L (Lp (Rd ;X )) ≤ βp,X . Moreover, if d = 2, α ∈ [1,2], then
maxξ∈R2 m(ξ) = 1, minξ∈R2 m(ξ) = −1 and m|S1 ∈ W 2,1(S1). Therefore due to Proposi-
tion 3.4, Proposition 3.8 and Remark 3.9 in [66] one has ‖Tm‖L (Lp (R2;X )) ≥βp,X . This
together with Theorem 3.4.1 implies ‖Tm‖L (Lp (R2;X )) =βp,X , which extends [66, The-
orem 1.1], where the same assertion was proven for α= 2.

Example 3.4.13. Let µ be a nonnegative Borel measure on Sd−1, ψ ∈ L∞(Sd−1,µ),
‖ψ‖∞ ≤ 1. Let

m(ξ) =
∫

Sd−1 ln(1+ (ξ ·θ)−2)ψ(θ)µ( dθ)∫
Sd−1 ln(1+ (ξ ·θ)−2)µ( dθ)

, ξ ∈Rd .

Then ‖Tm‖L (Lp (Rd ;X )) ≤βp,X .

3.5. HILBERT TRANSFORM AND GENERAL CONJECTURE

In this section we assume that X is a finite dimensional Banach space to avoid dif-
ficulties with stochastic integration. Many of the assertions below can be extended
to the general UMD Banach space case by using the same techniques as in the
proof of Theorem 3.3.3.

3.5.1. Hilbert transform and Burkholder functions

It turns out that the generalization of Theorem 3.3.17 to the case of continuous mar-
tingales is connected with the boundedness of the Hilbert transform. The Fourier
multiplier H ∈ L (L2(R)) with the symbol m ∈ L∞(R) such that m(t ) = −i sign(t ),
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t ∈ R, is called the Hilbert transform. This operator can be extended to a bounded
operator on Lp (R), 1 < p <∞ (see [158] and [79, Chapter 5.1] for the details).

Let X be a Banach space. Then one can extend the Hilbert transform H to
S (R)⊗ X in the same way as it was done in (3.4.1). Denote this extension by HX .
By [23, Lemma 2] and [61, Theorem 3] the following holds true:

Theorem 3.5.1 (Bourgain, Burkholder). Let X be a Banach space. Then X is a UMD
Banach space if and only if HX can be extended to a bounded operator on Lp (R; X ) for each
1 < p <∞. Moreover, then √

βp,X ≤ ‖HX ‖L (Lp (R;X )) ≤β2
p,X . (3.5.1)

The proof of the right-hand side of (3.5.1) is based on the following result.

Proposition 3.5.2. Let X be a finite dimensional Banach space, B1, B2 be two real-valued
Wiener processes, f1, f2 : R+ ×Ω→ X be two stochastically integrable functions. Let us
define M := f1 ·B1 + f2 ·B2, N := f2 ·B1 − f1 ·B2. Then for each T ≥ 0

(E‖NT ‖p )
1
p ≤β2

p,X (E‖MT ‖p )
1
p .

Proof. The theorem follows from Theorem 4.4.2. Nevertheless we wish to illus-
trate an easier and more specific proof. Let B̃1, B̃2 : Ω̃×R+ → R be two Wiener pro-
cess defined on an enlarged probability space (Ω̃,F̃ , P̃) with an enlarged filtration
F̃ = (F̃t )t≥0 such that B̃1 and B̃2 are independent of F . Then by applying the de-
coupling theorem [79, Theorem 4.4.1] twice (see also [119]) and the fact that −B̃1 is
a Wiener process

E‖NT ‖p = E‖( f2 ·B1)T − ( f1 ·B2)T ‖p ≤βp
p,X E‖( f2 · B̃1)T − ( f1 · B̃2)T ‖p

=βp
p,X E‖( f1 · (−B̃2))T + ( f2 · B̃1)T ‖p

≤β2p
p,X E‖( f1 ·B1)T + ( f2 ·B2)T ‖p

=β2p
p,X E‖MT ‖p .

Let p ∈ (1,∞). A natural question is whether there exists a constant Cp > 0 such
that

‖HX ‖L (Lp (R;X )) ≤Cpβp,X . (3.5.2)

Then the following theorem is applicable.

Theorem 3.5.3. Let X be a Banach space, p ∈ (1,∞). Then there exists Cp ≥ 1 such
that (3.5.2) holds if there exists some Burkholder function U : X × X → R such that U is
continuous and a.s. twice Fréchet differentiable, U (x, y) ≥ ‖y‖p − (Cpβp,X )p‖x‖p for any
x, y ∈ X , U (αx,αy) = |α|pU (x, y) for any α ∈R and x, y ∈ X , and the function

t 7→U (x + t z1, y + t z2)+U (x + t z2, y − t z1), t ∈R,
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or, equivalently,

t 7→U (x + t z1, y + t z2)+U (x − t z2, y + t z1), t ∈R,

is concave for each x, y, z1, z2 ∈ X at t = 0.

Proof. Let M and N be as in Proposition 3.5.2. By the approximation argument we
can suppose that M and N have absolutely continuous distributions. Let d be the
dimension of X . Then by the Itô formula in Theorem 2.12.1

E‖Nt‖p
X − (Cpβp,X )pE‖Mt‖p

X ≤ EU (Mt , Nt ) = EU (M0, N0)

+E
∫ t

0
〈∂xU (Ms , Ns ), dMs〉

+E
∫ t

0
〈∂yU (Ms , Ns ), dNs〉+ 1

2
EI ,

(3.5.3)

where

I =
∫ t

0

d∑
i , j=1

(Uxi ,x j (Ms , Ns )d[〈x∗
i , Ms〉,〈x∗

j , Ms〉]

+2Uxi ,y j (Ms , Ns )d[〈x∗
i , Ms〉,〈y∗

j , Ns〉]
+Uyi ,y j (Ms , Ns )d[〈y∗

i , Ns〉,〈y∗
j , Ns〉]), (3.5.4)

where (xi )d
i=1 = (yi )d

i=1 ⊂ X is the same basis of X , and (x∗
i )d

i=1 = (y∗
i )d

i=1 ⊂ X ∗ are the
same corresponding dual bases of X ∗.

Notice that by Remark 3.3.9 EU (M0, N0) ≤ 0 since ‖N0‖ ≤ ‖M0‖ a.s. and Cp ,βp,X ≥
1, and that

E
(∫ t

0
〈∂xU (Ms , Ns ), dMs〉+

∫ t

0
〈∂yU (Ms , Ns ), dNs〉

)
= 0,

since due to the same type of discussion as was done in the proof of Theorem 3.3.17,∫ ·
0〈∂xU (Ms , Ns ), dMs〉+

∫ ·
0〈∂yU (Ms , Ns ), dNs〉 is a martingale which starts at zero.

Let us now prove that I ≤ 0. For each i = 1,2, . . . ,d we define f 1
i := 〈x∗

i , f1〉 and
f 2

i := 〈x∗
i , f2〉. Then for each i , j = 1,2. . . ,d one has that

d[〈x∗
i , Ms〉,〈x∗

j , Ms〉] = d[〈y∗
i , Ns〉,〈y∗

j , Ns〉] = ( f 1
i f 1

j + f 2
i f 2

j )dt , (3.5.5)

and

d[〈x∗
i , Ms〉,〈y∗

j , Ns〉] = ( f 1
i f 2

j − f 2
i f 1

j )dt . (3.5.6)
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Notice also that for each x, y ∈ X

∂2

∂u2 U (x +u f1, y +u f2)|u=0 =
d∑

i , j=1
((Ux∗

i ,x∗
j

(x, y) f 1
i f 1

j +2Ux∗
i ,y∗

j
(x, y) f 1

i f 2
j

+Uy∗
i ,y∗

j
(x, y) f 2

i f 2
j ),

∂2

∂u2 U (x +u f2, y −u f1)|u=0 = ∂2

∂u2 U (x −u f2, y +u f1)|u=0

=
d∑

i , j=1
((Ux∗

i ,x∗
j

(x, y) f 2
i f 2

j −2Ux∗
i ,y∗

j
(x, y) f 2

i f 1
j +Uy∗

i ,y∗
j

(x, y) f 1
i f 1

j ).

(3.5.7)

Therefore by (3.5.4), (3.5.5), (3.5.6), and (3.5.7) we have that

I =
∫ t

0

d∑
i , j=1

((Ux∗
i ,x∗

j
(Ms−, Ns−)( f 1

i f 1
j + f 2

i f 2
j )+2Ux∗

i ,y∗
j

(Ms−, Ns−)( f 1
i f 2

j − f 2
i f 1

j )

+Uy∗
i ,y∗

j
(Ms−, Ns−)( f 1

i f 1
j + f 2

i f 2
j ))dt =

∫ t

0

∂2

∂u2 U (Ms−+u f1, Ns−+u f2)|u=0

+ ∂2

∂u2 U (Ms−+u f2, Ns−−u f1)|u=0 ds

=
∫ t

0

∂2

∂u2

(
U (Ms−+u f1, Ns−+u f2)+U (Ms−+u f2, Ns−−u f1)

)∣∣∣
u=0

ds,

and thanks to the concavity of U (x +u f1, y +u f2)+U (x +u f2, y −u f1) in point u = 0

for each x, y ∈ X one deduces that a.s. I ≤ 0. Then thanks to (3.5.3) one has that

E‖Nt‖p
X − (Cpβp,X )pE‖Mt‖p

X ≤ EU (Mt , Nt ) ≤ 0. (3.5.8)

Now one can prove that (3.5.8) implies (3.5.2) in the same way as it was done
for instance in [61, Theorem 3], [15, p.592] or [39, Chapter 3].

Remark 3.5.4. Note that if X is a finite dimensional Hilbert space, then one gets
condition (iii) in Theorem 3.5.3 for free from [179]. Indeed, let U : X × X → R be as
in [179, p. 527], namely

U (x, y) = p(1−1/p∗)p−1(‖y‖− (p∗−1)‖x‖)(‖x‖+‖y‖)p−1, x, y ∈ X .

Then U is a.s. twice Fréchet differentiable, and thanks to the property (c) of U ,
which is given on [179, p. 527], for all nonzero x, y ∈ X there exists a constant
c(x, y) ≥ 0 such that

〈∂xxU (x, y), (h,h)〉+2〈∂x yU (x, y), (h,k)〉+〈∂y yU (x, y), (k,k)〉
≤−c(x, y)(‖h‖2 −‖k‖2), h,k ∈ X .

Therefore for any z1, z2 ∈ X

∂2

∂t 2

[
U (x + t z1, y + t z2)+U (x + t z2, y − t z1)

]∣∣∣
t=0
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= 〈∂xxU (x, y), (z1, z1)〉+2〈∂x yU (x, y), (z1, z2)〉+〈∂y yU (x, y), (z2, z2)〉
+〈∂xxU (x, y), (z2, z2)〉−2〈∂x yU (x, y), (z2, z1)〉+〈∂y yU (x, y), (z1, z1)〉

≤−c(x, y)(‖z1‖2 −‖z2‖2)− c(x, y)(‖z2‖2 −‖z1‖2) = 0.

3.5.2. General conjecture

By Theorem 3.5.3 the estimate (3.5.2) is a direct corollary of the following conjec-
ture.

Conjecture 3.5.5. Let X be a finite dimensional Banach space, p ∈ (1,∞). Then there
exists Cp ≥ 1 such that for each pair of continuous martingales M , N : R+×Ω→ X such
that N is weakly differentially subordinate to M one has that for each t ≥ 0

(E‖Nt‖p )
1
p ≤Cpβp,X (E‖Mt‖p )

1
p . (3.5.9)

Remark 3.5.6. Notice that the estimate (3.5.9) follows from Theorem 4.4.2 with the
constant β2

p,X instead of Cpβp,X . Moreover, it is shown in Theorem 4.4.2 that Cp

can not be less then 1.

We wish to finish by pointing out some particular cases in which Conjecture 3.5.5
holds. These results are about stochastic integration with respect to a Wiener pro-
cess. Recall that we assume that X is a finite dimensional space. Later we will need
a couple of definitions.

Let W H :R+×H → L2(Ω) be an H-cylindrical Brownian motion, i.e.

• (W H h1, . . . ,W H hd ) :R+×Ω→Rd is a d-dimensional Wiener process for all d ≥ 1

and h1, . . . ,hd ∈ H ,

• EW H (t )h W H (s)g = 〈h, g 〉min{t , s} ∀h, g ∈ H , t , s ≥ 0.

(We refer the reader to [48, Chapter 4.1] for further details). Let X be a Banach
space, Φ : R+ ×Ω→ L (H , X ) be elementary progressive of the form (2.5.1). Then
we define a stochastic integral Φ ·W H : R+×Ω→ X of Φ with respect to W H in the
following way:

(Φ ·W H )t =
K∑

k=1

M∑
m=1

1Bmk

N∑
n=1

(W H (tk ∧ t )hn −W H (tk−1 ∧ t )hn)xkmn , t ≥ 0.

The following lemma is a multidimensional variant of [93, (3.2.19)] and it is
closely connected with Lemma 3.2.1.

Lemma 3.5.7. Let X = R, Φ,Ψ : R+×Ω→ L (H ,R) be elementary progressive. Then for
all t ≥ 0 a.s.

[Φ ·W H ,Ψ ·W H ]t =
∫ t

0
〈Φ∗(s),Ψ∗(s)〉ds.
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The reader can find more on stochastic integration with respect to an H-cylindrical
Brownian motion in the UMD case in [126]. The following theorem follows from
(6.4.26).

Theorem 3.5.8. Let X be a finite dimensional Banach space, W H be an H-cylindrical
Brownian motion, Φ : R+×Ω→ L (H , X ) be stochastically integrable with respect to W H

function. Let A ∈L (H) be self-adjoint. Then

(E‖((ΦA) ·W H )∞‖p
X )

1
p ≤βp,X ‖A‖(E‖(Φ ·W H )∞‖p

X )
1
p . (3.5.10)

Notice that by Lemma 3.5.7 for each x∗ ∈ X ∗ and 0 ≤ s < t <∞ a.s.

[〈(ΦA) ·W H , x∗〉]t − [〈(ΦA) ·W H , x∗〉]s =
∫ t

s
‖AΦ∗(r )x∗‖2 dr

≤ ‖A‖2
∫ t

s
‖Φ∗(r )x∗‖2 dr

= ‖A‖2([〈Φ ·W H , x∗〉]t − [〈Φ ·W H , x∗〉]s
)
.

Hence if ‖A‖ ≤ 1, then (ΦA) ·W H is weakly differentially subordinate to Φ ·W H , and
therefore Theorem 3.5.8 provides us with a special case of Conjecture 3.5.5.

Remark 3.5.9. Theorem 3.5.8 in fact can be shown using [66, Proposition 3.7.(i)].

Remark 3.5.10. An analogue of Theorem 3.5.8 for antisymmetric A (i.e. A such that
A∗ =−A) remains open. It is important for instance for the possible estimate (3.5.2).
Indeed, in Proposition 3.5.2 the Hilbert space H can be taken 2-dimensional, A =(

0 −1
1 0

)
, and Φ :R+×Ω→L (H , X ) is such that Φ

(a
b

)= a f1 +b f2 for each a,b ∈R. Then
M =Φ ·W H , N = (ΦA) ·W H , and if one shows (3.5.10) for an antisymmetric operator
A, then one automatically gains (3.5.2).

The next theorem shows that Conjecture 3.5.5 holds for stochastic integrals with
respect to a one-dimensional Wiener process.

Theorem 3.5.11. Let X be a finite dimensional Banach space, W : R+×Ω→ R be a one-
dimensional Wiener process, Φ,Ψ :R+×Ω→ X be stochastically integrable with respect to
W , M =Φ ·W , N =Ψ ·W . Let N be weakly differentially subordinate to M . Then for each
p ∈ (1,∞),

E‖N∞‖p ≤βp
p,X E‖M∞‖p . (3.5.11)

Proof. Without loss of generality suppose that there exists T ≥ 0 such that Φ1[T,∞] =
Ψ1[T,∞] = 0. Since N is weakly differentially subordinate to M , by the Itô isomor-
phism for each x∗ ∈ X ∗, 0 ≤ s < t <∞ we have a.s.

[〈x∗, N〉]t − [〈x∗, N〉]s =
∫ t

s
|〈x∗,Ψ(r )〉|2 dr

≤
∫ t

s
|〈x∗,Φ(r )〉|2 dr = [〈x∗, M〉]t − [〈x∗, M〉]s .
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Therefore we can deduce that |〈x∗,Ψ〉| ≤ |〈x∗,Φ〉| a.s. on R+ ×Ω. By Lemma 3.3.6
there exists progressively measurable a :R+×Ω→R such that |a| ≤ 1 on R+×Ω and
Ψ = aΦ a.s. on R+×Ω. Now for each n ≥ 1 set an : R+×Ω→ R, Φn : R+×Ω→ X be
elementary progressively measurable such that |an | ≤ 1, an → a a.s. on R+×Ω and
E
∫ T

0 ‖Φ(t )−Φn(t )‖2 dt → 0 as n →∞. Then by the triangle inequality

(
E

∫ T

0
‖Ψ(t )−an(t )Φn(t )‖2 dt

) 1
2 ≤

(
E

∫ T

0
‖Φ(t )‖2(a(t )−an(t ))2 dt

) 1
2

+
(
E

∫ T

0
‖Φ(t )−Φn(t )‖2a2

n dt
) 1

2
,

(3.5.12)

which vanishes as n →∞ by the dominated convergence theorem. For each n ≥ 1

the inequality

(E‖((anΦn) ·W )∞‖p )
1
p ≤βp,X (E‖(Φn ·W )∞‖p )

1
p

holds thanks to the martingale transform theorem [79, Theorem 4.2.25]. Then (3.5.11)
follows from the previous estimate and (3.5.12) when one lets n go to infinity.

Remark 3.5.12. Let W be a one-dimensional Wiener process, F be a filtration which
is generated by W . Let M , N :R+×Ω→ X be F-martingales such that M0 = N0 = 0 and
N is weakly differentially subordinate to M . Then thanks to the Itô isomorphism
[126, Theorem 3.5] there exist progressively measurable Φ,Ψ :R+×Ω→ X such that
M =Φ ·W and N =Ψ ·W , and thanks to Theorem 3.5.11

E‖N∞‖p ≤βp
p,X E‖M∞‖p , p ∈ (1,∞).

This shows that on certain probability spaces the estimate (3.5.9) automatically
holds with a constant Cp = 1.





4
Lp -ESTIMATES FOR WEAK DIFFERENTIAL SUB-
ORDINATION AND FOR MARTINGALE DECOM-
POSITIONS

This chapter is based on the paper Martingale decompositions and weak differential
subordination in UMD Banach spaces by Ivan Yaroslavtsev, see [184].

In this chapter we consider Meyer-Yoeurp decompositions for UMD Banach space-valued
martingales. Namely, we prove that X is a UMD Banach space if and only if for any
fixed p ∈ (1,∞), any X -valued Lp -bounded martingale M has a unique decomposition
M = M d + M c such that M d is a purely discontinuous martingale, M c is a continuous
martingale, M c

0 = 0 and

E‖M d
∞‖p +E‖M c

∞‖p ≤ cp,X E‖M∞‖p .

An analogous assertion is shown for the Yoeurp decomposition of a purely discontinuous
martingales into a sum of a quasi-left continuous martingale and a martingale with acces-
sible jumps.

As an application we show that X is a UMD Banach space if and only if for any fixed
p ∈ (1,∞) and for all X -valued martingales M and N such that N is weakly differentially
subordinate to M , one has the estimate

E‖N∞‖p ≤Cp,X E‖M∞‖p .

2010 Mathematics Subject Classification. 60G44 Secondary: 60B11, 60G46.
Key words and phrases. Differential subordination, weak differential subordination, UMD Banach
spaces, Burkholder function, stochastic integration, Brownian representation, Meyer-Yoeurp decom-
position, Yoeurp decomposition, purely discontinuous martingales, continuous martingales, quasi-left
continuous, accessible jumps, canonical decomposition of martingales.
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4.1. INTRODUCTION

It is well-known from the fundamental paper of Itô [81] on the real-valued case,
and several works [1, 5, 17, 50, 157] on the vector-valued case, that for any Ba-
nach space X , any centered X -valued Lévy process has a unique decomposition
L =W + Ñ , where W is an X -valued Wiener process, and Ñ is an X -valued weak in-
tegral with respect to a certain compensated Poisson random measure. Moreover,
W and Ñ are independent, and therefore since W is symmetric, for each 1 < p <∞
and t ≥ 0,

E‖Ñt‖p ≤ E‖Lt‖p . (4.1.1)

The natural generalization of this result to general martingales in the real-
valued setting was provided by Meyer in [122] and Yoeurp in [190]. Namely, it
was shown that any real-valued martingale M can be uniquely decomposed into
a sum of two martingales M d and M c such that M d is purely discontinuous (i.e.
the quadratic variation [M d ] has a pure jump version), and M c is continuous with
M c

0 = 0. The reason why they needed such a decomposition is a further decompo-
sition of a semimartingale, and finding an exponent of a semimartingale (we refer
the reader to [89] and [190] for the details on this approach). In the present article
we extend Meyer-Yoeurp theorem to the vector-valued setting, and provide exten-
sion of (4.1.1) for a general martingale (see Subsection 4.3.1). Namely, we prove
that for any UMD Banach space X and any 1 < p < ∞, an X -valued Lp -bounded
martingale M can be uniquely decomposed into a sum of two martingales M d and
M c such that M d is purely discontinuous (i.e. 〈M d , x∗〉 is purely discontinuous for
each x∗ ∈ X ∗), and M c is continuous with M c

0 = 0. Moreover, then for each t ≥ 0,

(E‖M d
t ‖p )

1
p ≤βp,X (E‖Mt‖p )

1
p , (E‖M c

t ‖p )
1
p ≤βp,X (E‖Mt‖p )

1
p , (4.1.2)

where βp,X is the UMDp constant of X (see Section 2.3). Theorem 4.3.13 shows that
such a decomposition together with Lp -estimates of type (4.1.2) is possible if and
only if X has the UMD property.

The purely discontinuous part can be further decomposed: in [190] Yoeurp
proved that any real-valued purely discontinuous M d can be uniquely decom-
posed into a sum of a purely discontinuous quasi-left continuous martingale M q

(analogous to the “compensated Poisson part”, which does not jump at predictable
stopping times), and a purely discontinuous martingale with accessible jumps M a

(analogous to the “discrete part”, which jumps only at certain predictable stopping
times). In Subsection 4.3.2 we extend this result to a UMD space-valued setting
with appropriate estimates. Namely, we prove that for each 1 < p < ∞ the same
type of decomposition is possible and unique for an X -valued purely discontinu-
ous Lp -bounded martingale M d , and then for each t ≥ 0,

(E‖M q
t ‖p )

1
p ≤βp,X (E‖M d

t ‖p )
1
p , (E‖M a

t ‖p )
1
p ≤βp,X (E‖M d

t ‖p )
1
p . (4.1.3)
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Again as Theorem 4.3.13 shows, the (4.1.3)-type estimates are a possible only in
UMD Banach spaces.

Even though the Meyer-Yoeurp and Yoeurp decompositions can be easily ex-
tended from the real-valued case to a Hilbert space case, the author could not find
the corresponding estimates of type (4.1.2)-(4.1.3) in the literature, so we wish to
present this special issue here. If H is a Hilbert space, M : R+ ×Ω→ H is a mar-
tingale, then there exists a unique decomposition of M into a continuous part M c ,
a purely discontinuous quasi-left continuous part M q , and a purely discontinu-
ous part M a with accessible jumps. Moreover, then for each 1 < p < ∞, and for
i = c, q, a,

(E‖M i
t ‖p )

1
p ≤ (p∗−1)(E‖Mt‖p )

1
p , (4.1.4)

where p∗ = max{p, p
p−1 }. Notice that though (4.1.4) follows from (4.1.2)-(4.1.3) since

βp,H = p∗−1, it can be easily derived from the differential subordination estimates
for Hilbert space-valued martingales obtained by Wang in [179].

Both the Meyer-Yoeurp and Yoeurp decompositions play a significant rôle in
stochastic integration: if M = M c + M q + M a is a decomposition of an H-valued
martingale M into continuous, purely discontinuous quasi-left continuous and
purely discontinuous with accessible jumps parts, and if Φ : R+×Ω→ L (H , X ) is
elementary predictable for some UMD Banach space X , then the decomposition
Φ ·M =Φ ·M c +Φ ·M q +Φ ·M a of a stochastic integral Φ ·M is a decomposition of the
martingale Φ ·M into continuous, purely discontinuous quasi-left continuous and
purely discontinuous with accessible jumps parts, and for any 1 < p <∞ we have
that

E‖(Φ ·M)∞‖p hp,X E‖(Φ ·M c )∞‖p +E‖(Φ ·M q )∞‖p +E‖(Φ ·M a)∞‖p .

The corresponding Itô isomorphism for Φ ·M c for a general UMD Banach space X

was derived by Veraar and the author in [177], while Itô isomorphisms for Φ ·M q

and Φ ·M a are shown in Chapter 7 for the case X = Lr (S), 1 < r <∞.

The major underlying techniques involved in the proofs of (4.1.2) and (4.1.3)
are rather different from the original methods of Meyer in [122] and Yoeurp in
[190]. They include the results on the differentiability of the Burkholder function
of any finite dimensional Banach space, which have been proven recently in [189]
and which allow us to use Itô formula in order to show the desired inequalities in
the same way as it was demonstrated by Wang in [179].

The main application of the Meyer-Yoeurp decomposition are Lp -estimates for
weakly differentially subordinated martingales. The weak differential subordina-
tion property was introduced in Chapter 3, and can be described in the follow-
ing way: an X -valued martingale N is weakly differentially subordinate to an
X -valued martingale M if for each x∗ ∈ X ∗ a.s. |〈N0, x∗〉| ≤ |〈M0, x∗〉| and for each
t ≥ s ≥ 0

[〈N , x∗〉]t − [〈N , x∗〉]s ≤ [〈M , x∗〉]t − [〈M , x∗〉]s .
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If both M and N are purely discontinuous, and if X is a UMD Banach space, then
by [189], for each 1 < p < ∞ we have that E‖N∞‖p ≤ β

p
p,X E‖M∞‖p . Section 4.4 is

devoted to the generalization of this result to continuous and general martingales.
There we show that if both M and N are continuous, then E‖N∞‖p ≤ cp

p,X E‖M∞‖p ,
where the least admissible cp,X is within the interval [βp,X ,β2

p,X ]. Furthermore, us-
ing the Meyer-Yoeurp decomposition and estimates (4.1.2) we show that for gen-
eral X -valued martingales M and N such that N is weakly differentially subordi-
nate to M the following holds

(E‖N∞‖p )
1
p ≤β2

p,X (βp,X +1)(E‖M∞‖p )
1
p .

The weak differential subordination as a stronger version of the differential
subordination is of interest in Harmonic Analysis. For instance, it was shown in
[189] that sharp Lp -estimates for weakly differentially subordinated purely discon-
tinuous martingales imply sharp estimates for the norms of a broad class of Fourier
multipliers on Lp (Rd ; X ). Also there is a strong connection between the weak differ-
ential subordination of continuous martingales and the norm of the Hilbert trans-
form on Lp (R; X ) (see [189] and Remark 4.4.4).

Alternative approaches to Fourier multipliers for functions with values in UMD
spaces have been constructed from the differential subordination for purely dis-
continuous martingales (see Bañuelos and Bogdan [10], Bañuelos, Bogdan and
Bielaszewski [9], and recent work [189]), and for continuous martingales (see Mc-
Connell [118] and Geiss, Montgomery-Smith and Saksman [66]). It remains open
whether one can combine these two approaches using the general weak differen-
tial subordination theory.

4.2. PRELIMINARIES

We set the scalar field to be R.

Let X be a finite dimensional Banach space. Then according to Theorem 2.20
and Proposition 2.21 in [59] there exists a unique translation-invariant measure λX

on X such that λX (BX ) = 1 for the unit ball BX of X . We will call λX the Lebesgue
measure.

4.3. UMD BANACH SPACES AND MARTINGALE DECOMPOSITIONS

Let X be a Banach space, 1 < p <∞. In this section we will show that the Meyer-
Yoeurp and Yoeurp decompositions for X -valued Lp -bounded martingales take
place if and only if X has the UMD property.
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4.3.1. Meyer-Yoeurp decomposition in UMD case

This subsection is devoted to the generalization of Meyer-Yoeurp decomposition
(see Subsection 2.2.3) to the UMD Banach space case:

Theorem 4.3.1 (Meyer-Yoeurp decomposition). Let X be a UMD Banach space, p ∈
(1,∞), M :R+×Ω→ X be an Lp -bounded martingale. Then there exist unique martingales
M d , M c : R+×Ω→ X such that M d is purely discontinuous, M c is continuous, M c

0 = 0

and M = M d +M c . Moreover, then for all t ≥ 0

(E‖M d
t ‖p )

1
p ≤βp,X (E‖Mt‖p )

1
p , (E‖M c

t ‖p )
1
p ≤βp,X (E‖Mt‖p )

1
p . (4.3.1)

The following proposition follows from Section 3.3.

Proposition 4.3.2. Let X be a finite dimensional Banach space, p ∈ (1,∞). Let Y = X ⊕R
be a Banach space such that ‖(x,r )‖Y = (‖x‖p

X +|r |p )
1
p . Then βp,Y =βp,X . Moreover, if M :

R+×Ω→ X is a martingale on a probability space (Ω,F ,P) with a filtration F= (Ft )t≥0,
then there exists a sequence (M m)m≥1 of Y -valued martingales on an enlarged probability
space (Ω,F ,P) with an enlarged filtration F= (F t )t≥0 such that

1. M m
t has absolutely continuous distributions with respect to the Lebesgue measure

on Y for each m ≥ 1 and t ≥ 0;

2. M m
t → (Mt ,0) pointwise as m →∞ for each t ≥ 0;

3. if for some t ≥ 0 E‖Mt‖p <∞, then for each m ≥ 1 one has that E‖M m
t ‖p <∞ and

E‖M m
t − (Mt ,0)‖p → 0 as m →∞;

4. if M is continuous, then (M m)m≥1 are continuous as well,

5. if M is purely discontinuous, then (M m)m≥1 are purely discontinuous as well.

Proof. The proof of (1)-(3) follows from Lemma 3.3.18, while (4) and (5) follow from
the construction of M m given in 3.3.18.

Remark 4.3.3. Notice that the construction in Section 3.3 also allows us to sum
these approximations for different martingales. Namely, if M and N are two X -
valued martingales, then we can construct the corresponding Y -valued martin-
gales (M m)m≥1 and (N m)m≥1 as in Proposition 4.3.2 in such a way that M m

t +N m
t

has an absolutely continuous distribution for each t ≥ 0 and m ≥ 1.

Proof of Theorem 4.3.1. Step 1: finite dimensional case. Let X be finite dimensional.
Then M d and M c exist due to Remark 2.2.14. Without loss of generality Ft = F∞,
M d

t = M d∞ and M c
t = M c∞. Let d be the dimension of X .

Let |||·||| be a Euclidean norm on X . Then (X , |||·|||) is a Hilbert space, and by
Remark 2.2.7 the quadratic variation [M c ] exists and has a continuous version. Let
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us show that without loss of generality we can suppose that [M c ] is a.s. absolutely
continuous with respect to the Lebesgue measure on R+. Let A : R+×Ω→ R+ be as
follows: At = [M c ]t + t . Then A is strictly increasing continuous, A0 = 0 and A∞ =
∞ a.s. Let the time-change τ = (τs )s≥1 be defined as in Theorem 2.4.25. Then by
Theorem 2.4.25, M c ◦τ is a continuous martingale, M d ◦τ is a purely discontinuous
martingale, (M c ◦ τ)0 = 0, (M d ◦ τ)0 = M d

0 and due to the Kazamaki theorem [89,
Theorem 17.24], [M c ◦τ] = [M c ]◦τ. Therefore for all t > s ≥ 0 by Theorem 2.4.25 and
the fact that τt ≥ τs a.s.

[M c ◦τ]t − [M c ◦τ]s = [M c ]τt − [M c ]τs ≤ [M c ]τt − [M c ]τs + (τt −τs )

= ([M c ]τt +τt )− ([M c ]τs +τs )

= Aτt − Aτs = t − s.

Hence [M c ◦τ] is a.s. absolutely continuous with respect to the Lebesgue measure
on R+. Moreover, (M i ◦τ)∞ = M i∞, i ∈ {c,d}, so this time-change argument does not
affect (4.3.1). Hence we can redefine M c := M c ◦τ, M d := M d ◦τ, F = (Fs )s≥0 := G =
(Fτs )s≥0.

Since [M c ] is a.s. absolutely continuous with respect to the Lebesgue measure
on R+ and thanks to Theorem 2.7.1, we can extend Ω and find a d-dimensional
Wiener process W :R+×Ω→Rd and a stochastically integrable progressively mea-
surable function Φ :R+×Ω→L (Rd , X ) such that M c =Φ ·W .

Let U : X ×X →R be the Burkholder function that was discussed in Section 3.3.
Let us show that EU (Mt , M d

t ) ≤ 0.
Due to Proposition 4.3.2 and Remark 4.3.3 we can assume that M c

s , M d
s and Ms =

M d
s + M c

s have absolutely continuous distributions with respect to the Lebesgue
measure λX on X for each s ≥ 0. Let (xn)d

n=1 be a basis of X , (x∗
n )d

n=1 be the corre-
sponding dual basis of X ∗ (see Definition 2.11.1). By the Itô formula (2.12.1),

EU (Mt , M d
t ) = EU (M0, M d

0 )+E
∫ t

0
〈∂xU (Ms−, M d

s−), dMs〉

+E
∫ t

0
〈∂yU (Ms−, M d

s−), dM d
s 〉+EI1 +EI2,

(4.3.2)

where

I1 =
∑

0<s≤t
[∆U (Ms , M d

s )−〈∂xU (Ms−, M d
s−),∆Ms〉−〈∂yU (Ms−, M d

s−),∆M d
s 〉],

I2 = 1

2

∫ t

0

d∑
i , j=1

Uxi ,x j (Ms−, M d
s−)d[〈M , x∗

i 〉,〈M , x∗
j 〉]c

s

= 1

2

∫ t

0

d∑
i , j=1

Uxi ,x j (Ms−, M d
s−)〈Φ∗(s)x∗

i ,Φ∗(s)x∗
j 〉ds.

(Recall that by (3.3.7) and (3.3.8), U is Fréchet-differentiable a.s. on X × X , hence
∂xU and ∂yU are well-defined. Moreover, U is zigzag-concave, so U is concave
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in the first variable, and therefore the second-order derivatives Uxi ,x j in the first
variable are well-defined and exist a.s. on X × X by the Alexandrov theorem [57,
Theorem 6.4.1].) The last equality holds due to Theorem 2.12.1 and the fact that by
Lemma 2.6.1 for all s ≥ 0 a.s.

[〈M , x∗
i 〉,〈M , x∗

j 〉]c
s = [〈Φ ·W, x∗

i 〉,〈Φ ·W, x∗
j 〉]s = [(Φ∗x∗

i ) ·W, (Φ∗x∗
j ) ·W ]s

=
∫ s

0
〈Φ∗(r )x∗

i ,Φ∗(r )x∗
j 〉dr.

Let us first show that I1 ≤ 0 a.s. Indeed, since M d is a purely discontinuous part of
M , then by Definition 2.2.13 〈M d , x∗〉 is a purely discontinuous part of 〈M , x∗〉, and
due to Theorem 2.2.10 a.s. for each t ≥ 0

∆|〈M d , x∗〉|2t =∆[〈M d , x∗〉]t =∆[〈M , x∗〉]t =∆|〈M , x∗〉|2t
for each x∗ ∈ X ∗. Thus for each s ≥ 0 by (3.3.8) and (3.3.9) P-a.s.

∆U (Ms , M d
s )−〈∂xU (Ms−, M d

s−),∆Ms〉−〈∂yU (Ms−, M d
s−),∆M d

s 〉
=V (Ms−+M d

s−+2∆Ms , M d
s−−Ms−)−V (Ms−+M d

s−, M d
s−−Ms−)

−〈∂xV (Ms−+M d
s−, M d

s−−Ms−),2∆Ms〉 ≤ 0,

so I1 ≤ 0 a.s., and EI1 ≤ 0. Now we show that

E
(∫ t

0
〈∂xU (Ms−, M d

s−), dMs〉+
∫ t

0
〈∂yU (Ms−, M d

s−), dM d
s 〉

)
= 0.

Indeed,∫ t

0
〈∂xU (Ms−, M d

s−), dMs〉+
∫ t

0
〈∂yU (Ms−, M d

s−), dM d
s 〉

=
∫ t

0
〈∂xV (Ms−+M d

s−, M d
s−−Ms−), d(Ms +M d

s )〉

+
∫ t

0
〈∂y V (Ms−+M d

s−, M d
s−−Ms−), d(M d

s −Ms )〉

so by Lemma 3.2.2 and 3.3.13 it is a martingale which starts at zero, hence its ex-
pectation is zero.

Finally let us show that I2 ≤ 0 a.s. Fix s ∈ [0, t ] andω ∈Ω. Then x∗ 7→ ‖Φ∗(s,ω)x∗‖2

defines a nonnegative definite quadratic form on X ∗, and since any nonnegative
quadratic form defines a Euclidean seminorm, there exists a basis (x̃∗

n )d
n=1 of X ∗

and a {0,1}-valued sequence (an)d
n=1 such that

〈Φ∗(s,ω)x̃∗
n ,Φ∗(s,ω)x̃∗

m〉 = anδmn , m,n = 1, . . . ,d .

Let (x̃n)d
n=1 be the corresponding dual basis of X as it is defined in Definition 2.11.1.

Then due to Lemma 2.11.2 and the linearity of Φ and directional derivatives of U
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(we skip s and ω for the simplicity of the expressions)

d∑
i , j=1

Uxi ,x j (Ms−, M d
s−)〈Φ∗x∗

i ,Φ∗x∗
j 〉 =

d∑
i , j=1

Ux̃i ,x̃ j (Ms−, M d
s−)〈Φ∗x̃∗

i ,Φ∗x̃∗
j 〉

=
d∑

i=1
Ux̃i ,x̃i (Ms−, M d

s−)‖Φ∗x̃∗
i ‖2.

Recall that U is zigzag-concave, so t 7→ U (x + t x̃i , y) is concave for each x, y ∈ X ,
i = 1, . . . ,d . Therefore Ux̃i ,x̃i (Ms−, M d

s−) ≤ 0 a.s., and a.s.

d∑
i=1

Ux̃i ,x̃i (Ms−(ω), M d
s−(ω))‖Φ∗(s,ω)x̃∗

i ‖2 ≤ 0.

Consequently, I2 ≤ 0 a.s., and by (4.3.2), Remark 3.3.9 and the fact that M d
0 = M0

EU (Mt , M d
t ) ≤ EU (M0, M0) ≤ 0.

By (3.3.4), E‖M d
t ‖p −βp

p,X E‖Mt‖p ≤ EU (Mt , M d
t ) ≤ 0, so the first part of (4.3.1) holds.

The second part of (4.3.1) follows from the same machinery applied for V .
Namely, one can analogously show that

E‖M c
t ‖p −βp

p,X E‖Mt‖p ≤ EU (Mt , M c
t ) = EV (M d +2M c ,−M d ) ≤ 0

by using a V -version of (4.3.2), inequality (3.3.9), and the fact that V is concave in
the first variable a.s. on X ×X .

Step 2: general case. Without loss of generality we set F∞ = Ft . Let Mt = ξ. If ξ
is a simple function, then it takes its values in a finite dimensional subspace X0 of
X , and therefore (Ms )s≥0 = (E(ξ|Fs ))s≥0 takes its values in X0 as well, so the theorem
and (4.3.1) follow from Step 1.

Now let ξ be general. Let (ξn)n≥1 be a sequence of simple Ft -measurable func-
tions in Lp (Ω; X ) such that ξn → ξ as n → ∞ in Lp (Ω; X ). For each n ≥ 1 define
Ft -measurable ξd

n and ξc
n such that

M d ,n = (M d ,n
s )s≥0 = (E(ξd

n |Fs ))s≥0,

M c,n = (M c,n
s )s≥0 = (E(ξc

n |Fs ))s≥0
(4.3.3)

are the respectively purely discontinuous and continuous parts of martingale M n =
(E(ξn |Fs ))s≥0 as in Remark 2.2.14. Then due to Step 1 and (4.3.1), (ξd

n )n≥1 and (ξc
n)n≥1

are Cauchy sequences in Lp (Ω; X ). Let ξc := Lp −limn→∞ ξc
n and ξd := Lp −limn→∞ ξd

n .
Define the X -valued Lp -bounded martingales M d and M c by

M d = (M d
s )s≥0 := (E(ξd |Fs ))s≥0, M c = (M c

s )s≥0 := (E(ξc |Fs ))s≥0.

Thanks to Proposition 2.2.16, M d is purely discontinuous, and due to Proposi-
tion 2.2.8 M c is continuous and M c

0 = 0, so M = M d +M c is the desired decomposi-
tion.
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The uniqueness of the decomposition follows from Lemma 2.2.17. For esti-
mates (4.3.1) we note that by Step 1, (4.3.1) applied for Step 1, and [79, Proposition
4.2.17] for each n ≥ 1

(E‖ξd
n‖p )

1
p ≤βp,X (E‖ξn‖p )

1
p , (E‖ξc

n‖p )
1
p ≤βp,X (E‖ξn‖p )

1
p ,

and it remains to let n →∞.

Remark 4.3.4. Let X be a UMD Banach space, 1 < p <∞, M : R+×Ω→ X be contin-
uous (resp. purely discontinuous) Lp -bounded martingale. Then there exists a se-
quence (M n)n≥1 of continuous (resp. purely discontinuous) X -valued Lp -bounded
martingales such that M n takes its values is a finite dimensional subspace of X for
each n ≥ 1 and M n∞ → M∞ in Lp (Ω; X ) as n →∞. Such a sequence can be provided
e.g. by (4.3.3).

We have proven the Meyer-Yoeurp decomposition in the UMD setting. Next
we prove a converse result which shows the necessity of the UMD property.

Theorem 4.3.5. Let X be a finite dimensional Banach space, p ∈ (1,∞), δ ∈ (0, (βp,X −1)∧
1). Then there exist a purely discontinuous martingale M d : R+×Ω→ X , a continuous
martingale M c : R+ ×Ω→ X such that E‖M d∞‖p ,E‖M c∞‖p < ∞, M d

0 = M c
0 = 0, and for

M = M d +M c and i ∈ {c,d} the following hold

(E‖M i
∞‖p )

1
p ≥

(βp,X −1

2
−δ

)
(E‖M∞‖p )

1
p . (4.3.4)

Recall that by [79, Proposition 4.2.17] βp,X ≥ βp,R = p∗ − 1 ≥ 1 for any UMD
Banach space X and 1 < p <∞.

Definition 4.3.6. A random variable r :Ω→ {−1,1} is called a Rademacher variable if
P(r = 1) =P(r =−1) = 1

2 .

Lemma 4.3.7. Let ε> 0, p ∈ (1,∞). Then there exists a continuous martingale M : [0,1]×
Ω → [−1,1] with a symmetric distribution such that signM1 is a Rademacher random
variable and

‖M1 −signM1‖Lp (Ω) < ε. (4.3.5)

Proof. Let W : [0,1]×Ω→R be a standard Wiener process. For each n ≥ 1 we define
a stopping time τn := inf{t : |Wt | > 1

n }∧1. Then τn → 0 a.s. as n →∞, and hence there
exists N ≥ 1 such that P(NW τN

1 = signW τN
1 ) > 1− εp

2p . Let M = NW τN . Then

‖M1 −signM1‖Lp (Ω) ≤
(
E
[
(|M1|+1)p 1M1 6=signM1

]) 1
p <

(
2p · ε

p

2p

) 1
p ≤ ε,

and (4.3.5) follows.
Notice that since W is a Wiener process, W1 has a standard Gaussian distribu-

tion. Consequently,

P(M1 = 0) =P(NW τN
1 = 0) ≤P(NW1 = 0) = 0,

and since W τN has a symmetric distribution, signM1 is Rademacher.
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Remark 4.3.8. Let X be a UMD space, 1 < p < ∞, δ > 0. Then using Proposition
2.3.1 one can construct a martingale difference sequence (d j )n

j=1 ∈ Lp (Ω; X ) and a
{−1,1}-valued sequence (ε j )n

j=1 such that

(
E
∥∥∥ n∑

j=1

ε j ±1

2
d j

∥∥∥p) 1
p ≥ βp,X −δ−1

2

(
E
∥∥∥ n∑

j=1
d j

∥∥∥p) 1
p

.

Proof of Theorem 4.3.5. Denote βp,X −δ−1
2 by γδp,X . By Proposition 2.3.1 there exists a

natural number N ≥ 1, a discrete X -valued martingale ( fn)N
n=0 such that f0 = 0, and

a sequence of scalars (εn)N
n=1 such that εn ∈ {0,1} for each n = 1, . . . , N , such that

(
E
∥∥∥ N∑

n=1
εnd fn

∥∥∥p) 1
p ≥ γδp,X (E‖ fN‖p )

1
p . (4.3.6)

According to [79, Theorem 3.6.1] we can assume that ( fn)N
n=0 is a Paley-Walsh mar-

tingale. Let (rn)N
n=1 be a sequence of Rademacher variables and (φn)N

n=1 be a se-
quence of functions as in Definition 2.2.5, i.e. be such that

fn =
n∑

k=2
rkφk (r1, . . . ,rk−1)+ r1φ1, n = 1, . . . , N .

Without loss of generality we assume that

(E‖ fN‖p )
1
p ≥ 2. (4.3.7)

For each n = 1, . . . , N define a continuous martingale M n : [0,1]×Ω→ [−1,1] as in
Lemma 4.3.7, i.e. a martingale M n with a symmetric distribution such that signM n

1
is a Rademacher variable and

‖M n
1 −signM n

1 ‖Lp (Ω) < δ

K L
, (4.3.8)

where K =βp,X N max{‖φ1‖,‖φ2‖∞, . . . ,‖φN‖∞}, and L = 2βp,X . Without loss of gener-
ality suppose that (M n)N

n=1 are independent. For each n = 1, . . . , N set σn = signM n
1 .

Define a martingale M : [0, N +1]×Ω→ X in the following way:

Mt =


0, if 0 ≤ t < 1;

Mn−+M n
t−nφn(σ1, . . . ,σn−1), if t ∈ [n,n +1) and εn = 0;

Mn−+σnφn(σ1, . . . ,σn−1), if t ∈ [n,n +1) and εn = 1.

Let M = M d +M c be the decomposition of Theorem 4.3.1. Then

M c
N+1 =

N∑
n=1

M n
1 φn(σ1, . . . ,σn−1)1εn=0,
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M d
N+1 =

N∑
n=1

σnφn(σ1, . . . ,σn−1)1εn=1 =
N∑

n=1
εnσnφn(σ1, . . . ,σn−1).

Notice that (σn)N
n=1 is a sequence of independent Rademacher variables, so by (4.3.6)

and the discussion thereafter(
E
∥∥∥ N∑

n=1
εnσnφn(σ1, . . . ,σn−1)

∥∥∥p) 1
p ≥ γδp,X

(
E
∥∥∥ N∑

n=1
σnφn(σ1, . . . ,σn−1)

∥∥∥p) 1
p

. (4.3.9)

Let us first show (4.3.4) with i = d . Note that by the triangle inequality, (4.3.7) and (4.3.8)

(E‖MN+1‖p )
1
p ≥ (E‖ fN‖p )

1
p −

N∑
n=1

(
E
∥∥∥(M n

1 −σn)φn(σ1, . . . ,σn−1)
∥∥∥p) 1

p

≥ 2− δ

K L
·N ·max{‖φ1‖,‖φ2‖∞, . . . ,‖φN‖∞} > 1.

(4.3.10)

Therefore,

(E‖M d
N+1‖p )

1
p =

(
E
∥∥∥ N∑

n=1
εnσnφn(σ1, . . . ,σn−1)

∥∥∥p) 1
p (i )≥ γδp,X

(
E
∥∥∥ N∑

n=1
σnφn(σ1, . . . ,σn−1)

∥∥∥p) 1
p

(i i )≥ γδp,X

(
E
∥∥∥ N∑

n=1
1εn=1σnφn(σ1, . . . ,σn−1)+

N∑
n=1

1εn=0M n
1 φn(σ1, . . . ,σn−1)

∥∥∥p) 1
p

−γδp,X

N∑
n=1

(
E
∥∥∥(M n

1 −σn)φn(σ1, . . . ,σn−1)
∥∥∥p) 1

p

(i i i )≥ γδp,X (E‖MN+1‖p )
1
p − δ

L

(i v)≥
(βp,X −1

2
−δ

)
(E‖MN+1‖p )

1
p ,

where (i ) follows from (4.3.9), (i i ) holds by the triangle inequality, (i i i ) holds by
(4.3.8), and (i v) follows from (4.3.10). By the same reason and Remark 4.3.8, (4.3.4)
holds for i = c.

Let p ∈ (1,∞). Recall that M
p
X is a space of all X -valued Lp -bounded martin-

gales, M
p,d
X ,M p,c

X ⊂M
p
X are its subspaces of purely discontinuous martingales and

continuous martingales that start at zero respectively (see Section 2.2).

Theorem 4.3.9. Let X be a Banach space. Then X is UMD if and only if for some (or,
equivalently, for all) p ∈ (1,∞), for any probability space (Ω,F ,P) with any filtration F=
(Ft )t≥0 that satisfies the usual conditions, M

p
X =M

p,d
X ⊕M

p,c
X , and there exist projections

Ad , Ac ∈ L (M p
X ) such that ran Ad = M

p,d
X , ran Ac = M

p,c
X , and for any M ∈ M

p
X the

decomposition M = Ad M + Ac M is the Meyer-Yoeurp decomposition from Theorem 4.3.1.
If this is the case, then

‖Ad‖ ≤βp,X and ‖Ac‖ ≤βp,X . (4.3.11)

Moreover, there exist (Ω,F ,P) and F= (Ft )t≥0 such that

‖Ad‖,‖Ac‖ ≥ βp,X −1

2
∨1. (4.3.12)
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Proof. The “if” part follows from (4.3.11), and the “only if” part follows from
(4.3.12), so it is sufficient to show (4.3.11) and (4.3.12). (4.3.11) is equivalent to
(4.3.1). The bound ≥ βp,X −1

2 in (4.3.12) follows from Theorem 4.3.5, while the bound
≥ 1 follows from the fact that both Ad and Ac are projections onto nonzero spaces
M

p,d
X and M

p,c
X respectively.

Corollary 4.3.10. Let X be a UMD Banach space, p ∈ (1,∞). Let i ∈ {c,d}. Then
(M p,i

X )∗ 'M
p ′,i
X ∗ , and for each M ∈M

p ′,i
X ∗ and N ∈M

p,i
X

〈M , N〉 := E〈M∞, N∞〉, ‖M‖
(M

p,i
X )∗ hp,X ‖M‖

M
p′ ,i
X∗

.

To prove the corollary above we will need the following lemma.

Lemma 4.3.11. Let X be a UMD Banach space, p ∈ (1,∞), M ∈M
p,d
X , N ∈M

p ′,c
X ∗ . Then

E〈M∞, N∞〉 = 0.

Proof. First suppose that N∞ takes it values in a finite dimensional subspace Y of
X ∗. Let d ≥ 1 be the dimension of Y , (yk )d

k=1 be the basis of Y . Then there exist

N 1, . . . , N d ∈M
p ′,c
R

such that N =∑d
k=1 N k yk . Hence

E〈M∞, N∞〉 = E
〈

M∞,
d∑

k=1
N k

∞yk

〉
=

d∑
k=1

E〈M∞, yk〉N k
∞

(∗)= 0, (4.3.13)

where (∗) holds due to Proposition 2.2.12.
Now turn to the general case. By Remark 4.3.4 for each N ∈ M

p ′,c
X ∗ there exists

a sequence (N n)n≥1 of continuous martingales such that each of N n is in M
p ′,c
X ∗ and

takes its valued in a finite dimensional subspace of X ∗, and N n∞ → N∞ in Lp ′
(Ω; X ∗)

as n →∞. Then due to (4.3.13), E〈M∞, N∞〉 = limn→∞ E〈M∞, N n∞〉 = 0, so the lemma
holds.

Proof of Corollary 4.3.10. We will show only the case i = d , the case i = c can be
shown analogously.

M
p ′,d
X ∗ ⊂ (M p,d

X )∗ and ‖M‖
(M

p,d
X )∗ ≤ ‖M‖

M
p′ ,d
X∗

for each M ∈ M
p ′,d
X ∗ thanks to the

Hölder inequality. Now let us show the inverse. Let f ∈ (M p,d
X )∗. Since due to

Proposition 2.2.16 M
p,d
X is a closed subspace of M

p
X , by the Hahn-Banach theorem

and Proposition 2.2.3 there exists L ∈ M
p ′
X ∗ such that E〈L∞, N∞〉 = f (N ) for any N ∈

M
p,d
X , and ‖L‖

M
p′
X∗

= ‖ f ‖
(M

p,d
X )∗ . Let L = Ld +Lc be the Meyer-Yoeurp decomposition

of L as in Theorem 4.3.1. Then by (4.3.1)

‖Ld‖
M

p′ ,d
X∗

.p,X ‖L‖
M

p′
X∗

= ‖ f ‖
(M

p,d
X )∗

and E〈Ld∞, N∞〉 = E〈L∞, N∞〉, so the theorem holds.
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4.3.2. Yoeurp decomposition of purely discontinuous martingales

As Yoeurp shown in [190] (see Subsection 2.4.3 and [89]), one can provide further
decomposition of a purely discontinuous martingale into two parts: a martingale
with accessible jumps and a quasi-left continuous martingale. This subsection is
devoted to the generalization of this result to a UMD case.

Theorem 4.3.12. Let X be a UMD Banach space, M :R+×Ω→ X be a purely discontin-
uous Lp -bounded martingale. Then there exist unique purely discontinuous martingales
M a , M q : R+ ×Ω→ X such that M a has accessible jumps, M q is quasi-left continuous,
M q

0 = 0 and M = M a +M q . Moreover, if this is the case, then for i ∈ {a, q}

(E‖M i
∞‖p )

1
p ≤βp,X (E‖M∞‖p )

1
p . (4.3.14)

Proof. Step 1: finite dimensional case. First assume that X is finite dimensional. Then
M a and M q exist and unique due to coordinate-wise applying of Corollary 2.4.12.
Let M = M a + M q , N = M a . Then for any x∗ ∈ X ∗, t ≥ 0 by Corollary 2.4.12 and
Lemma 2.4.16 a.s.

[〈M , x∗〉]t = [〈M , x∗〉]a
t + [〈M , x∗〉]q

t = [〈M a , x∗〉]t + [〈M q , x∗〉]t ,

and
[〈N , x∗〉]t = [〈N , x∗〉]a

t + [〈N , x∗〉]q
t = [〈M a , x∗〉]t .

Therefore a.s.

[〈N , x∗〉]t − [〈N , x∗〉]s ≤ [〈M , x∗〉]t − [〈M , x∗〉]s , 0 ≤ s < t .

Moreover M0 = N0. Hence N is weakly differentially subordinate to M (see Section
4.4), and (4.3.14) for i = a follows from Theorem 3.3.17. By the same reason and
since M q

0 = 0, (4.3.14) holds true for i = q .
Step 2: general case. Now let X be general. Let ξ= M∞. Without loss of general-

ity we set F∞ =Ft . Let (ξn)n≥1 be a sequence of simple Ft -measurable functions in
Lp (Ω; X ) such that ξn → ξ as n →∞ in Lp (Ω; X ). For each n ≥ 1 define Ft -measurable
ξd

n and ξc
n such that M d ,n = (E(ξd

n |Fs ))s≥0 and M c,n = (E(ξc
n |Fs ))s≥0 are respectively

purely discontinuous and continuous parts of a martingale (E(ξn |Fs ))s≥0 as in Re-
mark 2.2.14. Then thanks to Theorem 4.3.1, ξd

n → ξ and ξc
n → 0 in Lp (Ω; X ) as n →∞

since M is purely discontinuous.
Since for each n ≥ 1 the random variable ξd

n takes its values in a finite dimen-
sional space, by Corollary 2.4.12 there exist Ft -measurable ξa ,ξq ∈ Lp (Ω; X ) such
that purely discontinuous martingales M a,n = (E(ξa

n |Fs ))s≥0 and M q,n = (E(ξq
n |Fs ))s≥0

are respectively with accessible jumps and quasi-left continuous, E(ξq
n |F0) = 0, and

the decomposition M d ,n = M a,n + M q,n is as in Corollary 2.4.12. Since (ξd
n )n≥1 is

a Cauchy sequence in Lp (Ω; X ), by Step 1 both (ξa
n)n≥1 and (ξq

n)n≥1 are Cauchy in
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Lp (Ω; X ) as well. Let ξa and ξq be their limits. Define martingales M a , M q :R+×Ω→
X in the following way:

M a
s := E(ξa |Fs ), M q

s := E(ξq |Fs ), s ≥ 0.

By Proposition 2.4.18 M a is a martingale with accessible jumps, M q is quasi-left
continuous, M q

0 = 0 a.s., and therefore M = M a +M q is the desired decomposition.

Moreover, by Step 1 for each n ≥ 1 and i ∈ {a, q}, (E‖ξi
n‖p )

1
p ≤ βp,X (E‖ξd

n‖p )
1
p , and

hence the estimate (4.3.14) follows by letting n to infinity.
The uniqueness of the decomposition follows from Lemma 2.4.19.

The following theorem, as Theorem 4.3.5, illustrates that the decomposition in
Theorem 4.3.12 takes place only in the UMD space case.

Theorem 4.3.13. Let X be a finite dimensional Banach space, p ∈ (1,∞), δ ∈ (
0,

βp,X −1
2

)
.

Then there exist purely discontinuous martingales M a , M q :R+×Ω→ X such that M a has
accessible jumps, M q is quasi-left continuous, E‖M a∞‖p , E‖M q

∞‖p <∞, M a
0 = M q

0 = 0, and
for M = M a +M q and i ∈ {a, q} the following holds

(E‖M i
∞‖p )

1
p ≥

(βp,X −1

2
−δ

)
(E‖M∞‖p )

1
p . (4.3.15)

For the proof we will need the following lemma.

Lemma 4.3.14. Let ε ∈ (
0, 1

2

)
, p ∈ (1,∞). Then there exist martingales M , M a , M q :

[0,1]×Ω→ [−1−ε,1+ε] with symmetric distributions such that M a is a martingale with
accessible jumps, ‖M a

1 ‖Lp (Ω) < ε, M q is a quasi-left continuous martingale, M q
0 = 0 a.s.,

M = M a +M q , signM1 is a Rademacher random variable and

‖M1 −signM1‖Lp (Ω) < ε. (4.3.16)

Proof. Let N+, N− : [0,1]×Ω→ R be independent Poisson processes with the same
intensity λε such that P(N+

1 = 0) = P(N−
1 = 0) < εp

2p (such λε exists since N+
1 and N−

1

have Poisson distributions, see [95]). Define a stopping time τ in the following
way:

τ= inf{t : N+
t ≥ 1}∧ inf{t : N−

t ≥ 1}∧1.

Let M q
t := N+

t∧τ−N−
t∧τ, t ∈ [0,1]. Then M q is quasi-left continuous with a symmetric

distribution. Let r be an independent Rademacher variable, M a
t = ε

2 r for each t ∈
[0,1]. Then M a is a martingale with accessible jumps and symmetric distribution,
and ‖M a

1 ‖Lp (Ω) = ε
2 < ε. Let M = M a +M q . Then a.s.

M1 ∈
{
−1− ε

2
,−1+ ε

2
,−ε

2
,
ε

2
,1− ε

2
,1+ ε

2

}
, (4.3.17)
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so P(M1 = 0) = 0, and therefore signM1 is a Rademacher random variable. Let us
prove (4.3.16). Notice that due to (4.3.17) if |M q

1 | = 1, then |M1 −signM1| < ε
2 , and if

|M q
1 | = 0, then |M1 −signM1| < 1. Therefore

E|M1 −signM1|p = E|M1 −signM1|p 1|M q
1 |=1 +E|M1 −signM1|p 1|M q

1 |=0

< εp

2p + εp

2p < εp ,

so (4.3.16) holds.

Proof of Theorem 4.3.13. The proof is analogous to the proof of Theorem 4.3.5, while
one has to use Lemma 4.3.14 instead of Lemma 4.3.7.

Theorem 4.3.13 yields the following characterization of the UMD property.

Theorem 4.3.15. Let X be a Banach space. Then X is a UMD Banach space if and only if
for some (equivalently, for all) p ∈ (1,∞) there exists cp,X > 0 such that for any Lp -bounded
martingale M :=R+×Ω→ X there exist unique martingales M c , M q , M a :R+×Ω→ X such
that M c

0 = M q
0 = 0, M c is continuous, M q is purely discontinuous quasi-left continuous,

M a is purely discontinuous with accessible jumps, M = M c +M q +M a , and

(E‖M c
∞‖p )

1
p + (E‖M q

∞‖p )
1
p + (E‖M a

∞‖p )
1
p ≤ cp,X (E‖M∞‖p )

1
p . (4.3.18)

If this is the case, then the least admissible cp,X is in the interval
[ 3βp,X−3

2 ∨1,3βp,X
]
.

The decomposition M = M c +M q +M a is called the canonical decomposition of
the martingale M (see Subsection 2.4.3).

Proof. The “if and only if” part follows from Theorem 4.3.9, Theorem 4.3.12 and
Theorem 4.3.13. The estimate cp,X ≤ 3βp,X follows from (4.3.1) and (4.3.14). The

estimate cp,X ≥ 3βp,X −3
2 ∨1 follows from (4.3.4) and (4.3.15).

Corollary 4.3.16. Let X be a Banach space. Then X is a UMD Banach space if and only if
M

p,d
X =M

p,a
X ⊕M

p,q
X and M

p
X =M

p,c
X ⊕M

p,q
X ⊕M

p,a
X for any filtration that satisfies the

usual conditions.

Proof. The corollary follows from Theorem 4.3.12, Theorem 4.3.13 and Theorem
4.3.15.

4.3.3. Stochastic integration

The current subsection is devoted to application of Theorem 4.3.15 to stochastic
integration with respect to a general martingale.
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Theorem 4.3.17. Let H be a Hilbert space, X be a UMD Banach space, p ∈ (1,∞), M :

R+×Ω→ H be a local martingale, Φ : R+×Ω→ L (H , X ) be elementary progressive. Let
M = M c +M q +M a be the canonical decomposition from Theorem 5.1.1. Then

E‖(Φ ·M)∞‖p hp,X E‖(Φ ·M c )∞‖p +E‖(Φ ·M q )∞‖p +E‖(Φ ·M a)∞‖p . (4.3.19)

and if (Φ ·M)∞ ∈ Lp (Ω; X ), then Φ ·M =Φ ·M c +Φ ·M q +Φ ·M a is the canonical decompo-
sition from Theorem 4.3.15.

Proof. The statement that Φ ·M =Φ ·M c +Φ ·M q +Φ ·M a is the canonical decomposi-
tion follows from Proposition 2.5.1, Theorem 4.3.15 and the fact that a.s. (Φ ·M)0 =
(Φ ·M c )0 = (Φ ·M q )0 = 0. (4.3.19) follows then from (4.3.18) and the triangle inequal-
ity.

Remark 4.3.18. Notice that the Itô isomorphism for the term Φ · M c from (4.3.19)
was explored in [177]. It remains open what to do with the other two terms, but
positive results in this direction were obtained in the case of X = Lq (S) in Chapter
7.

4.4. WEAK DIFFERENTIAL SUBORDINATION AND GENERAL MAR-
TINGALES

This section is devoted to the generalization of Theorem 3.3.17. Namely, here we
show the Lp -estimates for general X -valued weakly differentially subordinated
martingales.

Theorem 4.4.1. Let X be a UMD Banach space, M , N : R+×Ω→ X be two martingales
such that N is weakly differentially subordinate to M . Then for each p ∈ (1,∞), t ≥ 0,

(E‖Nt‖p )
1
p ≤β2

p,X (βp,X +1)(E‖Mt‖p )
1
p . (4.4.1)

The proof will be done in several steps. First we show an analogue of Theo-
rem 3.3.17 for continuous martingales.

Theorem 4.4.2. Let X be a Banach space. Then X is a UMD Banach space if and only
if for some (equivalently, for all) p ∈ (1,∞) there exists c > 0 such that for any continuous
martingales M , N : R+ ×Ω → X such that N is weakly differentially subordinate to M ,
M0 = N0 = 0, one has that

(E‖N∞‖p )
1
p ≤ cp,X (E‖M∞‖p )

1
p . (4.4.2)

If this is the case, then the least admissible cp,X is in the segment [βp,X ,β2
p,X ].

For the proof we will need the following proposition, which demonstrates that
one needs a slightly weaker assumption rather then in Theorem 4.4.2 so that the
estimate (4.4.2) holds in a UMD Banach space.
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Proposition 4.4.3. Let X be a UMD Banach space, 1 < p < ∞, M , N : R+ ×Ω→ X be
continuous Lp -bounded martingales s.t. M0 = N0 = 0 and for each x∗ ∈ X ∗ a.s. for each
t ≥ 0

[〈N , x∗〉]t ≤ [〈M , x∗〉]t . (4.4.3)

Then for each t ≥ 0

(E‖Nt‖p )
1
p ≤β2

p,X (E‖Mt‖p )
1
p . (4.4.4)

Proof. Without loss of generality by a stopping time argument we assume that M

and N are bounded and that M∞ = Mt and N∞ = Nt .
One can also restrict to a finite dimensional case. Indeed, since X is a separable

reflexive space, X ∗ is separable as well. Let (Ym)m≥1 be an increasing sequence of
finite-dimensional subspaces of X ∗ such that

⋃
m Ym = X ∗ and ‖ · ‖Ym = ‖ ·‖X ∗|Ym

for
each m ≥ 1. Then for each fixed m ≥ 1 there exists a linear operator Pm : X → Y ∗

m

of norm 1 defined as follows: 〈Pm x, y〉 = 〈x, y〉 for each x ∈ X , y ∈ Ym . Therefore
Pm M and Pm N are Y ∗

m-valued martingales. Moreover, (4.4.3) holds for Pm M and
Pm N since there exists P∗

m : Ym → X ∗, and for each y ∈ Ym we have that 〈Pm M , y〉 =
〈M ,Pm y〉 and 〈Pm N , y〉 = 〈N ,Pm y〉. Since Ym is a closed subspace of X ∗, [79, Propo-
sition 4.2.17] yields βp ′,Ym ≤ βp ′,X ∗ , consequently again by [79, Proposition 4.2.17]
βp,Y ∗

m
≤βp,X ∗∗ =βp,X . So if we prove the finite dimensional version, then

(E‖Pm Nt‖p )
1
p ≤β2

p,Y ∗
m

(E‖Pm Mt‖p )
1
p ≤β2

p,X (E‖Pm Mt‖p )
1
p ,

and (4.4.4) with cp,X =β2
p,X will follow by letting m →∞.

Let d be the dimension of X , |||·||| be a Euclidean norm on X ×X . Let L = (M , N ) :

R+ ×Ω→ X × X be a continuous martingale. Since (X × X , |||·|||) is a Hilbert space,
L has a continuous quadratic variation [L] : R+ ×Ω→ R+ (see Remark 2.2.7). Let
A :R+×Ω→R+ be such that As = [L]s +s for each s ≥ 0. Then A is continuous strictly
increasing predictable. Define a random time-change (τs )s≥0 as in Theorem 2.4.25.
Let G = (Gs )s≥0 = (Fτs )s≥0 be the induced filtration. Then thanks to the Kazamaki
theorem [89, Theorem 17.24] L̃ = L◦τ is a G-martingale, and [L̃] = [L]◦τ. Notice that
L̃ = (M̃ , Ñ ) with M̃ = M ◦τ, Ñ = N ◦τ, and since by Kazamaki theorem [89, Theorem
17.24] [M ◦τ] = [M ] ◦τ, [N ◦τ] = [N ] ◦τ, and (M ◦τ)0 = (N ◦τ)0 = 0, we have that by
(4.4.3) for each x∗ ∈ X ∗ a.s. for each s ≥ 0

[〈Ñ , x∗〉]s = [〈N , x∗〉]τs ≤ [〈M , x∗〉]τs = [〈M̃ , x∗〉]s (4.4.5)

Moreover, for all 0 ≤ u < s we have that a.s.

[L̃]s − [L̃]u = ([L]◦τ)s − ([L]◦τ)u ≤ ([L]◦τ)s +τs − ([L]◦τ)u −τu

= ([L]τs +τs )− ([L]τu +τu) = s −u.

Therefore [L̃] is a.s. absolutely continuous with respect to the Lebesgue measure
on R+. Consequently, due to Theorem 2.7.1, there exists an enlarged probabil-
ity space (Ω̃,F̃ , P̃) with an enlarged filtration G̃ = (G̃s )s≥0, a 2d-dimensional stan-
dard Wiener process W , which is defined on G̃, and a stochastically integrable
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progressively measurable function f : R+× Ω̃→ L (R2d , X × X ) such that L̃ = f ·W .
Let f M , f N : R+×Ω→ L (R2d , X ) be such that f = ( f M , f N ). Then M̃ = f M ·W and
Ñ = f N ·W . Let (Ω,F ,P) be an independent probability space with a filtration G and
a 2d-dimensional Wiener process W on it. Denote by E the expectation on (Ω,F ,P).
Then because of the decoupling theorem [79, Theorem 4.4.1], for each s ≥ 0

(E‖Ñs‖p )
1
p = (E‖( f N ·W )s‖p )

1
p ≤βp,X (EE‖( f N ·W )s‖p )

1
p ,

1

βp,X
(EE‖( f M ·W )s‖p )

1
p ≤ (E‖( f M ·W )s‖p )

1
p = (E‖M̃s‖p )

1
p .

(4.4.6)

Due to the multidimensional version of [89, Theorem 17.11] and (4.4.5) for each
x∗ ∈ X ∗ we have that

s 7→ [〈M̃ , x∗〉]s − [〈Ñ , x∗〉]s =
∫ s

0
(|〈x∗, f M (r )〉|2 −|〈x∗, f N (r )〉|2)dr (4.4.7)

is nonnegative and absolutely continuous a.s. Since X is separable, we can fix a set
Ω̃0 ⊂ Ω̃ of full measure on which the function (4.4.7) is nonnegative for each s ≥ 0.

Now fix ω ∈ Ω̃0 and s ≥ 0. Let us prove that

E‖( f N (ω) ·W )s‖p ≤ E‖( f M (ω) ·W )s‖p .

Since f M (ω) and f N (ω) are deterministic on Ω, and since due to (4.4.7) for each
x∗ ∈ X ∗

E|〈( f N (ω) ·W )s , x∗〉|2 =
∫ s

0
|〈x∗, f N (r,ω)〉|2 dr

≤
∫ s

0
|〈x∗, f M (r,ω)〉|2 dr = E|〈( f M (ω) ·W )s , x∗〉|2,

by [129, Corollary 4.4] we have that E‖( f N (ω) ·W )s‖p ≤ E‖( f M (ω) ·W )s‖p . Conse-
quently, due to (4.4.6) and the fact that P̃(Ω0) = 1

(E‖Ñs‖p )
1
p ≤βp,X (EE‖( f N ·W )s‖p )

1
p ≤βp,X (EE‖( f M ·W )s‖p )

1
p ≤β2

p,X (E‖M̃s‖p )
1
p .

Recall that M̃ and Ñ are bounded, so thanks to the dominated convergence theo-
rem one gets (4.4.4) with cp,X =β2

p,X by letting s to infinity.

Proof of Theorem 4.4.2. The “only if” part & the upper bound of cp,X : The “only if” part
and the estimate cp,X ≤ β2

p,X follows from Proposition 4.4.3 since (4.4.3) holds for
M and N because N is weakly differentially subordinate to M .

The “if” part & the lower bound of cp,X : Let βp,X be the UMD constant of X (βp,X =
∞ if X is not a UMD space). Fix K ≥ 1. Then by [79, Theorem 4.2.5] there exists
N ≥ 1, a Paley-Walsh martingale difference sequence (dn)N

n=1, and a {−1,1}-valued
sequence (εn)N

n=1 such that(
E
∥∥∥ N∑

n=1
εndn

∥∥∥p) 1
p ≥

(
βp,X ∧2K − 1

2K

)(
E
∥∥∥ N∑

n=1
dn

∥∥∥p) 1
p
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Without loss of generality we can assume that

(
E
∥∥∥ N∑

n=1
εndn

∥∥∥p) 1
p

,
(
E
∥∥∥ N∑

n=1
dn

∥∥∥p) 1
p ≤ 1.

Let (rn)N
n=1 be a sequence of Rademacher variables and (φn)N

n=1 be a sequence of
functions as in Definition 2.2.5, i.e. be such that dn = rnφn(r1, . . . ,rn−1) for each n =
1, . . . , N .

By the same techniques as were used in the proof of Theorem 4.3.5 we can find
a sequence of independent continuous real-valued symmetric martingales (M n)N

n=1

on [0,1] such that for each n = 1, . . . , N

‖(M n −signM n)φn(signM 1, . . . ,signM n−1)‖Lp (Ω;X ) ≤ 1

8N K 2 . (4.4.8)

Let σn = signM n for each n = 1, . . . , N . Then we define continuous martingales
M , N :R+×Ω→ X in the following way:

Mt =


0, if 0 ≤ t ≤ 1;

Mn +M n
t−nφn(σ1, . . . ,σn−1), if t ∈ (n,n +1],n ∈ {1 . . . , N },

MN+1, if t > N +1,

Nt =


0, if 0 ≤ t ≤ 1;

Mn +εn M n
t−nφn(σ1, . . . ,σn−1), if t ∈ (n,n +1],n ∈ {1 . . . , N },

NN+1, if t > N +1.

Then N is weakly differentially subordinate to M . Indeed, for each x∗ ∈ X ∗, n ∈
{1, . . . , N } and t ∈ [n,n +1] a.s.

[〈M , x∗〉]t − [〈M , x∗〉]n = [M n]t−n |〈φn(σ1, . . . ,σn−1), x∗〉|2
= [M n]t−n |〈εnφn(σ1, . . . ,σn−1), x∗〉|2
= [〈N , x∗〉]t − [〈N , x∗〉]n ,

therefore, since M1 = N1 = 0 a.s., we have that for each x∗ ∈ X ∗ and t ≥ 0 a.s.
[〈M , x∗〉]t = [〈N , x∗〉]t , so N is weakly differentially subordinate to M . Then

(E‖N∞‖p )
1
p =

(
E
∥∥∥ N∑

n=1
εn M n

1 φn(σ1, . . . ,σn−1)
∥∥∥) 1

p

(i )≥
(
E
∥∥∥ N∑

n=1
εnσnφn(σ1, . . . ,σn−1)

∥∥∥) 1
p

−
N∑

n=1
‖(M n −σn)φn(σ1, . . . ,σn−1)‖Lp (Ω;X )

(i i )≥
(
βp,X ∧2K − 1

2K

)(
E
∥∥∥ N∑

n=1
σnφn(σ1, . . . ,σn−1)

∥∥∥) 1
p − 1

8K 2
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(i i i )≥
(
βp,X ∧2K − 1

2K

)(
E
∥∥∥ N∑

n=1
M n

1 φn(σ1, . . . ,σn−1)
∥∥∥) 1

p

−2K
N∑

n=1
‖(M n −σn)φn(σ1, . . . ,σn−1)‖Lp (Ω;X ) − 1

8K 2

(i v)≥
(
βp,X ∧K − 1

K

)(
E
∥∥∥ N∑

n=1
M n

1 φn(σ1, . . . ,σn−1)
∥∥∥) 1

p

=
(
βp,X ∧K − 1

K

)
(E‖M∞‖p )

1
p ,

where (i ) and (i i i ) follow from the triangle inequality, and (i i ) and (i v) follow
from (4.4.8). Hence if X is not UMD, then such cp,X from (4.4.2) does not exist
since

(
βp,X ∧K − 1

K

)→∞ as K →∞. If X is UMD, then such cp,X could exist, and if
this is the case, then

cp,X ≥ lim
K→∞

(
βp,X ∧K − 1

K

)
=βp,X .

Remark 4.4.4. Let X be a Banach space. Then according to [23, 32, 61] the Hilbert
transform HX can be extended to Lp (R; X ) for each 1 < p <∞ if and only if X is a
UMD Banach space. Moreover, if this is the case, then√

βp,X ≤ ‖HX ‖L (Lp (R;X )) ≤β2
p,X .

As it was shown in Section 3.5, the upper bound β2
p,X can be also directly de-

rived from the upper bound for cp,X in Theorem 4.4.2. The sharp upper bound
for ‖HX ‖L (Lp (R;X )) remains an open question (see [79, pp. 496-497]), so the sharp
upper bound for cp,X is of interest.

Lemma 4.4.5. Let X be a Banach space, M c , N c :R+×Ω→ X be continuous martingales,
M d , N d : R+×Ω→ X be purely discontinuous martingales, M c

0 = N c
0 = 0. Let M := M c +

M d , N := N c +N d . Suppose that N is weakly differentially subordinate to M . Then N c

is weakly differentially subordinate to M c , and N d is weakly differentially subordinate to
M d .

Proof. First notice that a.s.

‖N c
0‖ = 0 ≤ 0 = ‖M c

0‖,

‖N d
0 ‖ = ‖N0‖ ≤ ‖M0‖ = ‖M d

0 ‖.

Now fix x∗ ∈ X ∗. It is enough now to prove that 〈N c , x∗〉 is differentially subor-
dinate to 〈M c , x∗〉, and that 〈N d , x∗〉 is differentially subordinate to 〈M d , x∗〉. But
this follows from [179, Lemma 1], Theorem 2.2.10 and the fact that 〈M d , x∗〉 and
〈N d , x∗〉 are purely discontinuous processes, and 〈M c , x∗〉 and 〈N c , x∗〉 are continu-
ous processes.
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Proof of Theorem 4.4.1. By Theorem 4.3.1 there exist martingales M d , M c , N d , N c :

R+ ×Ω→ X such that M d and N d are purely discontinuous, M c and N c are con-
tinuous, M c

0 = N c
0 = 0, and M = M d +M c and N = N d +N c . By Lemma 4.4.5, N d is

weakly differentially subordinate to M d and N c is weakly differentially subordi-
nate to M c . Therefore for each t ≥ 0

(E‖Nt‖p )
1
p

(i )≤ (E‖N d
t ‖p )

1
p + (E‖N c

t ‖p )
1
p

(i i )≤ β2
p,X (E‖M d

t ‖p )
1
p +βp,X (E‖M c

t ‖p )
1
p

(i i i )≤ β2
p,X (βp,X +1)(E‖Mt‖p )

1
p ,

where (i ) holds thanks to the triangle inequality, (i i ) follows from Theorem 3.3.17
and Theorem 4.4.2, and (i i i ) follows from (4.3.1).

Remark 4.4.6. It is worth noticing that in a view of recent results the sharp constant
in (4.3.1) and (4.3.14) can be derived and equals the UMD{0,1}

p -constant β{0,1}
p,X . In or-

der to show that this is the right upper bound one needs to use a {0,1}-Burkholder
function instead of the Burkholder function, while the sharpness follows analo-
gously Theorem 4.3.5 and 4.3.13. See [188] for details.

Remark 4.4.7. In Chapter 5 the existence of the canonical decomposition of a gen-
eral local martingale together with the corresponding weak L1-estimates were shown.
Again existence of the canonical decomposition of any X -valued martingale is
equivalent to X having the UMD property.





5
EXISTENCE OF THE CANONICAL DECOMPOSI-
TION AND WEAK L1-ESTIMATES

This chapter is based on the paper On the martingale decompositions of Gundy, Meyer,
and Yoeurp in infinite dimensions by Ivan Yaroslavtsev, see [185].

In this chapter we show that the canonical decomposition (comprising both the Meyer-
Yoeurp and the Yoeurp decompositions) of a general X -valued local martingale is possible
if and only if X has the UMD property. More precisely, X is a UMD Banach space if and
only if for any X -valued local martingale M there exist a continuous local martingale M c ,
a purely discontinuous quasi-left continuous local martingale M q , and a purely discon-
tinuous local martingale M a with accessible jumps such that M = M c + M q + M a . The
corresponding weak L1-estimates are provided. Important tools used in the proof are a new
version of Gundy’s decomposition of continuous-time martingales and weak L1-bounds for
a certain class of vector-valued continuous-time martingale transforms.

2010 Mathematics Subject Classification. 60G44 Secondary: 60G07, 60G57, 60H99, 46N30.
Key words and phrases. Gundy’s decomposition, continuous-time martingales, UMD spaces, canonical
decomposition, Meyer-Yoeurp decomposition, Yoeurp decomposition, weak estimates, weak differen-
tial subordination.
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5.1. INTRODUCTION

It is well-known thanks to the scalar-valued stochastic integration theory that a sto-
chastic integral

∫
ΦdN of a general bounded predictable real-valued process Φ

with respect to a general real-valued local martingale N exists and is well de-
fined (see e.g. Chapter 26 in [89]). Moreover,

∫
ΦdN is a local martingale, so by

the Burkholder-Davis-Gundy inequalities one can show the corresponding Lp -
estimates for p ∈ (1,∞):

E sup
0≤s≤t

∣∣∣∫ s

0
ΦdN

∣∣∣p
hp E

(∫ t

0
Φ2 d[N ]

) p
2

, t ≥ 0 (5.1.1)

(here [N ] : R+×Ω→ R+ is a quadratic variation of N , see (2.2.3) for the definition).
The inequality (5.1.1) together with a Banach fixed point argument play an im-
portant rôle in providing solutions to SPDE’s with a general martingale noise (see
e.g. [48, 72, 73, 89, 126, 177] and references therein). For this reason (5.1.1)-type
inequalities for a broader class of N and Φ are of interest. In particular, one can
consider H-valued N and L (H , X )-valued Φ for some Hilbert space H and Banach
space X . Building on ideas of Garling [61] and McConnell [119], van Neerven, Ve-
raar, and Weis have shown in [126] that for a special choice of N (namely, N being
a Brownian motion) and a general process Φ it is necessary and sufficient that X

is in the class of so-called UMD Banach spaces (see Section 2.3 for the definition) in
order to obtain estimates of the form (5.1.1) with the right-hand side replaces by a
generalized square function. Later in the paper [175] by Veraar and in the paper
[177] by Veraar and the author, inequalities of the form (5.1.1) have been extended
to a general continuous martingale N , again given that X has the UMD property.

Extending (5.1.1) to a general martingale N is an open problem, which was
solved only for X = Lq (S) with q ∈ (1,∞) in the recent work [54] by Dirksen and
the author. One of the key tools applied therein was the so-called canonical decom-
position of martingales. The canonical decomposition first appeared in the work
[190] by Yoeurp, and partly in the paper [122] by Meyer, and has the following
form: an X -valued local martingale M is said to admit the canonical decomposi-
tion if there exists a continuous local martingale M c , a purely discontinuous quasi-
left continuous local martingale M q (a “Poisson-like” martingale which does not
jump at predictable stopping times), and a purely discontinuous local martingale
M a with accessible jumps (a “discrete-like” martingale which jumps only at a cer-
tain countable set of predictable stopping times) such that M c

0 = M q
0 = 0 a.s. and

M = M c +M q +M a . The canonical decomposition (if it exists) is unique due to the
uniqueness in the case X = R (see Remark 2.2.19 and 2.4.21). Moreover, when X is
UMD one has by [184] that for all p ∈ (1,∞),

E‖Mt‖p hp,X E‖M c
t ‖p +E‖M q

t ‖p +E‖M a
t ‖p , t ≥ 0. (5.1.2)
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In particular, if N is H-valued and Φ is L (H , X )-valued, then∫
ΦdN =

∫
ΦdN c +

∫
ΦdN q +

∫
ΦdN a

is the canonical decomposition given that N = N c +N q +N a is the canonical decom-
position, so

E
∥∥∥∫ t

0
ΦdN

∥∥∥p
hp,X E

∥∥∥∫ t

0
ΦdN c

∥∥∥p +E
∥∥∥∫ t

0
ΦdN q

∥∥∥p +E
∥∥∥∫ t

0
ΦdN a

∥∥∥p
, t ≥ 0,

which together with Doob’s maximal inequality reduces the problem of extending
(5.1.1) to the separate cases of N c , N q and N a . Possible approaches of how to work
with

∫
ΦdN c ,

∫
ΦdN q , and

∫
ΦdN a have been provided by [54]: sharp estimates for

the first were already obtained in [175, 177] and follow from the similar estimates
for a Brownian motion from [126]; the second can be treated by using random
measure theory (see Section 2.8), which is an extension of Poisson random measure
integration theory (see [51] and [52]); finally, the latter one can be transformed to a
discrete martingale by an approximation argument, so the desired Lp -estimates are
nothing more but the Burkholder-Rosenthal inequalities (see [29, 54, 161] for details).

The canonical decomposition also plays a significant rôle in obtaining Lp -esti-
mates for weakly differentially subordinated martingales. The weak differential sub-
ordination property as a vector-valued generalization of Burkholder’s differential
subordination property (see [33, 79, 102, 140]) was introduced by the author in
[189], and can be described in the following way: an X -valued local martingale M̃

is weakly differentially subordinate to an X -valued local martingale M if for each
x∗ ∈ X ∗ and for each t ≥ s ≥ 0 a.s.

|〈M̃0, x∗〉| ≤ |〈M0, x∗〉|,
[〈M̃ , x∗〉]t − [〈M̃ , x∗〉]s ≤ [〈M , x∗〉]t − [〈M , x∗〉]s .

If X is a UMD Banach space and p ∈ (1,∞), then applying Lp -bounds (5.1.2) for the
terms of the canonical decomposition together with Lp -bounds for purely discon-
tinuous (see [189]) and continuous (see [184]) weakly differentially subordinated
martingales yields

(E‖M̃∞‖p )
1
p ≤ cp,X (E‖M∞‖p )

1
p , (5.1.3)

where the best known constant cp,X equals β2
p,X (βp,X +1) (here βp,X is the UMDp

constant of X , see Section 2.3 for the definition). Sharp estimates for cp,X in (5.1.3)
remain unknown. Moreover, it is an open problem whether one can prove weak
L1-estimates of the form

λP
(
M̃∗

∞ >λ)
.p,X E‖M∞‖, λ> 0. (5.1.4)

Here this question is partly solved: we show that (5.1.4) holds for M̃ being one of
the terms of the canonical decomposition of M (see (5.1.5) and (5.4.1)).
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The discussion above demonstrates that the canonical decomposition is useful
for vector-valued stochastic integration and weak differential subordination, so
the following natural question arises: for which Banach spaces X does every X -valued
local martingale have the canonical decomposition? The paper [184] together with the
estimates (5.1.2) provides the answer for Lp -bounded martingales given p ∈ (1,∞).
Then X being a UMD Banach space guarantees such a decomposition.

The present chapter is devoted to providing the definitive answer to this ques-
tion (see Section 5.4):

Theorem 5.1.1. Let X be a Banach space. Then the following are equivalent:

(i) X is a UMD Banach space;

(ii) every local martingale M : R+ ×Ω → X admits the canonical decomposition M =
M c +M q +M a .

Moreover, if this is the case, then for all t ≥ 0 and λ> 0

λP((M c )∗t >λ).X E‖Mt‖,

λP((M q )∗t >λ).X E‖Mt‖,

λP((M a)∗t >λ).X E‖Mt‖.

(5.1.5)

Notice that the inequalities (5.1.5) are new even in the real-valued case, even
though in that case they are direct consequences of the sharp weak (1,1)-estimates
for differentially subordinated martingales proven by Burkholder in [36, 37] (see
also [133, 140] for details), from which one can show the following estimates

λP((M c )∗t >λ) ≤ 2E|Mt |,
λP((M q )∗t >λ) ≤ 2E|Mt |,
λP((M a)∗t >λ) ≤ 2E|Mt |.

The main instrument for proving (i i ) ⇒ (i ) in Theorem 5.1.1 is Burkholder’s
characterization of UMD Banach spaces from [30]: X is a UMD Banach space if and
only if there exists a constant C > 0 such that for any X -valued discrete martingale
( fn)n≥0, for any sequence (an)n≥0 with values in {−1,1} one has that

g∗
∞ > 1 a.s. =⇒ E‖ f∞‖ >C ,

where (gn)n≥0 is an X -valued discrete martingale such that

gn − gn−1 = an( fn − fn−1), n ≥ 1,

g0 = a0 f0,
(5.1.6)

and where g∗∞ := supn≥0 ‖gn‖. Using this characterization for a given non-UMD
Banach space X we construct a martingale M :R+×Ω→ X which does not have the
canonical decomposition (see Subsection 5.4.3).
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In order to obtain weak L1-estimates of the form (5.1.5) together with (i ) ⇒ (i i )

in Theorem 5.1.1 one needs to use two techniques. The first is the so-called Gundy
decomposition of martingales. This decomposition was first obtained by Gundy in
[71] for discrete real-valued martingales. Later in [41, 79, 116, 147] a more general
version of this decomposition for vector-valued discrete martingales was obtained.
In Section 5.3 we will present a continuous-time analogue of Gundy’s decomposi-
tion, which has the following form: an X -valued martingale M can be decomposed
into a sum of three martingales M 1, M 2, and M 3, depending on λ> 0, such that for
each t ≥ 0

(i) ‖M 1
t ‖L∞(Ω;X ) ≤ 2λ, E‖M 1

t ‖ ≤ 5E‖Mt‖,

(ii) λP((M 2)∗t > 0) ≤ 4E‖Mt‖,

(iii) E(Var M 3)t ≤ 7E‖Mt‖,

where Var M is a variation of the path of M .

The second important tool is weak differential subordination martingale transforms.
Discrete martingale transforms were pioneered by Burkholder in [28], where he
considered a transform ( fn)n≥0 7→ (gn)n≥0 of a real-valued martingale ( fn)n≥0 such
that

gn − gn−1 = an( fn − fn−1), n ≥ 1,

g0 = a0 f0

for some {0,1}-valued deterministic sequence (an)n≥0. Later in [30, 41, 67, 75, 79,
116] several approaches and generalizations to the vector-valued setting and operator-
valued predictable sequence (an)n≥0 have been discovered, while the martingale
( fn)n≥0 remained discrete. In particular for a very broad class of discrete martin-
gale transforms it was shown that Lp -boundedness of the transform implies weak
L1-bounds. In Subsection 5.4.1 (see Theorem 5.4.2) we prove the same assertion for
a weak differential subordination martingale transform, i.e. for an operator T act-
ing on continuous-time X -valued local martingales such that T M is weakly differ-
entially subordinate to M and {M∗∞ = 0} ⊂ {(T M)∗∞ = 0} for any X -valued local mar-
tingale M . A particular example of such a martingale transform T is M 7→ T M = M c ,
where M c is the continuous part of M in the canonical decomposition. Due to
(5.1.2) this operator is bounded as an operator acting on Lp -bounded martingales if
X is UMD, so by Theorem 5.4.2 the first inequality of (5.1.5) follows. Even though
in the case of a discrete filtration such an operator has a classical Burkholder’s
form (5.1.6) from [30] (with (an)n≥0 being predictable instead of deterministic, see
Proposition 5.4.6 and the remark thereafter), such transforms are of interest since
they act on continuous-time martingales, which was not considered before.
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5.2. PRELIMINARIES

In the sequel the scalar field is assumed to be R, unless stated otherwise.

5.2.1. Martingales and càdlàg processes

We will denote by M 1,∞
X (F) the set of all X -valued local F-bounded martingales M

such that
sup
λ>0

λP(M∗
∞ >λ) <∞.

In the sequel we will omit F from the notations M
p
X (F), M

p,loc
X (F), and M 1,∞

X (F).

Let τ be a stopping time, V :R+×Ω→ X be càdlàg. Throughout this chapter we
define ∆Vτ :Ω→ X in the following way:

∆Vτ =


V0, τ= 0,

Vτ− limε→0 V0∨(τ−ε), 0 < τ<∞,

0, τ=∞,

where limε→0 V0∨(τ−ε) exists since V has paths with left-hand limits.

One can define the so-called ucp topology (uniform convergence on compact sets
in probability) on the linear space of all càdlàg adapted X -valued processes; con-
vergence in this topology can be characterized in the following way: a sequence
(V n)n≥1 of càdlàg adapted X -valued processes converges to V : R+×Ω→ X in the
ucp topology if for any t ≥ 0 and K > 0 we have that

P
(

sup
0≤s≤t

‖Vs −V n
s ‖ > K

)→ 0 n →∞. (5.2.1)

Then the following proposition holds.

Proposition 5.2.1. The linear space of all càdlàg adapted X -valued processes endowed
with the ucp topology is complete.

Proof. This is just the vector-valued analogue of [155, Theorem 62], for which one
needs to apply the vector-valued variation of [154, Problem V.1].

We state without proof the following elementary but useful statement.

Lemma 5.2.2. Let X be a Banach space, ( fn)n≥1, f be continuous X -valued functions on
[0,1] such that fn → f in C ([0,1]; X ) as n →∞. Then the function F : [0,1] → R+ defined
as follows

F (t ) = sup
n

‖ fn(t )‖, t ∈ [0,1],

is continuous.
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5.2.2. Compensator and variation

Let X be a Banach space, M : R+ ×Ω → X be an adapted càdlàg process. Then
a predictable process V : R+ ×Ω is called a predictable compensator of M (or just a
compensator of M) if V0 = 0 a.s. and if M −V is a local martingale.

The variation Var M : R+×Ω→ R+ of a càdlàg process M : R+×Ω→ X is defined
in the following way:

(Var M)t := ‖M0‖+ limsup
mesh→0

N∑
n=1

‖M(tn)−M(tn−1)‖, (5.2.2)

where the limit superior is taken over all the partitions 0 = t0 < . . . < tN = t .

Let V : R+ ×Ω → X be a càdlàg adapted process. Analogously to the scalar-
valued situation we can define a càdlàg adapted process V ∗ : R+×Ω→ R+ of the
following form

V ∗
t := sup

s∈[0,t ]
‖Vs‖, t ≥ 0.

5.3. GUNDY’S DECOMPOSITION OF CONTINUOUS-TIME MARTIN-
GALES

For the proof of our main results, Theorem 5.4.1 and Theorem 5.4.2, we will need
Gundy’s decomposition of continuous-time martingales, which is a generalization
of Gundy’s decomposition of discrete martingales (see [71] and [79, Theorem 3.4.1]
for the details).

Theorem 5.3.1 (Gundy’s decomposition). Let X be a Banach space, M :R+×Ω→ X be
a martingale. Then for each λ> 0 there exist martingales M 1, M 2 M 3 : R+×Ω→ X such
that M = M 1 +M 2 +M 3 and

(i) ‖M 1
t ‖L∞(Ω;X ) ≤ 2λ, E‖M 1

t ‖ ≤ 5E‖Mt‖ for each t ≥ 0,

(ii) λP((M 2)∗t > 0) ≤ 4E‖Mt‖ for each t ≥ 0,

(iii) E(Var M 3)t ≤ 7E‖Mt‖ for each t ≥ 0.

Remark 5.3.2. Notice that if M is a discrete martingale (i.e. Mt = M[t ] for any t ≥ 0),
then the decomposition in Theorem 5.3.1 turns to the classical discrete one from
[79, Theorem 3.4.1].

For the proof we will need the following intermediate steps.

Lemma 5.3.3. Let X be a Banach space, M :R+×Ω→ X be a càdlàg adapted process such
that E(Var M)t <∞ for each t ≥ 0 and a.s.

Mt =
∑

0≤s≤t
∆Ms , t ≥ 0.
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Then M has a càdlàg predictable compensator V :R+×Ω→ X such that for each t ≥ 0

E‖Vt‖ ≤ E(VarV )t ≤ E(Var M)t . (5.3.1)

In particular, if M has a.s. at most one jump, then

E‖Vt‖ ≤ E(VarV )t ≤ E(Var M)t = E‖Mt‖. (5.3.2)

Proof. Let µM be a random measure defined on R+× X pointwise in ω ∈ Ω in the
following way:

µM (ω;B × A) := ∑
u∈B

1A\{0}(∆Mu(ω)), ω ∈Ω,B ∈B(R+), A ∈B(X ). (5.3.3)

Notice that (Var M)t =∑
0≤s≤t ‖∆Ms‖ a.s. for each t ≥ 0, so in particular a.s.

(Var M)t =
∫

[0,t ]×X
‖x‖dµM (x, s), t ≥ 0. (5.3.4)

Also note that µM is P -σ-finite: for each 0 ≤ u ≤ v and t ≥ 0 one has that

E

∫
[0,t ]×X

1‖x‖∈[u,v] dµM hu,v E

∫
[0,t ]×X

‖x‖1‖x‖∈[u,v] dµM

≤ E
∫

[0,t ]×X
‖x‖dµM

= E(Var M)t <∞.

Since µM is an integer-valued optional P -σ-finite random measure, it has a pre-
dictable compensator νM (see Section 2.8 and [85, Theorem II.1.8]), and therefore
since by (5.3.4)

E

∫
[0,t ]×X

‖x‖dµM (x, s) = E(Var M)t <∞,

we have that
t 7→Vt :=

∫
[0,t ]×X

x dνM (x, s), t ≥ 0,

is integrable and càdlàg in time due to the fact that it is an integral with respect to
the measure νM a.s. Moreover, by the definition of variation (5.2.2) we have that
‖Vt‖ ≤ (VarV )t a.s. for each t ≥ 0, and hence

E‖Vt‖ ≤ E(VarV )t ≤ E
∫

[0,t ]×X
‖x‖dνM (x, s)

(∗)= E

∫
[0,t ]×X

‖x‖dµM (x, s)

(∗∗)= E(Var M)t ,

where (∗) holds due to the definition of a compensator, and (∗∗) follows from
(5.3.4). To show (5.3.2) it is sufficient to notice that if M has at most one jump then
(Var M)t = ‖Mt‖ a.s. for each t ≥ 0.
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The following lemma is folklore, but the author could not find an appropriate
reference, so we present it with the proof here.

Lemma 5.3.4. Let X be a Banach space, V :R+×Ω→ X be a right-continuous predictable
process, V0 = 0 a.s. Then V is locally bounded.

Proof. For each n ≥ 0 define a stopping time τn := inf{t ≥ 0 : ‖Vt‖ ≥ n}. Then a se-
quence (τn)n≥1 of stopping times is increasing a.s. and tends to infinity as n →∞.
Moreover, (τn)n≥1 are predictable by [89, Theorem 25.14] and the fact that for each
n ≥ 1

{τ≤ t } = { sup
0≤s≤t

‖Vs‖ ≥ n} ∈P . (5.3.5)

Therefore for each n ≥ 1 there exists an announcing sequence (τm,n)m≥1 of stopping
times. Choose mn so that P(τn − τmn ,n > 1

2n ) < 1
2n . Then (τmn ,n)n≥1 is such that

τmn ,n → ∞ a.s. as n → ∞, and for each n ≥ 0 we have that a.s. sup0≤s≤τmn ,n
‖Vs‖ ≤

sup0≤s<τn
‖Vs‖ ≤ n.

Let τ and σ be stopping times. Then we can set

τ−∧σ− := (τ∧σ)− . (5.3.6)

Notice that if M :R+×Ω→ X is a càdlàg process, then (Mτ−)σ− = Mτ−∧σ−.

Proof of Theorem 5.3.1. By a stopping time argument we can assume that M is an
L1-martingale. Define a stopping time τ is the following way:

τ= inf
{

t ≥ 0 : ‖Mt‖ ≥ λ

2

}
.

Let M 2,1 := M − Mτ and let M 3,1(·) = ∆Mτ1[0,·](τ) + Mτ−
0 , where by (2.4.2) we can

conclude that a.s.

Mτ−
0 :=

{
M0, τ> 0,

0, τ= 0.
(5.3.7)

Let N : R+ ×Ω→ X be such that Nt = ∆Mτ1[0,t ](τ), t ≥ 0. Then due to the fact
that Mτ = E(M∞|Fτ) by [89, Theorem 7.29], [79, Corollary 2.6.30], and the fact that
‖Mτ−‖ ≤ λ

2 a.s., we get

E(Var N )∞ = E‖∆Mτ‖ = E‖Mτ−Mτ−‖ ≤ E‖Mτ‖+E(‖Mτ−‖1τ<∞)

≤ E‖M∞‖+ λ

2
<∞.

(5.3.8)

Therefore by Lemma 5.3.3, N has a compensator V . Let

σ := inf{t ≥ 0 : ‖Vt‖ ≥λ}

be a stopping time. Then by (5.3.5) σ is a predictable stopping time. Define now
M 1 = Mσ−∧τ−+V σ−−Mτ−

0 , M 2,2 = (Mτ−+V )− (Mσ−∧τ−+V σ−), M 3,2 = N −V where
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σ−∧τ− is defined as in (5.3.6). Define M 2 := M 2,1+M 2,2 and M 3 := M 3,1+M 3,2. Then
M = M 1 +M 2 +M 3. Now let us describe why this is the right choice.

Step 1: M 1. First show that M 1 is a martingale. Indeed, for each t ≥ 0

M 1
t = Mσ−∧τ−

t +V σ−
t −Mτ−

0 = (Mτ−
t +Vt −Mτ−

0 )σ−

= (
Mτ

t −1τ∈[0,t ]∆Mτ+Vt −Mτ2−
0

)σ−
=

(
(Mτ

t −Mτ−
0 )− (Nt −Vt )

)σ−
,

(5.3.9)

and the last expression is a martingale due to the fact that Mτ is a martingale by [89,
Theorem 7.12], the fact that N−V is a martingale by the definition of a compensator,
Lemma 2.4.4, and the fact that by (5.3.8)

E‖N∞‖ ≤ E(Var N )∞ ≤ E‖M∞‖+ λ

2
<∞.

Now let us check (i): ‖Mσ−∧τ−∞ ‖, ‖Mτ−
0 ‖ ≤ λ

2 a.s. by the definition of τ, and
‖V σ−∞ ‖ ≤λ by the definition of σ, so ‖M 1∞‖ ≤ 2λ a.s.

Further, to prove the second part of (i) we will use the representation of M 1

from the last line of (5.3.9). Notice that by [89, Theorem 7.12] and [79, Corollary
2.6.30] for each fixed t ≥ 0

E‖Mτ
t ‖ ≤ E‖Mt‖. (5.3.10)

Moreover,

E‖Nt‖ = E‖Mτ
t −Mτ−

t ‖ ≤ E‖Mτ
t ‖+E(‖Mτ−

t ‖1τ<∞)

≤ E‖Mτ
t ‖+E

(λ
2

1τ<∞
)
≤ 2E‖Mτ

t ‖
(∗)≤ 2E‖Mt‖,

where ‖Mτ−
t ‖ ≤ λ

2 ≤ ‖Mτ
t ‖ on {τ<∞} by the definition of τ, and (∗) follows from [89,

Theorem 7.12] and [79, Corollary 2.6.30]. Therefore by (5.3.2)

E‖Vt‖ ≤ E‖Nt‖ ≤ 2E‖Mt‖ (5.3.11)

as well. Finally, E‖Mτ−
0 ‖ ≤ E‖M0‖ ≤ E‖Mt‖ by (5.3.7) and [79, Corollary 2.6.30]. Con-

sequently, the second part of (i) holds by the estimates above and by the triangle
inequality.

Step 2: M 2. First note that

M 2 = M −Mτ+ (Mτ−+V )− (Mτ−+V )σ−. (5.3.12)

Let us check that M 2 is a martingale. M −Mτ is a martingale by [89, Theorem 7.12].
Furthermore,

Mτ−+V = Mτ− (N −V )

is a martingale as well due to [89, Theorem 7.12] and the fact that V is a compen-
sator of N . Finally, (Mτ−+V )σ− is a martingale by Lemma 2.4.4.
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Let us now prove (ii). Notice that by (5.3.12)

P((M 2)∗t > 0) ≤P((M −Mτ)∗t > 0)+P(((Mτ−+V )− (Mτ−+V )σ−)∗t > 0).

First estimate P((M −Mτ)∗t > 0):

P((M −Mτ)∗t > 0) ≤P(τ≤ t ) ≤P
(
M∗

t ≥ λ

2

)
≤ 2E‖Mt‖

λ
,

where the latter inequality holds by (2.2.2). Using the same machinery we get

P(((Mτ−+V )− (Mτ−+V )σ−)∗t > 0) ≤P(σ≤ t )

=P(‖Vt‖ ≥λ)
(i )≤ E‖Vt‖

λ

(i i )≤ 2E‖Mt‖
λ

,

where (i ) follows from the Chebyshev inequality, and (i i ) follows from (5.3.11).
This terminates the proof of (ii).

Step 3: M 3. Recall that
M 3 = Mτ−

0 +N −V.

Therefore by the triangle inequality a.s. for each t ≥ 0

E(Var M 3)t ≤ E‖Mτ−
0 ‖+E(Var N )t +E(VarV )t

≤ E‖Mt‖+2E‖Nt‖ ≤ 5E‖Mt‖,
(5.3.13)

where the latter inequality holds by (5.3.11), while the rest follows from (5.3.1) and
the fact that E‖Mτ−

0 ‖ ≤ E‖M0‖ ≤ E‖Mt‖.

Remark 5.3.5. Let p ∈ (1,∞), M be an Lp -bounded martingale, λ> 0, M = M 1 +M 2 +
M 3 be Gundy’s decomposition (see the theorem above). Then M 1 is an Lp martin-
gale since ‖M 1

t ‖L∞(Ω;X ) ≤ 2λ for all t ≥ 0; M 3 is a local Lp -bounded martingale since
M 3 = Mτ−

0 + N −V , where both Mτ−
0 and N∞ = ∆Mτ are Lp -bounded (the latter is

Lp -bounded by the argument similar to (5.3.8)), and V is locally Lp -bounded by
Lemma 5.3.4; finally, M 2 is a local Lp -bounded martingale since M 2 = M −M 1−M 3.
Therefore all the martingales in Gundy’s decomposition are locally Lp -bounded
given M is an Lp -bounded martingale.

5.4. THE CANONICAL DECOMPOSITION OF LOCAL MARTINGALES

The current section is devoted to the proof of the fact that the canonical decom-
position (as well as the Meyer-Yoeurp and the Yoeurp decompositions) of any
X -valued local martingale exists if and only if X has the UMD Banach property.
Recall that the Meyer-Yoeurp decomposition split a local martingale M into a sum
M = M c +M d of a continuous local martingale M c and a purely discontinuous lo-
cal martingale M d , while the Yoeurp decomposition split a purely discontinuous
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local martingale M d into a sum M d = M q +M a of a quasi-left continuous local mar-
tingale M q and a local martingale M a with accessible jumps (see Chapter 2 and
4).

Due to Theorem 4.3.15 any UMD space-valued Lp -martingale enjoys the canon-
ical decomposition given p > 1. It is a natural question whether the canonical de-
composition is possible and whether one can extend (4.3.18) in the case p = 1. It
turns out that the UMD property is necessary and sufficient for the canonical de-
composition of a general local martingale, while instead of (4.3.18) one gets weak-
type estimates:

Theorem 5.4.1 (Canonical decomposition of local martingales). Let X be a Banach
space. Then X has the UMD property if and only if any local martingale M : R+×Ω→ X

has the canonical decomposition M = M c +M q +M a . If this is the case, then for any λ> 0

and t ≥ 0

λP((M c )∗t >λ).X E‖Mt‖,

λP((M q )∗t >λ).X E‖Mt‖,

λP((M a)∗t >λ).X E‖Mt‖.

(5.4.1)

For the proof of the main theorem we will need a considerable amount of ma-
chinery, which will be provided in Subsection 5.4.1-5.4.3.

5.4.1. Weak differential subordination martingale transforms

The current subsection is devoted to the proof of the fact that boundedness of a
continuous-time martingale transform from a certain specific class acting on Lp -
bounded martingales implies the corresponding weak L1-estimates. Such type of
assertions for special discrete martingale transforms was first obtained by Burkholder
in [28]. Later the Burkholder’s original statement was widely generalized in differ-
ent directions (see [30, 41, 67, 75, 79, 116]), even though the martingale transforms
were remaining acting on discrete martingales. The propose of the current sub-
section is to provide new results for martingale transforms of the same spirit by
considering continuous-time martingales. This will allow us to consider linear op-
erators that map a local martingale to the continuous part of the canonical decom-
position, or the part of the canonical decomposition which is purely discontinuous
with accessible jumps, so weak L1-estimates (5.4.1) will follow from Lp -estimates
(4.3.18) and Theorem 5.4.2.

The following theorem will be an important tool to show Theorem 5.4.1 and it is
connected with [79, Proposition 3.5.4]. Recall that M

p
X is a space of all Lp -bounded

X -valued martingales, and M
p,loc
X is a space of all locally Lp -bounded X -valued

martingales (see Section 2.2).
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Theorem 5.4.2. Let X be a Banach space, p ∈ (1,∞), T : M
p,loc
X → M

p,loc
X be a linear

operator such that T M
w¿ M and

M∗
∞ = 0 =⇒ (T M)∗∞ = 0 a.s. (5.4.2)

for each M ∈M
p
X . Assume that T ∈L (M p

X ). Then for any M ∈M
p
X

λP(‖(T M)∗∞‖ >λ) ≤Cp,T,X E‖M∞‖, λ> 0, (5.4.3)

where Cp,T,X = 26‖T ‖L (M
p
X )

p
p−1 +28.

Remark 5.4.3. Notice that if X is a UMD Banach space, then T is automatically
bounded on M

p
X and ‖T ‖L (M

p
X ) ≤ β2

p,X (βp,X +1) by (5.1.3) and Theorem 4.4.1 since

T M
w¿ M for any M ∈M

p
X .

For the proof we will need several lemmas.

Lemma 5.4.4. Let X be a Banach space, M : R+×Ω→ X be a purely discontinuous mar-
tingale with M0 = 0 a.s. Let µM be the corresponding random measure defined as in (5.3.3).
Assume that

E
∑
s≥0

‖∆Ms‖ = E
∫
R+×X

‖x‖dµM <∞. (5.4.4)

Then Mt =
∫

[0,t ]×X x dµ̄M for each t ≥ 0 a.s.

Proof. By (5.4.4) there exists N :R+×Ω→ X such that Nt =∑
0≤s≤t ∆Ms for each t ≥ 0.

Let V = N −M . Then both t 7→ Nt −Vt = Mt , t ≥ 0, and

t 7→ Nt −
∫

[0,t ]×X
x dνM =

∫
[0,t ]×X

x dµM −
∫

[0,t ]×X
x dνM =

∫
[0,t ]×X

x dµ̄M , t ≥ 0,

are martingales. Therefore

t 7→Vt −
∫

[0,t ]×X
x dνM = Mt −

∫
[0,t ]×X

x dµ̄M , t ≥ 0,

is a predictable martingale, which is purely discontinuous as a difference of two
purely discontinuous martingales (see Lemma 2.8.1). On the other hand it is con-
tinuous by the predictability (see e.g. [99, Theorem 4] and [92, Corollary 2.1.42]).
Hence by Lemma 2.2.17 this martingale equals zero since it starts at zero, so M =
N −V = ∫

[0,·]×X x dµ̄M .

Lemma 5.4.5. Let X be a Banach space, M , N : R+ ×Ω → X be purely discontinuous
martingales such that N

w¿ M . Then E(Var N )t ≤ 2E(Var M)t for each t ≥ 0.
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Proof. Without loss of generality E(Var M)∞ <∞. Notice that since N
w¿ M , for a.e.

(t ,ω) ∈R+×Ω there exists a(t ,ω) ∈ [−1,1] such that ∆Nt (ω) = a(t ,ω)∆Mt (ω) (see Sub-
section 3.3.2). Therefore a.s. for each t ≥ 0∫

[0,t ]×X
‖x‖dµN (x, s) = ∑

0≤s≤t
‖∆Ns‖ =

∑
0≤s≤t

|a(s, ·)|‖∆Ms‖

≤ ∑
0≤s≤t

‖∆Ms‖ ≤ (Var M)t .
(5.4.5)

So by Lemma 5.4.4 N = ∫
[0,·]×X x dµ̄N , hence

(Var N )t =
(
Var

∫
[0,·]×X

x dµ̄N (x, s)
)

t

=
(
Var

(∫
[0,·]×X

x dµN (x, s)−
∫

[0,·]×X
x dνN (x, s)

))
t

≤
(
Var

∫
[0,·]×X

x dµN (x, s)
)

t
+

(
Var

∫
[0,·]×X

x dνN (x, s)
)

t

≤
∫

[0,t ]×X
‖x‖dµN (x, s)+

∫
[0,t ]×X

‖x‖dνN (x, s)

= 2
∫

[0,t ]×X
‖x‖dµN (x, s)

(∗)≤ 2(Var M)t ,

where (∗) holds by (5.4.5).

Proof of Theorem 5.4.2. The proof has the same structure as the proof of [79, Propo-
sition 3.5.16]. Fix M ∈ M

p
X and λ > 0. Let K := ‖T ‖L (M

p
X ), M = M 1 + M 2 + M 3 be

Gundy’s decomposition of M from Theorem 5.3.1 at the level αλ for some α > 0

which we will fix later. Notice that all M 1, M 2 and M 3 are local Lp -bounded mar-
tingales by Remark 5.3.5. Then

P(‖(T M)∗∞‖ >λ)

≤P(‖(T M 1)∗∞‖ > λ
2 )+P(‖(T M 2)∗∞‖ > 0)+P(‖(T M 3)∗∞‖ > λ

2 ). (5.4.6)

Let us estimate each of these three terms separately. First,

P(‖(T M 1)∗∞‖ > λ
2 )

(i )≤
( 2

λ

)p
E‖(T M 1)∗∞‖p (∗)≤

( 2

λ

p

p −1

)p
E‖(T M 1)∞‖p

(i i )≤
(2K

λ

p

p −1

)p
E‖M 1

∞‖p ≤
(2K

λ

p

p −1

)p‖M 1
∞‖p−1

∞ E‖M 1
∞‖

(i i i )≤
(2K

λ

p

p −1

)p
(2αλ)p−15E‖M∞‖ =

5
(
4αK p

p−1

)p

2αλ
E‖M∞‖,

where (i ) follows from (2.2.2), (∗) follows from Doob’s maximal inequality [93,
Theorem 1.3.8(iv)], (i i ) holds by the definition of K , and (i i i ) follows from Gundy’s
decomposition.
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Now turn to M 2. By (5.4.2)

P((T M 2)∗∞ > 0) ≤P((M 2)∗∞ > 0) ≤ 4

αλ
E‖M∞‖. (5.4.7)

Finally, by Lemma 5.4.5 and the fact that T M 3 w¿ M 3 we have that

E(VarT M 3)∞ ≤ 2E(Var M 3)∞,

hence

P(‖(T M 3)∗∞‖ > λ
2 )

(i )≤ 2

λ
E‖(T M 3)∗∞‖ ≤ 2

λ
E(VarT M 3)∞

(i i )≤ 4

λ
E(Var M 3)∞

(∗)≤ 28

λ
E‖M∞‖,

where (i ) follows from (2.2.2), (i i ) holds by (5.4.7), and (∗) holds by Theorem 5.3.1(iii).
Therefore by (5.4.6)

λP(‖(T M)∗∞‖ >λ) ≤λ
(5

(
4αK p

p−1

)p

2αλ
+ 4

αλ
+ 28

λ

)
E‖M∞‖

=
(5

(
4αK p

p−1

)p

2α
+ 4

α
+28

)
E‖M∞‖,

and by choosing α= p−1
4K p we get

λP(‖(T M)∗∞‖ >λ) ≤
(
10K

p

p −1
+16K

p

p −1
+28

)
E‖M∞‖

=
(
26K

p

p −1
+28

)
E‖M∞‖,

which is exactly (5.4.3).

The following proposition shows that the operator T from Theorem 5.4.2 has
a special structure given the filtration F = (Ft )t≥0 is generated by (Fn)n≥0: such
martingale transforms are the same as those considered in [79, Proposition 3.5.4]
and [30].

Proposition 5.4.6. Let X be a separable Banach space. Let the filtration F= (Ft )t≥0 be of
the following form: Ft =Fbtc for each t ≥ 0, T be as in Theorem 5.4.2. Then there exists an
(Fn)n≥0-predictable sequence (an)n≥0 with values in [−1,1] such that ∆(T M)n = an∆Mn

a.s. for each n ≥ 0 for any M ∈M
p
X .

Proof. Let G= (Gn)n≥0 := (Fn)n≥0 be a discrete filtration. Due to the construction of
F and the fact that G is discrete we have that any F-bounded martingale M is in
fact discrete (i.e. Mt = Mbtc a.s. for each t ≥ 0), hence any martingale has accessible
jumps, so by Lemma 5.4.13 it is sufficient to use the fact that T M

w¿ M for any
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M ∈M
p
X in order to apply Theorem 5.4.2. Let us show that there exists a G-adapted

[−1,1]-valued sequence (an)n≥1 such that ∆(T M)n = an∆Mn a.s. for each n ≥ 0. Since
X is separable, Lp (Ω; X ) is separable by [79, Proposition 1.2.29]. Let (ξm)m≥1 be a
dense subset of Lp (Ω; X ). For each m ≥ 1 we construct a martingale M m in the
following way: M m

t := E(ξm |Ft ), t ≥ 0. Then we have that ((T M)m
n )n≥0

w¿ (M m
n )n≥0

for each m ≥ 1, so by Subsection 3.3.2 for each m ≥ 1 there exists a G-adapted [−1,1]-
valued sequence (am

n )n≥0 such that ∆(T M m)n = am
n ∆M m

n for each n ≥ 0. Let us show
that for each m1 6= m2 and n ≥ 0 we have that

am1
n = am2

n a.s. on Am1,m2
n , (5.4.8)

where Am1,m2
n := {∆M m1

n 6= 0}∩ {∆M m2
n 6= 0}. Let

(
(ck

1 ,ck
2 )

)
k≥1 be a dense subset of R2

such that for each k ≥ 1

ck
1∆M m1

n + ck
2∆M m2

n 6= 0 a.s. on Am1,m2
n .

Then T (ck
1 M m1 + ck

2 M m2 )
w¿ ck

1 M m1 + ck
2 M m2 for each k ≥ 1, and hence by the linear-

ity of T we have that for each k ≥ 1 a.s. ck
1 am1

n ∆M m1
n + ck

2 am2
n ∆M m2

n and ck
1∆M m1

n +
ck

2∆M m2
n are collinear vectors in X , and

∣∣∣ck
1 am1

n ∆M m1
n + ck

2 am2
n ∆M m2

n

ck
1∆M m1

n + ck
2∆M m2

n

∣∣∣≤ 1 a.s. on Am1,m2
n ,

by the weak differential subordination. Therefore we can redefine Am1,m2
n up to

a negligible set in the following way:

Am1,m2
n := Am1,m2

n

⋂
k≥1

{ck
1∆M m1

n + ck
2∆M m2

n 6= 0}

⋂
k≥1

{∣∣∣ck
1 am1

n ∆M m1
n + ck

2 am2
n ∆M m2

n

ck
1∆M m1

n + ck
2∆M m2

n

∣∣∣≤ 1
}

.

Let us now fix anyω ∈ Am1,m2
n and ε> 0. Let x∗ ∈ X ∗ be such that 〈∆M m1

n (ω), x∗〉 6=
0 and 〈∆M m2

n (ω), x∗〉 6= 0 (such x∗ exists by the Hahn-Banach theorem and the defi-
nition of Am1,m2

n ). Then we can find k ≥ 1 such that

0 < 〈ck
1∆M m1

n (ω)+ ck
2∆M m2

n (ω), x∗〉
|ck

1 |+ |ck
2 |

< ε (5.4.9)

since
(
(ck

1 ,ck
2 )

)
k≥1 is dense in R2 (i.e. k ≥ 0 such that (ck

1 ,ck
2 ) is almost orthogonal

to (〈∆M m1
n (ω)x∗〉,〈∆M m2

n (ω), x∗〉)). But on the other hand (we will omit ω for the
convenience of the reader)

1 ≥
∣∣∣ck

1 am1
n ∆M m1

n + ck
2 am2

n ∆M m2
n

ck
1∆M m1

n + ck
2∆M m2

n

∣∣∣= |〈ck
1 am1

n ∆M m1
n + ck

2 am2
n ∆M m2

n , x∗〉|
〈ck

1∆M m1
n + ck

2∆M m2
n , x∗〉



5.4. THE CANONICAL DECOMPOSITION OF LOCAL MARTINGALES 107

= |〈ck
2 (am2

n −am1
n )∆M m2

n , x∗〉|− |〈ck
1 am1

n ∆M m1
n + ck

2 am1
n ∆M m2

n , x∗〉|
〈ck

1∆M m1
n + ck

2∆M m2
n , x∗〉 (5.4.10)

(∗)≥ |am2
n −am1

n ||〈∆M m2
n , x∗〉|1

ε
−1,

where (∗) holds by the triangle inequality, (5.4.9), and the fact that |am1
n | ≤ 1. Since

ε was arbitrary, (5.4.10) holds true if and only if am2
n (ω)− am1

n (ω) = 0. Now since
ω ∈ Am1,m2

n was arbitrary, am1
n = am2

n on Am1,m2
n .

Now we define for each n ≥ 0 and m ≥ 1:

B 1
n = {∆M 1

n 6= 0},

B m
n = {∆M m

n 6= 0} \ B m−1
n , m ≥ 2,

B 0
n =Ω\

⋃
m≥1

B m
n ,

and define an in the following way:

an(ω) := am
n , ω ∈ B m

n , m ≥ 1,

an(ω) := 0, ω ∈ B m
0 .

(5.4.11)

Then by (5.4.8) an = am
n a.s. on {∆M m

n 6= 0} for all m ≥ 1. Therefore ∆(T M m)n =
an∆M m

n a.s. for all m ≥ 1. Now let M be a general Lp -bounded martingale. Let
(M mk )k≥1 be a sequence which converges to M in M

p
X . Fix n ≥ 0. Then by [79,

Corollary 2.6.30] ∆M mk
n converges to ∆Mn in Lp (Ω; X ) as k → ∞, so by bounded-

ness of an we have that an∆M mk
n → an∆Mn in Lp (Ω; X ). On the other hand by

boundedness of T and by [79, Corollary 2.6.30]

lim
k→∞

an∆M nk
m = lim

k→∞
∆(T M mk

n )n =∆(T M)n ,

where the limit is taken in Lp (Ω; X ). Hence ∆(T M)n = an∆Mn a.s.
It follows from (5.4.11) and Subsection 3.3.2 that (an)n≥0 is G-adapted and bounded

by 1. Now let us show that (an)n≥0 is G-predictable. Assume the opposite. Then
there exists N ≥ 0 such that aN is FN -measurable, but not FN−1-measurable (here
we set F−1 to be the σ-algebra generated by all negligible sets). Fix x ∈ X \{0}. Then
we can construct the following Lp -bounded martingale M :R+×Ω→ X : ∆Mn = 0 if
n 6= N and ∆MN = (aN −E(aN |FN−1))x. This is an Lp -bounded martingale since by
the triangle inequality and [19, Theorem 34.2]

‖aN −E(aN |FN−1)‖∞ ≤ ‖aN‖∞+‖E(aN |FN−1)‖∞ ≤ 1+‖E(|aN ||FN−1)‖∞
≤ 1+‖E(1|FN−1)‖∞ ≤ 2.

Then we have that ∆(T M)N = aN (aN −E(aN |FN−1))x, and since T M is a martingale,

0 = E(∆(T M)N |FN−1) = E(aN (aN −E(aN |FN−1))x|FN−1)
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= xE(a2
N −aNE(aN |FN−1)|FN−1)

= x
(
E(a2

N |FN−1)− (
E(aN |FN−1)

)2
)

= xE
((

aN −E(aN |FN−1)
)2

∣∣∣FN−1

)
,

so since x 6= 0 and the fact that
(
aN −E(aN |FN−1)

)2 is nonnegative we get that aN −
E(aN |FN−1) = 0 a.s., hence aN is FN−1-measurable.

Remark 5.4.7. One can extend Proposition 5.4.6 to the case of a Banach space X

being over the scalar field C. The point is that because of the structure of the fil-
tration F any F-bounded martingale is purely discontinuous, so one can extend
the definition of weak differential subordination in the way presented in [188];
namely, N

w¿ M if |〈∆Nt , x∗〉| ≤ |〈∆Mt , x∗〉| a.s. for all t ≥ 0 and x∗ ∈ X ∗. Then by
applying the same proof one can show that the sequence (an)n≥0 from Proposi-
tion 5.4.6 exists and is still (Fn)n≥0-predictable, but it takes values in the unit disk
D := {λ ∈C : |λ| ≤ 1}.

5.4.2. Sufficiency of the UMD property

Now we will consider two examples of an operator T from Theorem 5.4.2, which
will provide us with the Meyer-Yoeurp and the Yoeurp decompositions of any
UMD space-valued local martingale.

Theorem 5.4.8 (Meyer-Yoeurp decomposition of local martingales). Let X be a UMD
Banach space, M : R+×Ω→ X be a local martingale. Then there exist unique local mar-
tingales M c , M d : R+×Ω→ X such that M c is continuous, M d is purely discontinuous,
M c

0 = 0, and M = M c +M d . Moreover, for any λ> 0 and t ≥ 0

λP((M c )∗t >λ).X E‖Mt‖,

λP((M d )∗t >λ).X E‖Mt‖.
(5.4.12)

For the proof we will need the following lemma.

Lemma 5.4.9. Let M :R+×Ω→ X be an L1-bounded martingale, (M n)n≥1 be a sequence of
purely discontinuous X -valued L1-bounded martingales such that M n∞ → M∞ in L1(Ω; X ).
Then M is purely discontinuous.

Proof. Without loss of generality M0 = 0 and M n
0 = 0 a.s. for each n ≥ 1. By Propo-

sition 2.2.12 it is sufficient to check that M N is a martingale for any bounded con-
tinuous real-valued martingale N with N0 = 0 a.s. Fix such N . Then due to Propo-
sition 2.2.12 M n N is a martingale for each n ≥ 0. Moreover, since Nt is bounded
for each t ≥ 0, (M n N )t → (M N )t in L1(Ω; X ). Therefore by the boundedness of a
conditional expectation operator (see [79, Corollary 2.6.30]) for each 0 ≤ s ≤ t

E((M N )t |Fs ) = E( lim
n→∞(M n N )t |Fs

)= lim
n→∞E((M n N )t |Fs )
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= lim
n→∞(M n N )s = (M N )s .

Hence, M N is a martingale. Since N was arbitrary, M is a purely discontinuous
martingale.

Proof of Theorem 5.4.8. By a stopping time argument we can assume that M is an
L1-bounded martingale. Fix p ∈ (1,∞). Let (M n)n≥1 be a sequence of X -valued Lp -
bounded martingales such that M n∞ → M∞ in L1(Ω; X ). Without loss of generality
assume that E‖M∞ − M n∞‖ < 1

2n+1 for each n ≥ 1. Let T ∈ L (M p
X ) be such that T

maps an Lp -bounded martingale N :R+×Ω→ X to its continuous part N c (such an
operator exists and bounded by Theorem 4.3.15). For each n ≥ 1 we denote T M n

by M n,c . Then we know that by Theorem 5.4.2 for each m ≥ n ≥ 1 and any K > 0

P((M n,c −M m,c )∗∞ > K ).p,X
1

K
E‖M n,c

∞ −M m,c
∞ ‖ ≤ 1

2nK
, (5.4.13)

hence (M n,c )n≥1 is a Cauchy sequence in the ucp topology by (5.2.1). Notice that all
the M n,c ’s are continuous local martingales, which are complete in the ucp topol-
ogy (see [177, pp. 7–8] and Lemma 5.2.2). Hence there exists a local martingale
M c : R+×Ω→ X which is the limit of (M n,c )n≥1 in the ucp topology. Now it is suf-
ficient to prove that M c

0 = 0 and that 〈M −M c , x∗〉 is a purely discontinuous local
martingale for any x∗ ∈ X ∗ in order to show that M c is the desired continuous lo-
cal martingale. Firstly, M c

0 = P− limn→∞ M n,c
0 = 0 since M c is the limit of (M n,c )n≥1

in the ucp topology and since M n,c
0 = 0 a.s. for each n ≥ 1. Secondly, since M n,c →

M c in the ucp topology and M n → M in L1(Ω; X ), 〈M n − M n,c , x∗〉 → 〈M − M c , x∗〉
in the ucp topology for each fixed x∗ ∈ X ∗. Without loss of generality set that
E‖M∞‖,E‖M n∞‖ ≤ 1 for each n ≥ 1. Also by choosing a subsequence we can assume
that M c,n → M c a.s. uniformly on compacts. Therefore by Lemma 5.2.2 the process
t 7→ sup0≤s≤t supn ‖M c,n‖ exists and continuous, and for each m ≥ 1 we can define a
stopping time τm in the following way

τm := inf
{

t ≥ 0 : sup
0≤s≤t

sup
n

‖M c,n‖ ≥ m
}
.

Notice that a.s. τm →∞ as m →∞. First show that 〈(M−M c )τm , x∗〉 is purely discon-
tinuous for each m ≥ 1. Note that (M c,n)τm∞ → (M c )τm∞ and (M n)τm∞ → Mτm∞ in L1(Ω; X )

as n →∞. Therefore

〈(M n −M c,n)τm , x∗〉→ 〈(M −M c )τm , x∗〉

in L1(Ω), so by Lemma 5.4.9 〈(M −M c )τm , x∗〉 is purely discontinuous. Notice that
by letting m to infinity we get that 〈M−M c , x∗〉 is a purely discontinuous local mar-
tingale for any x∗ ∈ X ∗, hence M −M c is a purely discontinuous local martingale.

The uniqueness of the decomposition follows from Remark 2.2.19, while (5.4.12)
holds due to the limiting argument, (5.4.13), and the completeness of L1,∞-spaces
provided by (1.1.11) and Theorem 1.4.11 in [69].
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Let us turn to the Yoeurp decomposition.

Theorem 5.4.10 (Yoeurp decomposition of local martingales). Let X be a UMD Ba-
nach space, M d : R+ ×Ω → X be a purely discontinuous local martingale. Then there
exist unique purely discontinuous local martingales M q , M a :R+×Ω→ X such that M q is
quasi-left continuous, M a has accessible jumps, M q

0 = 0, and M d = M q +M a . Moreover,
for any λ> 0 and t ≥ 0

λP((M q )∗t >λ).X E‖M d
t ‖,

λP((M a)∗t >λ).X E‖M d
t ‖.

(5.4.14)

For the proof we will need the following lemmas.

Lemma 5.4.11. Let M : R+×Ω→ R be a local martingale with accessible jumps, M0 = 0

a.s. Then {M∗∞ = 0} = {[M ]∞ = 0} up to a negligible set.

Proof. Let M = M c +M q +M a be the canonical decomposition of M (see Subsection
2.4.3). Then M q = 0 since M has accessible jumps. By [89, Exercise 17.3] {(M c )∗∞ =
0} = {[M c ]∞ = 0} up to a negligible set. Let us show the same for M a . Let τ := inf{t ≥
0 :∆M a

t 6= 0} be a stopping time. Notice that a.s.

{τ<∞} ⊂
{∑

t≥0
|∆M a

t | > 0
}
⊂ {(M a)∗∞ > 0},

{τ<∞} ⊂
{∑

t≥0
|∆M a

t |2 > 0
}
= {[M a]∞ > 0},

so we can redefine M a := (M a)τ. By the definition of τ we have that for each t ≥ 0

a.s.
∑

0≤s≤t |∆M a
s | = |∆M a

τ |1τ≤t , hence by [190, Theoreme (1-6).3] a.s.

M a
t =∆M a

τ 1τ≤t , t ≥ 0. (5.4.15)

Therefore since [M a]t = |∆M a
τ |21τ≤t we have that {(M a)∗∞ = 0} = {[M a]∞ = 0} up to a

negligible set.
Let us now show the desired. First notice that by [89, Corollary 26.16] a.s.

{[M ]∞ = 0} = {[M c ]∞+ [M a]∞ = 0} = {[M c ]∞ = 0}∩ {[M a]∞ = 0}. (5.4.16)

On the other hand a.s.

{M∗
∞ = 0} = {M∗

∞ = 0}∩ {∆Mt = 0 ∀t ≥ 0}
(i )= {M∗

∞ = 0}∩ {(M a)∗∞ = 0}

(i i )= {(M c )∗∞ = 0}∩ {(M a)∗∞ = 0}
(i i i )= {[M c ]∞ = 0}∩ {[M a]∞ = 0}

(i v)= {[M ]∞ = 0},

where (i ) holds by (5.4.15), (i i ) follows from the fact that M c = M−M a , (i i i ) follows
from the first half of the proof, and finally (i v) follows from (5.4.16).
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Lemma 5.4.12. Let M : R+ ×Ω→ R be a local martingale, M = M c + M q + M a be the
canonical decomposition. Then up to a negligible set

{M∗
∞ = 0} = {(M c )∗∞ = 0}∩ {(M q )∗∞ = 0}∩ {(M a)∗∞ = 0}. (5.4.17)

Proof. Let N := M c+M a . First notice that by Lemma 5.4.11 and [89, Corollary 26.16]
a.s.

{N∗
∞ = 0} = {[N ]∞ = 0} = {[M c ]∞+ [M a]∞ = 0}

= {[M c ]∞ = 0}∩ {[M a]∞ = 0}

= {(M c )∗∞ = 0}∩ {(M a)∗∞ = 0}.

(5.4.18)

Let τ := inf{t ≥ 0 :∆Mt 6= 0} be a stopping time. Then a.s.

{τ<∞} ⊂ {M∗
∞ > 0} ⊂ {N∗

∞ > 0}∪ {(M q )∗∞ > 0}

since M = N + M d . Let A = {M∗∞ = 0} ⊂ Ω. Then [M ]∞ = [N + M q ]∞ = 0 a.s. on A,
and consequently [N ]∞ = 0 a.s. on A by [89, Corollary 26.16]. Therefore by Lemma
5.4.11 N∗∞ = 0 a.s. on A, so (M q )∗∞ = 0 a.s. on A, and therefore by (5.4.18)

{M∗
∞ = 0} = A ⊂ {N∗

∞ = 0}∩ {(M q )∗∞ = 0}

= {(M c )∗∞ = 0}∩ {(M q )∗∞ = 0}∩ {(M a)∗∞ = 0}.

The converse inclusion follows from the fact that M = N +M q and (5.4.18).

Lemma 5.4.13. Let X be a Banach space, M , N : R+×Ω→ X be local martingales such
that N has accessible jumps and N

w¿ M . Then

P(N∗
t > 0) ≤P(M∗

t > 0), t ≥ 0. (5.4.19)

Proof. (5.4.19) follows from the fact that {M∗
t = 0} ⊂ {N∗

t = 0}. Let (x∗
n )n≥0 ⊂ X ∗ be a

separating set. Then up to a negligible set

{M∗
t = 0} = ⋂

n≥0
{(〈M , x∗

n〉)∗t = 0},

{N∗
t = 0} = ⋂

n≥0
{(〈N , x∗

n〉)∗t = 0},

therefore it is sufficient to consider X = R. Let M = M c +M d +M a be the canonical
decomposition of M (see Subsection 2.4.3). By Lemma 5.4.12 and (5.4.18)

{M∗
t = 0} ⊂ {(M c +M a)∗t = 0}.

Moreover, by Lemma 5.4.11

{ (M c +M a)∗t = 0} = {[M c +M a]t = 0} ⊂ {[M ]t = 0},
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{N∗
t = 0} = {[N ]t = 0},

and hence since N ¿ M ,

{M∗
t = 0} ⊂ {[M ]t = 0} ⊂ {[N ]t = 0} = {N∗

t = 0}.

Proof of Theorem 5.4.10. Without loss of generality assume that M d is an L1-martin-
gale and M d

0 = 0 a.s. We will divide the proof into two steps.
Step 1. Define a stopping time τ= {t ≥ 0 : ‖M d

t ‖ > 1
2 }. In this step we assume that

M d = (M d )τ (i.e. the martingale stops moving after reaching 1
2 , in particular after

the first jump of absolute value bigger than 1). Let µM be the random measure
defined by (5.3.3), νM be the corresponding compensator (see Section 2.8). For
each n ≥ 1 define a stopping time

τn = inf
{

t ≥ 0 :
∫

[0,t ]×X
‖x‖1‖x‖>n dνM d > 1

}
, (5.4.20)

and a process M d ,n :R+×Ω→ X in the following way

M d ,n
t =

(
(M d )τ−t +∆M d

τ 1‖∆M d
τ ‖≤n 1τ≤t +

∫
[0,t ]×X

x1‖x‖>n dνM d
)τn−

, t ≥ 0, (5.4.21)

where we define Mσ− for a stopping time σ in the same way as in (2.4.2). First of
all show that τn →∞ a.s. as n →∞. Notice that by due to Section 2.8

E

∫
R+×X

‖x‖1‖x‖>1 dνM d = E
∫
R+×X

‖x‖1‖x‖>1 dµM d ≤ E‖∆M d
τ ‖

≤ E‖M d
τ ‖+E‖M d

τ−‖
(∗)≤ E‖M d

∞‖+ 1

2

(∗∗)< ∞,

(5.4.22)

where (∗) follows from the fact that Mτ = M∞ and the fact that ‖Mτ−‖ ≤ 1
2 a.s., and

(∗∗) holds due to the fact that M is an L1-bounded martingale. Therefore∫
R+×X

‖x‖1‖x‖>1 dνM d <∞ a.s.,

so by the monotone convergence theorem a.s.∫
R+×X

‖x‖1‖x‖>n dνM d → 0, n →∞,

and hence τn →∞ as n →∞.
We need to show that M d ,n is an L∞-bounded martingale for each n ≥ 1. Clearly

M d ,n is adapted and càdlàg. It is also a local martingale since it can be rewritten in
the following form:

M d ,n
t = (M d )τn−

t −
∫

[0,t ]×X
x1‖x‖>n 1s<τn dµ̄M d

, t ≥ 0,
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where the first term is a martingale by Lemma 2.4.4, and the second term is a local
martingale by Lemma 2.8.1 and the fact that the process s 7→ 1s<τn is predictable
by [89, Theorem 25.14] and the predictability of τn (the latter follows from (5.4.20)
and the predictability of νM d

, see Section 2.8). Moreover, for each fixed t ≥ 0 we
have that a.s.

‖M d ,n
t ‖ ≤ ‖(M d )τ−∧τn−

t ‖+‖∆M d
τ 1‖∆M d

τ ‖≤n‖+
∫

[0,τn )×X
‖x‖1‖x‖>nν

M d

≤ 1+n +1 = n +2.

(Recall that τ−∧τn− := (τ∧ τn)−, see (5.3.6)). Therefore (M d ,n)n≥1 are bounded
martingales.

Now let us now show that M d ,n∞ → M d∞ in L1(Ω; X ). First, M d ,n∞ = M d ,n
τn− a.s., so by

the triangle inequality

E‖M d
∞−M d ,n

∞ ‖ ≤ E‖M d
∞−M d

τn−‖+E‖M d
τn−−M d ,n

τn−‖.

Notice that the first term vanishes as n → ∞ by the fact that ‖M d∞ − M d
τn−‖ ≤ 1+

‖∆Mτ‖ a.s., the fact that τn →∞ a.s., and the dominated convergence theorem. Let
us consider the second term:

E‖M d
τn−−M d ,n

τn−‖
= E

∥∥∥M d
τn−− (M d )τ−τn−−∆M d

τ 1‖∆M d
τ ‖≤n 1τ<τn −

∫
[0,τn )×X

x1‖x‖>n dνM d
∥∥∥

= E
∥∥∥∆M d

τ 1τ<τn −∆M d
τ 1‖∆M d

τ ‖≤n 1τ<τn −
∫

[0,τn )×X
x1‖x‖>n dνM d

∥∥∥
= E

∥∥∥∆M d
τ 1‖∆M d

τ ‖>n 1τ<τn −
∫

[0,τn )×X
x1‖x‖>n dνM d

∥∥∥
= E

∥∥∥∫
[0,τn )×X

x1‖x‖>n dµM d −
∫

[0,τn )×X
x1‖x‖>n dνM d

∥∥∥
≤ E

∫
[0,τn )×X

‖x‖1‖x‖>n dµM d +E
∫

[0,τn )×X
‖x‖1‖x‖>n dνM d

(∗)= 2E
∫

[0,τn )×X
‖x‖1‖x‖>n dµM d (∗∗)= 2E‖∆M d

τ ‖1‖∆M d
τ ‖>n ,

and the last expression vanishes as n →∞ by the monotone convergence theorem.
(Notice that (∗) follows from the definition of a compensator and from (5.4.22),
while (∗∗) follows from the fact that ‖∆Mt‖ ≥ 1 only if t = τ by the assumptions on
M .)

Since each of M d ,n ’s is an Lp -bounded martingale for each p ∈ (1,∞), by The-
orem 4.3.15 for each n ≥ 1 there exists the Yoeurp decomposition M d ,n = M q,n +
M a,n of a martingale M d ,n into a sum of two purely discontinuous martingales
M q,n , M a,n : R+×Ω→ X such that M q,n is quasi-left continuous, M a,n has accessi-
ble jumps, and M q,n

0 = M a,n
0 = 0 a.s. (recall that M d ,n

0 = 0 a.s.). Fix some p ∈ (1,∞).
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Since an operator T q that maps an Lp -bounded martingale M : R+×Ω→ X to its
purely discontinuous quasi-left continuous part M q of the canonical decompo-
sition is continuous on L (M p

X ) by Theorem 4.3.15, Theorem 5.4.2 together with
Lemma 5.4.13 yields that for each m,n ≥ 1 and K > 0

P
(
(M q,n −M q,m)∗∞ > K

)
.p

1

K
E‖M d ,n

∞ −M d ,m
∞ ‖

≤ 1

K
(E‖M d ,n

∞ −M d
∞‖+E‖M d ,m

∞ −M d
∞‖),

so (M q,n)n≥1 is a Cauchy sequence in the ucp topology. By Proposition 5.2.1 it has
a càdlàg adapted limit. Denote this limit by M q . Let us show that M q is a purely
discontinuous quasi-left continuous local martingale. Let σ be a predictable time.
Then ∆M q,n

σ = 0 a.s., and for any t ≥ 0 a.s.

sup
0≤s≤t

‖M q,n
s −M q

s ‖ ≥ 1σ≤t sup
0≤s≤σ

‖M q,n
s −M q

s ‖

≥ 1σ≤t
(
sup
m≥1

‖M q,n

0∨σ− 1
m

−M q

0∨σ− 1
m

‖∨‖M q,n
σ −M q

σ‖
)

≥ 1

2
1σ≤t

(
limsup

m≥1
‖M q,n

0∨σ− 1
m

−M q

0∨σ− 1
m

‖+‖M q,n
σ −M q

σ‖
)

= 1

2
1σ≤t

(‖M q,n
σ− −M q

σ−‖+‖M q,n
σ −M q

σ‖
)

(∗)≥ 1

2
1σ≤t‖M q,n

σ− −M q
σ−−M q,n

σ +M q
σ‖

≥ 1

2
1σ≤t‖∆M q

σ−−∆M q,n
σ ‖ = 1

2
1σ≤t‖∆M q

σ−‖,

(5.4.23)

where (∗) follows from the triangle inequality. Since

P− lim
n→∞ sup

0≤s≤t
‖M q,n

s −M q
s ‖ = 0,

we have that for each t ≥ 0

P− lim
n→∞1σ≤t‖∆M q

σ−‖ = 0.

But the expression under the limit in probability does not depend on n. Hence
1σ≤t‖∆M q

σ−‖ = 0 a.s. By letting t →∞ we get that a.s. ‖∆M q
σ‖ = 0, and since σ was

arbitrary predictable, M q is quasi-left continuous.
Let now σ be a totally inaccessible stopping time. Let us show that a.s.

∆M q
σ =∆M d

σ . (5.4.24)

First notice that for each fixed m ≥ n ≥ 1

∆M q,m
σ 1σ<τ∧τn

(∗)= ∆M d ,m
σ 1σ<τ∧τn

(∗∗)= ∆M d
σ1σ<τ∧τn ,

∆M q,m
σ 1σ=τ<τn 1‖∆M d

τ ‖≤n
(∗)= ∆M d ,m

σ 1σ=τ<τn 1‖∆M d
τ ‖≤n

(∗∗)= ∆M d
σ1σ=τ<τn 1‖∆M d

τ ‖≤n ,

(5.4.25)
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where (∗) follows from Remark 2.4.23, and (∗∗) follows from the definition (5.4.21)
of M d ,m and Lemma 2.4.3. Therefore by (5.4.23) applied for our σ a.s. for each n ≥ 1

∆M d
σ1σ<τ∧τn =∆M q

σ1σ<τ∧τn ,

∆M d
σ1σ=τ<τn 1‖∆M d

τ ‖≤n =∆M q
σ1σ=τ<τn 1‖∆M d

τ ‖≤n .
(5.4.26)

By letting n →∞ we get (5.4.24).
Let us show that M q is locally integrable. For each l ≥ 1 set ρl := inf{t ≥ 0 :

‖M q
t ‖ ≥ l }. Then a.s. for each t ≥ 0

‖(M q )ρl
t ‖ ≤ ‖(M q )ρl

t−‖+‖∆(M q )ρl
t ‖ ≤ l +‖∆(M q )ρl

t ‖1t=τ+‖∆(M q )ρl
t ‖1t<τ

≤ l +‖∆M d
τ ‖+1.

Therefore
E‖(M q )ρl

t ‖ ≤ l +1+E‖∆M d
τ ‖ <∞,

where E‖∆Mτ‖ <∞ by (5.4.22). Since M q is càdlàg, by [154, Problem V.1] we have
that ρl →∞ as l →∞, so M q is locally integrable.

Now let us show that M q is a local martingale. Let (M q,nk )k≥1 be a subsequence
of (M q,n)n≥1 such that M q,nk → M q uniformly on compacts a.s. (existence of such a
subsequence can be shown e.g. as in the proof of [155, Theorem 62]). It is sufficient
to show that Mρl∧τnk

− is a local martingale for each l ,k ≥ 1 since ρl →∞ and τnk →
∞ a.s. as l ,k →∞. Fix K > 0. Then by (5.4.25) and (5.4.26) for each k ≥ K we have
that a.s. for each t ≥ 0

∆(M q,nk )
τnK −∧τ−
t =∆(M q )

τnK −∧τ−
t .

Therefore by Lemma 5.2.2 there exists a continuous adapted process N : R+×Ω→
R+ such that a.s.

Nt = sup
k≥K

∥∥(M q,nk )
τnK −∧τ−
t − (M q )

τnK −∧τ−
t

∥∥, t ≥ 0.

Now for each j ≥ 1 define a stopping time σ j = inf{t ≥ 0 : Nt ≥ j }. Fix j ≥ 1. Then for
each t ≥ 0 we have that for any k ≥ K a.s.∥∥(M q,nk )

ρl∧τnK −∧σ j

t − (M q )
ρl∧τnK −∧σ j

t

∥∥≤ j + l +2‖∆M d
τ ‖

and that (M q,nk )
ρl∧τnK −∧σ j

t − (M q )
ρl∧τnK −∧σ j

t → 0 a.s. as k →∞. Hence by the domi-
nated convergence theory

(M q,nk )
ρl∧τnK −∧σ j

t → (M q )
ρl∧τnK −∧σ j

t inL1(Ω; X )ask →∞.

Consequently,
(
(M q )

ρl∧τnK −∧σ j

t

)
t≥0 is an L1-bounded martingale, which is more-

over purely discontinuous by Lemma 5.4.9. By letting l ,K , j →∞ we get that M q is
a purely discontinuous quasi-left continuous local martingale.
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M a can be constructed in the same way. The identity M d = M q + M a follows
from the following limiting argument:

M d = ucp − lim
n→∞M d ,n ,

M q = ucp − lim
n→∞M q,n ,

M a = ucp − lim
n→∞M a,n ,

and the fact that M d ,n = M q,n +M a,n for each n ≥ 1.
Step 2. For a general martingale M d we construct a sequence of stopping times

τn = inf{t ≥ 0 : ‖M d
t ‖ ≥ n

2 }. For each M d ,n := (M d )τn we construct the corresponding
M q,n by Step 1. Then for each m ≥ n ≥ 1 we get that (M q,n)τm = M q,m since for any
x∗ ∈ X ∗ a.s.

〈(M q,n)τm , x∗〉 = 〈M q,m , x∗〉
due to the uniqueness of the Yoeurp decomposition in the real-valued case. Then
we just set M q

0 := 0 and

M q
t := ∑

n≥1
M q,n

t 1t∈(τn−1,τn ], t ≥ 0,

where τ0 ≡ 0. The obtained M q will be the desired purely discontinuous quasi-left
continuous local martingale.

We can construct M a in the same way and show that then M d = M q +M a simi-
larly to how it was shown in step 1.

The uniqueness of the decomposition follows from Remark 2.4.21, while (5.4.14)
follows analogously (5.4.12).

Proof of Theorem 5.4.1 (sufficiency of UMD and (5.4.1)). Sufficiency of the UMD prop-
erty follows from Theorem 5.4.8 and Theorem 5.4.10, while (5.4.1) follows in the
same way as (5.4.12) and (5.4.14).

5.4.3. Necessity of the UMD property

In the current subsection we show that the UMD property is necessary in Theorem
5.4.8 and Theorem 5.4.10, and hence it is necessary for the canonical decomposition
of a local martingale.

Theorem 5.4.14. Let X be a Banach space that does not have the UMD property. Then
there exists a filtration F= (Ft )t≥0 and an F-bounded martingale M :R+×Ω→ X such that
M provides neither the Meyer-Yoeurp nor the canonical decomposition.

For the proof we will need the following lemma which is a modification of the
statements from p. 1001 and p. 1004 of [30]. Recall that if ( fn)n≥0 is an X -valued
martingale, the we define d fn := fn − fn−1 for n ≥ 1 and d f0 := f0.
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Lemma 5.4.15. Let X be a Banach space. Then X is a UMD Banach space if and only if
there exists a constant C > 0 such that for any X -valued discrete martingale ( fn)n≥0, for
any {0,1}-valued sequence (an)n≥0 one has that

g∗
∞ > 1 a.s. =⇒ E‖ f∞‖ >C ,

where (gn)n≥0 is an X -valued discrete martingale such that d gn = and fn for each n ≥ 0,
g∗∞ := supn≥0 ‖gn‖.

Proof. One needs to modify [30, Theorem 2.1] in such a way that d gn = and fn for
some an ∈ {0,1} for each n ≥ 0. Then the proof is the same, and the desired statement
follows from the equivalence of [30, (2.3)] and [30, (2.4)].

Corollary 5.4.16. Let X be a Banach space that does not have the UMD property. Then
there exists an X -valued Paley-Walsh L1-bounded martingale ( fn)n≥0 and a {0,1}-valued
sequence (an)n≥0 such that P(g∗∞ =∞) = 1, where (gn)n≥0 is an X -valued martingale such
that d gn = and fn for each n ≥ 0.

Proof. Without loss of generality all the martingales used below are Paley-Walsh
(see [79, Theorem 3.6.1]), so the resulting martingale will be Paley-Walsh as well.
By Lemma 5.4.15 we can find N1 > 0, an X -valued martingale f 1 = ( f 1

n )N1
n=0 and a

{0,1}-valued sequence (a1
n)N1

n=0 such that E‖ f 1
N1

‖ < 1
2 and

P((g 1)∗N1
> 1) > 1

2
,

where g 1 = (g 1
n)N1

n=0 is such that d g 1
n = a1

nd f 1
n for each n = 0, . . . , N1. Now inductively

for each k > 1 we find Nk > 0 and an X -valued Paley-Walsh martingale f k = ( f k
n )Nk

n=0
independent of f 1, . . . , f k−1 such that E‖ f k

Nk
‖ < 1

2k and

P((g k )∗Nk
> 2Ck ) > 1− 1

2k
,

where g k = (g k
n )N1

n=0 is such that d g k
n = ak

nd f k
n for each n = 0, . . . , Nk , and Ck > 2k is

such that
P((g 1)∗N1

+ . . .+ (g k−1)∗Nk−1
>Ck ) < 1

2k
.

Without loss of generality assume that f k
0 = 0 a.s. for each k ≥ 1. Now construct a

martingale ( fn)n≥0 and a {0,1}-valued sequence (an)n≥0 in the following way: f0 =
a0 = 0 a.s., d fn = d f k

m and an = ak
m if n = N1 + ·· · + Nk−1 +m for some k ≥ 1 and

1 ≤ m ≤ Nk . Then ( fn)n≥0 is well-defined,

lim
n→∞E‖ fn‖ = E‖ f∞‖ ≤ ∑

k≥1
E‖ f k

Nk
‖ ≤ 1

by the triangle inequality, and for an X -valued martingale (gn)n≥0 with d gn =
and fn for each n ≥ 0, for each k ≥ 2

P(g∗
N1+···+Nk

>Ck ) ≥P((g k )∗Nk
> 2Ck , (g 1)∗N1

+ . . .+ (g k−1)∗Nk−1
≤Ck ) > 1− 1

2k−1
,
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hence g∗∞ =∞ a.s.

Proof of Theorem 5.4.14. By Corollary 5.4.16 we can construct a discrete filtration
G= (Gn)n≥0 and an X -valued L1-bounded Paley-Walsh G-bounded martingale ( fn)n≥0

such that

E‖ f∞‖ = lim
n→∞E‖ fn‖ ≤ 1, (5.4.27)

and such that there exists {0,1}-valued sequence (an)n≥0 so that

P(g∗
∞ =∞) = 1,

where (gn)n≥0 is an X -valued martingale with d gn = and fn for each n ≥ 0.
Since ( fn)n≥0 is Paley-Walsh, there exist a sequence (rn)n≥0 of independent Rademacher

variables, a sequence of functions (φn)n≥1 with φ1 ∈ X and φn : {−1,1}n−1 → X for
each n ≥ 2, so that d fn = rnφn(r1, . . . ,rn−1) a.s. for each n ≥ 1.

Now our goal is to construct a continuous-time X -valued martingale M which
does not have the Meyer-Yoeurp decomposition (and hence the canonical decom-
position) using ( fn)n≥0. Let us first construct a filtration F = (Ft )t≥0 on R+ in the
following way. By Lemma 4.3.7 for each n ≥ 0 we can find a continuous martingale
M n : [0, 1

2n+1 ]×Ω→Rwith a symmetric distribution such that M n
0 = 0 a.s.,

∣∣M n
1

2n+1

∣∣≤ 1

a.s.,

P
(
M n

1
2n+1

= 0
)= 0, (5.4.28)

and

P
(
M n

1
2n+1

6= signM n
1

2n+1

)
< 1

2n(‖φn‖∞+1)
. (5.4.29)

Let (r̃n)n≥0 be a sequence of independent Rademacher random variables. Without
loss of generality assume that all (r̃n)n≥0 and (M n)n≥0 are independent. Then set
F0 to be the σ-algebra generated by all negligible sets, and set

Ft :=



F1− 1
2n

, t ∈ (1− 1
2n ,1− 1

2n+1 ), an = 0,n ≥ 0,

σ(F1− 1
2n

, r̃n), t = 1− 1
2n+1 , an = 0,n ≥ 0,

σ(F1− 1
2n

, (M n
s )s∈[0,t−1− 1

2n ]), t ∈ (1− 1
2n ,1− 1

2n+1 ], an = 1,n ≥ 0,

σ(Fs : s ∈ [0,1)), t ≥ 1.

Let (σn)n≥0 be a sequence of independent Rademacher variables such that σn = r̃n

if an = 0 and σn = signM n
1

2n+1
if an = 1 (in the latter case σn has the Rademacher

distribution by (5.4.28) and the fact that M n
1

2n+1
is symmetric). Now construct M :
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R+×Ω→ X in the following way:

Mt =



0, t = 0,

M1− 1
2n

, t ∈ (1− 1
2n ,1− 1

2n+1 ), an = 0,n ≥ 0,

M1− 1
2n

+σnφn(σ1, . . . ,σn−1), t = 1− 1
2n+1 , an = 0,n ≥ 0,

M1− 1
2n

+M n
t−1− 1

2n
φn(σ1, . . . ,σn−1), t ∈ (1− 1

2n ,1− 1
2n+1 ], an = 1,n ≥ 0,

limn→∞ M1− 1
2n

, t ≥ 1.

(5.4.30)
First we show that limn→∞ M1− 1

2n
exists a.s., hence M is well-defined. By [79, The-

orem 3.3.8] it is sufficient to show that there exists ξ ∈ L1(Ω; X ) such that M1− 1
2n

=
E(ξ|F1− 1

2n
) for all n ≥ 1. Notice that

(
M1− 1

2n

)
n≥0 is a martingale since M1− 1

2n+1
−

M1− 1
2n

equals either σnφn(σ1, . . . ,σn−1) (if an = 0) or M n
1

2n+1
φn(σ1, . . . ,σn−1) (if an = 1).

Both random variables are bounded, and in both cases the conditional expectation
with respect to F1− 1

2n
gives zero. Now let us show integrability. Let ( f̃n)n≥0 be an

X -valued martingale such that f̃0 = 0 a.s. and

d f̃n =σnφn(σ1, . . . ,σn−1), n ≥ 1. (5.4.31)

Then ( f̃n)n≥0 has the same distribution as ( fn)n≥0, so it is L1-bounded. Now fix
n ≥ 1 and let us estimate E‖ f̃n −M1− 1

2n
‖:

E
∥∥ f̃n −M1− 1

2n

∥∥ (i )= E
∥∥∥ n∑

k=1
σkφk (σ1, . . . ,σk−1)

−
n∑

k=1

(
σkφk (σ1, . . . ,σk−1)1ak=0 +M k

1
2k+1

φk (σ1, . . . ,σk−1)1ak=1
)∥∥∥

= E
∥∥∥ n∑

k=1

(
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)1ak=1

∥∥∥ (5.4.32)

(i i )≤
n∑

k=1
E
∥∥(
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)

∥∥
(i i i )≤ 2

n∑
k=1

P
(
σk 6= M k

1
2k+1

)‖φk‖∞
(i v)≤ 2

n∑
k=1

1

2k
≤ 2,

where (i ) follows from (5.4.31) and the definition of M from (5.4.30), (i i ) holds by
the triangle inequality, (i i i ) follows from the fact that a.s. for each n ≥ 1∣∣σn −M n

1
2n+1

∣∣≤ |σn |+
∣∣M n

1
2n+1

∣∣≤ 2;

finally, (i v) follows from (5.4.29). Let us show that there exists F1-measurable ξ ∈
L1(Ω; X ) such that M1− 1

2n
= E(ξ|F1− 1

2n
) for each n ≥ 1. First notice that E( f̃∞|F1− 1

2n
) =
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f̃n for each n ≥ 1. Moreover, by (5.4.32) the series

η :=
∞∑

k=1

(
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)1ak=1

converges in L1(Ω; X ). Therefore, if we define ξ := f̃∞−η, then

E(ξ|F1− 1
2n

) = E( f̃∞−η|F1− 1
2n

)

= f̃n −E
( ∞∑

k=1

(
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)1ak=1|F1− 1

2n

)
= f̃n −

∞∑
k=1

E
((
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)1ak=1|F1− 1

2n

)
= f̃n −

n∑
k=1

(
σk −M k

1
2k+1

)
φk (σ1, . . . ,σk−1)1ak=1 = M1− 1

2n
,

so one has an a.s. convergence by the martingale convergence theorem [79, Theo-
rem 3.3.8].

Now let us show that M is a martingale that does not have the Meyer-Yoeurp
decomposition. Assume the contrary: let M = M d +M c be the Meyer-Yoeurp de-
composition. Then one can show that for each n ≥ 1

M d
1− 1

2n
=

n∑
k=1

σkφk (σ1, . . . ,σk−1)1ak=0,

M c
1− 1

2n
=

n∑
k=1

M k
1

2k+1
φk (σ1, . . . ,σk−1)1ak=1,

by applying x∗ ∈ X ∗ and showing that the corresponding processes
〈

M d
1− 1

2n
, x∗〉

and
〈

M c
1− 1

2n
, x∗〉

are purely discontinuous and continuous local martingales re-

spectively (see Remark 2.2.19). Now let us show that M c is not an X -valued local
martingale. If it is a local martingale, then

P((M c )∗∞ =∞) =P((M c )∗1 =∞) = 0.

since M c as a local martingale should have càdlàg paths (even continuous since
M c assume to be continuous). But for each fixed n ≥ 1

P((M c )∗1 =∞) =P((
M c −M c

1
2n

)∗
1 =∞)≥P(

(g̃ − g̃n)∗∞ = (
M c −M c

1
2n

)∗
1

)
where (g̃n)n≥0 is an X -valued martingale such that d g̃n = and f̃n a.s. for each n ≥ 0,
and hence by the construction in Lemma 5.4.15 g̃∗∞ =∞ a.s. Further,

P
(
(g̃ − g̃n)∗∞ = (

M c −M c
1

2n

)∗
1

)= 1−P(
(g̃ − g̃n)∗∞ 6= (

M c −M c
1

2n

)∗
1

)
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≥ 1−
∞∑

k=n
1ak=1P

(
M k

1
2k+1

6=σk

)
≥ 1−

∞∑
k=n

P
(
M k

1
2k+1

6= signM k
1

2k+1

)
(∗)≥ 1− 1

2n−1 ,

where (∗) follows from (5.4.29). Since n was arbitrary, (M c )∗1 = (M c )∗∞ =∞ a.s., so
M c can not be a local martingale.

Proof of Theorem 5.4.1 (necessity of UMD). Necessity of the UMD property follows
from Theorem 5.4.14.

Remark 5.4.17. One can also show that existence of the Yoeurp decomposition of
an arbitrary X -valued purely discontinuous local martingale is equivalent to the
UMD property. We will not repeat the argument here, but just notice that one
needs to modify the proof of Theorem 5.4.14 in a way which was demonstrated in
Subsection 4.3.2.

Remark 5.4.18. The reader might assume that one can weaken the Meyer-Yoeurp
decomposition and consider a decomposition of an X -valued local martingale M

into a sum of a continuous X -valued semimartingale N c and a purely discon-
tinuous X -valued semimartingale N d , which perhaps may happen in a broader
(rather than UMD) class of Banach spaces. Then for any reasonable definition of
an X -valued semimartingale we get that N c = M c + A for some continuous local
martingale M c and an adapted process of (weakly) bounded variation A. Hence
M = N c +N d = M c + (N d + A), where N d + A = M −M c is a local martingale, which is
purely discontinuous, so M should have the Meyer-Yoeurp decomposition as well
in this setting, which means that the UMD property is crucial.





6
ORTHOGONAL MARTINGALES AND THE HILBERT

TRANSFORM

This chapter is based on the paper The Hilbert transform and orthogonal martingales
in Banach spaces by Adam Os

‘
ekowski and Ivan Yaroslavtsev, see [146].

Let X be a given Banach space and let M , N be two orthogonal X -valued local martingales
such that N is weakly differentially subordinate to M . This chapter contains the proof of
the estimate

EΨ(Nt ) ≤CΦ,Ψ,X EΦ(Mt ), t ≥ 0,

where Φ,Ψ : X → R+ are convex continuous functions and the least admissible constant
CΦ,Ψ,X coincides with the Φ,Ψ-norm of the periodic Hilbert transform. As a corollary, it is
shown that the Φ,Ψ-norms of the periodic Hilbert transform, the Hilbert transform on the
real line, and the discrete Hilbert transform are the same if Φ is symmetric. We also prove
that under certain natural assumptions on Φ and Ψ, the condition CΦ,Ψ,X <∞ yields the
UMD property of the space X . As an application, we provide comparison of Lp -norms
of the periodic Hilbert transform to Wiener and Paley-Walsh decoupling constants. We
also study the norms of the periodic, nonperiodic and discrete Hilbert transforms, present
the corresponding estimates in the context of differentially subordinate harmonic functions
and more general singular integral operators.

2010 Mathematics Subject Classification. 44A15, 60G44 Secondary: 60B11, 31C10, 31B05, 46B09
Key words and phrases. Weak differential subordination, orthogonal martingales, periodic Hilbert trans-
form, UMD spaces, plurisubharmonic functions, decoupling constants, discrete Hilbert transform, har-
monic functions, Riesz transform.
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6.1. INTRODUCTION

The purpose of this chapter is to study a certain class of estimates for singular inte-
gral operators acting on Banach-space-valued functions. Let us start with a related
classical problem which has served as a motivation for many mathematicians for
almost a century. The question is: how does the size of a periodic function control
the size of its conjugate? Formally, assume that f is a trigonometric polynomial of
the form

f (θ) = a0

2
+

N∑
k=1

(
ak cos(kθ)+bk sin(kθ)

)
, θ ∈T' [−π,π),

with real coefficients a0, a1, a2, . . ., aN , b1, b2, . . ., bN , and define the conjugate to f

as

g (θ) =
N∑

k=1

(
ak sin(kθ)−bk cos(kθ)

)
, θ ∈ [−π,π).

Alternatively, the conjugate function can be defined as g =H T
R

f , where H T
R

is the
periodic Hilbert transform given by

H T
R f (θ) = 1

2π
p.v.

∫ π

−π
f (s)cot

θ− s

2
ds, θ ∈ [−π,π), (6.1.1)

and the symbol R in the lower index of H T indicates that the operator acts on real-
valued functions. We can state the problem as follows. For a given 1 ≤ p ≤∞, does
there exist a universal constant Cp (that is, not depending on the coefficients or the
number N ) such that(∫

[−π,π)
|g (θ)|p dθ

)1/p

≤Cp

(∫
[−π,π)

| f (θ)|p dθ
)1/p

?

Furthermore, if the answer is yes, what is the optimal value of Cp (i.e., what is
the Lp -norm of H T

R
)? The first question was answered by M. Riesz in [158]: the

inequality does hold if and only if 1 < p < ∞. The best value of Cp was deter-
mined by Pichorides [149] and Cole (unpublished): the constant cot(π/(2p∗)) is the
best possible, where p∗ = max{p, p/(p −1)}. There is a natural further question con-
cerning the version of the above result for Banach-space-valued functions (it is not
difficult to see that the formula (6.1.1) makes perfect sense in the vector setting,
at least for some special f , see Section 6.2 below). Few years after the results of
Riesz, it was realized that not all spaces are well-behaved: Bochner and Taylor [20]
showed that ||H T

`1
||Lp→Lp =∞ for all p. The problem of characterizing the ‘good’

Banach spaces was solved over forty years later: Burkholder [30] and Bourgain [23]
showed that the so-called UMD spaces form a natural environment to the study
of the Lp -boundedness (1 < p < ∞) of the periodic Hilbert transform, and more
generally, for the Lp -boundedness of a wider class of singular integral operators.

UMD stands for “unconditional martingale differences”
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The above problems, though expressed in an analytic language, have a very
strong connection with probability theory, especially with the theory of martin-
gales (see e.g. [12, 15, 16, 23, 32, 61, 66, 79, 144, 145]). Let us provide some neces-
sary definitions. Suppose that (Ω,F ,P) is a complete probability space, equipped
with a continuous-time filtration (Ft )t≥0. Let M = (Mt )t≥0, N = (Nt )t≥0 be two
adapted real-valued local martingales, whose trajectories are right-continuous and
have limits from the left. Let [M ], [N ] stand for the associated quadratic vari-
ation (square brackets) of M and N , see (2.2.3). Furthermore, M∗ = supt≥0 |Mt |,
N∗ = supt≥0 |Nt | denote the corresponding maximal functions. We say that M and
N are orthogonal, if [M , N ] := [M+N ]−[M−N ]

4 = 0 and M0N0 = 0 almost surely.

One of the remarkable examples of the aforementioned connection between
the theory of singular integral operators and martingale theory was provided by
Bañuelos and Wang in [15]. They have shown that the Lp -norm of H T acting
on real-valued functions is equal to the sharp constant in the corresponding Lp -
inequality

(E|Nt |p )
1
p ≤Cp (E|Mt |p )

1
p , t ≥ 0, (6.1.2)

where N is assumed to be differentially subordinate and orthogonal to M . The goal
of the current article is to show that this interplay between the norm of H T and
the martingale inequality (6.1.2) can be extended to i) more general Φ,Ψ-norms
(see the beginning of Section 6.3 for the definition) and ii) more general Banach
spaces in which the functions and processes take values.

Let us say a few words about the structure of the chapter. The next section is de-
voted to the introduction of the background which is needed for our further study.
In particular, we define an appropriate analogue of Banach-space-valued orthogo-
nality of martingales and provide some basic information about plurisubharmonic
functions, fundamental objects in the complex analysis of several variables. Sec-
tion 6.3 contains the main result of the chapter, connecting the best constants in
certain Φ,Ψ-estimates for the periodic Hilbert transform and their counterparts in
martingale theory. Though the rough idea of the proof can be tracked back to the
classical works [15, 36, 77, 149] (the validity of a given estimate for the Hilbert
transform / orthogonal differentially subordinate martingales is equivalent to the
existence of a certain special plurisubharmonic function), there are several serious
technical problems to be overcome, due to the fact that we work in the Banach-
space-valued setting. Section 6.4 is devoted to some applications. The first and the
most notable one connects together the Φ,Ψ-norms of the periodic Hilbert trans-
form H T

X , the Hilbert transform H R
X defined on a real line, and the discrete Hilbert

transform H dis
X (for the definition of the latter object, consult Definition 6.4.1 and

6.4.2 below). It turns out that all these norms coincide for quite general class of Φ
and Ψ. This in particular generalizes the recent result of Bañuelos and Kwaśnicki
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[12] on the discrete Hilbert transform H dis
R

, which asserts that

‖H dis
R ‖Lp (Z)→Lp (Z) = ‖H T

R ‖Lp (T)→Lp (T) = cot
( π

2p∗
)
, 1 < p <∞.

This used to be an open problem for 90 years (see [12, 103, 172]). Subsection 6.4.2
is devoted to the comparison of Lp -norms of the periodic Hilbert transform to
Wiener and Paley-Walsh decoupling constants. Application in Subsection 6.4.3
is concerned with UMD Banach spaces and can be regarded as an extension of
Bourgain’s result [23]: we show that under some mild assumption on Φ and Ψ,
the validity of the corresponding Φ,Ψ-estimate (with some finite constant) implies
the UMD property of X . In Subsection 6.4.4 we prove that the results obtained
in this chapter can be applied to obtain sharper estimates for weakly differentially
subordinate martingales (not necessarily satisfying the orthogonality assumption).
Subsection 6.4.5 contains the study of related estimates in the context of harmonic
functions on Euclidean domains. In Subsection 6.4.6 we present the possibility of
extending the estimates to the more general class of singular integral operators.
Our final application, described in Subsection 6.4.7, discusses the vector-valued
extension of the classical results of Hardy concerning Hilbert operators.

6.2. PRELIMINARIES

This section contains the definitions of some basic notions and facts used later.
Here and below, the scalar field is assumed to be R, unless stated otherwise.

6.2.1. Periodic Hilbert transform

In what follows, the symbol T will stand for the torus ({z ∈ C : |z| = 1}, ·) equipped
with the natural multiplication. Sometimes, passing to the argument of a complex
number, we will identify T with the interval [−π,π). Let X be a Banach space. A
function f :T→ X is called a step function, if it is of the form

f =
N∑

k=1
xk 1Ak (s), −π≤ s <π,

where N is finite, xk ∈ X and Ak are intervals in T. The periodic Hilbert transform
H T

X of a step function f :T→ X is given by the singular integral

H T
X f (t ) = 1

2π
p.v.

∫ π

−π
f (s)cot

t − s

2
ds, −π≤ t <π. (6.2.1)

6.2.2. Orthogonal martingales

We have defined the notion of orthogonality of real-valued local martingales in the
introductory section. We turn our attention to its vector-valued analogue.
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Definition 6.2.1. Let M , N be local martingales taking values in a given Banach
space X . Then M , N are said to be orthogonal, if 〈M0, x∗〉·〈N0, x∗〉 = 0 and [〈M , x∗〉,〈N , x∗〉] =
0 almost surely for all functionals x∗ ∈ X ∗.

Remark 6.2.2. Assume that M , N are local martingales taking values in some Ba-
nach space X . If M , N are orthogonal and N is weakly differentially subordinate
to M , then N0 = 0 almost surely (which follows immediately from the above defi-
nitions). Moreover, under these assumptions, N must have continuous trajectories
with probability 1. Indeed, in such a case for any fixed x∗ ∈ X ∗ the real-valued
local martingales 〈M , x∗〉, 〈N , x∗〉 are orthogonal and we have 〈N , x∗〉 ¿ 〈M , x∗〉.
Therefore, 〈N , x∗〉 has a continuous version for each x∗ ∈ X ∗ by [136, Lemma 3.1]
(see also [16, Lemma 1]), which in turn implies that N is continuous: any X -valued
local martingale has a càdlàg version (see Proposition 2.2.1).

Remark 6.2.3. The requirement 〈M0, x∗〉 · 〈N0, x∗〉 = 0 for all x∗ ∈ X ∗ in Definition
6.2.1 is usually omitted (see e.g. [15, 16, 85]). Nevertheless we need this require-
ment in order to simplify all the statements in the sequel concerning orthogonal
martingales.

Weakly differentially subordinate orthogonal martingales appear naturally whi-
le working with the periodic Hilbert transform, which can be seen by exploiting
the classical argument of Doob (the composition of a harmonic function with a
Brownian motion is a martingale). Indeed, suppose that X is a given Banach space.
Suppose that f is a simple function and put g = H T

X f . Let u f , ug denote the har-
monic extensions of f and g to the unit disc, obtained by the convolution with the
Poisson kernel. In particular, the equality g =H T f implies that ug (0,0) = 0 and for
any functional x∗ ∈ X ∗, the function 〈u f , x∗〉+ i 〈ug , x∗〉 is holomorphic on the disc.

Next, suppose that W = (W 1,W 2) is a planar Brownian motion started from
(0,0) and stopped upon leaving the unit disc. Then the processes M = (Mt )t≥0 =
(u f (Wt ))t≥0, N = (Nt )t≥0 = (ug (Wt ))t≥0 are X -valued martingales such that N0 = 0.
For any functional x∗ ∈ X ∗, we apply the standard, one-dimensional Itô’s formula
to obtain, for any t ≥ 0,

〈Mt , x∗〉 = 〈M0, x∗〉+
∫ t

0
∇〈u f (Ws ), x∗〉dWs

and

〈Nt , x∗〉 = 〈N0, x∗〉+
∫ t

0
∇〈ug (Ws ), x∗〉dWs .

By the aforementioned connection to analytic functions, the gradients ∇〈u f , x∗〉,
∇〈ug , x∗〉 are orthogonal and of equal length, so

[〈M , x∗〉,〈N , x∗〉]t =
∫ t

0
∇〈u f (Ws ), x∗〉 ·∇〈ug (Ws ), x∗〉ds = 0,
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and

[〈M , x∗〉]t − [〈N , x∗〉]t =
∫ t

0
∇〈u f (Ws ), x∗〉2 −∇〈ug (Ws ), x∗〉2 ds = 0.

Hence M , N are orthogonal and satisfy the weak differential subordination N
w¿ M .

Since the distribution of W∞ is uniform on the unit circleT, essentially any estimate
of the form

EV (Mt , Nt ) ≤ 0, t ≥ 0,

for weakly differentially subordinate orthogonal martingales leads to the analo-
gous bound ∫

T
V ( f ,H T

X f )dx ≤ 0

for the periodic Hilbert transform, at least when restricted to the class of simple
functions. (Later in Theorem 6.3.1 we will show that the reverse holds true).

For more information and examples concerning orthogonal martingales, we
refer the reader to [15, 16, 33, 179].

6.2.3. Subharmonic and plurisubharmonic functions

A function f : Rd → R∪ {−∞} is called subharmonic if for any ball B ⊂ Rd and any
harmonic function g : B → R such that f ≤ g on ∂B one has the inequality f ≤ g on
the whole B . The following lemma follows from [105, Proposition I.9].

Lemma 6.2.4. Let d ≥ 1 and let f :Rd →R∪{−∞} be a subharmonic function. Then either
f ≡−∞, or f is locally integrable.

Let X be a Banach space. The function F : X + i X → R∪ {−∞} is called plurisub-
harmonic if for any x, y ∈ X +i X the restriction z 7→ F (x+ y z) is subharmonic in z ∈C.

Remark 6.2.5. Notice that X + i X is a Banach space equipped with the norm

‖x + i y‖X+i X := sup
x∗∈X ∗,‖x∗‖≤1

(|〈x, x∗〉|2 +|〈y, x∗〉|2)
1
2 , x, y ∈ X

(see [79, Subsection B.4]).

Remark 6.2.6. Let X be finite-dimensional. Then any plurisubharmonic function
defined on X +i X is subharmonic (see [105, Proposition I.9] and [64, Theorem 39]).
Therefore, by Lemma 6.2.4, a plurisubharmonic function either identically equals
−∞, or is locally integrable.

Let F : X + i X →R be k-times differentiable, u1, . . . ,uk ∈ X + i X . Then we denote

∂k F (v)

∂u1 · · ·∂uk
:= ∂k

∂t1 · · ·∂tk
F (v + t1u1 +·· ·+ tk uk )

∣∣∣
t1,...,tk=0

, v ∈ X + i X .

In particular, for any u ∈ X + i X ,

∂k F (v)

∂uk
:= ∂k

∂t k
F (v + tu)

∣∣∣
t=0

, v ∈ X + i X .
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Remark 6.2.7. Note that if X is finite-dimensional, F is plurisubharmonic and twice
differentiable, then for all z0 ∈ X + i X and x ∈ X we have

∂2F (z0)

∂x2 + ∂2F (z0)

∂i x2 =
(∂2F (z0 + zx)

∂Re z2 + ∂2F (z0 + zx)

∂Im z2

)∣∣∣
z=0

=∆z F (z0 + zx)|z=0 ≥ 0.

Later on we will need the following result.

Proposition 6.2.8. Let X be a Banach space and let F : X + i X → R∪ {−∞} be plurisub-
harmonic. Assume further that y 7→ F (x+i y) is concave in y ∈ X for any fixed x ∈ X . Then
x 7→ F (x + i y) is convex in x ∈ X for any y ∈ X , and F is continuous.

For the proof we will need the following lemma.

Lemma 6.2.9. Let X be a finite-dimensional Banach space and let V : X + i X → R be a
continuous twice differentiable plurisubharmonic function. Let y 7→ V (x + i y) be concave
in y ∈ X for all x ∈ X . Then t 7→ V (t x + z) is convex in t ∈ R for all x ∈ X and z ∈ X + i X .
In particular, t 7→V (t x + z) is differentiable, so

V (t x + z) ≥V (sx + z)+∂sV (sx + z)(t − s), t , s ∈R. (6.2.2)

Proof. The first part follows from the fact that V is plurisubharmonic and twice
differentiable. Indeed, we have

∂2V (t x + z)

∂t 2

=
(∂2V (t x + z + i sx)

∂t 2 + ∂2V (t x + z + i sx)

∂s2

)∣∣∣
s=0

− ∂2V (t x + z + i sx)

∂s2

∣∣∣
s=0

≥ 0

since (∂2V (t x + z + i sx)

∂t 2 + ∂2V (t x + z + i sx)

∂s2

)∣∣∣
s=0

≥ 0

by plurisubharmonicity and ∂2V (t x+z+i sx)
∂s2 ≤ 0 by concavity of y 7→V (x + z + i y). The

inequality (6.2.2) follows immediately from the convexity of t 7→ V (t x + i y) and
twice differentiability of V .

For the proof we will need the following observation which will allow us to
integrate over a Banach space.

Remark 6.2.10. Let X be a finite dimensional Banach space. Then due to [59, Theo-
rem 2.20 and Proposition 2.21] there exists a unique translation-invariant measure
λX on X such that λX (BX ) = 1 for the unit ball BX of X . We will call λX the Lebesgue
measure. In the sequel we will omit the Lebesgue measure notation while integrat-
ing over X (i.e. we will write

∫
X F (s)ds instead of

∫
X F (s)λX ( ds)).
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Proof of Proposition 6.2.8. Without loss of generality we can assume that X is finite-
dimensional and that f 6≡ −∞. Let φ : X + i X → R+ be a C∞ function with bounded
support such that ∫

X+i X
φ(s)ds = 1.

(This integral is well-defined due to Remark 6.2.5 and 6.2.10). For each ε > 0 we
define Fε : X + i X →R in the following way:

Fε(s) =
∫

X+i X
F (s −εt )φ(t )dt , s ∈ X + i X . (6.2.3)

Then Fε is plurisubharmonic due to [78, Theorem 4.1.4]. Moreover, again by [78,
Theorem 4.1.4], we have Fε↘ F as ε↘ 0. On the other hand, Fε is well-defined and
of class C∞. Furthermore, the function y 7→ Fε(x + i y) is concave in y ∈ X for any
x ∈ X by (6.2.3): here we use the fact that F is locally integrable (see Remark 6.2.6)
and the concavity of y 7→ F (x + i y) for any fixed x ∈ X . Therefore by Lemma 6.2.9,
the function x 7→ Fε(x + i y) is convex for any fixed y ∈ X ; hence so is F , being the
pointwise limit of (Fε)ε>0 as ε→ 0.

Let us now show that F > −∞. Assume that there exists x0, y0 ∈ X such that
F (x0 + i y0) = −∞. Since the function y 7→ F (x0 + i y) is concave, the set A = {y ∈ X :

F (x0 + i y) > ∞} ⊂ X is convex and open; moreover, y0 ∉ A, so X \ A is of positive
measure. Now fix (x, y) ∈ X ×(X \ A). Notice that F (x0+i y) =−∞. On the other hand
x 7→ F (x+i y) is convex, so F (x+i y) =−∞ as well (if a convex function equals −∞ in
one point, it equals −∞ on the whole X ). Therefore F =−∞ in the set X × (X \ A) of
positive measure; hence F ≡−∞ by Remark 6.2.6, which leads to a contradiction.

Finally, note that F <∞: we have F ≤ F1 with F1 defined in (6.2.3). Therefore
F is continuous as a finite concave-convex function (see [171, Proposition 3.3] and
[86, Corollary 4.5]).

For further material on subharmonic and plurisubharmonic functions, we rec-
ommend the works [64, 78, 105, 159, 160].

6.2.4. Meyer-Yoeurp decomposition

The following result shows the connection between the Meyer-Yoeurp decompo-
sition and the weak differential subordination.

Proposition 6.2.11. Let X be a Banach space and let M , N be local X -valued martingales
possessing the Meyer-Yoeurp decompositions M = M c +M d , N = N c +N d . Then N

w¿ M

if and only if N c w¿ M c and N d w¿ M d . Moreover, if M and N are orthogonal, then M c

and N c , M d and N d are pairwise orthogonal.

Proof. The first part follows from Lemma 4.4.5 (see also [179, Lemma 1]). Due
to Remark 6.2.2 we know that N d = 0, so it is sufficient to show that M c and N c
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are orthogonal. The latter is equivalent to the fact that 〈M c , x∗〉 and 〈N c , x∗〉 are
orthogonal for any x∗ ∈ X ∗, which holds true by [16, Lemma 1].

6.3. MAIN THEOREM

Having introduced all the necessary notions, we turn to the study of our new re-
sults. For given two nonnegative and continuous functions Φ,Ψ : X → R+, we de-
fine the associated ‘Φ,Ψ-norm’ of H T

X by the formula

|H T
X |Φ,Ψ := inf

{
c ∈ [0,∞] :

∫
T
Ψ(H T

X f (s))ds ≤ c
∫
T
Φ( f (s))ds

for all step functions f :T→ X

}
.

Notice that if Ψ ≡ 0, then |H T
X |Φ,Ψ = 0, and if Φ ≡ 0, then |H T

X |Φ,Ψ ∈ {0,+∞}.
Throughout the chapter we exclude these trivial cases: we will assume that both Φ

and Ψ are not identically zero. Furthermore, for any 1 < p <∞, we will denote the
Lp -norm of H T

X by ħp,X (in the language of Φ,Ψ-norms, we have ħp
p,X = |H T

X |Φ,Ψ

with Φ(x) =Ψ(x) = ||x||p ).
The following theorem is the main result of this section.

Theorem 6.3.1. Let X be a separable Banach space and let Φ,Ψ : X → R+ be continuous
convex functions such that Ψ(0) = 0 and |H T

X |Φ,Ψ <∞. Let M , N be two orthogonal X -

valued local martingales such that N
w¿ M . Then

EΨ(Nt ) ≤CΦ,Ψ,X EΦ(Mt ), t ≥ 0, (6.3.1)

and the least admissible CΦ,Ψ,X equals |H T
X |Φ,Ψ.

The idea behind the proof of (6.3.1) can be roughly described as follows. First,
we will show that the condition |H T

X |Φ,Ψ <∞ (i.e., the validity of aΦ,Ψ-estimate for
the periodic Hilbert transform) implies the existence of a certain special function
on X + i X , enjoying appropriate size conditions and concavity. Next, we will com-
pose this function with M + i N and prove, using the concavity and Itô’s formula
from the previous section, that the resulting process has nonnegative expectation.
This in turn will give the desired bound, in the light of the size condition of the
special function. Though this reasoning is typical for this kind of martingale in-
equalities, there are two essential differences. First, we will see that the special
function will not have any explicit form: in particular, this makes the exploitation
of its properties much harder, as one can get them only from some abstract (and
restricted) reasoning. The second difference is related to the fact that we work will
Banach-space-valued processes: this enforces us to study some additional, struc-
tural properties of the local martingales involved. Moreover, since we will work
in infinite-dimensional Banach spaces, the approximation to finite dimensions ex-
ploited in the proof should be especially delicate because we do not want to ruin
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weak differential subordination and orthogonality of the corresponding martin-
gales.

Having described our plan, we turn to its realization. We will need several in-
termediate facts. The following theorem links the quantity |H T

X |Φ,Ψ with a certain
special plurisubharmonic function.

Theorem 6.3.2. Let X be a separable Banach space and let Φ,Ψ : X → R+ be continuous
functions such that Ψ(0) = 0 and |H T

X |Φ,Ψ < ∞. Then there exists a plurisubharmonic
function UΦ,Ψ : X + i X →R such that UΦ,Ψ(x) ≥ 0 for all x ∈ X and

UΦ,Ψ(x + i y) ≤ |H T
X |Φ,ΨΦ(x)−Ψ(y), x, y ∈ X .

Moreover, if Ψ is convex, then y 7→UΦ,Ψ(x + i y) is concave in y ∈ X for all x ∈ X .

Proof (sketch). We repeat the reasoning presented in [77, Theorem 2.3] (the separa-
bility of X is a key part of the construction UΦ,Ψ). The last property follows from
the construction of UΦ,Ψ, the fact that y 7→ |H T

X |Φ,ΨΦ(x)−Ψ(y) is a concave function
in y ∈ X , and the fact that a minimum of concave functions is a concave function as
well.

Corollary 6.3.3. Let X be a Banach space, 1 < p <∞. Then X is a UMD Banach space if
and only if there exists a plurisubharmonic function Up,X : X +i X →R such that Up,X (x) ≥
0 for all x ∈ X and

Up,X (x + i y) ≤ħp
p,X ‖x‖p −‖y‖p , x, y ∈ X .

Moreover, if this is the case, then y 7→Up,X (x + i y) is concave in y ∈ X for all x ∈ X .

Proof. It is sufficient to take Φ(x) =Ψ(x) = ‖x‖p , x ∈ X , and apply Theorem 6.3.2 and
the fact that ħp,X <∞ if and only if X is a UMD Banach space (see [23, 30]).

Lemma 6.3.4. Let X be a Banach space, let M be an X -valued local martingale and let
(τn)n≥1 be a sequence of stopping times increasing to infinity almost surely. LetΦ : X →R+
be a convex function such that EΦ(Mt ) <∞ for some t ≥ 0. Then EΦ(Mt∧τn ) ↗ EΦ(Mt ) as
n →∞.

Proof. Notice that (EΦ(Mt∧τn ))n≥1 is an increasing sequence which is less then EΦ(Mt )

by the conditional Jensen’s inequality, [89, Theorem 7.12], and [89, Lemma 7.1(iii)].
On the other other hand Φ(Mt∧τn ) →Φ(Mt ) a.s. since τn →∞ as n →∞. It suffices
to apply Fatou’s lemma to get the assertion.

The next statement contains the proof of a structural property of orthogonal
martingales. We need an additional notion. A linear operator T acting on a Hilbert
space H is called skew-symmetric (or antisymmetric) if 〈T h,h〉 = 0 for all h ∈ H .
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Proposition 6.3.5. Let d ≥ 1, W be a d-dimensional standard Brownian motion, let X be
a finite-dimensional Banach space and let φ,ψ :R+×Ω→L (Rd , X ) be progressively mea-
surable processes such that M := φ ·W and N := ψ ·W are well-defined orthogonal mar-
tingales. Assume further that N

w¿ M . Then there exists a operator-valued progressively-
measurable process A : R+×Ω→L (Rd ) such that ‖A‖ ≤ 1, ψ∗ = Aφ∗ a.s. on R+×Ω, and
PRan(φ∗)(s,ω)A(s,ω) is skew-symmetric for all s ≥ 0 and ω ∈Ω, where PRan(φ∗) ∈L (Rd ) is
the orthoprojection on Ran(φ∗).

Proof. Let (x∗
n )n≥1 be a dense sequence in X ∗. Then by the orthogonality of M , N

and the condition N
w¿ M , we have

‖ψ∗(t ,ω)x∗
n‖ ≤ ‖φ∗(t ,ω)x∗

n‖,

〈ψ∗(t ,ω)x∗
n ,φ∗(t ,ω)x∗

n〉 = 0

for almost all ω ∈Ω, all t ∈R+ and all n ≥ 1. Hence by the density argument, for any
x∗ ∈ X ∗, almost all ω ∈Ω and all t ∈R+,

‖ψ∗(t ,ω)x∗‖ ≤ ‖φ∗(t ,ω)x∗‖, (6.3.2)

〈ψ∗(t ,ω)x∗,φ∗(t ,ω)x∗〉 = 0. (6.3.3)

Fix t ∈ R+ and ω ∈ Ω such that (6.3.2) and (6.3.3) hold for any x∗ ∈ X ∗. Define
A(t ,ω) : H → H in the following way (we omit (t ,ω) for the convenience of the
reader):

Ah :=
{
ψ∗x∗, if ∃x∗ ∈ X ∗ such that h =φ∗x∗;

0, if h ⊥Ran(φ∗).
(6.3.4)

Then A is well-defined since if h =φ∗(t ,ω)x∗
1 =φ∗(t ,ω)x∗

2 for some different x∗
1 , x∗

2 ∈
X ∗, then by (6.3.2),

‖ψ∗(t ,ω)x∗
1 −ψ∗(t ,ω)x∗

2 ‖ = ‖ψ∗(t ,ω)(x∗
1 −x∗

2 )‖
≤ ‖φ∗(t ,ω)(x∗

1 −x∗
2 )‖

= ‖φ∗(t ,ω)x∗
1 −φ∗(t ,ω)x∗

2 ‖ = ‖h −h‖ = 0.

Moreover, A is linear on both Ran(φ∗) and (Ran(φ∗))⊥, so it can be extended to a
linear operator A ∈ L (H). Notice that then we have ψ∗ = Aφ∗. Furthermore, the
conditions (6.3.2) and (6.3.4) imply that ‖A‖ ≤ 1, while (6.3.3) and (6.3.4) give that
PRan(φ∗) A is skew-symmetric (PRan(φ∗) being the orthoprojection on Ran(φ∗)).

In our later considerations, we will also need the following technical result.

Proposition 6.3.6. Let X be a finite-dimensional Banach space and let Φ,Ψ : X → R+
be continuous functions such that Ψ is convex, Ψ(0) = 0 and |H T

X |Φ,Ψ < ∞. Let UΦ,Ψ :
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X + i X →R be the special function from Theorem 6.3.2. Assume additionally that UΦ,Ψ is
twice differentiable. Then for any x, y ∈ X , z0 ∈ X + i X and any λ ∈ [−1,1] we have

∂2UΦ,Ψ(z0)

∂x2 + ∂2UΦ,Ψ(z0)

∂y2 +2λ
(∂2UΦ,Ψ(z0)

∂x∂i y
− ∂2UΦ,Ψ(z0)

∂y∂i x

)
+λ2

(∂2UΦ,Ψ(z0)

∂i x2 + ∂2UΦ,Ψ(z0)

∂i y2

)
≥ 0.

(6.3.5)

Proof. Notice that the function

λ 7→ ∂2UΦ,Ψ(z0)

∂x2 + ∂2UΦ,Ψ(z0)

∂y2 +2λ
(∂2UΦ,Ψ(z0)

∂x∂i y
− ∂2UΦ,Ψ(z0)

∂y∂i x

)
+λ2

(∂2UΦ,Ψ(z0)

∂i x2 + ∂2UΦ,Ψ(z0)

∂i y2

)
is concave due to the fact that ∂2UΦ,Ψ(z0)

∂i x2 , ∂2UΦ,Ψ(z0)
∂i y2 ≤ 0 by the last part of Theo-

rem 6.3.2. Therefore it is sufficient to show (6.3.5) for λ = 1 and λ = −1. We will
consider the first possibility only, the second can be handled analogously. We have

∂2UΦ,Ψ(z0)

∂x2 + ∂2UΦ,Ψ(z0)

∂y2 +2
(∂2UΦ,Ψ(z0)

∂x∂i y
− ∂2UΦ,Ψ(z0)

∂y∂i x

)
+

(∂2UΦ,Ψ(z0)

∂i x2 + ∂2UΦ,Ψ(z0)

∂i y2

)
= ∂2UΦ,Ψ(z0 + t (x + i y))

∂t 2 + ∂2UΦ,Ψ(z0 + t (y − i x))

∂t 2

=∆zUΦ,Ψ(z0 + z(y − i x)) ≥ 0,

since UΦ,Ψ is plurisubharmonic (here ∆z is the Laplace operator acting with respect
to the z-variable).

Corollary 6.3.7. Under the assumptions of the previous Proposition, for any x, y ∈ X ,
z0 ∈ X + i X , λ ∈ [−1,1] and any µ ∈ [−|λ|, |λ|] we have

∂2UΦ,Ψ(z0)

∂x2 + ∂2UΦ,Ψ(z0)

∂y2 +2µ
(∂2UΦ,Ψ(z0)

∂x∂i y
− ∂2UΦ,Ψ(z0)

∂y∂i x

)
+λ2

(∂2UΦ,Ψ(z0)

∂i x2 + ∂2UΦ,Ψ(z0)

∂i y2

)
≥ 0.

(6.3.6)

Proof. The left-hand side of (6.3.6) is linear in µ, so it is sufficient to check the
estimate for µ=±λ.

The next few statements aim at establishing an appropriate “localization” pro-
cedure: we will prove how to deduce the general, possibly infinite-dimensional
context from its finite-dimensional counterpart. We need some additional nota-
tion. Let X be a Banach space with a dual X ∗, Y ⊂ X ∗ be a linear subspace. Let
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P : Y ,→ X ∗ be the continuous embedding operator. Then P∗ is a well-defined
bounded linear operator from X ∗∗ to XY := Y ∗ such that Ran(P∗) = XY . Moreover,
if Y is finite-dimensional, then Ran(P∗|X ) = XY , where P∗|X : X → XY is a well-
defined restriction of P∗ on X due to the natural embedding X ,→ X ∗∗. For any
function φ : X →R+, we can define φY : XY →R+ by the formula

φY (x̃) = inf{φ(x) : x ∈ X ,P∗x = x̃}, x̃ ∈ XY . (6.3.7)

Lemma 6.3.8. Let X be a Banach space with a dual X ∗ and let Y ⊂ X ∗ be a linear subspace.
Let φ : X →R+ be a convex function. Then φY : XY →R+ defined by (6.3.7) is convex and
we have φY (P∗x) ≤φ(x) for all x ∈ X .

Proof. Fix x̃1, x̃2 ∈ XY , λ ∈ [0,1] and set x̃ =λx̃1 + (1−λ)x̃2. Then

φY (x̃) = inf
x∈X

P∗x=x̃

φ(x) = inf
x1∈X ,P∗x1=x̃1
x2∈X ,P∗x2=x̃2

φ(λx1 + (1−λ)x2)

≤ inf
x1∈X ,P∗x1=x̃1
x2∈X ,P∗x2=x̃2

λφ(x1)+ (1−λ)φ(x2)

=λ inf
x1∈X ,P∗x1=x̃1

φ(x1)+ (1−λ) inf
x2∈X ,P∗x2=x̃2

φ(x2)

=λφY (x̃1)+ (1−λ)φY (x̃2),

so φY is convex. The last part of the lemma follows from the definition of φY .

Lemma 6.3.9. Let X be a separable Banach space, φ : X → R+ be convex lower semi-
continuous. Then there exists an increasing sequence of finite-dimensional subspaces
(Yn)n≥1 of X ∗ such that the following holds. If Pn : Yn ,→ X ∗ is the corresponding em-
bedding for each n ≥ 1 and φn : Y ∗

n →R+ satisfies

φn(x̃) = inf{φ(x) : x ∈ X ,P∗
n x = x̃}, x̃ ∈ Y ∗

n , (6.3.8)

then for each x ∈ X the sequence (φn(P∗
n x))n≥1 increases to φ(x) as n →∞.

Proof. By [79, Lemma 1.2.10] there exist a sequence (x∗
n )n≥1 in X ∗ and a sequence

(an)n≥1 of real numbers such that

φ(x) = sup
n

〈x, x∗
n〉+an , x ∈ X . (6.3.9)

Let Yn := span(x∗
1 , . . . , x∗

n ) for each n ≥ 1. Fix x ∈ X . First notice that φn(P∗
n x) ≤φ(x) by

Lemma 6.3.8. Moreover, φn(P∗
n x) ≤ φn+1(P∗

n+1x) for each n ≥ 1 since Yn ⊂ Yn+1 (see
(6.3.8)). Fix n ≥ 1. Then for any y ∈ X such that P∗

n x = P∗
n y we have 〈x, x∗

k 〉 = 〈y, x∗
k 〉

for any k = 1, . . . ,n, so by (6.3.9),

φn(P∗
n x) = inf{φ(y) : y ∈ X ,P∗

n y = P∗
n x}

≥ inf{ sup
1≤k≤n

〈y, x∗
k 〉+ak : y ∈ X ,P∗

n y = P∗
n x}
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= inf{ sup
1≤k≤n

〈x, x∗
k 〉+ak : y ∈ X ,P∗

n y = P∗
n x}

= sup
1≤k≤n

〈x, x∗
k 〉+ak .

Since the latter expression tends to φ(x) as n →∞, we obtain the desired monotone
convergence φn(P∗

n x) ↗φ(x).

Proposition 6.3.10. Let X be a Banach space with a dual X ∗ and let Y ⊂ X ∗ be a finite-
dimensional linear subspace. Assume further that Φ,Ψ : X → R+ are convex continuous
functions and let ΦY ,ΨY : XY →R+ be defined by (6.3.7). Then

|H T
XY

|ΦY ,ΨY ≤ |H T
X |Φ,Ψ.

Proof. Recall that

|H T
XY

|ΦY ,ΨY = sup
f ∈F step

XY

∫
TΨY (H T

XY
f )dµ∫

TΦY ( f )dµ
,

where µ is the Lebesgue measure on T. Fix f ∈ F step
XY

and ε> 0. Let (x̃n)N
n=1 ⊂ XY be

the range of f . For each n = 1, . . . , N we define xn ∈ X to be such that P∗xn = x̃n and
Φ(xn) ≤ (1+ε)ΦY (x̃n) (existence of such xn follows from the fact that Ran(P∗) = XY );
we define g : T→ X to be such that f (s) = x̃n if and only if g (s) = xn , s ∈ T. Then
ΦY ( f ) = ΦY (P∗g ) and ΨY (H T

XY
f ) = ΨY (H T

XY
P∗g ) = ΨY (P∗H T

X g ) for any s ∈ T by
the definition of the Hilbert transform on the torus. Therefore∫

TΨY (H T
XY

f )dµ∫
TΦY ( f )dµ

=
∫
TΨY (P∗H T

X g )dµ∫
TΦY (P∗g )dµ

(∗)≤ (1+ε)

∫
TΨ(H T

X g )dµ∫
TΦ(g )dµ

(∗∗)≤ (1+ε)|H T
X |Φ,Ψ,

where (∗) follows from the fact that Φ(g (s)) ≤ (1+ε)ΦY ( f (s)) for any s ∈T and from
the fact that ΨY (P∗·) ≤Ψ(·) on X , while (∗∗) follows from the definition of |H T

X |Φ,Ψ.
Since f ∈ F step

XY
and ε> 0 were arbitrary, the claim follows.

The final ingredient is the following well-known statement from the theory of
stochastic integration.

Lemma 6.3.11. Let d ≥ 1 and let M be a martingale with values in Rd satisfying the
condition EM∗∞ < ∞. Let V : R+ ×Ω→ Rd be a predictable and bounded process. Then
V ·M := ∫ 〈V , dM〉 is a well-defined martingale and E(V ·M)∗∞ <∞.

Equipped with the above statements, we are ready for the study of our main
result. We should point out that the main difficulty lies in proving the inequality
(6.3.1) for finite-dimensional Banach spaces. The novelty in comparison to other re-
sults from the literature is that we work under slightly different condition of weak
differential subordination and orthogonality; therefore, though at some places the
arguments might look similar to, for instance, those appearing in [15], there is no
apparent connection between them.
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Proof of (6.3.1) for finite-dimensional X . We split the reasoning into several interme-
diate parts.

Step 1. Some reductions. First assume that the function UΦ,Ψ (defined in The-
orem 6.3.2) is continuous and twice differentiable. Since N has continuous paths
almost surely, we may assume that N is a bounded martingale: this is due to a
simple stopping time argument combined with Lemma 6.3.4. Moreover, we may
assume that EΦ(Mt ) < ∞, since otherwise there is nothing to prove. Let d be the
dimension of X . Then analogously to the proof of Proposition 4.4.3 we can find a
continuous time-change τ= (τs )s≥0 and redefine M := M◦τ and N := N◦τ, so that the
following holds. For some 2d-dimensional standard Brownian motion W on an ex-
tended probability space (Ω̃,F̃ , P̃) equipped with an extended filtration F̃= (F̃t )t≥0,
there exist progressively measurable processes φ,ψ : R+×Ω→ L (R2d , X ) such that
M c =φ ·W and N =ψ ·W , where M = M c +M d is the Meyer-Yoeurp decomposition
of M (see Section 2.2.3). In addition, the arguments in the proof of Proposition 4.4.3
also yield the identities [M ◦τ] = [M ]◦τ, [N ◦τ] = [N ]◦τ and [M ◦τ, N ◦τ] = [M , N ]◦τ,
so the weak differential subordination and orthogonality are not ruined under the
time-change.

Now, for each n ≥ 1, introduce the stopping time

σn := inf{t ≥ 0 : Mt > n}. (6.3.10)

By Lemma 6.3.4 it is sufficient to show that

EΨ(Nt∧σn ) ≤ |H T
X |Φ,ΨEΦ(Mt∧σn ) (6.3.11)

for any n ≥ 1. Actually, passing to M/n, N /n, we see that it is enough to show
the above estimate for n = 1. For the sake of notational convenience, we redefine
M := Mσ1 and N := Nσ1 and observe that it suffices to show EUΦ,Ψ(Mt + i Nt ) ≥ 0,
since then (6.3.11) follows at once from the majorization property of UΦ,Ψ.

Step 2. Application of Itô’s formula. Let (en)d
n=1 be a basis of X , and (e∗n)d

n=1 be the
corresponding dual basis. Then by the Itô formula (2.12.1), we get

EUΦ,Ψ(Mt + i Nt ) = EUΦ,Ψ(M0 + i N0)+E
∫ t

0
〈∂xUΦ,Ψ(Ms−+ i Ns−), dMs〉

+E
∫ t

0
〈∂i xUΦ,Ψ(Ms−+ i Ns−), dNs〉 (6.3.12)

+EI1 +EI2,

where ∂xUΦ,Ψ(·),∂i xUΦ,Ψ(·) ∈ X ∗ are the corresponding Fréchet derivatives of UΦ,Ψ

in the real and the imaginary subspaces of X + i X respectively,

I1 =
∑

0≤s≤t
(∆UΦ,Ψ(Ms + i Ns )−〈∂xUΦ,Ψ(Ms−+ i Ns−),∆Ms〉),
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and

I2 = 1

2

∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂e j
d[〈M c ,e∗i 〉,〈M c ,e∗j 〉]s

+ 1

2

∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
d[〈N ,e∗i 〉,〈N ,e∗j 〉]s

+
∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
d[〈M c ,e∗i 〉,〈N ,e∗j 〉]s

= 1

2

∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂e j
〈φ∗(s)e∗i ,φ∗(s)e∗j 〉ds

+ 1

2

∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈ψ∗(s)e∗i ,ψ∗(s)e∗j 〉ds

+
∫ t

0

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
〈φ∗(s)e∗i ,ψ∗(s)e∗j 〉ds.

Step 3. Analysis of the terms on the right of (6.3.12). Let us first show that

E

∫ t

0
〈∂xUΦ,Ψ(Ms−+ i Ns−), dMs〉+E

∫ t

0
〈∂i xUΦ,Ψ(Ms−+ i Ns−), dNs〉

exists and equals zero. First notice that since M = Mσ1 , the variable Ms− is bounded
by 1 for any 0 ≤ s ≤σ1. Furthermore, as we have assumed above, the process N is
also bounded. Since UΦ,Ψ is twice differentiable, both ∂xUΦ,Ψ(·) and ∂i xUΦ,Ψ(·) are
continuous functions, so s 7→ ∂xUΦ,Ψ(Ms−+i Ns−) and s 7→ ∂i xUΦ,Ψ(Ms−+i Ns−) define
bounded processes on 0 ≤ s ≤σ1. Furthermore, it is easy to see that

EM∗
t = EM∗

t∧σ1
≤ E‖Mt∧σ1‖+1 ≤ E‖Mt‖+1 <∞,

and hence by Lemma 6.3.11,

t 7→
∫ t

0
〈∂xUΦ,Ψ(Ms−+ i Ns−)1s∈[0,σ1], dMs〉, t ≥ 0,

t 7→
∫ t

0
〈∂i xUΦ,Ψ(Ms−+ i Ns−)1s∈[0,σ1], dNs〉, t ≥ 0,

(6.3.13)

define martingales. Moreover, with probability 1,∫ t

0
〈∂xUΦ,Ψ(Ms−+ i Ns−)1s∈[0,σ1], dMs〉 =

∫ t

0
〈∂xUΦ,Ψ(Ms−+ i Ns−), dMs〉,∫ t

0
〈∂i xUΦ,Ψ(Ms−+ i Ns−)1s∈[0,σ1], dNs〉 =

∫ t

0
〈∂i xUΦ,Ψ(Ms−+ i Ns−), dNs〉,

since M = Mσ1 and N = Nσ1 , and consequently the expectations of the above inte-
grals vanish. Let us now show that I1, I2 ≥ 0 almost surely. For the first term, the
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argument is simple: by (6.2.2), each summand in I1 is nonnegative. The analysis of
I2 is slightly more complex. By Proposition 6.2.11, we get that N

w¿ M c and M c , N

are orthogonal, so Proposition 6.3.5 implies the existence of a progressively mea-
surable operator-valued process A : R+×Ω→ L (Rd ) such that ‖A‖ ≤ 1, ψ∗ = Aφ∗,
and PRan(φ∗) A is skew-symmetric on R+×Ω (here PRan(φ∗) is an orthoprojection on
Ran(φ∗)). Thus it is enough to show that

d∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂e j
〈φ∗(s)e∗i ,φ∗(s)e∗j 〉ds

+
d∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈ψ∗(s)e∗i ,ψ∗(s)e∗j 〉ds

+2
d∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
〈φ∗(s)e∗i ,PRan(φ∗) Aφ∗(s)e∗j 〉ds ≥ 0.

(6.3.14)

By the spectral theory of skew-symmetric matrices (see e.g. [191, Corollary 2]) there
exist L ≥ 0, positive numbers (λn)L

n=1 and an orthonormal basis (hn)2d
n=1 of R2d such

that PRan(φ∗) Ah2n−1 = λnh2n and PRan(φ∗) Ah2n = −λnh2n−1 for all n = 1, . . . ,L, and
PRan(φ∗) Ahn = 0 for all 2L < n ≤ d . Moreover, the condition ‖A‖ ≤ 1 implies that
|λ1|, . . . , |λL | ≤ 1, and since (Ran(φ∗))⊥ is a zero eigenspace of PRan(φ∗) A (see the con-
struction of A in the proof of Proposition 6.3.5), we conclude that hn ∈ Ran(φ∗) for
n = 1, 2, . . . ,2L. By a usual orthogonalization procedure, we may assume that there
exists K ≥ 2L such that hn ∈ Ran(φ∗) for 2L < n ≤ K and hn⊥Ran(φ∗) for K < n ≤ 2d

(then K is the dimension of Ran(φ∗)). Notice that X ∗ is d-dimensional, so Ran(φ∗)

is at most d-dimensional and hence obviously K ≤ d . Due to Lemma 2.11.2, the ex-
pression (6.3.14) does not depend on the basis (en)d

n=1 (and the corresponding dual
basis (e∗n)d

n=1), so we can choose a basis (en)d
n=1 such that φ∗e∗n = hn for all n = 1, . . . ,K

and φ∗e∗n = 0 for all K < n ≤ d (such a basis exists since span{h1, . . . ,hK } = Ran(φ∗)).
Then (6.3.14) becomes

K∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂e j
〈hi ,h j 〉

+
K∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈ψ∗e∗i ,ψ∗e∗j 〉

+2
K∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
〈hi ,PRan(φ∗) Ah j 〉 ≥ 0

(6.3.15)

(The second sum is up to K due to the fact that φ∗x∗ = 0 implies ψ∗x∗ = 0 for any
x∗ ∈ X ∗, see (6.3.2)). Notice that the bilinear form V : X ×X →R defined by

V (x, y) :=−∂
2UΦ,Ψ(Ms−+ i Ns−)

∂i x∂i y
, x, y ∈ X ,
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is nonnegative by Theorem 6.3.2 and symmetric by the definition. Moreover, by
(6.3.2),

〈ψ∗x∗,ψ∗x∗〉 = ‖ψ∗x∗‖2 ≤ ‖φ∗x∗‖2 = 〈φ∗x∗,φ∗x∗〉, for x∗ ∈ X ∗.

Therefore Corollary 2.11.3 yields

K∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈ψ∗e∗i ,ψ∗e∗j 〉 ≥

K∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈φ∗e∗i ,φ∗e∗j 〉

=
K∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈hi ,h j 〉,

so (6.3.15) is not less than

K∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂e j
〈hi ,h j 〉+

K∑
i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i e j
〈hi ,h j 〉

+2
K∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
〈hi ,PRan(φ∗) Ah j 〉

=
K∑

i=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂ei
〈hi ,hi 〉+

K∑
i=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i ei
〈hi ,hi 〉

+2
K∑

i , j=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂i e j
〈hi ,PRan(φ∗) Ah j 〉.

The latter expression consists of two parts:

2L∑
i=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂ei
+

2L∑
i=1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i ei

+2
L∑

n=1
λn

(∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n−1∂i e2n
− ∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n∂i e2n−1

)
=

L∑
n=1

{∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n−1∂e2n−1
+ ∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n∂e2n

+2λn

(∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n−1∂i e2n
− ∂2UΦ,Ψ(Ms−+ i Ns−)

∂e2n∂i e2n−1

)
+

(∂2UΦ,Ψ(Ms−+ i Ns−)

∂i e2n−1∂i e2n−1
+ ∂2UΦ,Ψ(Ms−+ i Ns−)

∂i e2n∂i e2n

)}

(6.3.16)

and

K∑
i=2L+1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂ei
+

K∑
i=2L+1

∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i ei

=
K∑

i=2L+1

(∂2UΦ,Ψ(Ms−+ i Ns−)

∂ei∂ei
+ ∂2UΦ,Ψ(Ms−+ i Ns−)

∂i ei∂i ei

)
.

(6.3.17)
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Now, the expression (6.3.16) is nonnegative by Corollary 6.3.7 and (6.3.17) is non-
negative by Remark 6.2.7. This gives I2 ≥ 0. Putting all the above facts together, we
obtain

EUΦ,Ψ(Mt + i Nt ) ≥ EUΦ,Ψ(M0 + i N0).

However, by Remark 6.2.2, we have N0 = 0 almost surely, so Theorem 6.3.2 implies

EUΦ,Ψ(M0 + i N0) = EUΦ,Ψ(M0) ≥ 0,

which completes the proof.

Step 4. Now we assume that UΦ,Ψ is general (i.e., not necessarily twice inte-
grable). We will use a standard mollification argument. Let φ : X + i X → R+ be a
C∞ radial function with compact support such that

∫
X+i X φ(s)ds = 1. For each ε> 0,

define U ε
Φ,Ψ : X + i X →R via the convolution

U ε
Φ,Ψ(x + i y) :=

∫
X+i X

UΦ,Ψ(x + i y −εs)φ(s)ds, x, y ∈ X .

Then U ε
Φ,Ψ is of class C∞ and for any x ∈ X we have

U ε
Φ,Ψ(x) =

∫
X+i X

UΦ,Ψ(x −εs)φ(s)ds ≥UΦ,Ψ(x) ≥ 0, (6.3.18)

since UΦ,Ψ is subharmonic (see Remark 6.2.6). Therefore, repeating the arguments
from the above steps, we get

E

∫
X+i X

[
|H T

X |Φ,ΨΦ(Mt −εr )−Ψ(Nt −εu)
]
φ(r + i u)ds

≥ EU ε
Φ,Ψ(Mt + i Nt ) ≥ EU ε

Φ,Ψ(M0) ≥ 0,
(6.3.19)

where the latter bound follows from (6.3.18). Note that Ψ(Nt + εu) is uniformly
bounded (when r + i u runs over the support of φ) and notice that for any x, ε 7→
Φ(x−ε)+Φ(x+ε)

2 is an increasing function of ε > 0. Furthermore, we have φ(r + i u) =
φ(−r + i u) ≥ 0 and hence

ε 7→
∫

X+i X
Φ(Mt −εr )φ(r + i u)d(r + i u)

=
∫

X+i X

Φ(Mt −εr )+Φ(Mt +εr )

2
φ(r + i u)d(r + i u),

(6.3.20)

decreases as ε ↓ 0. Combining these observations with standard limiting theorems,
we deduce the desired claim.

Now we prove our main result in full generality. Of course, we will exploit
an appropriate limiting procedure, which enables us to deduce the claim from its
finite-dimensional version just established above.
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Proof of (6.3.1) for infinite-dimensional X . We may assume that EΦ(Mt ) < ∞, since
otherwise the claim is obvious. Suppose that (Yn)n≥1 is a sequence of finite-dimensional
subspaces of X ∗ such that Yn ⊂ Yn+1 for any n ≥ 1 and ∪n≥1Yn = X ∗. For each n ≥ 1

define Xn := Y ∗
n , let Pn : Yn ,→ X ∗ be the corresponding embedding operator and let

P∗
n : X → Xn be its adjoint (recall that X is reflexive). Finally, define Φn ,Ψn : Xn →R+

by the formulae

Φn(x̃) = inf{Φ(x) : x ∈ X , P∗
n x = x̃}, Ψn(x̃) = inf{Ψ(x) : x ∈ X , P∗

n x = x̃},

for x̃ ∈ Xn . In the light of Lemma 6.3.8, both Φn and Ψn are convex functions.
Moreover, by Proposition 6.3.10,

|H T
Xn

|Φn ,Ψn ≤ |H T
X |Φ,Ψ. (6.3.21)

Let us show that the processes P∗
n M and P∗

n N are orthogonal for each n ≥ 1. By
the very definition, we must prove that for a fixed functional x∗ ∈ X ∗

n , the local
martingales 〈P∗

n M , x∗〉 and 〈P∗
n N , x∗〉 are orthogonal. This follows at once from

orthogonality of M , N and the identities

〈P∗
n M , x∗〉 = 〈M ,Pn x∗〉, 〈P∗

n N , x∗〉 = 〈N ,Pn x∗〉. (6.3.22)

These identities also immediately give the weak differential subordination P∗
n N

w¿
P∗

n M , since M , N enjoy this condition. Finally, observe that by Lemma 6.3.8, we
have EΦn(P∗

n Mt ) ≤ EΦ(Mt ) <∞. Therefore, applying the finite-dimensional version
of (6.3.1), we see that for each n ≥ 1,

EΨn(P∗
n Nt ) ≤ |H T

Xn
|Φn ,ΨnEΦn(P∗

n Mt ) ≤ |H T
X |Φ,ΨEΦn(P∗

n Mt ), (6.3.23)

where the second passage is due to (6.3.21). Note that with probability 1 we have
Φn(P∗

n Mt ) ↗ Φ(Mt ) and Ψn(P∗
n Nt ) ↗ Ψ(Nt ) monotonically as n → ∞ by Lemma

6.3.9. This establishes the desired estimate, by Lebesgue’s monotone convergence
theorem.

It remains to handle the sharpness of (6.3.1).

Proof of the estimate |H T
X |Φ,Ψ ≤CΦ,Ψ,X . This follows immediately from the reason-

ing presented in Section 6.2.2: indeed, (6.3.1) implies the corresponding bound∫
T
Ψ

(
H T

X f
)
dx ≤CΦ,Ψ,X

∫
T
Φ( f )dx

for any step function f :T→ X .

Remark 6.3.12. It is easy to see that if X is finite dimensional, then there is no need
for Φ to be convex. The limiting argument presented in the above proof does not
need this requirement. (The only place where the convexity of Φ is used is (6.3.20);
we leave to the reader the question how to avoid this issue).
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6.4. APPLICATIONS

6.4.1. Hilbert transforms on T, R, and Z

Let X be a Banach space and let Φ,Ψ : X →R+ be continuous functions. Let (S,Σ,µ)

be a measure space, with S equal to T, R, or Z. A function f : S → X is called a step
function, if it is of the form

f (t ) =
N∑

k=1
xk 1Ak (t ), t ∈ S,

where N is finite, xk ∈ X and Ak are intervals in S of a finite measure.

Definition 6.4.1. The Hilbert transform H R
X is a linear operator that maps a step

function f :R→ X to the function

(H R
X f )(t ) := 1

π
p.v.

∫
R

f (s)

t − s
ds, t ∈R. (6.4.1)

The associated Φ,Ψ-norms |H R
X |Φ,Ψ are given by a formula similar to that used

previously:

|H R
X |Φ,Ψ := inf

{
c ∈ [0,∞] :

∫
R
Ψ(H R

X f (s))ds ≤ c
∫
R
Φ( f (s))ds

for all step functions f :R→ X

}
.

Definition 6.4.2. The discrete Hilbert transform H dis
X is a linear operator that maps

a step function f :Z→ X to the function

(H dis
X f )(t ) := 1

π

∑
s∈Z\{t }

f (s)

t − s
, t ∈Z.

The associated Φ,Ψ-norms |H dis
X |Φ,Ψ are given by

|H dis
X |Φ,Ψ := inf

{
c ∈ [0,∞] :

∑
s∈Z

Ψ(H dis
X f (s)) ≤ c

∑
s∈Z

Φ( f (s))

for all step functions f :Z→ X

}
.

We will also need a certain variant ofΦ,Ψ-norm in the periodic setting. Namely,
define |H T,0

X |Φ,Ψ by

|H T,0
X |Φ,Ψ := inf

{
c ∈ [0,∞] :

∫
T
Ψ(H T

X f (s))ds ≤ c
∫
T
Φ( f (s))ds

for all step functions f :T→ X with
∫
T

f (s)ds = 0

}
.

The following theorem demonstrates that the norm of the Hilbert transform
does not depend whether it is defined on T, R, or Z.
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Theorem 6.4.3. Let X be a Banach space and let Φ,Ψ : X → R be continuous convex
functions such that Φ(0) = 0. Then

|H T,0
X |Φ,Ψ = |H R

X |Φ,Ψ ≤ |H dis
X |Φ,Ψ ≤ |H T

X |Φ,Ψ.

Moreover, if Φ is symmetric, then

|H T,0
X |Φ,Ψ = |H R

X |Φ,Ψ = |H dis
X |Φ,Ψ = |H T

X |Φ,Ψ.

The proof will consist of several steps.

Proposition 6.4.4. Let X be a Banach space and let Φ,Ψ : X → R+ be convex functions.
Then we have

|H R
X |Φ,Ψ ≤ |H dis

X |Φ,Ψ ≤ |H T
X |Φ,Ψ.

Proof. Introduce yet another Hilbert-type operator acting on step functions f :R→
R by

(H R,dis
X f )(t ) := 1

π

∑
s∈Z\{0}

f (t − s)

s
, t ∈R,

and define itsΦ,Ψ-norm analogously. We will first prove that |H R
X |Φ,Ψ ≤ |H R,dis

X |Φ,Ψ.
To this end, fix a step function f on R and define its ε-dilation by fε(·) := f (ε·). Then
similarly to [103, Theorem 4.3], we have∫

RΨ((H R,dis
X fε)(s))ds∫

RΦ( fε(s))ds
=

∫
RΨ(π−1 ∑

k∈Z\{0} fε(s −k)/k)ds∫
RΦ( fε(s))ds

=
∫
RΨ(π−1 ∑

k∈Z\{0} ε f (εs −εk)/(εk))d(εs)∫
RΦ( f (εs))d(εs)

=
∫
RΨ(π−1 ∑

k∈Z\{0} ε f (s −εk)/(εk))ds∫
RΦ( f (s))ds

.

Since 1
π

∑
k∈Z\{0}

f (s−εk)
εk ε→H R

X f (s) for a.e. s ∈R, Fatou’s lemma yields

|H R
X |Φ,Ψ = sup

f ∈F step
X

∫
RΨ(H R

X f (s))ds∫
RΦ( f (s))ds

≤ sup
f ∈F step

X

liminf
ε→0

∫
RΨ((H R,dis

X fε)(s))ds∫
RΦ( fε(s))ds

≤ |H R,dis
X |Φ,Ψ = |H dis

X |Φ,Ψ.

where the latter equality follows from the direct repetition of the arguments from
[103, Theorem 4.2]. This gives us the first inequality of the assertion. The proof of
the fact that |H dis

X |Φ,Ψ ≤ |H T
X |Φ,Ψ follows word-by-word from the infinite-dimen-

sional analogue of the recent approach of Bañuelos and Kwaśnicki [12] combined
with the estimate (6.3.1).

Theorem 6.4.5. Let X be a Banach space and let Φ,Ψ : X →R+ be continuous functions.
Then |H R

X |Φ,Ψ ≤ |H T,0
X |Φ,Ψ.
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Proof. Fix a step function f : R→ X . It takes only a finite number of values, so we
may assume that X is finite dimensional (which will guarantee the validity of the
reasoning below). For any n ≥ 1, introduce the function gn :R→ X by

gn(x) = 1

2πn

∫ πn

−πn
f (t )cot

x − t

2n
dt , x ∈R.

It follows from the observation of Zygmund [194, p. 256] that gn → H R
X f a.e. as

n →∞. On the other hand, the function x 7→ gn(nx), |x| ≤π, is precisely the periodic
Hilbert transform of the function x 7→ f (nx), |x| ≤π (see (6.2.1)). Therefore, it is also
the periodic Hilbert transform of the centered function

x 7→ f (nx)− 1

2π

∫ π

−π
f (ns)ds, |x| ≤π.

Clearly, the latter is a step function. Consequently, by Fatou’s lemma and the defi-
nition of |H T,0

X |Φ,Ψ,∫
R
Ψ(H R

X f )dx ≤ liminf
n→∞

∫ πn

−πn
Ψ(gn)dx

= liminf
n→∞

∫ π

−π
Ψ(gn(nx))ndx

≤ |H T,0
X |Φ,Ψ liminf

n→∞

∫ π

−π
Φ

(
f (nx)− 1

2π

∫ π

−π
f (ns)ds

)
ndx

= |H T,0
X |Φ,Ψ liminf

n→∞

∫ πn

−πn
Φ

(
f (x)− 1

2πn

∫ πn

−πn
f (s)ds

)
dx.

However, 1
2πn

∫ πn
−πn f (s)ds → 0 by the fact that f is a step function. Therefore, again

using this property of f and the continuity of Φ, the last expression of the above
chain equals

|H T,0
X |Φ,Ψ

∫
R
Φ( f )dx.

Since f was arbitrary, the result follows.

Now we turn our attention to the estimate in the reverse direction. We start
from the observation that it does not hold true if Φ(0) > 0 and Ψ 6= 0. Indeed, if
Φ(0) > 0, then

∫
RΦ( f )dx =∞ for any step function and hence |H R|Φ,Ψ = 0. On the

other hand, the condition Ψ 6= 0 implies that |H T,0
X |Φ,Ψ > 0: it is easy to construct a

step function f :T→ X of mean zero for which
∫
RΨ(H T f )dx > 0.

In other words, the inequality |H T,0
X |Φ,Ψ ≤ |H R

X |Φ,Ψ fails, because of obvious
reasons, if Φ(0) > 0 and Ψ 6= 0. If Ψ is identically 0, then the estimate holds true:
the reason is even more trivial – both sides are zero. It remains to study the key
possibility when Φ(0) = 0 and Ψ 6= 0.

Theorem 6.4.6. Let X be a Banach space and let Φ,Ψ : X → R+ be arbitrary continuous
functions such that Φ(0) = 0 and Ψ 6= 0. Then |H T,0

X |Φ,Ψ ≤ |H R
X |Φ,Ψ.
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Proof. As was mentioned above, the assumption Ψ 6= 0 implies |H T,0
X |Φ,Ψ > 0. For

the sake of clarity, we split the reasoning into a few separate parts.

Step 1. Auxiliary analytic maps. Let D denote the open unit disc of C and let
H = R × (0,∞) be the upper halfplane. Define K : D ∩H → H by the formula K (z) =
−(1− z)2/(4z). It is not difficult to verify that K is conformal and hence so is its
inverse L. Let us extend L to the continuous function on H . It is easy to see that
L(z) → 0 as z → ∞. Furthermore, L maps the interval [0,1] onto {e iθ : 0 ≤ θ ≤ π}.
More precisely, we have the following formula: if x ∈ [0,1], then

L(x) = e iθ , where θ ∈ [0,π] is uniquely determined by x = sin2(θ/2). (6.4.2)

In addition, L maps the set R\[0,1] onto the open interval (−1,1); precisely, we have
the identity

L(x) =
{

1−2x −2
p

x2 −x if x < 0,

1−2x +2
p

x2 −x if x > 1.
(6.4.3)

In particular, we easily check that for any δ > 0, the function L is bounded away
from 1 outside any interval of the form [−δ,1+δ] and |L(x)| =O(|x|−1) as x →±∞.

Step 2. A function on T and its extension to a disc. Fix a positive number ε and
pick a step function f :T→ X of integral 0 such that∫

T
Ψ(H T

X f )dx > (|H T,0
X |Φ,Ψ−ε) ·

∫
T
Φ( f )dx.

We may assume that X is finite-dimensional, restricting to the range of f if neces-
sary. Given a big number R > 0, consider a continuous function κR : X → [0,1] equal
to 1 on B(0,R) and equal to 0 outside B(0,2R). Set ΨR (x) = Ψ(x) ·κR (x) for x ∈ X .
Note that ΨR is uniformly continuous, since it is continuous and supported on the
compact ball B(0,2R) (recall that X is finite dimensional). By Lebesgue’s monotone
convergence theorem, if R is sufficiently big, we also have∫

T
ΨR (H T

X f )dx > (|H T,0
X |Φ,Ψ−ε) ·

∫
T
Φ( f )dx. (6.4.4)

There is an analytic function F : D → X + i X with the property that the radial limit
limr→1− F (r e iθ) is equal to f (e iθ)+ iH T

X f (e iθ) for almost all |θ| ≤ π. Note that we
have

F (0) = 1

2π

∫
T

f dx + i ·0 = 0 (6.4.5)

and that the “real part” of F is bounded (by the supremum norm of f ). Consider
the analytic function Mn : H → X + i X given by the composition

Mn(z) = F (L2n(z))

and decompose it as Mn(z) = Re Mn(z)+ i Im Mn(z), with Re Mn and Im Mn taking
values in X . Observe that for each n the function Re Mn is bounded by the supre-
mum norm of f (which is directly inherited from the “real part” of the function



6.4. APPLICATIONS 147

F ). In addition, the function h = 1[0,1]Re Mn is a step function (with the number
of steps depending on n and going to infinity). Since limz→∞ L(z) = 0, we have
limz→∞ Mn(z) = 0 and therefore H T

X Re Mn(x) = Im Mn(x) for x ∈R.

Step 3. Calculations. We compute that

∫
R
Φ (h(x))dx =

∫ 1

0
Φ (Re Mn(x)))dx

=
∫ 1

0
Ψ

(
f (L2n(x))

)
dx

= 1

2

∫ π

0
Φ

(
f (e2i nθ)

)
sinθdθ

= 1

2

∫ 2nπ

0
Φ

(
f (e iθ)

)
sin

(
θ

2n

)
dθ
2n

= 1

2

∫ 2π

0
Φ

(
f (e iθ)

)n−1∑
k=0

sin

(
kπ

n
+ θ

2n

)
dθ
2n

= 1

2

∫ 2π

0
Φ

(
f (e iθ)

) cos
(
θ−π

n

)
2n sin

(
π

2n

) dθ

n→∞−−−−→ 1

2π

∫ 2π

0
Φ

(
f (e iθ)

)
dθ.

(6.4.6)

Now, let us similarly handle the integral
∫
RΨ

K (H Rh)dx. We have∫
R
ΨR (

H R
X h(x)

)
dx

≥
∫ 1

0
ΨR (

H R
X h(x)

)
dx

=
∫ 1

0
ΨR (H R

X Re Mn −H R
X (1R\[0,1]Re Mn))dx

=
∫ 1

0
ΨR (H R

X Re Mn)dx

+
∫ 1

0

[
ΨR (H R

X Re Mn −H R
X (1R\[0,1]Re Mn))−ΨR (H R

X Re Mn)
]
dx.

(6.4.7)

Now, we have H R
X Re Mn(x) = Im Mn(x) = H T

X f (L2n(x)), so a calculation similar to
that in (6.4.6) gives∫ 1

0
ΨR (H R

X Re Mn)dx
n→∞−−−−→ 1

2π

∫ 2π

0
ΨR

(
H T

X f (e iθ)
)
dθ.

To deal with the last integral in (6.4.7) we will first show that H R
X (1R\[0,1]Re Mn)

converges to 0 in L2, as n →∞. To this end, recall that X is finite-dimensional and
hence it has the UMD property. Consequently, by [79, Corollary 5.2.11]∫

R
|H R

X (1R\[0,1]Re Mn)|2dx ≤CX

∫
R\[0,1]

|Re Mn |2dx (6.4.8)
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for some constant CX depending only on X . Fix an arbitrary η > 0. As we have
already noted above, Re Mn is bounded by the supremum norm of f . Setting δ =
η/(CX supX || f ||2), we see that∫

(−δ,0)
|Re Mn(x)|2dx +

∫
(1,1+δ)

|Re Mn(x)|2dx ≤ 2ηC−1
X . (6.4.9)

Furthermore, recall that L maps R \ [0,1] onto (−1,1), it is bounded away from 1

outside [−δ,1+δ] and |L(x)| =O(|x|−1) as x →±∞. Since F is analytic and vanishes
at 0, we conclude that Mn(x) = F (L2n(x)) =O(|x|−2n) and hence

lim
n→∞

∫
R\[−δ,1+δ]

|Re Mn(x)|2dx = 0. (6.4.10)

Putting (6.4.8), (6.4.9) and (6.4.10) together, we see that if n is sufficiently large, then∫
R |H R

X (1R\[0,1]Re Mn)|2dx ≤ 3η and the aforementioned convergence in L2 holds. In
particular, passing to a subsequence if necessary, we see that H R

X (1R\[0,1]Re Mn) → 0

almost everywhere. However, as we have already mentioned above, the function
ΨR is uniformly continuous, so the expression in the square brackets in the last
term in (6.4.7) converges to zero almost everywhere. In addition, this expression
is bounded in absolute value by supΨR . Consequently, by Lebesgue’s dominated
convergence theorem, the last integral in (6.4.7) converges to 0 as n →∞. Putting
all the above facts together, we see that if n is sufficiently large, then∫

R
ΨR (

H R
X h(x)

)
dx ≥ (1−ε) · 1

2π

∫ 2π

0
ΨR

(
H T

X f (e iθ)
)
dθ.

Combining this with (6.4.4) and (6.4.6), we obtain that for n large enough we have∫
R
Ψ(H R

X h(x))dx ≥
∫
R
ΨR (

H R
X h(x)

)
dx ≥ (1−ε)(|H T,0

X |Φ,Ψ−ε)
∫
R
Φ(h)dx.

Since h is a step function and ε was arbitrary, the claim follows.

Remark 6.4.7. Note that if Ψ(0) 6= 0 then Theorem 6.4.5 and 6.4.6 do not make any
sense. Indeed, if this is the case, then there exists ε> 0 and R such that Ψ(x) ≥ ε for
any x ∈ X with ‖x‖ ≤ R. Since for any step function f : R→ X the function H R

X f is
in L2(R; X ), the set {‖H R

X f ‖ ≤ R} ⊂R is of infinite measure, so∫
R
Ψ(H R

X f (s))ds ≥
∫
R

1‖H R
X f ‖≤R (s)εds =∞,

so |H T
X |Φ,Ψ ≥ |H T,0

X |Φ,Ψ = |H R
X |Φ,Ψ =∞.

Remark 6.4.8. The finiteness of |H T,0
X |Φ,Ψ implies the existence of a plurisubhar-

monic function UΦ,Ψ : X +i X →R such that UΦ,Ψ(0) ≥ 0. Hence, modifying the proof
of Theorem 6.3.1, we see that the inequality (6.3.1) holds, with |H T

X |Φ,Ψ replaced
with |H T,0

X |Φ,Ψ, if the dominating martingale M is additionally assumed to start
from 0.
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Theorem 6.4.9. Let Φ,Ψ : X → R+ be continuous such that Φ is symmetric (i.e., Φ(x) =
Φ(−x) for all x ∈ X ) and Ψ is convex. Then |H T,0

X |Φ,Ψ = |H T
X |Φ,Ψ.

Proof. It suffices to show the estimate |H T,0
X |Φ,Ψ ≥ |H T

X |Φ,Ψ. Fix ε> 0. By the defini-
tion of |H T

X |Φ,Ψ, there is a step function f :T→ X such that∫
T
Ψ(H T

X f )dx > (|H T
X |Φ,Ψ−ε)

∫
T
Φ( f )dx. (6.4.11)

Let F = F1 + i F2 be the analytic extension of f + iH T
X f : T → X + i X to the unit

disc and suppose that B = (B 1,B 2) is the planar Brownian motion started at 0 and
stopped upon hitting T. Let τ = inf{t ≥ 0 : |Bt | = 1} be the lifetime of B . The pro-
cesses Mt = F1(Bt ), Nt = F2(Bt ) are orthogonal martingales such that N is weakly
differentially subordinate to M . By Fatou’s lemma and Lebesgue’s monotone con-
vergence theorem (observe that f , being a step function, is bounded) we see that if
t is sufficiently large, then

EΨ(Nt ) > (|H T
X |Φ,Ψ−ε)EΦ(Mt ).

If the expectation of M is zero, then by Remark 4.20 we know that

EΨ(Nt ) ≤ |H T,0
X |Φ,ΨEΦ(Mt )

and hence we obtain that

|H T,0
X |Φ,Ψ ≥ |H T

X |Φ,Ψ−ε. (6.4.12)

We will show that this is also true if the expectation x = EMt does not vanish. To
this end, consider another Brownian motion W = (W 1,W 2) in R2 started at 0 and
stopped upon reaching the boundary of the strip S = {(x, y) : |x| ≤ 1}. Let σ = inf{t :

|W 1
t | = 1} denote its lifetime. We may assume that W is constructed on the same

probability space as B and that both processes are independent. We splice these
processes as follows: set

M̃s =
{

xW 1
s if s ≤σ,

sgn(W 1
σ)Ms−σ if s >σ

and

Ñs =
{

xW 2
s if s ≤σ,

xW 2
σ +Ns−σ if s >σ.

In other words, the pair (M̃ , Ñ ) behaves like a Brownian motion evolving in the
strip Sx until its first coordinate reaches x or −x, and then it starts behaving like
the pair (M , Ñσ+N ) or (−M , Ñσ+N ), depending on which the side of the boundary
of Sx the process M̃ reaches. Note that M̃ , Ñ are orthogonal martingales such that
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Ñ is weakly differentially subordinate to M̃ and M̃0 = 0. Consequently, by Remark
6.4.8 for any t ,

EΨ(Ñt ) ≤ |H T,0
X |Φ,ΨEΦ(M̃t ). (6.4.13)

Now,
EΨ(Ñt ) ≥ EΨ(Ñt )1{t≥σ} = EΨ(xW 2

σ +Nt−σ)1{t≥σ}.

However, W and B are independent, and the random variable xW 2
σ is symmetric.

Therefore, using the fact that Ψ is convex, we see that

EΨ(Ñt ) ≥ EΨ(Nt−σ)1{t≥σ}.

Furthermore, using the symmetry of Φ, we have

EΦ(M̃t )1{t≥σ} = EΦ(sgn(W 1
σ)Mt−σ)1{t≥σ} = EΦ(Mt−σ)1{t≥σ}.

As previously, combining (6.4.11) with Fatou’s lemma and Lebesgue’s dominated
convergence theorem, if t is sufficiently large, then

EΨ(Nt−σ)1{t≥σ} > (|H T
X |Φ,Ψ−ε)EΦ(Mt−σ)1{t≥σ}

and hence also
EΨ(Ñt ) > (|H T

X |Φ,Ψ−ε)EΦ(M̃t )1{t≥σ}.

But limt→∞EΦ(M̃t )1{t<σ} = 0, by Lebesgue’s dominated convergence theorem (we
have 1{t<σ} → 0 and the norm of M̃t is bounded by ‖x‖ for t ∈ [0,σ]). Therefore, the
preceding estimate gives

EΨ(Ñt ) > (|H T
X |Φ,Ψ−ε)EΦ(M̃t )

if t is sufficiently big. By (6.4.13), this gives (6.4.12) and completes the proof of the
theorem, since ε was arbitrary.

Remark 6.4.10. Assume that |H T
X |Φ,Ψ = |H T,0

X |Φ,Ψ (this holds true under some ad-
ditional assumptions on Φ and Ψ, see Theorem 6.4.9). Then the plurisubharmonic
function UΦ,Ψ considered in Remark 6.4.8 coincides with the one considered in
Theorem 6.3.2, and hence we automatically have that UΦ,Ψ(x) ≥ 0 for all x ∈ X .

Proof of Theorem 6.4.3. The theorem follows from Proposition 6.4.4, Theorem 6.4.5,
6.4.6, 6.4.9, and the fact that |H T,0

X |Φ,Ψ ≤ |H T
X |Φ,Ψ.

Remark 6.4.11. Notice that Theorem 6.4.3 can not be applied to more general norms.
For example, if X is a UMD Banach space, 1 < q < p <∞, then

‖H T
X ‖L (Lp (T;X ),Lq (T;X )) <∞,

and
‖H R

X ‖L (Lp (R;X ),Lq (R;X )) =∞.
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6.4.2. Decoupling constants

We turn our attention to the next important application.

Definition 6.4.12. Let X be a Banach space and let 1 < p <∞ be a fixed parameter.
Then we define β∆,+

p,X and β∆,−
p,X to be the smallest β+ and β− such that

1

(β−)p E
∥∥∥ ∞∑

n=0
d fn

∥∥∥p ≤ E
∥∥∥ ∞∑

n=0
rnd fn

∥∥∥p ≤ (β+)pE
∥∥∥ ∞∑

n=0
d fn

∥∥∥p

for any finite Paley-Walsh martingale ( fn)n≥0 and any independent Rademacher
sequence (rn)n≥0. Furthermore, we define β

γ,+
p,X and β

γ,−
p,X to be the least possible

values of β+ and β− for which

1

(β−)p E
∥∥∥∫ ∞

0
φdW

∥∥∥p ≤ E
∥∥∥∫ ∞

0
φdW̃

∥∥∥p ≤ (β+)pE
∥∥∥∫ ∞

0
φdW

∥∥∥p
,

where W is a standard Brownian motion, φ :R+×Ω→ X is an elementary progres-
sive process, and W̃ is another Brownian motion independent of φ and W .

Decoupling constants appear naturally while working with UMD Banach spaces
(see e.g. [44, 45, 61, 65, 79, 119, 176]). The following result, a natural corollary of
Theorem 6.3.1 for Φ(x) =Ψ(x) = ‖x‖p , exhibits the direct connection between de-
coupling constants and ħp,X := ‖H T

X ‖L (Lp (T;X )) (see Corollary 6.3.3).

Corollary 6.4.13. Let X be a Banach space and let 1 < p <∞ be a fixed parameter. Then
we have

ħp,X ≥ max{βγ,+
p,X ,βγ,−

p,X } (6.4.14)

and hence
ħp,X ≥C max{β∆,+

p,X ,β∆,−
p,X }. (6.4.15)

Here C = E|γ|Epτ, where γ is a standard normal random variable and τ= inf{t ≥ 0 : |Wt | =
1} for a standard Brownian motion W .

Note that Eτ≤ (E
p
τ)

2
3 (Eτ2)

1
3 by Hölder’s inequality, so C in (6.4.15) is bounded

from below by (Eτ)
3
2

(Eτ2)
1
2
E|γ| =

p
6p

5π
≈ 0.618 (since Eτ= 1 and Eτ2 = 5

3 ).

Proof. The inequality (6.4.14) follows directly from the definition of βγ,+
p,X and β

γ,−
p,X .

Indeed, for any Brownian motion W , elementary progressive process φ, and a
Brownian motion W̃ independent of φ and W we have, for any x∗ ∈ X ∗,

[〈∫ ·

0
φdW, x∗

〉]
t
=

[∫ ·

0
〈φ, x∗〉dW

]
t
=

∫ t

0
|〈φ(s), x∗〉|2 ds,

[〈∫ ·

0
φdW̃ , x∗

〉]
t
=

[∫ ·

0
〈φ, x∗〉dW̃

]
t
=

∫ t

0
|〈φ(s), x∗〉|2 ds,
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so
∫
φdW

w¿ ∫
φdW̃

w¿ ∫
φdW . Moreover, by [89, Lemma 17.10],[〈∫ ·

0
φdW, x∗

〉
,
〈∫ ·

0
φdW̃ , x∗

〉]
t
=

[∫ ·

0
〈φ, x∗〉dW,

∫ ·

0
〈φ, x∗〉dW̃

]
t

=
∫ t

0
|〈φ(s), x∗〉|2 d[W,W̃ ]s = 0,

where the latter holds since W and W̃ are independent. Therefore
∫
φdW and∫

φdW̃ are orthogonal local martingales satisfying the differential subordination
(“in both directions”), so by Theorem 6.3.1,

1

(ħp,X )p E
∥∥∥∫
R+
φdW

∥∥∥p ≤ E
∥∥∥∫
R+
φdW̃

∥∥∥p ≤ (ħp,X )pE
∥∥∥∫
R+
φdW

∥∥∥p
.

Let us now turn to the second part. First notice that βγ,+
p,X ≥ Cβ∆,+

p,X (see [176, (2.5)]

and the discussion thereafter), so ħp,X ≥βγ,+
p,X ≥Cβ∆,+

p,X . On the other hand, X can be
assumed UMD (and hence reflexive), so by the discussion above we have ħp ′,X ∗ ≥
Cβ∆,+

p ′,X ∗ . But ħp ′,X ∗ = ħp,X (since (H T
X )∗ = H T

X ∗), and β∆,+
p ′,X ∗ ≥ β∆,−

p,X analogously to

[62, Theorem 1], so ħp,X ≥Cβ∆,−
p,X .

Remark 6.4.14. Notice that (6.4.14) together with [61, Theorem 3] yields the related
estimate max{βγ,+

p,X ,βγ,−
p,X } ≤ħp,X ≤βγ,+

p,Xβ
γ,−
p,X .

Remark 6.4.15. Let X be a UMD Banach function space. Then inequality (6.4.15)
together with [91] provide the lower bound for ħp,X in terms of βp,X of the same
order as (2.3.1). Indeed, by [91] thanks to Banach function space techniques one
can show that

βp,X .p q(cq,Xβ
∆,+
p,X )2,

where q is the cotype of X and cq,X is the corresponding cotype constant. Therefore
by applying (6.4.15) we get the following square root dependence:√

βp,X .p
p

qcq,X ħp,X .

6.4.3. Necessity of the UMD property

Our next result answers a very natural question about the link of the number
|H T,0

X |Φ,Ψ to the UMD property.

Theorem 6.4.16. Let Φ, Ψ : X → R+ be continuous convex functions such that Ψ(0) = 0.
Assume in addition that there is a positive number C such that the sets {x ∈ X :Ψ(x) <C }

and Φ(B(0,C )) are bounded. If |H T,0
X |Φ,Ψ <∞, then X is UMD.

Remark 6.4.17. It is easy to see that the assumption Ψ(0) = 0 combined with the
boundedness of {Ψ < C } enforces the function Ψ to explode “uniformly” in the
whole space. That is, if B(0,R) is the ball containing {Ψ<C }, then the convexity of
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Ψ implies Ψ(x) ≥C‖x‖/R for all x ∉ B(0,R). Some condition of this type is necessary,
as the following simple example indicates. Take X = `∞ and set Φ(x) = |x1|2 =Ψ(x).
Then |H T,0

X |Φ,Ψ = 1 < ∞, while X is not UMD. The reason is that the function Ψ

controls only the subspace generated by the first coordinate.

Remark 6.4.18. Note that X being UMD does not imply |H T,0
X |Φ,Ψ <∞. Indeed, if

Φ and Ψ are of different homogeneity (i.e. Φ(ax) = aαΦ(x), Φ(ax) = aβΦ(x) for any
x ∈ X , a ≥ 0, and for some fixed positive α 6=β), then for any nonzero step function
f :T→ X such that

∫
T f (s)ds = 0 and for any a ≥ 0 we have that∫

T
Ψ(H T

X f (s))ds = 1

aβ

∫
T
Ψ(H T

X (a f )(s))ds ≤ 1

aβ
|H T,0

X |Φ,Ψ

∫
T
Φ(a f (s))ds

= aα−β|H T,0
X |Φ,Ψ

∫
T
Φ( f (s))ds,

so aα−β|H T,0
X |Φ,Ψ ≤ |H T,0

X |Φ,Ψ for any a > 0, and since α 6= β, |H T,0
X |Φ,Ψ = ∞. The

classical examples of such Φ and Ψ are Φ(x) = ‖x‖p , Ψ(x) = ‖x‖q , x ∈ X for different
p and q .

The proof of Theorem 6.4.16 will exploit the following four lemmas. In what
follows, N∗ = supt≥0 ‖Nt‖ is the maximal function of N .

Lemma 6.4.19. Under the assumptions of Theorem 6.4.16, there exists a constant c1 de-
pending on Φ, Ψ and X , such that if M , N are orthogonal martingales such that N is
weakly differentially subordinate to M , M0 = 0 and ‖M‖∞ ≤ c1, then P(N∗ ≥ 1) < 1.

Proof. Let R be as in Remark 6.4.17 and suppose that Φ(B(0,C )) ⊆ [−R ′,R ′]. Then for
any λ≥ 1 we have, in the light of Remark 6.4.8,

P(‖Nt‖ ≥ 1) =P(Rλ‖Nt‖ ≥ Rλ) ≤ EΨ(RλNt )

Cλ
≤ |H T,0

X |Φ,ΨEΦ(RλMt )

Cλ
.

It suffices to take λ= 2R ′|H T,0
X |Φ,Ψ

C and c1 =C /(Rλ).

Lemma 6.4.20. Suppose that the assumptions of Theorem 6.4.16 are satisfied. Let M and
N be continuous-path orthogonal martingales such that N is weakly differentially sub-
ordinate to M , M0 = 0 and P(N∗ > 1) = 1. Then there exist continuous-path martingales
M̃ , Ñ such that Ñ is weakly differentially subordinate to M̃ , M̃0 = 0, P(Ñ∗ > 1) ≥ 1/2 and
‖M̃‖∞ ≤ 2‖M‖1.

Proof. Define τ = inf{t ≥ 0 : ‖Mt‖ ≥ 2‖M‖1} (as usual, inf∅ = +∞) and put M̃ = Mτ,
Ñ = Nτ. Since M has continuous paths and starts from 0, we have ‖M̃‖∞ ≤ 2‖M‖1.
Furthermore, P(Ñ∗ > 1) ≥P(Ñ = N ) ≥ 1/2, since

P(Ñ 6= N ) =P(τ<∞) =P(M∗ ≥ 2‖M‖1) ≤ 1/2

by [93, Theorem 1.3.8(i)].



154 6. ORTHOGONAL MARTINGALES AND THE HILBERT TRANSFORM

Lemma 6.4.21. Suppose that the assumptions of Theorem 6.4.16 are satisfied. Then there
exists a constant c > 0 such that if M , N are continuous-path orthogonal martingales such
that N is weakly differentially subordinated to M , M0 = 0 and N∗ > 1 almost surely, then
‖M‖1 ≥ c.

Proof. Let c1 be the number guaranteed by Lemma 6.4.19. Suppose that such a c

does not exist. Then for any positive integer j there exist a pair (M j , N j ) of orthog-
onal martingales such that N j is weakly differentially subordinate to M j , M j

0 = 0,
P((N j )∗ > 2) = 1 and ‖M j ‖1 ≤ 2− j−1c1. By Lemma 6.4.20, for each j there is a pair
(M̃ j , Ñ j ) of orthogonal, weakly differentially subordinate martingales satisfying
M̃ j

0 = 0, P((Ñ j )∗ > 2) ≥ 1/2 and ‖M̃ j ‖∞ ≤ 2− j c1. We may assume that the underlying
probability space is the same for all pairs and that all the pairs are independent.
For each j there is a positive number t j such that the event

A j = {‖Ñ j
t ‖ > 2 for some t ≤ t j }

has probability greater than 1/3. Set t0 = 0 and consider the martingale pair (M , N )

defined as follows: if t ∈ [t0 + t1 + . . .+ tn , t0 + t1 + . . .+ tn+1) for some n, then

Mt = M̃ 1
t1
+ M̃ 2

t2
+ . . .+ M̃ n

tn
+ M̃ n+1

t−t1−t2−...−tn
, (6.4.16)

and analogously for N . Then M and N are orthogonal, N is weakly differentially
subordinate to M , M0 = 0 and

‖M‖∞ ≤
∞∑

j=1
‖M̃ j ‖∞ ≤

∞∑
j=1

2− j c1 = c1.

Furthermore, by Borel-Cantelli lemma,

P(N∗ ≥ 1) ≥P
(

limsup
j→∞

A j

)
= 1,

since the events A j are independent and
∑∞

j=1P(A j ) =∞. Therefore we have that

‖M‖∞ ≤ c1, P(N∗ ≥ 1) = 1, N
w¿ M , and M and N are orthogonal, which contradicts

the assertion of Lemma 6.4.19.

Lemma 6.4.22. Suppose that the assumptions of Theorem 6.4.16 are satisfied. Then there
exists a positive constant C such that if M , N are continuous-path orthogonal martingales
such that N is weakly differentially subordinate to M and M0 = 0, then

P(N∗ > 1) ≤C‖M‖1. (6.4.17)

Proof. Let c be the constant guaranteed by the previous lemma. Suppose that the
assertion is not true. Then for any positive integer j there is a martingale pair
(M j , N j ) satisfying the usual structural properties such that

P((N j )∗ > 2) > 2 j+1c−1‖M j ‖1. (6.4.18)



6.4. APPLICATIONS 155

We splice these martingale pairs into one pair (M , N ) as previously, however, this
time we allow pairs to appear several times. More precisely, denote a j =P((N∗) j >
2). Consider d1/a1e copies of (M 1, N 1), d1/a2e copies of (M 2, N 2), and so on (all the
pairs are assumed to be independent). Let t j be positive numbers such that the
events A j = {‖N j

t ‖ > 2 for some t ≤ t j } have probability greater than a j /2. Splice the
aforementioned independent martingale pairs (with multiplicities) into one pair
(M , N ) using a formula analogous to (6.4.16). Then, by (6.4.18),

‖M‖1 ≤
∑‖M j ‖1 ≤

∞∑
j=1

⌈
1

a j

⌉
‖M j ‖1 ≤

∞∑
j=1

2

a j
·a j c2− j−1 = c

and, again by Borel-Cantelli lemma, P(N∗ > 1) = 1. Here we use the independence
of the events A j and ∑

P(A j ) ≥
∞∑

j=1

1

a j
· a j

2
=∞.

This contradicts Lemma 6.4.21.

Proof of Theorem 6.4.16. We will prove that theorem using the well-known extrap-
olation technique (good-λ inequalities) of Burkholder [29].

Step 1. First we show that for any fixed 0 < δ < 1 and β > 1 there exists ε > 0

depending only on δ, β, and X such that for any orthogonal continuous-path mar-
tingales M , N :R+×Ω→ X with M0 = N0 = 0 and N

w¿ M ,

P(N∗ >βλ, M∗ ≤ δλ) ≤ εP(N∗ >λ) (6.4.19)

for any λ > 0. Without loss of generality assume that both martingales take their
values in a finite-dimensional subspace of X . Define three stopping times

µ := inf{t ≥ 0 : ‖Nt‖ >λ},

ν := inf{t ≥ 0 : ‖Mt‖ > δλ},

σ := inf{t ≥ 0 : ‖Nt‖ >βλ}.

(6.4.20)

All the stopping times are predictable since M and N are continuous. Therefore,
the equation U (t ) = 1[µ,ν∧σ](t ) defines a predictable process, which in turn gives
rise to the martingales

M̃ :=
∫

U dM= Mµ−Mν∧δ,

Ñ :=
∫

U dN= Nµ−Nν∧δ.
(6.4.21)

Notice that by (6.4.20) and (6.4.21), M̃∗ ≤ 2δλ on {µ<∞} and M̃∗ = 0 on {µ=∞}, so

‖M̃‖1 ≤ 2δλP(N∗ >λ). (6.4.22)
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Since Ñ
w¿ M̃ , M̃0 = Ñ0 = 0 and M̃ and Ñ are orthogonal,

P(N∗ >βλ, M∗ ≤ δλ) ≤P(Ñ∗ > (β−1)λ)
(i )≤ C

(β−1)λ
‖M̃‖1

(i i )≤ 2δC

(β−1)
P(N∗ >λ),

where (i ) follows from (6.4.17) with the same constant C depending only on X , and
(i i ) follows from (6.4.22). Therefore (6.4.19) holds with ε= 2δC /(β−1).

Step 2. Now a straightforward integration argument (cf. [29, Lemma 7.1]),
together with Doob’s maximal inequality, yield the Lp estimate

sup
t≥0

‖Nt‖p ≤ ‖N∗‖p ≤Cp,X ‖M∗‖p ≤ pCp,X

p −1
sup
t≥0

‖Mt‖p , 1 < p <∞,

for any pair of continuous, orthogonal, differentially subordinated martingales
such that M0 = 0. Here

C p
p,X = δ−pβp

1−βp ·2δC /(β−1)
, (6.4.23)

which, if we let β= 1+p−1 and δ= (10C p)−1, depends only on p and the constant
in (6.4.17). This in turn yields the corresponding Lp inequality for the periodic
Hilbert transform for functions of integral 0. By Theorem 6.4.3 the assumption on
the zero-average can be omitted, and hence X is UMD by [79, Corollary 5.2.11].

Now we will take a closer look at the classical “LlogL” estimates of Zygmund
[194]. For a Banach space X and a step function f :T→ X , we define

‖ f ‖L logL(T;X ) :=
∫
T

(‖ f (s)‖+1)log(‖ f (s)‖+1)ds

and denote

ħL logL,X = |H T
X |L logL(T;X )→L1(T;X ) := sup

f :T→X step

‖H T
X f ‖L1(T;X )

‖ f ‖L logL(T;X )
.

Remark 6.4.23. In the light of Theorem 6.4.3, we have

ħL logL,X = |H T,0
X |L logL(T;X )→L1(T;X ) = |H R

X |L logL(R;X )→L1(R;X )

= |H dis
X |L logL(Z;X )→L1(Z;X )

for any Banach space X .

We will establish the following statement.

Theorem 6.4.24. Let X be a Banach space. Then X has the UMD property if and only if
ħL logL,X <∞.

For the proof we will need the following lemma.
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Lemma 6.4.25. Let X be a UMD Banach space. Then there exists a constant CX depend-
ing only on X such that ħp,X ≤CX

p
p−1 for all 1 < p < 2.

Proof. Let M , N : R+×Ω→ X be continuous orthogonal martingales such that N
w¿

M and N0 = 0. As we have already seen above,

sup
t≥0

(E‖Nt‖p )
1
p ≤ p

p −1
Cp,X sup

t≥0
(E‖Mt‖p )

1
p ,

where Cp,X ≤ 10C pe(1−e/5)−1/p (see (6.4.23) and the discussion following it). There-
fore, if 1 < p < 2, we may assume that this constant depends only on C (which
essentially depends only on X ). The claim follows from the sharpness part of The-
orem 6.3.1.

Proof of Theorem 6.4.24. The inequality ħL logL,X <∞ implies UMD by Theorem 6.4.16
applied to Φ(x) = (‖x‖+1)log(‖x‖+1) and Ψ(x) = ‖x‖, x ∈ X . The converse holds true
by Lemma 6.4.25 and Yano’s extrapolation argument (see e.g. [56, 182]).

6.4.4. Weak differential subordination of martingales: sharper Lp -inequalities

As it was shown in (4.4.1), for a UMD Banach space X , any 1 < p < ∞ and any
X -valued local martingales M and N such that N

w¿ M , we have

E‖Nt‖p ≤ cp
p,X E‖Mt‖p , t ≥ 0,

with cp,X ≤β2
p,X (βp,X +1). The purpose of this subsection is to show that this upper

bound can be substantially improved.

Theorem 6.4.26. Let X be a Banach space, let 1 < p <∞ and assume that M , N are local
martingales satisfying N

w¿ M . Then

E‖Nt‖p ≤ (βp,X +ħp,X )pE‖Mt‖p for any t ≥ 0. (6.4.24)

Remark 6.4.27. Note that ħp,X ≤β2
p,X (see (2.3.1)), so (6.4.24) gives

(E‖Nt‖p )
1
p ≤βp,X (βp,X +1)(E‖Mt‖p )

1
p t ≥ 0,

which is better than (4.4.1).

For the proof of Theorem 6.4.26 we will need the Burkholder function (see p.
47).

Remark 6.4.28. Suppose that the Banach space X is finite-dimensional and let U :

X × X → R be a zigzag-concave function (e.g. the Burkholder funciton). Let ρ :

X ×X →R+ be a compactly supported nonnegative function of class C∞. Then the
convolution Uρ :=U ∗ρ : X ×X →R is zigzag-concave and of class C∞ (see e.g. [13]).
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While working with the Burkholder function U : X × X → R we will use the
following notation: for given vectors x, y ∈ X instead of writing

∂2U

∂(x,0)2 ,
∂2U

∂(0, y)2 ,
∂2U

∂(x,0)∂(0, y)

we will write
∂2U

∂x2 ,
∂2U

∂y2 ,
∂2U

∂x∂y
.

Therefore for the convenience of the reader throughout this subsection we always
assume that the first coordinate of any vector in X × X is x (perhaps with a sub-
script), while the second coordinate is y (perhaps with a subscript). The same
holds for partial derivatives.

We also will need the following lemma.

Lemma 6.4.29. Let X be a finite-dimensional Banach space, let F : X ×X →R be a zigzag-
concave function and let (x0, y0) ∈ X × X be such that F is twice Fréchet differentiable at
(x0, y0). Let (x, y) ∈ X ×X be such that y = x. Then for each λ ∈ [−1,1],

∂2F (x0, y0)

∂x2 +2λ
∂2F (x0, y0)

∂x∂y
+ ∂2F (x0, y0)

∂y2 ≤ 0.

Proof. Since the function

λ 7→ ∂2F (x0, y0)

∂x2 +2λ
∂2F (x0, y0)

∂x∂y
+ ∂2F (x0, y0)

∂y2

is linear in λ ∈ [−1,1], it is sufficient to check the cases λ = ±1. To this end notice
that

∂2F (x0, y0)

∂x2 ±2
∂2F (x0, y0)

∂x∂y
+ ∂2F (x0, y0)

∂y2 = ∂2

∂t 2 F (x0 + t x, y0 ± t x)
∣∣∣

t=0
≤ 0,

where the latter follows from Definition 2.10.1.

Proof of Theorem 6.4.26. We begin with similar reductions as in the proof of The-
orem 6.3.1. First, we may assume that X is a finite-dimensional Banach space.
Let d ≥ 1 be the dimension of X . Let M = M c +M d and N = N c +N d be the Meyer-
Yoeurp decompositions (see Subsection 6.2.4). Then by Proposition 6.2.11 N c w¿ M c

and N d w¿ M d . Let τ = (τs )s≥0 be the time-change constructed in Step 1 of the
proof of Theorem 6.3.1 (see also the proof of Proposition 4.4.3). So, there exists
a 2d-dimensional standard Brownian motion W on an extended probability space
(Ω̃,F̃ , P̃) equipped with an extended filtration F̃= (F̃t )t≥0, and there exist two pro-
gressively measurable processes φ,ψ : R+×Ω→ L (R2d , X ) such that M c ◦τ = φ ·W

and N c ◦τ = ψ ·W . Let us redefine M := M ◦τ and N := N ◦τ (hence M c := M c ◦τ,
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M d := M d ◦τ, N c := N c ◦τ, and N d := N d ◦τ by Theorem 2.4.25). Without loss of gen-
erality we may further assume that M and N terminate after some deterministic
time: Mt = Mt∧T and Nt = Nt∧T for some fixed parameter T ≥ 0. Analogously to
Proposition 6.3.5 there exists a progressively measurable A :R+×Ω→L (R2d ) which
satisfies ‖A‖ ≤ 1 on R+×Ω and ψ=φA. Let us define Asym := A+AT

2 , Aasym := A−AT

2 . If
we set

N sym := N d + (φAsym) ·W, N asym := (φAasym) ·W,

then N sym w¿ M and N asym w¿ M . Indeed, if N sym = N sym,c + N sym,d and N asym =
N asym,c+N asym,d are the corresponding Meyer-Yoeurp decompositions, then N sym,d =
N d w¿ M d , N asym,d = 0

w¿ M d , and for any x∗ ∈ X ∗ and t ≥ 0, we have

[〈N sym,c , x∗〉]t =
∫ t

0

∥∥ A(s)+AT (s)
2 φ∗(s)x∗∥∥2 ds ≤

∫ t

0

∥∥ A(s)+AT (s)
2

∥∥2‖φ∗(s)x∗‖2 ds

≤
∫ t

0
‖φ∗(s)x∗‖2 ds = [〈M c , x∗〉]t .

Here
∥∥ A(s)+AT (s)

2

∥∥ ≤ 1 by the triangle inequality. Therefore N sym,c w¿ M c and, anal-

ogously, N asym,c w¿ M c , so the weak differential subordination holds by virtue of
Proposition 6.2.11.

Let us now show that

E‖N asym
t ‖p ≤ħp

p,X E‖Mt‖p for t ≥ 0. (6.4.25)

We have N asym
0 = 0 and N asym w¿ M ; we will prove in addition that M and N asym are

orthogonal. For fixed x∗ ∈ X ∗ and t ≥ 0 we may write

[〈M , x∗〉,〈N asym, x∗〉]t = [〈M c , x∗〉,〈N asym, x∗〉]t + [〈M d , x∗〉,〈N asym, x∗〉]t

= [〈M c , x∗〉,〈N asym, x∗〉]t = [〈φ ·W, x∗〉,〈(φAasym) ·W, x∗〉]t

= [〈φ, x∗〉 ·W,〈(φAasym), x∗〉 ·W ]t

=
∫ t

0
〈φ∗(s)x∗, Aasym∗(s)φ∗(s)x∗〉ds = 0,

where the second equality is a consequence of pure discontinuity of M d and con-
tinuity of N asym, while the last equality follows from the fact that Aasym is anti-
symmetric. This gives the orthogonality of the processes and (6.4.25) follows from
(6.3.1).

The next step is to show that

E‖N sym
t ‖p ≤βp

p,X E‖Mt‖p for t ≥ 0. (6.4.26)

Let U : X × X → R be the Burkholder function guaranteed by Theorem 3.3.7. Using
the same argument as in [13], we may assume that U is of class C∞ (see also Re-
mark 6.4.28). Applying Itô’s formula (2.12.1) for a fixed basis (xi )d

i=1 of X with the
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dual basis (x∗
i )d

i=1 of X ∗, we get

EU (Mt , N sym
t ) = EU (M0, N sym

0 )+ 1

2
EI1 +EI2,

where

I1 :=
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂x j
d[〈M , x∗

i 〉,〈M , x∗
j 〉]c

s

+
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂yi∂y j
d[〈N sym, x∗

i 〉,〈N sym, x∗
j 〉]c

s

+2
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂y j
d[〈M , x∗

i 〉,〈N sym, x∗
j 〉]c

s

(6.4.27)

and

I2 := ∑
0≤s≤t

(∆U (Ms , N sym
s )−〈∂xU (Ms−, N sym

s− ),∆Ms〉

−〈∂yU (Ms−, N sym
s− ),∆N sym

s 〉).

Here ∂xU (·),∂yU (·) ∈ X ∗ are the corresponding Fréchet derivatives of U in the first
and the second X -subspace of the product space X × X . Let us first show that
EI1 ≤ 0. Observe that

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂x j
〈φ∗x∗

i ,φ∗x∗
j 〉

+
d∑

i , j=1

∂2U (Ms−, N sym
s− )

∂yi∂y j
〈Asym∗φ∗x∗

i , Asym∗φ∗x∗
j 〉

+2
d∑

i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂y j
〈φ∗x∗

i , Asym∗φ∗x∗
j 〉 ≤ 0.

(6.4.28)

Note that by Corollary 2.11.3 and convexity of U in the second variable,

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂yi∂y j
〈Asym∗φ∗x∗

i , Asym∗φ∗x∗
j 〉

≤
d∑

i , j=1

∂2U (Ms−, N sym
s− )

∂yi∂y j
〈φ∗x∗

i ,φ∗x∗
j 〉.

(6.4.29)

The operator PRan(φ∗) Asym∗PRan(φ∗) is symmetric and

‖PRan(φ∗) Asym∗PRan(φ∗)‖ ≤ 1.

Therefore by the spectral theorem there exist a [−1,1]-valued sequence (λi )2d
i=1 and

an orthonormal basis (h̃i )2d
i=1 of (R2d )∗ such that PRan(φ∗) Asym∗PRan(φ∗)h̃i = λi h̃i .
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Moreover, since Ran(PRan(φ∗) Asym∗PRan(φ∗)) ⊂ Ran(φ∗), h̃i ∈ Ran(φ∗) if λi 6= 0, so we
may assume that there exists a basis (x̃i )d

i=1 of X with the dual basis (x̃∗
i )d

i=1 such
that φ∗x̃∗

i = h̃i for 1 ≤ i ≤ m and φ∗x̃∗
i = 0 for m < i ≤ d , where m ∈ {0, . . . ,d} is the

dimension of φ∗. By Lemma 2.11.2 the expression on the left-hand side of (6.4.28)
does not depend on the choice of the basis of X and the corresponding dual basis.
Therefore, using (6.4.29), it is not bigger than

m∑
i=1

∂2U (Ms−, N sym
s− )

∂xi∂xi
+

m∑
i=1

∂2U (Ms−, N sym
s− )

∂yi∂yi
+2

m∑
i=1

λi
∂2U (Ms−, N sym

s− )

∂xi∂yi
,

which is bounded from above by 0 (see Lemma 6.4.29). Thus, (6.4.28) follows.
Therefore by (6.4.27) and (6.4.28), we see that

I1 =
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂x j
〈φ∗x∗

i ,φ∗x∗
j 〉ds

+
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂yi∂y j
〈Asym∗φ∗x∗

i , Asym∗φ∗x∗
j 〉ds

+2
∫ t

0

d∑
i , j=1

∂2U (Ms−, N sym
s− )

∂xi∂y j
〈φ∗x∗

i , Asym∗φ∗x∗
j 〉ds ≤ 0,

and hence the expectation of I1 is nonpositive. The inequality I2 ≤ 0 can be proved
by repeating the arguments from proof of Theorem 3.3.17, while for the estimate
U (M0, N sym

0 ) ≤ 0, consult Remark 3.3.9. Therefore, we have

E‖N sym
t ‖p −βp

p,X E‖Mt‖p ≤ EU (Mt , N sym
t ) ≤ EU (M0, N sym

0 ) ≤ 0,

so (6.4.26) holds. The general inequality (6.4.24) follows from (6.4.25), (6.4.26), and
the triangle inequality.

Remark 6.4.30. It is an open problem whether there exists a Burkholder function
U such that −U is plurisubharmonic (note that X × X ' X + i X , so the plurisub-
harmonicity condition is well-defined). If it exists, then ħp,X ≤ βp,X by Theorem
6.3.2, and so the open problem outlined in Remark 2.3.2 is solved. Unfortunately,
plurisubharmonicity of −U is discovered only in the Hilbert space case (see [179]
and Remark 3.5.4).

6.4.5. Weak differential subordination of harmonic functions

Let X be a Banach space, let d ≥ 1 be a fixed dimension and let O be an open
subset of Rd . A function f : O → X is called harmonic if it takes its values in a finite-
dimensional subspace of X , is twice-differentiable, and

∆ f (s) :=
d∑

i=1
∂2

i f (s) = 0, s ∈O .
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For each s ∈O , we define ∇ f (s) ∈L (Rd , X ) by

∇ f (s)(a1e1 +·· ·ad ed ) =
d∑

i=1
ai∂i f (s), a1, . . . , ad ∈R,

where (ei )d
i=1 is the basis of Rd .

Definition 6.4.31. Let X , d , O be as above and assume that f , g : O → X are har-
monic functions. Then

1. g is said to be weakly differentially subordinate to f (which will be denoted by
g

w¿ f ) if
|〈∇g (s), x∗〉| ≤ |〈∇ f (s), x∗〉|, s ∈O , x∗ ∈ X ∗; (6.4.30)

2. f and g are said to be orthogonal if〈
〈∇ f (s), x∗〉,〈∇g (s), x∗〉

〉
= 0, s ∈O , x∗ ∈ X ∗. (6.4.31)

Here |·| in (6.4.30) is assumed to be the usual Euclidean norm in (Rd )∗ 'Rd , and
〈·, ·〉 in (6.4.31) is the usual scalar product in (Rd )∗ 'Rd .

The notion of weak differential subordination of vector-valued harmonic func-
tions extends the concept originally formulated in the one-dimensional case by
Burkholder [37]. As shown in that paper, the differential subordination of har-
monic functions lead to the corresponding Lp -inequalities for 1 < p <∞. The aim
of this subsection is to show the extension of that result to general weakly dif-
ferentially subordinated harmonic functions and to show more general Φ,Ψ-type
estimates under the orthogonality assumption. We start with recalling the defini-
tion of a harmonic measure.

Definition 6.4.32. Let O ⊂Rd be an open set containing the origin and let ∂O be the
boundary of O . The probability measure µ on ∂O is called a harmonic measure with
respect to the origin, if for any Borel subset A ⊂ ∂O we have

µ(A) :=P{Wτ ∈ A}.

Here W : R+×Ω→ Rd is a standard Brownian motion starting from 0 and τ is the
exit-time of W from O .

Theorem 6.4.33. Let X be a Banach space, let d ≥ 1 be a fixed dimension and let O be
an open, bounded subset of Rd containing the origin. Assume further that Φ,Ψ : X → R+
are continuous functions such that Ψ is convex and Ψ(0) = 0. Then for any continuous
functions f , g : O → X harmonic and orthogonal on O satisfying g

w¿ f and g (0) = 0 we
have ∫

∂O
Ψ(g (s))dµ(s) ≤CΦ,Ψ,X

∫
∂O
Φ( f (s))dµ(s).

Here µ is the harmonic measure on ∂O with respect to the origin and the least admissible
CΦ,Ψ,X equals |H T

X |Φ,Ψ.
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Remark 6.4.34. We do not assume that Φ is convex because both f and g take their
values in a finite-dimensional subspace of X , see Remark 6.3.12.

Proof of Theorem 6.4.33. Let W :R+×Ω→Rd be a standard Brownian motion and let
τ := inf{t ≥ 0 : Wt ∉ O }. Then both M := f (W τ) and N := g (W τ) are martingales since
both f and g are harmonic on O (see e.g. [89, Theorem 18.5]). By Itô’s formula and
the fact that both f and g are harmonic we have

Mt = f (W τ
t ) = f (0)+

∫ t

0
∇ f (W τ

s )dW τ
s , t ≥ 0,

Nt = g (W τ
t ) =

∫ t

0
∇g (W τ

s )dW τ
s , t ≥ 0,

where in the second line we have used the equality g (0) = 0. Therefore for any
x∗ ∈ X ∗ and any 0 ≤ u ≤ t we have

[〈N , x∗〉]t − [〈N , x∗〉]u =
∫ t

u
‖〈∇g (W τ

s ), x∗〉‖2 ds

≤
∫ t

u
‖〈∇ f (W τ

s ), x∗〉‖2 ds = [〈M , x∗〉]t − [〈M , x∗〉]u ,

and

[〈M , x∗〉,〈N , x∗〉]t =
∫ t

0

〈
〈∇g (W τ

s ), x∗〉,〈∇ f (W τ
s ), x∗〉

〉
ds = 0.

Consequently, M and N are orthogonal and N
w¿ M , so∫

∂O
Ψ(g (s))dµ(s) = lim

t→∞EΨ(g (W τ
t ))

≤ lim
t→∞ |H T

X |Φ,ΨEΦ( f (W τ
t )) = |H T

X |Φ,Ψ

∫
∂O
Φ( f (s))dµ(s).

Here the first and the last equality follow from the dominated convergence theo-
rem and the definition of µ, while the middle one is due to Theorem 6.3.1.

The sharpness of the constant CΦ,Ψ,X = |H T
X |Φ,Ψ follows from the case d = 2,

O ⊂ R2 being the unit disc, f and g being such that g |∂O =H T
X ( f |∂O ) (in this case µ

becomes the probability Lebesgue measure on the unit circle ∂O ).

Remark 6.4.35. Sharpness of the estimate∫
∂O
Ψ(g (s))dµ(s) ≤ |H T

X |Φ,Ψ

∫
∂O
Φ( f (s))dµ(s)

for a fixed domain O remains open. Nevertheless, in the case d = 2 and O be-
ing bounded with a Jordan boundary (e.g. polygon-shaped) the sharpness follows
immediately from the Carathéodory’s theorem (see e.g. [63, Subsection I.3 and Ap-
pendix F]).
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Let us turn to the corresponding result for Lp -estimates for differentially sub-
ordinate harmonic functions (i.e., not necessarily orthogonal).

Theorem 6.4.36. Let X , d and O be as in the previous statement. Assume further that
f , g : O → X are continuous functions harmonic on O satisfying g

w¿ f and g (0) = a0 f (0)

for some a0 ∈ [−1,1]. Then for any 1 < p <∞ we have

(∫
∂O

‖g (s)‖p dµ(s)
) 1

p ≤Cp,X

(∫
∂O

‖ f (s)‖p dµ(s)
) 1

p
, (6.4.32)

where µ is the harmonic measure of ∂O , and the least admissible constant Cp,X is within
the segment [ħp,X ,βp,X +ħp,X ].

Remark 6.4.37. In the scalar-valued setting it is known that the optimal Cp,R is
within the range [cot( π

2p∗ ), p∗ − 1]. The precise identification of Cp,R is an open
problem formulated by Burkholder in [37].

Proof of Theorem 6.4.36. This is quite similar to the proof of the latter statement, so
we weill be brief and only indicate the necessary changes which need to be imple-
mented. For the lower bound Cp,X ≥ ħp,X , modify appropriately the last sentence
of the proof of Theorem 6.4.33. To show the upper bound for Cp,X , consider the
martingales M := f (W τ) and N := g (W τ), where W and τ are as previously. Argu-
ing as in the proof of Theorem 6.4.33, we show that N

w¿ M and hence

(∫
∂O

‖g (s)‖p dµ(s)
) 1

p = lim
t→∞(E‖Nt‖p )

1
p

≤ limsup
t→∞

(βp,X +ħp,X )(E‖Mt‖p )
1
p

≤ lim
t→∞(βp,X +ħp,X )(E‖Mt‖p )

1
p

= (βp,X +ħp,X )
(∫
∂O

‖ f (s)‖p dµ(s)
) 1

p
.

This completes the proof.

Remark 6.4.38. Note that any significant improvement for the upper bound of Cp,X

in (6.4.32) could automatically solve an open problem. Let us outline two remark-
able examples. If one could show that Cp,X ≤ Cβp,X for some universal constant
C > 0, then the open problem outlined in Remark 2.3.2 will be solved. On the other
hand, if one could show that Cp,X = ħp,X , then the question of Burkholder con-
cerning the optimal constant Cp,R in the real-valued case would be answered (see
Remark 6.4.37).
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6.4.6. Inequalities for singular integral operators

Our final application concerns the extension of Φ,Ψ-estimates from the setting of
nonperiodic Hilbert transform to the case of odd-kernel singular integral operators
on Rd . We start with the notion of a directional Hilbert transform: given a unit vector
θ ∈Rd , we define the operator Hθ by

Hθ f (x) = 1

π
p.v.

∫
R

f (x − tθ)
dt

t
, x ∈Rd ,

where f is a sufficiently regular real-valued function on Rd , and call it the Hilbert
transform of f in the direction θ. For example, if e1 stands for the unit vector
(1,0,0, . . . ,0) ∈ Rd , then He1 is obtained by applying the Hilbert transform in the
first variable followed by the identity operator in the remaining variables. Conse-
quently, by Fubini’s theorem, we see that for any functions Φ, Ψ : X → [0,∞) and
any step function f : Rd → X (finite linear combination of characteristic functions
of rectangles) we have ∫

Rd
Ψ(He1 f )dx ≤ |H R

X |Φ,Ψ

∫
Rd
Φ( f )dx.

Now, if A is an arbitrary orthogonal matrix, we have

H Ae1 ( f )(x) =He1 ( f ◦ A)(A−1x), x ∈Rd ,

so the above inequality holds true for any directional Hilbert transform Hθ.
Suppose that Ω : Sd−1 → R is an odd function satisfying ||Ω||L1(Sd−1) = 1 and de-

fine the associated operator

TΩ f (x) = 2

π
p.v.

∫
Rd

Ω(y/|y |)
|y |d f (x − y)dy, x ∈Rd .

Then TΩ can be expressed as an average of directional Hilbert transforms:

TΩ f (x) =
∫

Sd−1
Ω(θ)Hθ f (x)dθ, x ∈Rd .

(Sometimes this identity is referred to as the method of rotations.) Consequently,
if Ψ is convex and even, we get∫

Rd
Ψ(TΩ f )dx =

∫
Rd
Ψ

(∫
Sd−1

Ω(θ)Hθ f (x)dθ
)

dx

≤
∫

Sd−1
|Ω(θ)|

∫
Rd
Ψ(Hθ f (x))dxdθ ≤ |H R

Φ,Ψ|
∫
Rd
Φ( f )dx.

In particular, if we fix d and j ∈ {1,2, . . . ,d}, then the kernel

Ω j ,d (θ) =
πΓ

(
d+1

2

)
2π(d+1)/2

θ j , θ ∈ Sd−1,
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gives rise to the Riesz transform R j . Therefore, we see that any Φ,Ψ-estimate for
the nonperiodic Hilbert transform (where Ψ is assumed to be a convex and odd
function on X ) holds true, with an unchanged constant, also in the context of Riesz
transforms.

The following theorem connects the Φ,Ψ-norm of an odd power of a Riesz
transform with the Φ,Ψ-norm of the Hilbert transform.

Theorem 6.4.39. Let X be a Banach space, d ≥ 1, j ∈ {1, . . . ,d}, m ≥ 1 be odd. Let R j ,X

be the corresponding Riesz transform acting on X -valued step functions, Φ,Ψ : X →R+ be
convex continuous such that Ψ is even. Then

|Rm
j ,X |Φ,Ψ ≤

∣∣∣ 2Γ( m+d
2 )

Γ( d
2 )Γ( m

2 )
H R

X

∣∣∣
Φ,Ψ

.

Proof. The proof follows from the discussion above, the fact that Rm
j ,X is a singular

integral of the following form (see e.g. [83, p. 33]):

Rm
j ,X f (x) = Γ( m+d

2 )

π
d
2 Γ( m

2 )

∫
Rd

f (x − y)ym
j

|y |m+d
dy, x ∈Rd ,

where f : Rd → X is a step function, and the fact that the volume of Sd−1 equals

2π
d
2 /Γ( d

2 ).

Notice that if d is fixed, then
2Γ( m+d

2 )

Γ( d
2 )Γ( m

2 )
is of the order md/2, so in particular we

have that for all 1 < p <∞
‖Rm

j ,X ‖Lp (Rd ;X )→Lp (Rd ;X ) .d md/2‖H R
X ‖Lp (R;X )→Lp (R;X ).

6.4.7. Hilbert operators

Let X be a Banach space, let d be a positive integer and pick j ∈ {1, . . . ,d}. Let
f : Rd

j+ → X be locally integrable function, where Rd
j+ = {x ∈ Rd : x j > 0}. We define

T j f :Rd
j+ → X by the formula

T j f (x) := Γ( d+1
2 )

π(d+1)/2

∫
Rd

j+

f (y)(x j + y j )

|x + y |d+1
dy, x ∈Rd

j+.

This type of operators resembles Riesz transforms, but due to the domain restric-
tions the use of principal value is not necessary. Note that if d = 1, then T j is the
Hilbert operator T given by

T f (x) := 1

π

∫
R+

f (y)

x + y
dy, x ∈R+.

We have the following statement.
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Theorem 6.4.40. Let X be a Banach space, Φ,Ψ : X →R+ be convex continuous such that
Ψ is even, d ≥ 1, j ∈ {1, . . . ,d}, 1 < p <∞. Then

|T j |Φ,Ψ ≤ |H R
X |Φ,Ψ. (6.4.33)

Proof. By the discussion in Subsection 6.4.6 it is sufficient to show that

|T j |Φ,Ψ ≤ |R j ,X |Φ,Ψ.

Fix a step function f : Rd
j+ → X . Let f̃ : Rd → X be such that f̃ (x1, . . . , xd ) = 0 if x j < 0

and f̃ |
Rd

j+
= f . Then T j f (x) = R j ,X f̃ (−x) for any x ∈Rd

j+, and therefore

∫
Rd

j+
Ψ(T j f (x))dx =

∫
Rd
Ψ(R j ,X f̃ (−x))1x j >0 dx ≤

∫
Rd
Ψ(R j ,X f̃ (−x))dx

=
∫
Rd
Ψ(R j ,X f̃ (x))dx ≤ |R j ,X |Φ,Ψ

∫
Rd
Φ( f̃ (x))dx

= |R j ,X |Φ,Ψ

∫
Rd

j+
Φ( f (x))dx.

Remark 6.4.41. Notice that if Φ and Ψ are of the form Φ(x) = φ(‖x‖), Ψ(x) =ψ(‖x‖)

for some convex symmetric functions φ,ψ : R→ R+, then one can improve (6.4.33).
Indeed, one can show that |T j |Φ,Ψ = |T j |φ,ψ, which does not depend on the Banach
space X : for any step function f :Rd

j+ → X one has that∫
Rd

j+
Ψ(T j f (x))dx =

∫
Rd

j+
ψ(‖T j f (x)‖)dx

=
∫
Rd

j+
ψ

(∥∥∥ Γ( d+1
2 )

π(d+1)/2

∫
Rd

j+

f (y)(x j + y j )

|x + y |d+1
dy

∥∥∥)
dx

≤
∫
Rd

j+
ψ

( Γ( d+1
2 )

π(d+1)/2

∫
Rd

j+

g (y)(x j + y j )

|x + y |d+1
dy

)
dx

=
∫
Rd

j+
ψ(T j g (x))dx ≤ |T j |φ,ψ

∫
Rd

j+
φ(g (x))dx

= |T j |φ,ψ

∫
Rd

j+
Φ( f (x))dx,

where g : Rd
j+ → R+ is a step function such that g (·) = ‖ f (·)‖. In particular, if Φ(x) =

Ψ(x) = ‖x‖p for some 1 < p <∞, then by [145, Theorem 1.1]

‖T j ‖Lp (Rd
j+;X )→Lp (Rd

j+;X ) = sin−1(π/p).
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7
Lq -VALUED BURKHOLDER-ROSENTHAL

INEQUALITIES AND SHARP ESTIMATES

FOR STOCHASTIC INTEGRALS

This chapter is based on the paper Lq -valued Burkholder-Rosenthal inequalities and
sharp estimates for stochastic integrals by Sjoerd Dirksen and Ivan Yaroslavtsev, see
[54].

We prove sharp maximal inequalities for Lq -valued stochastic integrals with respect to any
Hilbert space-valued local martingale. Our proof relies on new Burkholder-Rosenthal type
inequalities for martingales taking values in an Lq -space.

2010 Mathematics Subject Classification. Primary 60G44, 60H05 Secondary: 60G42
Key words and phrases. Martingale inequalities, vector-valued stochastic integration, Burkholder-
Rosenthal inequalities, decoupling, random measures, martingale decompositions.
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7.1. INTRODUCTION

This work is motivated by the semigroup approach to stochastic partial differential
equations. In this approach one first reformulates an SPDE as a stochastic ordinary
differential equation in a suitable infinite-dimensional state space X and then es-
tablishes existence, uniqueness and regularity properties of a mild solution via a
fixed point argument. An important ingredient for this argument is a maximal
inequality for the X -valued stochastic convolution associated with the semigroup
generated by the operator in the stochastic evolution equation. The semigroup ap-
proach for equations driven by Gaussian noise in Hilbert spaces is well-established
and can be found in [47]. This theory has more recently been developed in two
directions. Firstly, the theory for equations driven by Gaussian noise has been ex-
tended to the context of UMD Banach spaces, see e.g. [126, 127, 128]. In particular,
the latter results cover Lq -spaces and Sobolev spaces and, as a consequence, al-
low to achieve better regularity results than the Hilbert space theory. Secondly,
there has been increased interested in equations driven by discontinuous noise,
e.g. Poisson- and Lévy-type noise [26, 58, 97, 111, 112, 113, 148]. The latter results
are mostly restricted to the Hilbert space setting. The development of this theory
in a non-Hilbertian setting is hindered by the fact that maximal inequalities for
vector-valued stochastic convolutions with respect to discontinuous noise are not
yet well-understood. In general, only some non-sharp maximal estimates based on
geometric assumptions on the Banach space are available [52, 193]. In fact, even
the theory for ‘vanilla’ stochastic integrals (corresponding to the trivial semigroup)
is incomplete. Sharp maximal inequalities for Lq -valued stochastic integrals with
respect to Poisson random measures were obtained only recently [51].

The main purpose of the present chapter is to contribute to the foundation of
the semigroup approach by proving sharp estimates for Lq -valued stochastic inte-
grals with respect to general Hilbert-space valued local martingales. In our main
result, Theorem 7.5.30, we identify a suitable norm ||| · |||M ,p,q so that, for any el-
ementary predictable processes Φ with values in the bounded operators from H

into Lq (S),

cp,q |||Φ |||M ,p,q ≤
(
E sup

0≤s≤t

∥∥∥∫ s

0
Φ d M

∥∥∥p

Lq (S)

) 1
p ≤Cp,q |||Φ |||M ,p,q , (7.1.1)

with universal constants cp,q , Cp,q depending only on p and q . Let us empha-
size two important points. Firstly, the norm ||| · |||M ,p,q can be computed in terms
of predictable quantities, which is important for applications. Secondly, we call the
estimates in (7.1.1) ‘sharp’ as these inequalities are two-sided and therefore iden-
tify the largest possible class of Lp -stochastically integrable processes. We do not
require the constants cp,q and Cp,q to be sharp or even to depend optimally on p

and q . For applications to stochastic evolution equations, the precise constants in
fact do not play a role. In forthcoming work together with Marinelli [53], we show
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that the upper bound (7.1.1) can be transferred to a large class of stochastic con-
volutions and apply these new estimates to obtain improved well-posedness and
regularity results for the associated stochastic evolution equations in Lq -spaces.

Let us roughly sketch our approach to (7.1.1). As a starting point, we use a
classical result due to Meyer [122] and Yoeurp [190] to decompose the integrator
as a sum of three local martingales M = M c + M q + M a , where M c is continuous,
M q is purely discontinuous and quasi-left continuous, and M a is purely discon-
tinuous with accessible jumps. Sharp bounds for stochastic integrals with respect
to continuous local martingales were already obtained in a more general setting
[177].

To estimate the integral with respect to M a we prove, more generally, sharp
bounds for an arbitrary purely discontinuous Lq -valued local martingale with ac-
cessible jumps in Theorem 7.5.8. To establish this result we first show that such a
process can be represented as an essentially discrete object, namely a sum of jumps
occurring at predictable times. Using an approximation argument, the problem
can then be further reduced to proving Burkholder-Rosenthal type inequalities for Lq -
valued discrete-time martingales. In general, if 1 ≤ p <∞ and X is a Banach space,
we understand under Burkholder-Rosenthal inequalities estimates for X -valued
martingale difference sequences (di ) of the form

cp,X ||| (di ) |||p,X ≤
(
E
∥∥∥∑

i
di

∥∥∥p

X

) 1
p ≤Cp,X ||| (di ) |||p,X , (7.1.2)

where ||| · |||p,X is a suitable norm on (di ) which can be computed explicitly in terms
of the predictable moments of the individual differences di . In the scalar-valued
case, these type of inequalities were proven by Burkholder [29], following work of
Rosenthal [161] in the independent case: for 2 ≤ p <∞

(
E
∣∣∣ n∑

i=1
di

∣∣∣p) 1
p hp max

{( n∑
i=1
E|di |p

) 1
p

,
(
E
( n∑

i=1
Ei−1|di |2

) p
2
) 1

p
}

. (7.1.3)

Here we write A .α B if there is a constant cα > 0 depending only on α such that
A ≤ cαB and write A hα B if both A .α B and B .α A hold. To state our Lq -valued
extension, we fix a filtration F= (Fi )i≥0, denote by (Ei )i≥0 the associated sequence
of conditional expectations and set E−1 := E. Let (S,Σ,ρ) be any measure space. Let
us introduce the following norms on the linear space of all finite sequences ( fi ) of
random variables in L∞(Ω;Lq (S)). Firstly, for 1 ≤ p, q <∞ we set

‖( fi )‖S
p
q
=

(
E
∥∥∥(∑

i
Ei−1| fi |2

) 1
2
∥∥∥p

Lq (S)

) 1
p

, (7.1.4)

From the work of Junge on conditional sequence spaces [87] one can deduce that
this expression is a norm. We let Sp

q denote the completion with respect to this
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norm. Furthermore, we define

‖( fi )‖D
p
q,q

=
(
E
(∑

i
Ei−1‖ fi‖q

Lq (S)

) p
q
) 1

p
,

‖( fi )‖D
p
p,q

=
(∑

i
E‖ fi‖p

Lq (S)

) 1
p

.

(7.1.5)

Clearly these expressions define two norms and we let Dp
p,q and Dp

q,q denote the
completions in these norms. Although these spaces depend on the filtration F, we
will suppress this from the notation. We let Ŝp

q , D̂p
q,q and D̂p

p,q denote the closed
subspaces spanned by all martingale difference sequences in the above spaces.

Theorem 7.1.1. Let 1 < p, q <∞ and let S be any measure space. If (di ) is an Lq (S)-valued
martingale difference sequence, then(

E
∥∥∥∑

i
di

∥∥∥p

Lq (S)

) 1
p hp,q ‖(di )‖ŝp,q , (7.1.6)

where ŝp,q is given by

Ŝp
q ∩ D̂p

q,q ∩ D̂p
p,q if 2 ≤ q ≤ p <∞;

Ŝp
q ∩ (D̂p

q,q + D̂p
p,q ) if 2 ≤ p ≤ q <∞;

(Ŝp
q ∩ D̂p

q,q )+ D̂p
p,q if 1 < p < 2 ≤ q <∞;

(Ŝp
q + D̂p

q,q )∩ D̂p
p,q if 1 < q < 2 ≤ p <∞;

Ŝp
q + (D̂p

q,q ∩ D̂p
p,q ) if 1 < q ≤ p ≤ 2;

Ŝp
q + D̂p

q,q + D̂p
p,q if 1 < p ≤ q ≤ 2.

Consequently, if F = σ(∪i≥0Fi ), then the map f 7→ (Ei f −Ei−1 f )i≥0 induces an isomor-
phism between Lp

0 (Ω;Lq (S)), the subspace of mean-zero random variables in Lp (Ω;Lq (S)),
and sp,q .

Let us say a few words about the proof of Theorem 7.1.1. We derive the up-
per bound in (7.1.6) from the known special case that the di are independent [51]
by applying powerful decoupling techniques due to Kwapień and Woyczyński
[102]. In the scalar-valued case this route was already traveled by Hitczenko [75]
to deduce the optimal order of the constant in the classical Burkholder-Rosenthal
inequalities (7.1.3) from the one already known for martingales with independent
increments. The lower bound in (7.1.6) is derived by using a duality argument.
For this purpose, we show that for 1 < p, q <∞ the spaces sp,q satisfy the duality
relation

(sp,q )∗ = sp ′,q ′ , 1
p + 1

p ′ = 1, 1
q + 1

q ′ = 1.

The only non-trivial step in proving this duality is to show that (Dp
q,q )∗ = Dp ′

q ′,q ′ . In
Section 7.4 we prove a more general result: we show that if X is a reflexive separa-
ble Banach space, then for the space H

sq
p (X ) of all adapted X -valued sequences ( fi )
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such that

‖( fi )‖
H

sq
p (X )

=
(
E
(∑

i
Ei−1‖ fi‖q

X

) p
q
) 1

p <∞,

the identity (H
sq
p (X ))∗ = H

sq′
p ′ (X ∗) holds isomorphically with constants depending

only on p and q . Somewhat surprisingly, this result only seems to be known in the
literature if X =R and either 1 < p ≤ q <∞ or 2 ≤ q ≤ p <∞ (see [181]).

Let us now discuss our approach to the integral of Φ with respect to M q , the
purely discontinuous quasi-left continuous part of M . We first show that this inte-
gral can be represented as an integral with respect to µ̄M q

, the compensated version
of the random measure µM q

that counts the jumps of M q . In Theorem 7.5.22 we
then prove the following sharp estimates for integrals with respect to µ̄ = µ−ν,
where µ is any integer-valued random measure that has a compensator ν that is
non-atomic in time. This result covers µM q

as a special case. To formulate our
result, let (J ,J ) be a measurable space and P̃ be the predictable σ-algebra on
R+ ×Ω× J . For 1 < p, q < ∞ we define the spaces Ŝ

p
q , D̂

p
q,q and D̂

p
p,q as the Ba-

nach spaces of all P̃ -measurable functions F : R+ ×Ω× J → Lq (S) for which the
corresponding norms

‖F‖Ŝ
p

q
:=

(
E
∥∥∥(∫

R+×J
|F |2 dν

) 1
2
∥∥∥p

Lq (S)

) 1
p

,

‖F‖D̂
p
q,q

:=
(
E
(∫
R+×J

‖F‖q
Lq (S) dν

) p
q
) 1

p
,

‖F‖D̂
p
p,q

:=
(
E

∫
R+×J

‖F‖p
Lq (S) dν

) 1
p

are finite.

Theorem 7.1.2. Fix 1 < p, q < ∞. Let µ be an optional P̃ -σ-finite random measure
on R+ × J and suppose that its compensator ν is non-atomic in time. Then for any P̃ -
measurable F :R+×Ω× J → Lq (S),(

E sup
0≤s≤t

∥∥∥∫
[0,s]×J

F (u, x)µ̄(du, dx)
∥∥∥p

Lq (S)

) 1
p hp,q ‖F 1[0,t ]‖Ip,q ,

where Ip,q is given by

Ŝ
p

q ∩ D̂
p
q,q ∩ D̂

p
p,q if 2 ≤ q ≤ p <∞,

Ŝ
p

q ∩ (D̂p
q,q + D̂

p
p,q ) if 2 ≤ p ≤ q <∞,

(Ŝ p
q ∩ D̂

p
q,q )+ D̂

p
p,q if 1 < p < 2 ≤ q <∞,

(Ŝ p
q + D̂

p
q,q )∩ D̂

p
p,q if 1 < q < 2 ≤ p <∞,

Ŝ
p

q + (D̂p
q,q ∩ D̂

p
p,q ) if 1 < q ≤ p ≤ 2,

Ŝ
p

q + D̂
p
q,q + D̂

p
p,q if 1 < p ≤ q ≤ 2.
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In the scalar-valued case this result is due to A.A. Novikov [131]. In the special
case that µ is a Poisson random measure, Theorem 7.5.22 was obtained in [51]. A
very different proof of the upper bounds in Theorem 7.5.22, based on tools from
stochastic analysis, was discovered independently of our work in [110].

The proof of the upper bounds in Theorem 7.1.2 relies on the Burkholder-
Rosenthal inequalities in Theorem 7.1.1, a Banach space-valued extension of Novikov’s
inequality in the special case that ν(R+× J ) ≤ 1 a.s. (Proposition 7.5.15), and a time-
change argument. For the lower bounds, the non-trivial work is to show that

(Ŝ p
q )∗ = Ŝ

p ′
q ′ , (D̂p

q,q )∗ = D̂
p ′
q ′,q ′

hold isomorphically with constants depending only on p and q . These duality
statements are derived in Appendix 7.A.

The chapter is structured as follows. In Section 7.3 we prove Theorem 7.1.1.
Section 7.4 contains the proof of the duality for the space H

sq
p (X ). In Section 7.5 we

prove the sharp bounds (7.1.1). In particular, Subsections 7.5.2, 7.5.3 and 7.5.5 are
dedicated to integration with respect to local martingales with accessible jumps,
purely discontinuous quasi-left continuous local martingales and continuous local
martingales, respectively. These three parts can be read independently of each
other.

7.2. PRELIMINARIES

Throughout, (Ω,F ,P) denotes a complete probability space. If X and Y are Banach
spaces, then L (X ,Y ) denotes the Banach space of bounded linear operators from
X into Y .

In the following, we will frequently use duality arguments for sums and inter-
sections of Banach spaces. Let us recall some basic facts in this direction. If (X ,Y )

is a compatible couple of Banach spaces, i.e., X ,Y are continuously embedded in
a Hausdorff topological vector space, then their intersection X ∩Y and sum X +Y

are Banach spaces under the norms

‖z‖X∩Y = max{‖z‖X ,‖z‖Y }

and
‖z‖X+Y = inf{‖x‖X +‖y‖Y : z = x + y, x ∈ X , y ∈ Y }.

If X ∩Y is dense in both X and Y , then

(X ∩Y )∗ = X ∗+Y ∗, (X +Y )∗ = X ∗∩Y ∗ (7.2.1)

hold isometrically. The duality brackets under these identifications are given by

〈x∗, x〉 = 〈x∗|X∩Y , x〉 (x∗ ∈ X ∗+Y ∗)
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and

〈x∗, x〉 = 〈x∗, y〉+〈x∗, z〉 (x∗ ∈ X ∗∩Y ∗, x = y + z ∈ X +Y ), (7.2.2)

respectively, see e.g. [98, Theorem I.3.1].
The following observation facilitates a duality argument that we will use re-

peatly below. We provide a proof for the convenience of the reader.

Lemma 7.2.1. Let X and Y be Banach spaces, X be reflexive, U be a dense linear subspace
of X , and let V be a dense linear subspace of X ∗. Consider j0 ∈L (U ,Y ) and k0 ∈L (V ,Y ∗)

so that ran j0 is dense in Y and 〈x∗, x〉 = 〈k0(x∗), j0(x)〉 for each x ∈U , x∗ ∈V . Then

(i) there exists j ∈L (X ,Y ), k ∈L (X ∗,Y ∗) such that j |U = j0, k|V = k0,

(ii) ran j = Y , ran k = Y ∗, in particular k and j are invertible, and

(iii) for each x ∈ X and x∗ ∈ X ∗

1

‖k‖‖x‖ ≤ ‖ j (x)‖ ≤ ‖ j‖‖x‖,

1

‖ j‖‖x∗‖ ≤ ‖k(x∗)‖ ≤ ‖k‖‖x∗‖.
(7.2.3)

Proof. (i) holds due to the continuity of j0 and k0, and as a consequence

〈x∗, x〉 = 〈k(x∗), j (x)〉, x ∈ X , x∗ ∈ X ∗.

Notice that j and k are embeddings. Indeed, 〈x∗, x〉 = 〈k(x∗), j (x)〉 for each x ∈ X ,
x∗ ∈ X ∗, so for each nonzero x ∈ X , x∗ ∈ X ∗ both j (x) and k(x∗) define nonzero
linear functionals on Y ∗ and Y respectively, hence they are nonzero.

For (ii), fix any y∗ ∈ Y ∗. Since j ∈L (X ,Y ), we can define x∗ ∈ X ∗ by

〈x∗, x〉 := 〈y∗, j (x)〉, x ∈ X .

Since 〈x∗, x〉 = 〈k(x∗), j (x)〉 and hence 〈y∗ − k(x∗), j (x)〉 = 0 for any x ∈ X , we con-
clude by density of ran j that y∗ = k(x∗). Thus ran k = Y ∗ and k is invertible by
the bounded inverse theorem. Using reflexivity of X one can similarly prove the
statement for j . To prove (iii), we note that for each x ∈ X

‖ j (x)‖ = sup
x∗∈X ∗,‖k(x∗)‖=1

〈k(x∗), j (x)〉 = sup
x∗∈X ∗,‖k(x∗)‖=1

〈x∗, x〉

≥ sup
x∗∈X ∗,‖x∗‖= 1

‖k‖

〈x∗, x〉 = 1

‖k‖‖x‖,

and obviously ‖ j (x)‖ ≤ ‖ j‖‖x‖. The estimates for k are derived similarly.
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7.3. Lq -VALUED BURKHOLDER-ROSENTHAL INEQUALITIES

In this section we prove Theorem 7.1.1. Our starting point is the following Lq -
valued version of the classical Rosenthal inequalities [161]. For 1 ≤ p, q <∞ let Sq

and Dp,q be the spaces of all sequences of Lq (S)-valued random variables such the
respective norms

‖( fi )‖Sq =
∥∥∥(∑

i
E| fi |2

) 1
2
∥∥∥

Lq (S)
,

‖( fi )‖Dp,q =
(∑

i
E‖ fi‖p

Lq (S)

) 1
p

(7.3.1)

are finite. Note that the following result corresponds to a special case of Theo-
rem 7.1.1, in which the martingale differences di are independent.

Theorem 7.3.1. [51] Let 1 < p, q < ∞ and let (S,Σ,σ) be a measure space. If (ξi ) is a
sequence of independent, mean-zero random variables taking values in Lq (S), then

(
E
∥∥∥∑

i
ξi

∥∥∥p

Lq (S)

) 1
p hp,q‖(ξi )‖sp,q , (7.3.2)

where sp,q is given by

Sq ∩Dq,q ∩Dp,q if 2 ≤ q ≤ p <∞;

Sq ∩ (Dq,q +Dp,q ) if 2 ≤ p ≤ q <∞;

(Sq ∩Dq,q )+Dp,q if 1 < p < 2 ≤ q <∞;

(Sq +Dq,q )∩Dp,q if 1 < q < 2 ≤ p <∞;

Sq + (Dq,q ∩Dp,q ) if 1 < q ≤ p ≤ 2;

Sq +Dq,q +Dp,q if 1 < p ≤ q ≤ 2.

Moreover, the estimate .p,q in (7.3.2) remains valid if p = 1, q = 1 or both.

To derive the upper bound in Theorem 7.1.1 we use the following decoupling
techniques from [102]. Let (Ω,F ,P) be a complete probability space, let (Fi )i≥0 be
a filtration and let X be a (quasi-)Banach space. Two (Fi )i≥1-adapted sequences
(di )i≥1 and (ei )i≥1 of X -valued random variables are called tangent if for every i ≥ 1

and A ∈B(X )

P(di ∈ A|Fi−1) =P(ei ∈ A|Fi−1). (7.3.3)

An (Fi )i≥1-adapted sequence (ei )i≥1 of X -valued random variables is said to satisfy
condition (CI) if, firstly, there is a sub-σ-algebra G ⊂ F∞ = σ(∪i≥0Fi ) such that for
every i ≥ 1 and A ∈B(X ),

P(ei ∈ A|Fi−1) =P(ei ∈ A|G ) (7.3.4)
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and, secondly, (ei )i≥1 consists of G -independent random variables, i.e. for all n ≥ 1

and A1, . . . , An ∈B(X ),

E(1e1∈A1 · . . . ·1en∈An |G ) = E(1e1∈A1 |G ) · . . . ·E(1en∈An |G ).

It is shown in [102] that for every (Fi )i≥1-adapted sequence (di )i≥1 there exists an
(Fi )i≥1-adapted sequence (ei )i≥1 on a possibly enlarged probability space which is
tangent to (di )i≥1 and satisfies condition (CI). This sequence is called a decoupled
tangent sequence for (di )i≥1 and is unique in law.

To derive the upper bound in Theorem 7.1.1 for a given martingale difference
sequence (di )i≥1 we apply Theorem 7.3.1 conditionally to its decoupled tangent
sequence (ei )i≥1. For this approach to work, we will need to relate various norms
on (di )i≥1 and (ei )i≥1. One of these estimates can be formulated as a Banach space
property. Following [45], we say that a (quasi-)Banach space X satisfies the p-
decoupling property if for some 0 < p < ∞ there is a constant Cp,X such that for
any complete probability space (Ω,F ,P), any filtration (Fi )i≥0, and any (Fi )i≥1-
adapted sequence (di )i≥1 in Lp (Ω, X ),

(
E
∥∥∥ n∑

i=1
di

∥∥∥p

X

) 1
p ≤Cp,X

(
E
∥∥∥ n∑

i=1
ei

∥∥∥p

X

) 1
p

, (7.3.5)

for all n ≥ 1, where (ei )i≥1 is the decoupled tangent sequence of (di )i≥1. It is shown
in [45, Theorem 4.1] that this property is independent of p, so we may simply say
that X satisfies the decoupling property if it satisfies the p-decoupling property for
some (then all) 0 < p < ∞. Known examples of spaces satisfying the decoupling
property are the Lq (S)-spaces for any 0 < q <∞ and UMD Banach spaces. If X is a
UMD Banach space, then one can also recouple, meaning that for all 1 < p <∞ there
is a constant cp,X such that for any martingale difference sequence (di )i≥1 and any
associated decoupled tangent sequence (ei )i≥1,

(
E
∥∥∥ n∑

i=1
ei

∥∥∥p

X

) 1
p ≤ cp,X

(
E
∥∥∥ n∑

i=1
di

∥∥∥p

X

) 1
p

. (7.3.6)

Conversely, if both (7.3.5) and (7.3.6) hold for some (then all) 1 < p < ∞, then X

must be a UMD space. This equivalence is independently due to McConnell [119]
and Hitczenko [74].

To further relate a sequence with its decoupled tangent sequence we use the
following technical observation, which is a special case of [45, Lemma 2.7].

Lemma 7.3.2. Let X be a (quasi-)Banach space and for every i ≥ 1 let hi : X → X be a Borel
measurable function. Let (di )i≥1 be an (Fi )i≥1-adapted sequence and (ei )i≥1 a decoupled
tangent sequence. Then (hi (ei ))i≥1 is a decoupled tangent sequence for (hi (di ))i≥1.

We are now ready to prove the announced result.
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Proof. (Of Theorem 7.1.1) Step 1: upper bounds. We will only give a proof in the case
1 ≤ q ≤ 2 ≤ p <∞. The other cases are proved analogously. Let us write EG = E(·|G )

for brevity. By density we may assume that the di take values in Lq (S)∩L∞(S).
Fix an arbitrary decomposition di = di ,1 + di ,2, where di ,1,di ,2 are Lq (S) ∩ L∞(S)-
valued martingale difference sequences. Let ei = (ei ,1,ei ,2) be the decoupled tan-
gent sequence for the martingale difference sequence (di ,1,di ,2) which takes values
in (Lq (S)∩L∞(S))× (Lq (S)∩L∞(S)). Lemma 7.3.2 implies that di ,α is the decoupled
tangent sequence for ei ,α, α= 1,2, and ei ,1 + ei ,2 is the decoupled tangent sequence
for di . By the decoupling property for Lq (S),(

E
∥∥∥∑

i
di

∥∥∥p

Lq (S)

) 1
p .p,q

(
E
∥∥∥∑

i
ei ,1 +ei ,2

∥∥∥p

Lq (S)

) 1
p

.

Since the summands ei ,1 + ei ,2 are G -conditionally independent and G -mean zero,
we can apply Theorem 7.3.1 conditionally to find, a.s.,(

EG

∥∥∥∑
i

ei ,1 +ei ,2

∥∥∥p

Lq (S)

) 1
p

.p,q max
{∥∥∥(∑

i
EG |ei ,1|2

) 1
2
∥∥∥

Lq (S)

+
(∑

i
EG ‖ei ,2‖q

Lq (S)

) 1
q

,
(∑

i
EG ‖ei ,1 +ei ,2‖p

Lq (S)

) 1
p
}

.

Now we take Lp -norms on both sides and apply the triangle inequality to obtain(
E
∥∥∥∑

i
di

∥∥∥p

Lq (S)

) 1
p

.p,q max
{(
E
∥∥∥(∑

i
EG |ei ,1|2

) 1
2
∥∥∥p

Lq (S)

) 1
p

+
(
E
(∑

i
EG ‖ei ,2‖q

Lq (S)

) p
q
) 1

p
,
(∑

i
E‖ei ,1 +ei ,2‖p

Lq (S)

) 1
p
}

By the properties (7.3.4) and (7.3.3) of a decoupled tangent sequence,

EG |ei ,1|2 = Ei−1|ei ,1|2 = Ei−1|di ,1|2,

and therefore (∑
i
EG |ei ,1|2

) 1
2 =

(∑
i
Ei−1|di ,1|2

) 1
2

.

Similarly,
EG ‖ei ,2‖q

Lq (S) = Ei−1‖di ,2‖q
Lq (S).

We conclude that(
E
∥∥∥∑

i
di

∥∥∥p

Lq (S)

) 1
p
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.p,q max
{(
E
∥∥∥(∑

i
Ei−1|di ,1|2

) 1
2
∥∥∥p

Lq (S)

) 1
p

+
(
E
(∑

i
Ei−1‖di ,2‖q

Lq (S)

) p
q
) 1

p
,
(∑

i
E‖di‖p

Lq (S)

) 1
p
}

.

Taking the infimum over all decompositions as above yields the inequality ‘.p,q ’
in (7.1.6).

Step 2: lower bounds. We deduce the lower bounds by duality. Since (Sp
q )∗ =

Sp ′
q ′ (by [87]), (Dp

p,q )∗ = Dp ′
p ′,q ′ , and (Dp

q,q )∗ = Dp ′
q ′,q ′ (by Theorem 7.4.1 below) hold

isomorphically with constants depending only on p and q , it follows from (7.2.1)
that s∗p,q = sp ′,q ′ with duality bracket

〈( fi ), (gi )〉 =∑
i
E〈 fi , gi 〉 (( fi ) ∈ sp,q , (gi ) ∈ sp ′,q ′ ).

Let x̂∗ ∈ (ŝp,q )∗. Define the map P : sp,q → ŝp,q by

P (( fi )) = (∆i fi ),

where ∆i := Ei −Ei−1. By the triangle inequality and Jensen’s inequality one readily
sees that P is a bounded projection. As a consequence, we can define x∗ ∈ s∗p,q by
x∗ = x̂∗ ◦P . Let (gi ) ∈ sp ′,q ′ be such that

x∗(( fi )) =∑
i
E〈 fi , gi 〉 (( fi ) ∈ sp,q ).

Then, for any ( fi ) ∈ ŝp,q ,

x̂∗(( fi )) =∑
i
E〈 fi , gi 〉 =

∑
i
E〈 fi ,∆i gi 〉 = 〈( fi ),P (gi )〉.

This shows that (ŝp,q )∗ = ŝp ′,q ′ isomorphically. Let U and V be the dense linear
subspaces spanned by all finite martingale difference sequences in ŝp,q and ŝp ′,q ′ ,
respectively. Define

Y = span
{∑

i
di : (di ) ∈U

}
⊂ Lp (Ω;Lq (S)).

By Step 1, we can define two maps j0 ∈L (U ,Y ), k0 ∈L (V ,Y ∗) by

j0((di )) =∑
i

di , k0((d̃i )) =∑
i

d̃i .

By the martingale difference property,

〈 j0((di )),k0((d̃i ))〉 = E
〈∑

i
di ,

∑
i

d̃i

〉
=∑

i
E〈di , d̃i 〉 = 〈(di ), (d̃i )〉. (7.3.7)

The lower bounds now follow immediately from Lemma 7.2.1.



182 7. Lq -VALUED BURKHOLDER-ROSENTHAL INEQUALITIES

For the final assertion of the theorem, suppose that F = σ(∪i≥0Fi ). Let f ∈
Lp

0 (Ω;Lq (S)) and define fn = En f . Then limn→∞ fn = f (see e.g. [79, Theorem 3.3.2]).
Conversely, let ( fn)n≥1 be a martingale with supn≥1 ‖ fn‖Lp (Ω;Lq (S)) <∞. By reflexiv-
ity of Lq (S) we have Lp (Ω;Lq (S)) = (Lp ′

(Ω;Lq ′
(S)))∗ and hence its unit ball is weak∗-

compact. Let f be the weak∗-limit of ( fn). It is easy to check that fn = En f . In
conclusion, any martingale difference sequence (di )i≥0 of a bounded martingale in
Lp (Ω;Lq (S)) corresponds uniquely to an f ∈ Lp (Ω;Lq (S)) such that

f −E f =∑
i

di , di = Ei f −Ei−1 f .

The two-sided inequality (7.1.6) now implies that the map f 7→ (Ei f −Ei−1 f )i≥0 is a
linear isomorphism between Lp

0 (Ω;Lq (S)) and ŝp,q , with constants depending only
on p and q .

Remark 7.3.3. Let 1 < p, q <∞. Define Ŝp,odd
q , D̂p,odd

q,q and D̂p,odd
p,q as the closed sub-

spaces of Ŝp
q , D̂p

q,q and D̂p
p,q , respectively, spanned by all Lq -valued martingale dif-

ference sequences (di )i≥0 such that d2i = 0 for each i ≥ 0. By the proof of Theo-
rem 7.1.1, any Lq -valued martingale difference sequence (di )i≥0 such that d2i = 0

for each i ≥ 0 satisfies (
E
∥∥∥∑

i
di

∥∥∥p

Lq (S)

) 1
p hp,q‖(di )‖ŝodd

p,q
,

where ŝodd
p,q is given by

Ŝp,odd
q ∩ D̂p,odd

q,q ∩ D̂p,odd
p,q if 2 ≤ q ≤ p <∞;

Ŝp,odd
q ∩ (D̂p,odd

q,q + D̂p,odd
p,q ) if 2 ≤ p ≤ q <∞;

(Ŝp,odd
q ∩ D̂p,odd

q,q )+ D̂p,odd
p,q if 1 < p < 2 ≤ q <∞;

(Ŝp,odd
q + D̂p,odd

q,q )∩ D̂p,odd
p,q if 1 < q < 2 ≤ p <∞;

Ŝp,odd
q + (D̂p,odd

q,q ∩ D̂p,odd
p,q ) if 1 < q ≤ p ≤ 2;

Ŝp,odd
q + D̂p,odd

q,q + D̂p,odd
p,q if 1 < p ≤ q ≤ 2.

This fact will be used in the proof of Theorem 7.5.5.

Remark 7.3.4. Let us compare our result to the literature. As was mentioned in the
introduction, the scalar-valued version of Theorem 7.1.1 is due to Burkholder [29],
following work of Rosenthal [161]. A version for noncommutative martingales,
as well as a version of (7.1.3) for 1 < p ≤ 2, was obtained by Junge and Xu [88].
Various upper bounds for the moments of a martingale with values in a uniformly
2-smooth (or equivalently, cf. [152], martingale type 2) Banach space were obtained
by Pinelis [150], with constants of optimal order. For instance, if 2 ≤ p < ∞ then
([150], Theorem 4.1)(

E
∥∥∥∑

i
di

∥∥∥p

X

) 1
p . p(Esup

i
‖di‖p

X )
1
p +p

pτ2(X )
(
E
(∑

i
Ei−1‖di‖2

X

) p
2
) 1

p
, (7.3.8)
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where τ2(X ) is the 2-smoothness constant of X . As already remarked in [150], due
to the presence of the second term on the right hand side this type of inequality
cannot hold in a Banach space which is not 2-uniformly smooth (or equivalently,
has martingale type 2). On the other hand, one can show that the reverse inequality
holds (with different constants) if and only if X is 2-uniformly convex (or equiva-
lently, has martingale cotype 2). Thus, a two-sided inequality involving the norm
on the right hand side of (7.3.8) can only hold in a space with both martingale type
and cotype equal to 2. Such a space is necessarily isomorphic to a Hilbert space by
a well-known result of Kwapień (see e.g. [2], Theorem 7.4.1).

It should be mentioned that the dependence of the implicit constants on p and
q in (7.1.6) is not optimal. We leave it as an interesting open problem to determine
the optimal dependence on the constants.

7.4. THE DUAL OF H
sq
p (X )

In the proof of Theorem 7.1.1 we used the fact that (Dp
q,q )∗ = Dp ′

q ′,q ′ holds isomor-
phically (with constants depending only on p and q) for all 1 < p, q < ∞. In this
section we will prove a more general statement.

Let (Ω,F ,P) be a probability space with a filtration F= (Fk )k≥0, X be a Banach
space, and let 1 < p, q <∞. For an adapted sequence f = ( fk )k≥0 of X -valued ran-
dom variables we define

sn
q ( f ) :=

( n∑
k=0

Ek−1‖ fk‖q
)1/q

, sq ( f ) :=
( ∞∑

k=0
Ek−1‖ fk‖q

)1/q
,

where Ek = E(·|Fk ), E−1 = E. We let H
sq
p (X ) be the space of all adapted sequences

f = ( fk )k≥0 satisfying
‖ f ‖

H
sq
p (X )

:= (Esq ( f )p )1/p <∞.

Similarly we define H
sn

q
p (X ). We will prove the following result, which was only

known before if X =R and either 1 < p ≤ q <∞ or 2 ≤ q ≤ p <∞ (see [181, Theorem
15] and the remark following it).

Theorem 7.4.1. Let X be a reflexive separable Banach space, 1 < p, q <∞. Then
(
H

sq
p (X )

)∗ =
H

sq′
p ′ (X ∗) isomorphically. The isomorphism is given by

g 7→ Fg , Fg ( f ) = E
( ∞∑

k=0
〈 fk , gk〉

) (
f ∈ H

sq
p (X ), g ∈ H

sq′
p ′ (X ∗)

)
, (7.4.1)

and
min

{ q

p
,

q ′

p ′
}
‖g‖

H
sq′
p′ (X ∗)

≤ ‖Fg ‖(H
sq
p (X ))∗ ≤ ‖g‖

H
sq′
p′ (X ∗)

. (7.4.2)

In particular, H
sq
p (X ) is a reflexive Banach space.
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To prove this result, we will first extend an argument of Csörgő [46] to show

that
(
H

sn
q

p (X )
)∗ and H

sn
q′

p ′ (X ∗) are isomorphic if 1 < p, q <∞, with isomorphism con-

stants depending on p, q and n. In particular, this shows that H
sn

q
p (X ) is reflexive. In

a second step, we exploit this reflexivity to show that the isomorphism constants
do not depend on n. The proof of this result, Theorem 7.4.5, relies on an argument
of Weisz [181]. After this step, it is straightforward to deduce Theorem 7.4.1.

We start by introducing an operator that serves as a replacement for the sign-
function in a vector-valued context.

Lemma 7.4.2. Let X be a Banach space with a separable dual. Fix ε> 0. Then there exists
a discrete-valued Borel-measurable function Pε : X ∗ → X such that ‖Pε(x∗)‖ = 1 and

(1−ε)‖x∗‖ ≤ 〈Pεx∗, x∗〉 ≤ ‖x∗‖ (7.4.3)

for each x∗ ∈ X ∗.

Proof. Let (x∗
n )n≥1 be a dense subset of the unit sphere of X ∗. For each n ≥ 1 define

Un =U
⋂

B(x∗
n , ε2 ), where B(y∗,r ) denotes the ball in X ∗ with radius r and center y∗.

Define V1 =U1 and

Vn =Un \
(n−1⋃

k=1
Vk

)
, n ≥ 2.

For each n ≥ 1 one can find an xn ∈ X such that ‖xn‖ = 1 and 〈xn , x∗
n〉 ≥ 1− ε

2 . Now
define

Pε(x∗) :=
∞∑

n=1
1Vn

( x∗

‖x∗‖
)
xn , x∗ ∈ X ∗.

This function is Borel since the Vn are Borel sets. As the Vn form a disjoint cover of
the unit sphere, for every x∗ ∈ X ∗ there exists a unique n = n(x∗) so that x∗/‖x∗‖ ∈
Vn . Hence, ‖Pε(x∗)‖ = 1 and

〈Pε(x∗), x∗〉 = ‖x∗‖
〈

xn ,
x∗

‖x∗‖
〉
≥ ‖x∗‖〈xn , x∗

n〉−
ε

2
‖x∗‖ ≥ (1−ε)‖x∗‖,

so (7.4.3) follows.

Theorem 7.4.3. Let X be a reflexive separable Banach space, 1 < p, q <∞, n ≥ 0. Then(
H

sn
q

p (X )
)∗ = H

sn
q′

p ′ (X ∗) isomorphically (with constants depending on p, q and n). The iso-
morphism is given by

g 7→ Fg , Fg ( f ) = E
( n∑

k=0
〈 fk , gk〉

) (
f ∈ H

sn
q

p (X ), g ∈ H
sn

q′
p ′ (X ∗)

)
. (7.4.4)

In particular, H
sn

q
p (X ) is a reflexive Banach space.



7.4. THE DUAL OF H
sq
p (X ) 185

Proof. The main argument is inspired by the proof of [46, Theorem 1]. By the con-
ditional Hölder inequality and the usual version of Hölder’s inequality,

|Fg ( f )| ≤ E
( n∑

k=0
Ek−1(‖ fk‖‖gk‖)

)
≤ E

( n∑
k=0

(Ek−1‖ fk‖q )1/q (Ek−1‖gk‖q ′
)1/q ′)

≤ ‖ f ‖
H

sn
q

p (X )
‖g‖

H
sn
q′

p′ (X ∗)
.

(7.4.5)

Hence, the functional Fg is bounded and ‖Fg ‖ ≤ ‖g‖
H

sn
q′

p′ (X ∗)
.

To prove that ‖Fg ‖ &p,q,n ‖g‖
H

sn
q′

p′ (X ∗)
we need to construct an appropriate f ∈

H
sn

q
p (X ) with

‖ f ‖
H

sn
q

p (X )
.p,q,n1, 〈Fg , f 〉&p,q,n ‖g‖

H
sn
q′

p′ (X ∗)
.

Fix 0 < ε< 1. We define f by setting

fk := Pεgk
‖gk‖q ′−1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

(Ek−1‖gk‖q ′
)

p′−q′
q′ , 0 ≤ k ≤ n

where Pε is as in Lemma 7.4.2. Using pp ′ = p +p ′ and qq ′ = q +q ′ we find

‖ f ‖p

H
sn
q

p (X )
= E

( n∑
k=0

Ek−1‖ fk‖q
)p/q= 1

‖g‖p(p ′−1)

H
sn
q′

p′ (X ∗)

E
( n∑

k=0
(Ek−1‖gk‖q ′

)
(p′−1)q

q′
) p

q

hn,p,q
1

‖g‖p ′

H
sn
q′

p′ (X ∗)

E
( n∑

k=0
(Ek−1‖gk‖q ′

)
) p′

q′ = 1,

so f ∈ H
sn

q
p (X ). Moreover,

〈Fg , f 〉 ≥ (1−ε)
1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E
n∑

k=0
‖gk‖q ′

(Ek−1‖gk‖q ′
)

p′−q′
q′

= (1−ε)
1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E
n∑

k=0
(Ek−1‖gk‖q ′

)
p′
q′

hp,q,n (1−ε)
1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E
( n∑

k=0
Ek−1‖gk‖q ′) p′

q′ = ‖g‖
H

sn
q′

p′ (X ∗)
,
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as desired, since ε was arbitrary and can be chosen, say, 1
2 .

Now we will show that every F ∈ (
H

sn
q

p (X )
)∗ is equal to Fg for a suitable g ∈

H
sn

q′
p ′ (X ∗). For this purpose we consider the disjoint direct sum of (Ω,Fk ,P), k =

0, . . . ,n. Formally, we setΩk =Ω×{k}, F̃k =Fk×{k} and define a probability measure
Pk on F̃k by Pk (A× {k}) =P(A). Now the disjoint direct sum (Ωn ,F n ,Pn) is defined
by

Ωn =
n⋃

k=0
Ωk , F n = {A ∈Ωn : A∩Ωk ∈ F̃k , for all 1 ≤ k ≤ n}

and

Pn(A) =
N∑

k=0
Pk (A∩Ωk ), A ∈F n .

Let Pk : (Ω,Fk ) → (Ωn ,F n), Pk (ω) = (ω,k), be the measurable bijection between
(Ω,Fk ) and its disjoint copy. We can now define an X ∗-valued set function µ by

〈µ(A), x〉 := F
(
(x ·1P−1

k (A∩Ωk ))
n
k=0

)
, A ∈F n , x ∈ X .

We will show that µ is σ-additive, absolutely continuous with respect to Pn and of
finite variation. Let us first show that µ is of finite variation. Let (Am)M

m=1 ⊂F n be
disjoint such that ∪m Am =Ωn . Then

M∑
m=1

‖µ(Am)‖ =
M∑

m=1
sup

xm∈X :‖xm‖=1
F

(
(xm ·1P−1

k (Am∩Ωk ))
n
k=0

)
= sup

(xm )M
m=1⊂X :‖xm‖=1

M∑
m=1

F
(
(xm ·1P−1

k (Am∩Ωk ))
n
k=0

)
= sup

(xm )M
m=1⊂X :‖xm‖=1

F
(( M∑

m=1
xm ·1P−1

k (Am∩Ωk )

)n

k=0

)

≤ ‖F‖ sup
(xm )M

m=1⊂X :‖xm‖=1

∥∥∥( M∑
m=1

xm ·1P−1
k (Am∩Ωk )

)n

k=0

∥∥∥
H

sn
q

p (X )

= ‖F‖ sup
(xm )M

m=1⊂X :‖xm‖=1

(
E
( n∑

k=0
Ek−1

∥∥∥ M∑
m=1

xm 1P−1
k (Am∩Ωk )

∥∥∥q) p
q
) 1

p

≤ ‖F‖
[
E
( n∑

k=0
Ek−1

( M∑
m=1

1P−1
k (Am∩Ωk )

)q) p
q
] 1

p

= ‖F‖
(
E
( n∑

k=0
Ek−11Ω

) p
q
) 1

p = ‖F‖(n +1)
1
q

Now let us prove the σ-additivity. Obviously µ is additive. Let (Am)m≥0 ⊂ Fn be
such that Am ↘∅. Then

‖µ(Am)‖ = sup
x∈X :‖x‖=1

|F ((x ·1P−1
k (Am∩Ωk ))

n
k=0)|
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≤ ‖F‖ sup
x∈X :‖x‖=1

‖(x ·1P−1
k (Am∩Ωk ))

n
k=0‖

H
sn
q

p (X )

= ‖F‖
(
E
( n∑

k=0
Ek−11P−1

k (Am∩Ωk )

) p
q
) 1

p → 0 as m →∞,

by the monotone convergence theorem. This computation also shows that µ is
absolutely continuous with respect to Pn .

Since X is reflexive, X ∗ has the Radon-Nikodym property (see e.g. [79, Theo-
rem 1.3.21]). Thus, there exists a g ∈ L1(Ωn ; X ∗) so that

µ(A) =
∫

A
g dPn =

n∑
k=0

∫
A∩Ωk

g dPk .

If we now define gk := g ◦Pk then gk is Fk -measurable and

µ(A) =
n∑

k=0

∫
P−1

k (A∩Ωk )
gk dP.

It now follows for f = ( fk )n
k=0 ∈ H

sn
q

p (X ) with fk bounded for all k = 0, . . . ,n that

F ( f ) = Fg ( f ) = E
n∑

k=0
〈 fk , gk〉. (7.4.6)

Now fix a general f ∈ H
sn

q
p (X ). Fix 0 < ε < 1 and let h := (hk )n

k=0 = (‖ fk‖Pεgk )n
k=0.

Define hm := (hm
k )n

k=0 = (hk 1‖hk‖≤m)n
k=0 for each m ≥ 1. Then formula (7.4.6) holds

for hm . But F (hm) → F (h) as m goes to infinity, so by the monotone convergence
theorem F (h) = E∑n

k=0〈hk , gk〉. This shows that

E
n∑

k=0
|〈 fk , gk〉| ≤ E

n∑
k=0

‖ fk‖‖gk‖ ≤ (1−ε)−1E
n∑

k=0
〈hk , gk〉 <∞. (7.4.7)

Now consider f m := ( f m
k )n

k=0 = ( fk 1‖ fk‖≤m)n
k=0. Since (7.4.6) holds for f m and F ( f m) →

F ( f ), we can use (7.4.7) and the dominated convergence theorem to conclude that
f satisfies (7.4.6).

It remains to prove that g ∈ H
sn

q′
p ′ (X ∗). For each m ≥ 1 we consider the approx-

imation g m := (gk 1‖gk‖≤m)n
k=0. Then ‖g m‖

H
sn
q′

p′ (X ∗)
.p,q,n ‖Fg m‖ ≤ ‖F‖. Therefore by

the monotone convergence theorem ‖g‖
H

sn
q′

p′ (X ∗)
.p,q,n ‖F‖.

One can easily show the following simple lemma.

Lemma 7.4.4. Let X and Y be reflexive Banach spaces such that X ∗ is isomorphic to Y

and
a‖x∗‖Y ≤ ‖x∗‖X ∗ ≤ b‖x∗‖Y , x∗ ∈ X ∗.

Then Y ∗ is isomorphic to X ∗∗ = X and

a‖x‖X ≤ ‖x‖Y ∗ ≤ b‖x‖X , x ∈ X .
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Theorem 7.4.5. Let X be a reflexive separable Banach space, 1 < p, q <∞, n ≥ 0. Then

min
{ q

p
,

q ′

p ′
}
‖g‖

H
sn
q′

p′ (X ∗)
≤ ‖Fg ‖(

H
sn
q

p (X )
)∗ ≤ ‖g‖

H
sn
q′

p′ (X ∗)
. (7.4.8)

Proof. We already proved in Theorem 7.4.3 that H
sn

q
p (X ) is reflexive, so by Lemma

7.4.4 it is enough to show (7.4.8) for p ≤ q . It was already noted in (7.4.5) that
‖Fg ‖ ≤ ‖g‖

H
sn
q′

p′ (X ∗)
. It is sufficient to show (7.4.8) for a bounded g . The following

construction is in essence the same as in [181, Theorem 15]. Set

(vk )n
k=0 =

( (sk
q ′ (g ))p ′−q ′

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

)n

k=0
.

Fix 0 < ε< 1. Let us define h ∈ H
sn

q
p (X ) by setting

hk = vk‖gk‖q ′−1Pεgk ,

where Pε : X ∗ → X is as given in Lemma 7.4.2. Then

(sn
q (h))q ≤

n∑
k=0

(sk
q ′ (g ))qp ′−qq ′

‖g‖qp ′−q

H
sn
q′

p′ (X ∗)

Ek−1‖gk‖q ′ ≤
(sn

q ′ (g ))qp ′−(q−1)q ′

‖g‖qp ′−q

H
sn
q′

p′ (X ∗)

.

and therefore

E(sn
q (h))p ≤

E(sn
q ′ (g ))(qp ′−(q−1)q ′) p

q

‖g‖pp ′−p

H
sn
q′

p′ (X ∗)

= 1.

As a consequence,

‖Fg ‖ ≥ |〈Fg ,h〉|

≥ (1−ε)
1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E
n∑

k=0
(sk

q ′ (g ))p ′−q ′
Ek−1‖gk‖q ′

= (1−ε)
1

‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E
n∑

k=0
(sk

q ′ (g ))p ′−q ′
((sk

q ′ (g ))q ′ − (sk−1
q ′ (g ))q ′

).

(7.4.9)

By the mean value theorem,

xα−1 ≤α(x −1)xα−1, x,α≥ 1. (7.4.10)
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Applying this for x =
(sk

q′ (g ))q′

(sk−1
q′ (g ))q′ ≥ 1 and α= p ′

q ′ ≥ 1 we find

q ′

p ′ ((sk
q ′ (g ))p ′ − (sk−1

q ′ (g ))p ′
) ≤ ((sk

q ′ (g ))q ′ − (sk−1
q ′ (g ))q ′

)(sk
q ′ (g ))p ′−q ′

.

Combining this with (7.4.9) and letting ε→ 0,

‖Fg ‖ ≥ q ′

p ′‖g‖p ′−1

H
sn
q′

p′ (X ∗)

E(sn
q ′ (g ))p ′ = q ′

p ′ ‖g‖
H

sn
q′

p′ (X ∗)
.

We can now deduce the main result of this section.

Proof of Theorem 7.4.1. Let F ∈ (H
sq
p (X ))∗. For every n ≥ 0 there exists an Fn ∈ (

H
sn

q
p (X )

)∗
such that 〈F, f 〉 = 〈Fn , ( fk )n

k=0〉 for each f ∈ H
sq
p (X ) satisfying fm = 0 for all m > n.

Thanks to Theorem 7.4.3, for each n ≥ 0 there exists a g n = (g n
k )n

k=0 ∈ H
sn

q′
p ′ (X ) such

that Fn = Fg n . Obviously g m
k = g n

k for each m,n ≥ k, so there exists a unique
g = (gk )∞k=0 such that g n = (gk )n

k=0. Moreover, Theorem 7.4.5 implies

min
{ q

p
,

q ′

p ′
}
‖g n‖

H
sn
q′

p′ (X )
≤ ‖Fn‖(

H
sn
q

p (X )
)∗ ≤ ‖F‖

(H
sq
p (X ))∗ ,

so g ∈ H
sq′
p ′ (X ) and

min
{ q

p
,

q ′

p ′
}
‖g‖

H
sq′
p′ (X )

≤ ‖F‖
(H

sq
p (X ))∗ .

Now obviously F = Fg , as these two functionals coincide on the dense subspace of
all finitely non-zero sequences in H

sq
p (X ), and (7.4.1) and (7.4.2) hold.

7.5. SHARP BOUNDS FOR Lq -VALUED STOCHASTIC INTEGRALS

We now turn to proving sharp bounds for stochastic integrals.

7.5.1. Decomposition of stochastic integrals

To prove sharp bounds for the stochastic integral, we will decompose it by decom-
posing the integrator M into three parts. By Proposition 2.5.1, if M = M c +M q +M a

is the canonical decomposition of M , then the canonical decomposition of Φ ·M is
given by

Φ ·M =Φ ·M c +Φ ·M q +Φ ·M a . (7.5.1)

The following four subsections are dedicated to sharp estimates of the respective
parts on the right hand side. In Subsection 7.5.6 we combine our work to estimate
Φ ·M .
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7.5.2. Purely discontinuous martingales with accessible jumps

In this section we prove Burkholder-Rosenthal type inequalities for purely discon-
tinuous martingales with accessible jumps. As an immediate consequence, we find
sharp bounds for the accessible jump part in (7.5.1).

As a first step, we will show that we can represent a purely discontinuous mar-
tingales with accessible jumps as a sum of jumps occurring at predictable times.

The following lemma follows from Theorem 9.7.12.

Lemma 7.5.1. Let 1 < p, q <∞, M : R+×Ω→ Lq (S) be a purely discontinuous Lp -mar-
tingale with accessible jumps. Let T = (τn)∞n=0 be any sequence of predictable stopping
times with disjoint graphs that exhausts the jumps of M . Then for each n ≥ 0

M n
t =

n∑
k=0

∆Mτk 1[0,t ](τk ) (7.5.2)

defines an Lp -martingale. Moreover, for any t ≥ 0, ‖Mt −M n
t ‖Lp (Ω;Lq (S)) → 0 as n →∞. If

supt≥0E‖Mt‖p <∞, then ‖M∞−M n∞‖Lp (Ω;Lq (S)) → 0 for n →∞.

Definition 7.5.2. For 1 < p, q <∞ we define M acc
p,q as the linear space of all Lq (S)-va-

lued purely discontinuous Lp -martingales with accessible jumps, endowed with
the norm ‖M‖M acc

p,q
:= ‖M∞‖Lp (Ω;Lq (S)).

The following proposition follows from Proposition 2.4.18.

Proposition 7.5.3. For any 1 < p, q <∞ the space M acc
p,q is a Banach space.

We now turn to the Burkholder-Rosenthal inequalities. Let 1 < p, q <∞ and let
M :R+×Ω→ Lq (S) be a purely discontinuous martingale with accessible jumps. Let
T = (τn)n≥0 be a sequence of predictable stopping times with disjoint graphs that
exhausts the jumps of M . We define three expressions

‖M‖S̃
p
q
=

(
E
∥∥∥( ∑

n≥0
EFτn− |(∆M(ω)(s))τn |2

) 1
2
∥∥∥p

Lq (S)

) 1
p

,

‖M‖D̃
p
q,q

=
(
E
( ∑

n≥0
EFτn−‖∆M(ω)τn‖q

Lq (S)

) p
q
) 1

p
,

‖M‖D̃
p
p,q

=
(
E

∑
t≥0

‖∆Mt‖p
Lq (S)

) 1
p

.

(7.5.3)

Proposition 7.5.4. The expressions in (7.5.3) do not depend on the choice of the family
T .

Proof. Assume that T ′ = (τ′m)m≥0 is another family of predictable stopping times
with disjoint graphs that exhausts the jumps of M . Notice that due to [85, Propo-
sition I.2.11],

Fτ−∩ {τ=σ} =Fσ−∩ {τ=σ}
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for any pair of predictable stopping times τ and σ. Therefore for a.e. s ∈ S a.s.

∑
n≥0

EFτn− |(∆M(ω)(s))τn |2
(∗)= ∑

n≥0
EFτn−

( ∑
m≥0

|(∆M(ω)(s))τn |21τn=τ′m
)

= ∑
n≥0

∑
m≥0

EFτn−
(|(∆M(ω)(s))τn |21τn=τ′m

)
= ∑

n≥0

∑
m≥0

EFτ′m−
(|(∆M(ω)(s))τn |21τn=τ′m

)
= ∑

m≥0
EFτ′m−

( ∑
n≥0

|(∆M(ω)(s))τ′m |21τn=τ′m
)

(∗)= ∑
n≥0

EFτ′m− |(∆M(ω)(s))τ′m |2,

where (∗) holds since

P{∃u ≥ 0 :∆Mu 6= 0,u ∉ {τ0,τ1, . . .}}

=P{∃u ≥ 0 :∆Mu 6= 0,u ∉ {τ′0,τ′1, . . .}} = 0.

Therefore we can conclude that ‖M‖S̃
p
q

does not depend on the choice of the ex-
hausting family. The same holds for ‖M‖D̃

p
q,q

by an analogous argument.

We let S̃p
q , D̃p

q,q and D̃p
p,q denote the sets of all purely discontinuous martingales

with accessible jumps for which the respective expressions in (7.5.3) are finite. We
will prove shortly that the expressions in (7.5.3) are norms. For a fixed family
T = (τn)n≥0 of predictable stopping times with disjoint graphs we let S̃p,T

q , D̃p,T
q,q

and D̃p,T
p,q be the subsets of S̃p

q , D̃p
q,q and D̃p

p,q consisting of martingales M with
{t ∈R+ :∆Mt 6= 0} ⊂ {τ0,τ1, . . .} a.s.

We start by proving a version of the main theorem of this subsection (Theo-
rem 7.5.8 below) for a martingales with finitely many jumps.

Theorem 7.5.5. Let 1 < p, q < ∞, N ≥ 1, T = (τn)N
n=0 be a finite family of predictable

stopping times with disjoint graphs. Then S̃p,T
q , D̃p,T

q,q and D̃p,T
p,q are Banach spaces under

the norms in (7.5.3). As a consequence, AT
p,q given by

S̃p,T
q ∩ D̃p,T

q,q ∩ D̃p,T
p,q if 2 ≤ q ≤ p <∞,

S̃p,T
q ∩ (D̃p,T

q,q + D̃p,T
p,q ) if 2 ≤ p ≤ q <∞,

(S̃p,T
q ∩ D̃p,T

q,q )+ D̃p,T
p,q if 1 < p < 2 ≤ q <∞,

(S̃p,T
q + D̃p,T

q,q )∩ D̃p,T
p,q if 1 < q < 2 ≤ p <∞,

S̃p,T
q + (D̃p,T

q,q ∩ D̃p,T
p,q ) if 1 < q ≤ p ≤ 2,

S̃p,T
q + D̃p,T

q,q + D̃p,T
p,q if 1 < p ≤ q ≤ 2.

(7.5.4)
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is a well-defined Banach space. Moreover, (A T
p,q )∗ =A T

p ′,q ′ with isomorphism given by

g 7→ Fg , Fg ( f ) = E ∑
t∈T

〈∆g t ,∆ ft 〉 (∗)= E〈g∞, f∞〉,

‖Fg ‖(A T
p,q )∗ hp,q ‖g‖A T

p′ ,q′
.

(7.5.5)

Finally, for any purely discontinuous Lp -martingale M : R+×Ω→ Lq (S) with accessible
jumps such that {t ∈R+ :∆Mt 6= 0} ⊂ {τ0, . . . ,τN } a.s., and for all t ≥ 0,(

E sup
0≤s≤t

‖Mt‖p
Lq (S)

) 1
p hp,q ‖M1[0,t ]‖A T

p,q
. (7.5.6)

Proof. The idea of the proof is to identify S̃p,T
q , D̃p,T

q,q and D̃p,T
p,q with discrete mar-

tingale spaces Sp
q , Dp

q,q and Dp
p,q for an appropriate filtration. Since the τi have

disjoint graphs, we can find predictable stopping times τ′0, . . . ,τ′N such that

{τ0(ω), . . . ,τN (ω)} = {τ′0(ω), . . . ,τ′N (ω)}

and τ′0(ω) < . . . < τ′N (ω) for a.e. ω ∈Ω. Indeed, we can set τ′0 = min{τ0, . . . ,τN } and

τ′i = min({τ0, . . . ,τN } \ {τ′0, . . . ,τ′i }), 0 ≤ i ≤ N −1.

Fix the sequence of σ-algebras G= (Gk )2N+1
k=0 = (Fτ′0−,Fτ′0 , . . . ,Fτ′N−,Fτ′N

). Using [89,
Lemma 25.2] and the fact that (τ′n)N

n=0 is a.s. a strictly increasing sequence one can
show that G is a filtration.

Consider Banach spaces Ŝp,odd
q , D̂p,odd

q,q and D̂p,odd
p,q with respect to the filtration

G that were defined in Remark 7.3.3. For any purely discontinuous Lq -valued mar-
tingale M with accessible jumps in T we can construct a G-martingale difference
sequence (dk )2N+1

n=0 by setting d2n = 0, d2n+1 = ∆Mτn for n = 0, . . . , N . Indeed, by [89,
Lemma 26.18] (see also [85, Lemma 2.27]) for each n = 0, . . . , N

E(d2n+1|G2n) = E(∆Mτ′n |Fτ′n−) = 0.

By Lemma 2.4.6,

‖M‖
S̃

p,T
q

= ‖(dn)‖
S

p,odd
q

, ‖M‖
D̃

p,T
q,q

= ‖(dn)‖
D

p,odd
q,q

, ‖M‖
D̃

p,T
p,q

= ‖(dn)‖
D

p,odd
p,q

.

Moreover, by Corollary 2.4.7 any element (dk )2N+1
k=0 of Ŝp,odd

q , Dp,odd
q,q , or Dp,odd

p,q (so
in particular, d2n = 0 for each n = 0, . . . , N ) can be converted back to an element M

of S̃p,T
q , D̃p,T

q,q , or D̃p,T
p,q , respectively, by defining

Mt =
N∑

n=0
d2n+11[0,t ](τ

′
n), t ≥ 0.

Using this identification, we find that S̃p,T
q , D̃p,T

q,q , and D̃p,T
p,q are Banach spaces. As

a consequence, A T
p,q is a well-defined Banach space that is isometrically isomorphic
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to ŝodd
p,q . The duality statement now follows from the duality for sodd

p,q and (∗) in
(7.5.5) follows from (7.3.7).

Now let us show (7.5.6). By Doob’s maximal inequality,

(
E sup

0≤s≤t
‖Mt‖p

Lq (S)

) 1
p hp

(
E‖Mt‖p

Lq (S)

) 1
p

.

Again define a G-martingale difference sequence (dn)2N+1
n=0 by setting d2n = 0, d2n+1 =

∆Mτn , where n = 0, . . . , N . Then by Remark 7.3.3

‖M∞‖Lp (Ω;X ) =
∥∥∥2N+1∑

n=0
dk

∥∥∥
Lp (Ω;X )

hp,q ‖(dn)2N+1
n=0 ‖ŝodd

p,q
= ‖M‖A T

p,q
.

To treat the general case we use an approximation argument based on the fol-
lowing observation.

Lemma 7.5.6. Let 1 < p, q <∞. Let M be in S̃p
q , D̃p

q,q , or D̃p
p,q and let T = (τn)n≥0 be

any sequence of predictable stopping times with disjoint graphs that exhausts the jumps
of M . Consider the process M n = M n

T
defined in (7.5.2). Then M n → M in S̃p

q , D̃p
q,q , or

D̃p
p,q , respectively. As a consequence, S̃p

q , D̃p
q,q , and D̃p

p,q are normed linear spaces and
Ap,q given by

S̃p
q ∩ D̃p

q,q ∩ D̃p
p,q if 2 ≤ q ≤ p <∞,

S̃p
q ∩ (D̃p

q,q + D̃p
p,q ) if 2 ≤ p ≤ q <∞,

(S̃p
q ∩ D̃p

q,q )+ D̃p
p,q if 1 < p < 2 ≤ q <∞,

(S̃p
q + D̃p

q,q )∩ D̃p
p,q if 1 < q < 2 ≤ p <∞,

S̃p
q + (D̃p

q,q ∩ D̃p
p,q ) if 1 < q ≤ p ≤ 2,

S̃p
q + D̃p

q,q + D̃p
p,q if 1 < p ≤ q ≤ 2.

(7.5.7)

is a well-defined normed linear space. If M ∈ Ap,q , then there exists a sequence of pre-
dictable stopping times T with disjoint graphs that exhausts the jumps of M so that
M n

T
→ M in Ap,q .

Proof. We prove the two first statements only for S̃p
q . By the dominated conver-

gence theorem, we obtain M n → M in S̃p
q as well as ‖M n‖S̃

p
q
↗ ‖M‖S̃

p
q
. Suppose

now that M , N ∈ S̃p
q . By [85, Lemma I.2.23], there exists a sequence T = {τn}n≥0 of

predictable stopping times with disjoint graphs that exhausts the jumps of both M

and N . Now clearly, (M +N )n = M n +N n and so

‖M +N‖S̃
p
q
= lim

n→∞‖M n +N n‖S̃
p
q

= lim
n→∞‖M n +N n‖

S̃
p,T
q
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≤ lim
n→∞‖M n‖

S̃
p,T
q

+‖N n‖
S̃

p,T
q

= ‖M‖S̃
p
q
+‖N‖S̃

p
q

.

Let us prove the final statement if p ≤ q ≤ 2, the other cases are similar. Let M ∈Ap,q

and let M1 ∈ S̃p
q , M2 ∈ D̃p

q,q , M3 ∈ D̃p
p,q be such that M = M1+M2+M3. Let T = {τn}n≥0

be a sequence of predictable stopping times with disjoint graphs that exhausts the
jumps of M1, M2 and M3. Then M n = M n

1 +M n
2 +M n

3 and by the above,

‖M −M n‖Ap,q ≤ ‖M1 −M n
1 ‖S̃

p,T
q

+‖M2 −M n
2 ‖D̃

p
q,q

+‖M3 −M n
3 ‖D̃

p
p,q

→ 0

as n →∞.

Lemma 7.5.7. Let 1 < p, q < ∞, N ≥ 1, T = (τn)N
n=0 be a finite family of predictable

stopping times with disjoint graphs. Then A T
p,q ,→Ap,q isometrically.

Proof. We will consider only the case p ≤ q ≤ 2, the other cases can be shown anal-
ogously. Let M ∈A T

p,q . Then automatically M ∈Ap,q and ‖M‖A T
p,q

≥ ‖M‖Ap,q . Let us

show the reverse inequality. Fix ε> 0, and let M 1 ∈ S̃p
q , M 2 ∈ D̃p

q,q and M 3 ∈ D̃p
p,q be

martingales such that M = M 1 +M 2 +M 3 and

‖M‖Ap,q ≥ ‖M 1‖S̃
p
q
+‖M 2‖D̃

p
q,q

+‖M 3‖D̃
p
p,q

−ε.

By Lemma 2.4.5 we can define martingales M̃ 1, M̃ 2 and M̃ 3 by

M̃ i
t =

∑
s∈T ∩[0,t ]

∆M i
s , t ≥ 0, i = 1,2,3. (7.5.8)

Notice that |∆M̃ i
t (ω)(s)| ≤ |∆M i

t (ω)(s)| for each t ≥ 0, ω ∈Ω, s ∈ S and i = 1,2,3. There-
fore M̃ 1 ∈ S̃p

q , M̃ 2 ∈ D̃p
q,q and M̃ 3 ∈ D̃p

p,q and ‖M̃ 1‖S̃
p
q
≤ ‖M 1‖S̃

p
q
, ‖M̃ 2‖D̃

p
q,q

≤ ‖M 2‖D̃
p
q,q

and ‖M̃ 3‖D̃
p
p,q

≤ ‖M 3‖D̃
p
p,q

. Moreover, M = M̃ 1 + M̃ 2 + M̃ 3. Indeed, since all the mar-
tingales here are purely discontinuous with accessible jumps, by (7.5.8) we find for
each t ≥ 0 a.s.

Mt =
∑

s∈T ∩[0,t ]
∆Ms =

∑
s∈T ∩[0,t ]

(
∆M 1

s +∆M 2
s +∆M 3

s

)
= ∑

s∈T ∩[0,t ]
∆M 1

s +
∑

s∈T ∩[0,t ]
∆M 2

s +
∑

s∈T ∩[0,t ]
∆M 3

s

= M̃ 1
t + M̃ 2

t + M̃ 3
t .

Therefore

‖M‖A T
p,q

≤ ‖M̃ 1‖S̃
p
q
+‖M̃ 2‖D̃

p
q,q

+‖M̃ 3‖D̃
p
p,q

≤ ‖M 1‖S̃
p
q
+‖M 2‖D̃

p
q,q

+‖M 3‖D̃
p
p,q

≤ ‖M‖Ap,q +ε.

Since εwas arbitrary, we conclude that ‖M‖A T
p,q

≤ ‖M‖Ap,q , and consequently ‖M‖A T
p,q

=
‖M‖Ap,q .
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We can now readily deduce the main theorem of this section.

Theorem 7.5.8. Let 1 < p, q <∞, M :R+×Ω→ Lq (S) be a purely discontinuous martin-
gale with accessible jumps. Then for all t ≥ 0 one has that(

E sup
0≤s≤t

‖Mt‖p
Lq (S)

) 1
p hp,q ‖M1[0,t ]‖Ap,q , (7.5.9)

where Ap,q is as in (7.5.7). In particular, Ap,q is a Banach space of Lp -martingales.

Proof. Suppose first that M ∈ Ap,q . By Lemma 7.5.6 there exists a sequence of
predictable stopping times with disjoint graphs that exhausts the jumps of M so
that M n

T
→ M in Ap,q . In particular, (M n

T
)n≥0 is Cauchy in Ap,q . By Lemma 7.5.7

and Theorem 7.5.5 it follows that it is also Cauchy in M acc
p,q . By Proposition 7.5.3

(M n
T

)n≥0 converges and clearly the limit is M .
Suppose now that M ∈M acc

p,q . It suffices to show that M ∈Ap,q . Indeed, Lemma 7.5.6
then shows that there is a sequence of predictable stopping times with disjoint
graphs that exhausts the jumps of M so that M n

T
→ M in Ap,q . By Lemma 7.5.1

we also have M n
T

→ M in M acc
p,q and so the lower bound in (7.5.9) follows from

Lemma 7.5.7 and Theorem 7.5.5. We will show that M ∈ Ap,q in the two cases
2 ≤ q ≤ p and p ≤ q ≤ 2, the other cases can be treated analogously.

Case 2 ≤ q ≤ p. We will show that ‖M‖S̃
p
q
.p,q ‖M‖M acc

p,q
. The analogous state-

ments for D̃p
q,q and D̃p

p,q can be shown in the same way. By Theorem 7.5.5,

‖M n‖S̃
p
q
.p,q ‖M n‖M acc

p,q
.

Also, by Theorem 3.3.17 we have ‖M n‖M acc
p,q

.p,q ‖M‖M acc
p,q

for all n ≥ 0. Therefore
‖M n‖S̃

p
q
.p,q ‖M‖M acc

p,q
uniformly in n, so by monotone convergence

‖M‖p

S̃
p
q
= E

∥∥∥( ∑
m≥0

EFτm− |(∆M(ω)(s))τm |2
) 1

2
∥∥∥p

Lq (S)

= lim
n→∞E

∥∥∥( n∑
m=0

EFτm− |(∆M(ω)(s))τm |2
) 1

2
∥∥∥p

Lq (S)

= lim
n→∞‖M n‖p

S̃
p
q
.p,q ‖M‖p

M acc
p,q

.

Case p ≤ q ≤ 2. Observe that ‖M n‖Ap,q hp,q ‖M n‖M acc
p,q

for each n ≥ 0 by Theo-
rem 7.5.5 and since (M n)n≥0 is a Cauchy sequence in M acc

p,q due to Lemma 7.5.1, it
follows that (M n)n≥0 is a Cauchy sequence in Ap,q . Thus there exists a subsequence
(M nk )k≥0 such that

‖M nk+1 −M nk ‖Ap,q < 1

2k+1
, k ≥ 0.

Let N k = M nk −M nk−1 , k ≥ 1, N 0 = M n0 . Set n−1 = −1. By Theorem 7.5.5, for each
k ≥ 0 there exist N k,1, N k,2 and N k,3 such that N k,1 ∈ S̃p

q , N k,2 ∈ D̃p
q,q , N k,3 ∈ D̃p

p,q ,
N k = N k,1 +N k,2 +N k,3,

{t :∆N k,i
t 6= 0, i = 1,2,3} ⊂ {τnk−1+1, . . . ,τnk }, a.s.,
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and

‖N k,1‖S̃
p
q
+‖N k,2‖D̃

p
q,q

+‖N k,3‖D̃
p
p,q

< 1

2k
, k ≥ 1,

‖N 0,1‖S̃
p
q
+‖N 0,2‖D̃

p
q,q

+‖N 0,3‖D̃
p
p,q

≤ 2‖M n0‖Ap,q .
(7.5.10)

Let

M m,i :=
m∑

k=0
N k,i , m ≥ 0, i = 1,2,3.

Then by (7.5.10), (M m,1)m≥0, (M m,2)m≥0 and (M m,3)m≥0 are Cauchy sequences in S̃p
q ,

D̃p
q,q and D̃p

p,q respectively. By construction, each of M m,i , m ≥ 0, i = 1,2,3, has
finitely many jumps occurring in {τ0, . . . ,τnm }, so by Theorem 7.5.5 the sequences
(M m,1)m≥0, (M m,2)m≥0 and (M m,3)m≥0 are Cauchy in M acc

p,q as well. Due to Propo-
sition 7.5.3 there exist M̃ 1, M̃ 2 and M̃ 3 such that M m,i → M̃ i in M acc

p,q as m →∞ for
each i = 1,2,3. Since M m,1 +M m,2 +M m,3 → M in M acc

p,q as m →∞ by Lemma 7.5.1, it
follows that M = M̃ 1 + M̃ 2 + M̃ 3.

Let us now show that the jumps of M̃ 1, M̃ 2 and M̃ 3 are exhausted by T =
(τn)n≥0. Indeed, assume that for some i = 1,2,3 there exists a predictable stopping
time τ such that P{∆M̃ i

τ 6= 0,τ ∉ {τ0,τ1, . . .}} > 0. Then by separability of X = Lq (S)

there exists an x∗ ∈ X ∗ such that

P{〈∆M̃ i
τ, x∗〉 6= 0,τ ∉ {τ0,τ1, . . .}} > 0 (7.5.11)

and so, by the Burkholder-Davis-Gundy inequality,

E|〈(M m,i − M̃ i )∞, x∗〉|p hp E[〈M m,i − M̃ i , x∗〉]
p
2∞

= E
( ∑

u≥0
|〈∆(M m,i − M̃ i )u , x∗〉|2

) p
2

≥ E|〈∆M̃ i
τ, x∗〉|p 1τ∉{τ0,τ1,...},

(7.5.12)

where the final inequality holds as P{∆M m,i
τ 6= 0,τ ∉ {τ0,τ1, . . .}} = 0. But the last ex-

pression in (7.5.12) does not vanish as m →∞ because of (7.5.11), which contradicts
with the fact that M m,i → M̃ i in M acc

p,q .
By monotone convergence,

‖M̃ 1‖p

S̃
p
q
= E

∥∥∥( ∑
n≥0

EFτn− |(∆M̃ 1(ω)(s))τn |2
) 1

2
∥∥∥p

Lq (S)

= lim
m→∞E

∥∥∥( nm∑
n=0

EFτn− |(∆M̃ 1(ω)(s))τn |2
) 1

2
∥∥∥p

Lq (S)

= lim
m→∞‖M m,1‖p

S̃
p
q

,

and the last expression is bounded due to the fact that M m,1 is a Cauchy sequence
in S̃p

q . By the same reasoning M̃ 2 ∈ D̃p
q,q and M̃ 3 ∈ D̃p

p,q , so M ∈Ap,q . This completes
the proof.
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Theorem 7.5.8 and Lemma 7.5.26 yield the following sharp estimates.

Corollary 7.5.9. Let 1 < p, q <∞, M :R+×Ω→ H be a purely discontinuous Lp -martin-
gale with accessible jumps, X = Lq (S), Φ : R+×Ω→ L (H , X ) be elementary predictable.
Then for all t ≥ 0 one has that

(
E sup

0≤s≤t
‖(Φ ·M)t‖p

Lq (S)

) 1
p hp,q ‖(Φ1[0,t ]) ·M‖Ap,q ,

where Ap,q is as given in (7.5.7).

7.5.3. Quasi-left continuous purely discontinuous martingales

We now turn to estimates for the stochastic integral Φ · M in the case that M is a
purely discontinuous quasi-left continuous local martingale. We will first show
in Lemma 7.5.11 that one can (essentially) represent Φ ·M as a stochastic integral
ΦH ? µ̄M , where µ̄M is the compensated version of the jump measure µM of M .
Afterwards, in Theorem 7.5.22 we prove sharp bounds for stochastic integrals of
the form f ?µ̄, where µ is any integer-valued random measure with a compensator
that is non-atomic in time. By combining these two observations, we immediately
find sharp bounds for Φ ·M .

To any purely discontinuous local martingale M we can associate an integer-
valued random measure µM on B(R+)⊗B(H) by setting

µM (ω;B × A) := ∑
u∈B

1A\{0}(∆Mu(ω)), ω ∈Ω,

for each B ∈ B(R+), A ∈ B(H). That is, µM (ω;B × A) counts the number of jumps
within the time set B with size in A on the trajectory belonging to the sample
point ω.

Recall that a process M : R+×Ω→ H is called quasi-left continuous if ∆Mτ = 0

a.s. on the set {τ<∞} for each predictable stopping time τ (see [85, Chapter I.2] for
more information). If M : R+×Ω→ H is a quasi-left continuous local martingale,
then µM is P̃ -σ-finite and there exists a compensator νM (see e.g. [85, Proposition
II.1.16] and [89, Theorem 25.22]). If M is, in addition, purely discontinuous, then
the following characterization holds thanks to [85, Corollary II.1.19].

Lemma 7.5.10. Let H be a separable Hilbert space and M : R+ ×Ω → H be a purely
discontinuous local martingale. Let µM and νM be the associated integer-valued random
measure and its compensator. Then M is quasi-left continuous if and only if νM is non-
atomic in time.

Let us now show that Φ ·M can(essentially) be represented as a stochastic inte-
gral with respect to µ̄M .
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Lemma 7.5.11. Let X be a Banach space, H be a Hilbert space, 1 ≤ p <∞, M : R+×Ω→
H be a purely discontinuous quasi-left continuous local martingale, and Φ : R+ ×Ω →
L (H , X ) be elementary predictable. Define ΦH :R+×Ω×H → X by

ΦH (t ,ω,h) :=Φ(t ,ω)h, t ≥ 0,ω ∈Ω,h ∈ H .

Then there exists an increasing sequence (An)n≥1 ∈ P̃ such that ∪n An =R+×Ω× J , ΦH 1An

is integrable with respect to µ̄M for each n ≥ 1, and

(i) if Φ ·M ∈ Lp (Ω; X ) then (ΦH 1An )? µ̄M →Φ ·M in Lp (Ω; X );

(ii) if Φ ·M 6∈ Lp (Ω; X ) then ‖(ΦH 1An )? µ̄M‖Lp (Ω;X ) →∞ for n →∞.

Proof. For each k, l ≥ 1 we define a stopping time τk,l by

τk,l = inf{t ∈R+ : #{s ∈ [0, t ] : ‖∆Ms‖ ∈ [1/k,k]} = l }.

Since M has càdlàg trajectories, τk,l is a.s. well-defined and takes its values in [0,∞].
Moreover, τk,l →∞ for each k ≥ 1 a.s. as l →∞.

Set Bk = {h ∈ H : ‖h‖ ∈ [1/k,k]}. For each k, l ≥ 1 define Ak,l = 1[0,τk.l ]×Bk ⊂ P̃ . Then
ΦH 1Ak,l is integrable with respect to µM . Indeed, a.s.(

(ΦH 1Ak,l )?µM )
∞ ≤ sup‖Φ‖k

(
1Ak,l ?µ

M )
∞ ≤ sup‖Φ‖kl .

Since τk,l →∞ for each k ≥ 1 a.s. as l →∞, we can find a subsequence (τkn ,ln )n≥1

such that kn ≥ n for each n ≥ 1 and infm≥n τkm ,lm → ∞ a.s. as n → ∞. Let τn =
infm≥n τkm ,lm and define (An)n≥1 ⊂ P̃ by

An = 1[0,τn ]×Bn .

Then ∪n An =R+×Ω× J and ΦH 1An is integrable with respect to µ̄M for all n ≥ 1.
Now prove that (ΦH 1An )? µ̄M →Φ ·M in Lp (Ω; X ). Since Φ is simple, it takes its

values in a finite dimensional subspace of X , so we can endow X with a Euclidean
norm ||| · |||. First suppose that (Φ ·M)∞ ∉ Lp (Ω; X ). By the Burkholder-Davis-Gundy

inequality this is equivalent to the fact that [Φ ·M ]
1
2∞ ∉ Lp (Ω; X ). Notice that

E
∣∣∣∣∣∣ (ΦH 1An )? µ̄M )∞

∣∣∣∣∣∣p hp E
[
(ΦH 1An )? µ̄M ] p

2∞

= E
( ∑

t∈[0,τn ]
|||∆(Φ ·M)t |||2 1‖∆Mt ‖∈[1/n,n]

) p
2

,

and the last expression monotonically goes to infinity since τn →∞ a.s. and

E
(∑

t≥0
‖∆(Φ ·M)t‖2

) p
2 = E[Φ ·M ]

p
2∞ =∞.

So if (Φ ·M)∞ ∉ Lp (Ω; X ), then
∥∥(

(ΦH 1An )? µ̄M
)
∞

∥∥
Lp (Ω;X ) →∞ as n →∞.



7.5. SHARP BOUNDS FOR Lq -VALUED STOCHASTIC INTEGRALS 199

Now assume that (Φ ·M)∞ ∈ Lp (Ω; X ). Then

E
∣∣∣∣∣∣ (Φ ·M)∞− ((ΦH 1An )? µ̄M )∞

∣∣∣∣∣∣p hp E[Φ ·M − (ΦH 1An )? µ̄M ]
p
2∞

= E
( ∑

t∈[0,τn ]
|||∆(Φ ·M)t |||2 1‖∆Mt ‖∉[1/n,n]

+ ∑
t∈(τn ,∞)

|||∆(Φ ·M)t |||2
) p

2 → 0, n →∞

by the dominated convergence theorem.

By Lemmas 7.5.10 and 7.5.11 it now suffices to obtain sharp bounds for the
stochastic integral (F ? µ̄)∞, where µ is any optional integer-valued random mea-
sure whose compensator ν is non-atomic in time.

7.5.4. Integrals with respect to random measures

Throughout this subsection, µ denotes an optional integer-valued random measure whose
compensator ν is non-atomic in time, i.e., ν({t }× J ) = 0 a.s. for all t ≥ 0. The following
result was first shown in [131, Theorem 1].

Lemma 7.5.12 (A.A. Novikov). Let f :R+×Ω× J →R be P̃ -measurable. Then

E| f ? µ̄|p .p E| f |p ?ν if 1 ≤ p ≤ 2,

E| f ? µ̄|p .p (E| f |2?ν)
p
2 +E| f |p ?ν if p ≥ 2.

The following lemma easily follows from [85, Theorem II.1.33] (or from [70,
p.98] and [131, (6)] as well).

Lemma 7.5.13. Let H be a Hilbert space, f :R+×Ω× J → H be P̃ -measurable. Then

E‖ f ? µ̄‖2 = E‖ f ‖2?ν. (7.5.13)

Equivalently, for each P̃ -measurable f , g : R+×Ω× J → H such that E‖ f ‖2 ?ν <∞ and
E‖g‖2?ν<∞

E〈 f ? µ̄, g ? µ̄〉 = E〈 f , g 〉?ν. (7.5.14)

Proof. The case H = R can be deduced from [85, II.1.34] as ν is assumed to be non-
atomic in time. By applying this special case coordinate-wise, we obtain the gen-
eral case.

Corollary 7.5.14. Let X be a Banach space, 1 < p < ∞, µ be a random measure, ν be
the corresponding compensator, F : R+ ×Ω× J → X and G : R+ ×Ω× J → X ∗ be simple
P̃ -measurable functions. Then for each A ∈ P̃ such that E(1A ?µ)∞ < ∞ the stochastic
integrals (F 1A)? µ̄ and (G1A)? µ̄ are well-defined and

E〈(F 1A)? µ̄, (G1A)? µ̄〉 = E(〈F,G〉1A)?ν. (7.5.15)
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Proof. Without loss of generality we can assume that X is finite dimensional. By
Lemma 2.8.2, we can also redefine F := F 1A , G := G1A . First notice that since
‖F‖∞,‖G‖∞ < ∞ and Eµ(F 6= 0),Eµ(G 6= 0) < ∞, both integrals F ? µ̄ and G ? µ̄ ex-
ist. Moreover, every finite dimensional space is isomorphic to a Hilbert space, so
by Lemma 7.5.13 both F ?µ̄ and G?µ̄ are L2-integrable, and therefore the left-hand
side of (7.5.15) is well-defined.

Now let d be the dimension of X , (xk )d
k=1 and (x∗

k )d
k=1 be bases of X and X ∗

respectively. Then there exist simple P̃ -measurable F 1, . . . ,F d ,G1, . . . ,Gd : R+×Ω×
J →R such that F = F 1x1+·· ·+F d xd and G =G1x∗

1 +·· ·+Gd x∗
d . Now (7.5.14) implies

E〈F ? µ̄,G? µ̄〉 =
d∑

k,l=1
〈xk , x∗

l 〉E
(
F k ? µ̄ ·G l ? µ̄

)= d∑
k,l=1

〈xk , x∗
l 〉E(F kG l )?ν

= E
( d∑

k,l=1
〈xk , x∗

l 〉F kG l
)
?ν= E〈F,G〉?ν.

The following proposition extends Novikov’s inequalities presented in Lemma 7.5.12
in the case that ν(R+ × J ) ≤ 1 a.s. If X = Lq (S) this result can be seen as a spe-
cial case of Theorem 7.5.22 below. In the proof we will use the measure P×ν on
B(R+)⊗F ⊗J that is defined by setting

P×ν
( n⋃

i=1
Ai ×Bi

)
:=

n∑
i=1
E(1Ai ν(Bi )),

for disjoint Ai ∈F and disjoint Bi ∈B(R+)⊗J , and extending P×ν to B(R+)⊗F⊗J

via the Carathéodory extension theorem.

Proposition 7.5.15. Suppose that ν(R+ × J ) ≤ 1 a.s. Let X be a Banach space and f :

R+×Ω× J → X be simple P̃ -measurable. Then for all 1 < p <∞
E‖F ? µ̄‖p hp E‖F‖p ?ν.

Proof. We first prove .p , and later deduce &p by a duality argument.
Step 1: upper bounds. The case X = R follows from Lemma 7.5.12 and the fact

that ‖ · ‖L2(R+×Ω×J ,P⊗ν) ≤ ‖ · ‖Lp (R+×Ω×J ,P⊗ν) for each p ≥ 2 since P⊗ν(R+ ×Ω× J ) ≤ 1.
Now let X be a general Banach space. Then

E‖F ? µ̄‖p
(i )
.p E‖F ?µ‖p +E‖F ?ν‖p (i i )≤ E

∣∣‖F‖?µ∣∣p +E∣∣‖F‖?ν∣∣p

(i i i )
. p E

∣∣‖F‖? µ̄∣∣p +E∣∣‖F‖?ν∣∣p
(i v)
. p E‖F‖p ?ν,

where (i ) and (i i i ) follow from the fact that µ̄ = µ−ν and the triangle inequality,
(i i ) follows from [79, Proposition 1.2.2], and (i v) follows from the real-valued case
and the fact that a.s.

‖ ·‖L1(R+×J ;ν) ≤ ‖·‖Lp (R+×J ;ν).
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Step 2: lower bounds. We can assume that X is finite dimensional since F is
simple. Let Y = Lp (R+×Ω× J ,P⊗ν; X ). Recall that by [79, Proposition 1.3.3] Y ∗ =
Lp ′

(R+ ×Ω× J ,P⊗ν; X ∗) and (Lp (Ω; X ))∗ = Lp ′
(Ω; X ∗). Therefore due to the upper

bounds from Step 1 and Corollary 7.5.14

(E‖F‖p ?ν)
1
p = sup

G∈Y ∗:‖G‖≤1
E〈F,G〉?ν= sup

G∈Y ∗:‖G‖≤1
E〈F ? µ̄,G? µ̄〉

.p sup
ξ∈Lp′ (Ω;X ∗):‖ξ‖≤1

E〈F ? µ̄,ξ〉 = (E‖F ? µ̄‖p )
1
p .

Remark 7.5.16. The condition ν(R+× J ) ≤ 1 a.s. is necessary in general. Indeed, let N

be a Poisson process with intensity parameter λ and let µ be the random measure
on R+× {0} defined by µ([0, t ]× {0}) = Nt . Then the corresponding compensator ν
satisfies ν([0, t ]× {0}) =λt . In particular,

E|1[0,1]? µ̄|4 = E|N −λ|4 =
∞∑

k=0

(k −λ)4λk e−λ

k !
=λ(3λ+1),

which is not comparable with E|1[0,1]|4?ν=λ if λ is large.
The condition ν(R+× J ) ≤ 1 a.s. is however not needed for the upper bounds if

1 ≤ p ≤ 2 and X is a Hilbert space. Indeed, for p = 1

E‖F ? µ̄‖ ≤ E‖F ?µ‖+E‖F ?ν‖ ≤ E‖F‖?µ+E‖F‖?ν= 2E‖F‖?ν,

and for case p = 2 follows immediately from Lemma 7.5.13:

E‖F ? µ̄‖2 = E‖F‖2?ν.

Therefore by the vector-valued Riesz-Thorin theorem [79, Theorem 2.2.1] for each
1 ≤ p ≤ 2

(E‖F ? µ̄‖p )
1
p ≤ 2(E‖F‖p ?ν)

1
p .

Corollary 7.5.17. Suppose that ν(R+× J ) ≤ 1 a.s. Let X be a Banach space, f :R+×Ω× J →
X be simple P̃ -measurable. Then for each p ∈ (1,∞) a.s.

(E‖F ? µ̄‖p |F0)hp (E‖F‖p ?ν|F0). (7.5.16)

Proof. Fix A ∈F0. Then by Lemma 2.8.2 and Proposition 7.5.15

E(‖F ? µ̄‖p ·1A) = E‖(F ·1A)? µ̄‖p hp E‖F ·1A‖p ?ν= E(‖F‖p ?ν ·1A).

Since A is arbitrary, (7.5.16) holds.

For each m ≥ 1 let Pm be the σ-field on R+×Ω generated by all P -measurable
f :R+×Ω→R such that f

∣∣
( n

2m , n+1
2m ]×Ω is B

(
( n

2m , n+1
2m ]

)⊗F n
2m

-measurable for each n ≥ 0.
Then the following theorem holds.
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Theorem 7.5.18. Let f :R+×Ω→R be bounded and P -measurable. Then for each m ≥ 1

E( f |Pm)(s) = ∑
n≥0

E
(

f (s)
∣∣F n

2m

)
, s ∈

( n

2m ,
n +1

2m

]
,n ≥ 0. (7.5.17)

Moreover, E( f |Pm) → f a.s. on R+×Ω as m →∞.

Proof. Let us first show (7.5.17). Fix m ≥ 1. Fix a simple Pm-measurable process
g : R+ ×Ω → R. Then for each n ≥ 0 and s ∈ ( n

2m , n+1
2m ] a random variable g (s) is

F n
2m

-measurable. Define f̃ :R+×Ω→R by

f̃ (s) = ∑
n≥0

E
(

f (s)
∣∣F n

2m

)
1s∈( n

2m , n+1
2m ], s ≥ 0.

Then for each n ≥ 0 and s ∈ ( n
2m , n+1

2m ]

E
[
( f (s)− f̃ (s))g (s)

]= E[E(( f (s)− f̃ (s))g (s)
∣∣F n

2m

)]
= E

[
E
(
( f (s)− f̃ (s))

∣∣F n
2m

)
g (s)

]
= 0.

Therefore

E

∫
R+

(
f (s)− f̃ (s)

)
g (s)ds =

∫
R+
E
[(

f (s)− f̃ (s)
)
g (s)

]
ds = 0,

and hence (7.5.17) holds. Now notice that (Pm)m≥1 forms a filtration on R+×Ω, and
obviously σ{∪mPm} = P . Therefore the second part of the theorem follows from
the martingale convergence theorem (see e.g. [89, Theorem 7.23]).

Corollary 7.5.19. Let F : R+ ×Ω→ R+ be an increasing predictable function such that
F (t )−F (s) ≤ C (t − s) a.s. for all 0 ≤ s ≤ t and for some fixed constant C ≥ 0 and F (0) = 0

a.s. Then for each fixed T ≥ 0

F (T ) = lim
m→∞

[2m T ]−1∑
n=0

E
[

F
(n +1

2m

)
−F

( n

2m

)∣∣∣F n
2m

]
,

where the last limit holds a.s. and in Lp (Ω) for all 1 < p <∞.

For the proof we will need the following lemma.

Lemma 7.5.20. Let F :R+×Ω→R+ be an increasing predictable function such that F (t )−
F (s) ≤C (t −s) a.s. for all 0 ≤ s ≤ t and for some fixed constant C ≥ 0 and F (0) = 0 a.s. Then
there exists a predictable f : R+ ×Ω → [0,C ] such that F (T ) = ∫ T

0 f (s)ds for each fixed
T ≥ 0.

Proof. F is a.s. differentiable in t because F is Lipschitz, so there exists f :R+×Ω→
[0,C ] such that for a.e. ω ∈Ω and t ≥ 0

f (t ,ω) = lim
ε→0

F (t ,ω)−F ((t −ε)∨0,ω)

ε
.

Since F is predictable, t 7→ F (t )−F ((t−ε)∨0) is a predictable process as well for each
ε≥ 0, so the obtained f is predictable.
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Proof of Corollary 7.5.19. Let f :R+×Ω→ [0,C ] be as defined in Lemma 7.5.20. Then
by Theorem 7.5.18, E( f |Pm) exists and converges to f a.s. on R+×Ω. Moreover, f

is bounded by C , so E( f |Pm) is bounded by C as well. Therefore for each m ≥ 1 we
find using (7.5.17)

[2m T ]−1∑
n=0

E
[

F
(n +1

2m

)
−F

( n

2m

)∣∣∣F n
2m

]
=

[2m T ]−1∑
n=0

E

[∫
( n

2m , n+1
2m ]

f (s)ds

∣∣∣∣∣F n
2m

]

=∑[2m T ]−1
n=0

∫
( n

2m , n+1
2m ]

E
(

f (s)
∣∣F n

2m

)
ds

=
∫(

0, [2m T ]
2m

]E( f |Pm)(s)ds,

and since [2m T ]
2m → T as m →∞,

lim
m→∞

[2m T ]−1∑
n=0

E
[

F
(n +1

2m

)
−F

( n

2m

)∣∣∣F n
2m

]
= lim

m→∞

∫(
0, [2m T ]

2m

]E( f |Pm)(s)ds

=
∫

(0,T ]
f (s)ds = F (T ),

where the limit holds a.s., and since F (T ) ≤ C T and all the functions above are
bounded by C T as well, by the dominated convergence theorem the limit holds in
Lp (Ω) for each 1 < p <∞.

In the proof of Theorem 7.5.22 we will use a time-change argument. We recall
some necessary definitions and results. A nondecreasing, right-continuous family
of stopping times τ= (τs )s≥0 is called a random time-change. If F is right-continuous,
then according to [89, Lemma 7.3] the same holds true for the induced filtration
G= (Gs )s≥0 = (Fτs )s≥0.

For a random time-change τ = (τs )s≥0 and for a random measure µ we define
µ◦τ in the following way:

µ◦τ((s, t ]×B) =µ((τs ,τt ]× A), t ≥ s ≥ 0, A ∈J .

µ is said to be τ-continuous if µ((τs−,τs ]× J ) = 0 a.s. for each s ≥ 0, where we let
τs− := limε→0τs−ε, τ0− := τ0. Later we will need the following proposition.

Proposition 7.5.21. Let A : R+×Ω→ R+ be a strictly increasing continuous predictable
process such that A0 = 0 and At →∞ as t →∞ a.s. Then

τs = {t : At = s}, s ≥ 0.

defines a random time-change τ= (τs )s≥0. It satisfies (A ◦τ)(t ) = (τ◦ A)(t ) = t a.s. for each
t ≥ 0. Let G = (Gs )s≥0 = (Fτs )s≥0 be the induced filtration. Then (At )t≥0 is a random
time-change with respect to G. Moreover, for any random measure µ the following hold:
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(i) if µ is F-optional, then µ◦τ is G-optional,

(ii) if µ is F-predictable, then µ◦τ is G-predictable,

(iii) if µ is an F-optional random measure with a compensator ν, then ν ◦ τ is a com-
pensator of µ ◦τ, and for each P̃ -measurable simple F : R+ ×Ω× J → R such that
E(F ?µ)∞ <∞ we have E

(
(F ◦τ)? (µ◦τ)

)
∞ <∞ and a.s.

(F ?µ)∞ = (
(F ◦τ)? (µ◦τ)

)
∞,

(F ?ν)∞ = (
(F ◦τ)? (ν◦τ)

)
∞,

(7.5.18)

(F ? µ̄)(τs ) = ((F ◦τ)? (µ◦τ))(s), s ≥ 0. (7.5.19)

Proof. First of all notice that since A is strictly increasing and continuous a.s., s 7→ τs

is an a.s. continuous function, so any random measure µ is τ-continuous. Therefore
(i) and (ii) follow from [84, Theorem 10.27(c,d)]. Let us prove (iii). The fact that ν◦τ
is a compensator of µ◦τ holds due to [84, Theorem 10.27(e)], while the rest follows
from [84, Theorem 10.28], and in particular (7.5.18) follows from the definition of
µ◦τ and ν◦τ.

For more information on time-changes for random measures we refer to [84,
Chapter X].

Let (S,Σ,ρ) be a measure space. For 1 < p, q <∞ we define Ŝ
p

q , D̂
p
q,q and D̂

p
p,q as

the Banach spaces of all functions F :R+×Ω× J → Lq (S) that are P̃ -measurable and
for which the corresponding norms are finite:

‖F‖Ŝ
p

q
:=

(
E
∥∥∥(∫

R+×J
|F |2 dν

) 1
2
∥∥∥p

Lq (S)

) 1
p

,

‖F‖D̂
p
q,q

:=
(
E
(∫
R+×J

‖F‖q
Lq (S) dν

) p
q
) 1

p
,

‖F‖D̂
p
p,q

:=
(
E

∫
R+×J

‖F‖p
Lq (S) dν

) 1
p

.

(7.5.20)

We show in Appendix 7.A that

(Ŝ p
q )∗ = Ŝ

p ′
q ′ , (D̂p

q,q )∗ = D̂
p ′
q ′,q ′ , (D̂p

p,q )∗ = D̂
p ′
p ′,q ′

hold isomorphically with constants depending only on p and q .

Theorem 7.5.22. Fix 1 < p, q <∞. Let µ be an optional P̃ -σ-finite random measure on
R+×J and suppose that its compensator ν is non-atomic in time. Then for any simple
P̃ -measurable F :R+×Ω× J → Lq (S) and for any A ∈ P̃ with E1A ?µ<∞

(
E sup

0≤s≤t
‖((F 1A)? µ̄)s‖p

Lq (S)

) 1
p hp,q ‖F 1A1[0,t ]‖Ip,q , (7.5.21)
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where Ip,q is given by

Ŝ
p

q ∩ D̂
p
q,q ∩ D̂

p
p,q if 2 ≤ q ≤ p <∞,

Ŝ
p

q ∩ (D̂p
q,q + D̂

p
p,q ) if 2 ≤ p ≤ q <∞,

(Ŝ p
q ∩ D̂

p
q,q )+ D̂

p
p,q if 1 < p < 2 ≤ q <∞,

(Ŝ p
q + D̂

p
q,q )∩ D̂

p
p,q if 1 < q < 2 ≤ p <∞,

Ŝ
p

q + (D̂p
q,q ∩ D̂

p
p,q ) if 1 < q ≤ p ≤ 2,

Ŝ
p

q + D̂
p
q,q + D̂

p
p,q if 1 < p ≤ q ≤ 2.

(7.5.22)

Proof. By Lemma 2.8.2 we can assume without loss of generality that F := F 1A ,
µ := µ1A , and that there exists a T ≥ 0 such that F (t ) = 0 for each t ≥ T . Since F is
simple, it is uniformly bounded on R+ ×Ω× J and, due to the fact that E1A ?µ =
Eµ(R+×Ω) <∞, we find E‖F ?µ‖ < ∞. Consequently F ? µ̄ exists and it is a local
martingale. Therefore Doob’s maximal inequality implies

(E‖(F ? µ̄)t‖p )
1
p hp

(
E sup

0≤s≤t
‖(F?µ̄)s‖p

Lq (S)

) 1
p

and so it is enough to show that

(E‖(F ? µ̄)t‖p )
1
p hp,q ‖F 1[0,t ]‖Ip,q . (7.5.23)

The proof consists of two steps. In the first step we assume that ν is absolutely
continuous with respect to Lebesgue measure. In this case, we can derive the up-
per bounds in (7.5.23) from the Burkholder-Rosenthal inequalities, Corollary 7.5.17
and Corollary 7.5.19. The lower bounds then follow by duality. In the second
step we deduce the general result via a time-change argument based on Proposi-
tion 7.5.21.

Step 1: ν((s, t ]× J ) ≤ (t − s) for each t ≥ s ≥ 0 a.s. We will consider the cases 2 ≤ q ≤
p <∞ and 1 < p ≤ q ≤ 2, the proofs in the other cases are similar.

Case 2 ≤ q ≤ p <∞: Fix m ≥ 1. Let Fn := F 1(
n

2m , n+1
2m

] for each n ≥ 0. Then

(dn)n≥0 := (
(Fn ? µ̄)∞

)
n≥0

is an Lq (S)-valued martingale difference sequence with respect to a filtration(
F n+1

2m

)
n≥0. Theorem 7.1.1 implies

E‖(F ? µ̄)∞‖p
Lq (S) = E

∥∥∥ ∑
n≥0

(Fn ? µ̄)∞
∥∥∥p

Lq (S)
= E

∥∥∥ ∑
n≥0

dn

∥∥∥p

Lq (S)
hp,q ‖(dn)‖p

sp,q

hp (‖(dn)‖S
p
q
+‖(dn)‖D

p
q,q

+‖(dn)‖D
p
p,q

)p .

To bound ‖(dn)‖S
p
q
, observe that

‖(dn)‖S
p
q
=

(
E
∥∥∥∑

n
EF n

2m
|dn |2

∥∥∥p

Lq (S)

) 1
p =

(
E
∥∥∥∑

n
EF n

2m
|(Fn ? µ̄)∞|2

∥∥∥p

Lq (S)

) 1
p
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(∗)hp

(
E
∥∥∥∑

n
EF n

2m
(|Fn |2?ν)∞

∥∥∥p

Lq (S)

) 1
p (7.5.24)

=
(
E
∥∥∥∑

n
EF n

2m

(
(|F |2?ν) n+1

2m
− (|F |2?ν) n

2m

)∥∥∥p

Lq (S)

) 1
p

,

where (∗) holds by Corollary 7.5.17 and the fact that

ν
(( n

2m ,
n +1

2m

])
≤ n +1

2m − n

2m = 1

2m ≤ 1.

Notice that for a.e. ω ∈Ω, all s ∈ S, and each t ≥ u ≥ 0

(|F |2?ν)t (s,ω)− (|F |2?ν)u(s,ω) ≤ sup |F (s)|2(ν((u, t ]× J )(ω))

≤ sup |F (s)|2(t −u),

so by Corollary 7.5.19∑
n
EF n

2m

(
(|F |2?ν) n+1

2m
− (|F |2?ν) n

2m

)→ (|F |2?ν)T = (|F |2?ν)∞

a.s. as m →∞. Therefore thanks to (7.5.24)

‖(dn)‖S
p
q
h

(
E
∥∥∥∑

n
EF n

2m

(
(|F |2?ν) n+1

2m
− (|F |2?ν) n

2m

)∥∥∥p

Lq (S)

) 1
p

m→∞−→ (E‖(|F |2?ν)∞‖p
Lq (S))

1
p = ‖F‖S

p
q

.

(7.5.25)

Now let us estimate ‖(dn)‖D
p
q,q

. Analogously to (7.5.24)

‖(dn)‖D
p
q,q

=
(
E
(∑

n
EF n

2m
‖dn‖q

Lq (S)

) p
q
) 1

p =
(
E
(∑

n
EF n

2m
‖(Fn ? µ̄)∞‖q

Lq (S)

) p
q
) 1

p

h
(
E
(∑

n
EF n

2m
(‖Fn‖q

Lq (S)?ν)∞
) p

q
) 1

p (7.5.26)

=
(
E
(∑

n
EF n

2m

(
(‖F‖q

Lq (S)?ν) n+1
2m

− (‖F‖q
Lq (S)?ν) n

2m

)) p
q
) 1

p
,

and similarly to (7.5.25) the last expression converges to ‖F‖D
p
q,q

. The same can be

shown for D
p
p,q .

Case 1 < p ≤ q ≤ 2: Let Ielem(P̃ ) denote the linear space of all simple P̃ -measurable
Lq (S)-valued functions. This linear space is dense in Ŝ

p
q , D̂

p
p,q and D̂

p
q,q . Let

F ∈Ielem(P̃ ). Fix a decomposition F = F1 +F2 +F3 with Fα ∈Ielem(P̃ ).
Fix m ≥ 1 and set Fn,α = Fα1(

n
2m , n+1

2m

], dn,α = Fn,α? µ̄, α= 1,2,3, so that

(F ? µ̄)T = (F ? µ̄)∞ =∑
n

dn,1 +dn,2 +dn,3.

Then by Theorem 7.1.1, (7.5.24), (7.5.25) and (7.5.26) we conclude that(
E‖(F ? µ̄)∞‖p

Lq (S)

) 1
p .p,q ‖F1‖S

p
q
+‖F2‖D

p
p,q

+‖F3‖D
p
q,q

.
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Since Ielem(P̃ ) is dense in Ŝ
p

q , D̂
p
p,q and D̂

p
q,q , we conclude by taking the infimum

over F1,F2,F3 as above that(
E‖(F ? µ̄)∞‖p

Lq (S)

) 1
p .p,q ‖F‖Ip,q .

The duality argument: Fix t <∞, 1 < p, q <∞. Using the upper bounds in (7.5.23)
we can obtain the stochastic integral (F ? µ̄)t as an Lp -limit of the integrals of the
corresponding simple approximations of F in Ip,q . Let Y be the closure of the
linear subspace ∪F∈Ip,q (F ? µ̄)t in Lp (Ω;Lq (S)) and let X =Ip,q . By Corollary 7.A.8,
X ∗ = Ip ′,q ′ . Let U (resp. V ) be the dense subspace of X (resp. X ∗) consisting of
all P̃ -measurable simple Lq (S)-valued (resp. Lq ′

(S)-valued) functions. Define both
j0 : U → Y and k0 : V → Y ∗ by F 7→ (F ? µ̄)t . Note that k0 maps into Y ∗ since each
(F ? µ̄)t is in Lp ′

(Ω;Lq ′
(S)), so it defines a bounded linear functional on Y . By the

upper bounds in (7.5.23), j0 and k0 are bounded. Moreover, by the definition of Y ,
ran j0 is dense in Y . Finally, by Corollary 7.5.14 〈F∗,F 〉 = 〈k0(F∗), j0(F )〉 for all F ∈U

and F∗ ∈V . Now (7.5.21) follows from Lemma 7.2.1.
Step 2: general case. Recall that, due to our assumptions in the beginning of the

proof, Eµ(R+×Ω) = Eν(R+×Ω) <∞. Since ν is non-atomic in time, we can define a
continuous strictly increasing predictable process A :R+×Ω→R+ by

At = ν([0, t ]× J )+ t , t ≥ 0.

Let τ= (τs )s≥0 be the time-change defined in Proposition 7.5.21. Then according to
Proposition 7.5.21 the random measure µτ :=µ◦τ is G-optional, where G := (Gs )s≥0 =
(Fτs )s≥0. Moreover, ντ := ν ◦τ is G-predictable and a compensator of µτ. Let G :=
F ◦τ. Notice that for each t ≥ s ≥ 0 a.s.

ντ((s, t ]× J ) = ν((τs ,τt ]× J ) = ν((0,τt ]× J )−ν((0,τs ]× J )

≤ ν((0,τt ]× J )−ν((0,τs ]× J )+ (τt −τs )

= (ν((0,τt ]× J )+τt )− (ν((0,τs ]× J )+τs ) = t − s.

(7.5.27)

Let I τ
p,q be defined as Ip,q but for the random measure ντ. By (7.5.27) Step 1 yields

E‖G ? µ̄τ‖p hp,q ‖G‖p
I τ

p,q
. Indeed, by (7.5.19), E‖(G ? µ̄τ)∞‖p = E‖F ? µ̄‖p . Moreover,

for given Fi and Gi = Fi ◦τ, i = 1,2,3, it follows from (7.5.18) that

E
∥∥∥(∫

R+×J
|G1|2 dντ

) 1
2
∥∥∥p

Lq (S)
= E

∥∥∥(∫
R+×J

|F1|2 dν
) 1

2
∥∥∥p

Lq (S)
= ‖F1‖p

S
q

p
,

E
(∫
R+×J

‖G2‖q
Lq (S) dντ

) p
q = E

(∫
R+×J

‖F2‖q
Lq (S) dν

) p
q = ‖F2‖p

D
p
q,q

,

E

∫
R+×J

‖G3‖p
Lq (S) dντ = E

∫
R+×J

‖F3‖p
Lq (S) dν= ‖F3‖p

D
p
p,q

.

Consequently, ‖G‖I τ
p,q

= ‖F‖Ip,q . We conclude that E‖F ? µ̄‖p hp,q ‖F‖p
Ip,q

.
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Remark 7.5.23. Let us compare our result to the literature. The upper bounds in
Theorem 7.5.22 were discovered in the scalar-valued case by A.A. Novikov in
[131, Theorem 1]. By exploiting an orthonormal basis one can easily extend this
result to the Hilbert-space valued integrands, see [114, Section 3.3] for details. The
paper [114] contains several other proofs of the Hilbert-space valued version of
Novikov’s inequality. In the context of Poisson random measures, Theorem 7.5.22
was obtained in [51]. Some one-sided extensions of the latter result in the context
of general Banach spaces were obtained in [52]. However, these bounds, which
are based on the martingale type and cotype of the space, are only matching in
the Hilbert-space case and not optimal in general (in particular for Lq -spaces). A
very different proof of the upper bounds in Theorem 7.5.22, which exploits tools
from stochastic analysis, was discovered independently of our work by Marinelli
in [110].

As a corollary, we obtain the following sharp bounds for stochastic integrals.

Theorem 7.5.24. Fix 1 < p, q <∞. Let H be a Hilbert space, (S,Σ,ρ) be a measure space
and let M : R+×Ω→ H be a purely discontinuous quasi-left continuous local martingale.
Let Φ :R+×Ω→L (H ,Lq (S)) be elementary predictable. Then(

E sup
0≤s≤t

‖(Φ ·M)s‖p
Lq (S)

) 1
p hp,q ‖ΦH 1[0,t ]‖Ip,q , (7.5.28)

where ΦH :R+×Ω×H → Lq (S) is defined by

ΦH (t ,ω,h) :=Φ(t ,ω)h, t ≥ 0,ω ∈Ω,h ∈ H ,

and Ip,q is given as in (7.5.22) for ν= νM .

Proof. The result follows from Doob’s maximal inequality, Lemma 7.5.11, Theo-
rem 7.5.22, and the fact that ‖ΦH 1An‖Ip,q ↗ ‖ΦH‖Ip,q as n → ∞ by the monotone
convergence theorem.

7.5.5. Integration with respect to continuous martingales

Finally, let us recall the known sharp bounds for Lq -valued stochastic integrals
with respect to continuous local martingales. These bounds are a special case of
the main result in [177].

For F :R+ →R+ nondecreasing, we define a measure ρF on B(R+) by

ρF ((s, t ]) = F (t )−F (s), 0 ≤ s < t <∞.

If X is a Banach space and 1 ≤ p ≤ ∞, then we write Lp (R+,F ; X ) for the Banach
space Lp (R+,ρF ; X ).

Let M : R+×Ω→ H be a continuous local martingale. Then by Subsection 2.2.1
one can define a continuous predictable process [M ] : R+ ×Ω→ R and a strongly
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progressively measurable qM :R+×Ω→L (H) such that [M ] is a quadratic variation
of M and

∫ ·
0〈qM (s)h,h〉d[M ]s is a quadratic variation of [Mh] for each h ∈ H . The

following theorem immediately follows from [177].

Theorem 7.5.25. Let H be a Hilbert space, 1 < p, q < ∞. Let M : R+ ×Ω → H be a
continuous local martingale, Φ :R+×Ω→L (H ,Lq (S)) be elementary predictable. Then

E
(

sup
0≤s≤t

‖(Φ ·M)s‖p)
hp,q E‖Φq

1
2
M 1[0,t ]‖p

γ(L2(R+,[M c ];H),Lq (S))
.

7.5.6. Integration with respect to general local martingales

We can now combine the sharp estimates obtained for the three special type of
stochastic integrals to obtain sharp estimates for Φ · M , where M is an arbitrary
local martingale.

Lemma 7.5.26. Let H be a Hilbert space, X be a Banach space space, M :R+×Ω→ H be a
local martingale, Φ : R+×Ω→L (H , X ) be elementary predictable, F : R+×Ω×H → X be
elementary P̃ -measurable. Then

(i) if M is continuous, then Φ ·M is continuous,

(ii) if M is purely discontinuous quasi-left continuous, then F ? µ̄M is purely discontin-
uous quasi-left continuous,

(iii) if M is purely discontinuous with accessible jumps, then Φ ·M is purely discontinu-
ous with accessible jumps.

Proof. SinceΦ is elementary predictable, X can be assumed to be finite-dimensional.
(i) holds since if M is continuous, then the formula (2.5.2) defines an a.s. con-

tinuous process.
To prove pure discontinuity in (ii) one has to endow X with a Euclidean norm

and notice that if M is purely discontinuous quasi-left continuous then by [85,
Proposition II.1.28] [F ? µ̄M ]t = ∑

0≤s≤t ‖F (∆M)‖2 a.s. for all t ≥ 0 since F ?νM is ab-
solutely continuous, so it does not effect on the quadratic variation. Therefore
[F ? µ̄M ] is purely discontinuous, and so F ? µ̄M is purely discontinuous by [89,
Theorem 26.14]. Quasi-left continuity then follows as ∆(F ? µ̄M )τ = F (∆Mτ) = 0 a.s.
for any predictable stopping time τ.

Pure discontinuity of Φ · M in (iii) follows from the same argument as in (ii),
and the rest can be proven using the fact that a.s.

{t ∈R+ :∆(Φ ·M)t 6= 0} ⊂ {t ∈R+ :∆Mt 6= 0}.

The following observation is fundamental for the duality argument used to
prove the lower bounds in Theorem 7.5.29.
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Lemma 7.5.27. Let H be a Hilbert space, X be a Banach space, M c , M q : R+ ×Ω→ H

be continuous and purely discontinuous quasi-left continuous martingales, M a,1 : R+ ×
Ω→ X , M a,2 : R+×Ω→ X ∗ be purely discontinuous martingales with accessible jumps,
Φ1 : R+×Ω→L (H , X ), Φ2 : R+×Ω→L (H , X ∗) be elementary predictable, F1 : R+×Ω×
H → X , F2 : R+ ×Ω× H → X ∗ be elementary P̃ -measurable. Assume that (Φ1 · M c )∞,
(F1 ? µ̄

M q
)∞, M a,1∞ ∈ Lp (Ω; X ) and (Φ2 ·M c )∞, (F2 ? µ̄

M q
)∞, M a,2∞ ∈ Lp ′

(Ω; X ∗) for some
1 < p <∞. Then, for all t ≥ 0,

E〈(Φ1 ·M c +F1? µ̄
M q +M a,1)t , (Φ2 ·M c +F2? µ̄

M q +M a,2)t 〉
= E〈(Φ1 ·M c )t , (Φ2 ·M c )t 〉+E〈(F1? µ̄

M q
)t , (F2? µ̄

M q
)t 〉+E〈M a,1

t , M a,2
t 〉. (7.5.29)

Lemma 7.5.28. Let X be a Banach space, X0 ⊂ X be a finite-dimensional subspace, 1 <
p <∞, M q :R+×Ω→ X0 be a purely discontinuous quasi-left continuous Lp -martingale,
M q

0 = 0, M a : R+ ×Ω → X ∗ be a purely discontinuous Lp ′
-martingale with accessible

jumps. Then E〈M q
t , M a

t 〉 = 0 for each t ≥ 0.

Proof. Let d be the dimension of X0, x1, . . . , xd be a basis of X0. Then there exist
purely discontinuous quasi-left continuous Lp -martingales M q,1, . . . , M q,d :R+×Ω→
R such that M q = M q,1x1 + ·· · + M q,d xd . Thus for any i = 1, . . . ,d and any purely
discontinuous Lp ′

-martingale N :R+×Ω→R with accessible jumps [M q,i , N ] = 0 a.s.
by [89, Corollary 26.16]. Hence [85, Proposition I.4.50(a)] implies that M q,i N is a
local martingale, and due to integrability it is a martingale. Notice also that all
M q,i start at zero, therefore

E〈M q
t , M a

t 〉 =
d∑

i=1
EM q,i

t 〈xi , M a
t 〉 =

d∑
i=1
EM q,i

0 〈xi , M a
0 〉 = 0.

Proof of Lemma 7.5.27. Since all the integrands Φ1, Φ2, F1, F2 are elementary, one
can suppose that X and X ∗ are finite dimensional, so we can endow these spaces
with Euclidean norms. Since by Lemma 7.5.26 Φ1 ·M c and Φ2 ·M c are continuous,
F1 ? µ̄

M q
, F1 ? µ̄

M q
, M a,1 and M a,2 are purely discontinuous, then [85, Definition

I.4.11] implies that for each t ≥ 0

E〈(Φ1 ·M c )t , (F2? µ̄
M q

)t 〉 = E[Φ1 ·M c ,F2? µ̄
M q

]t = 0,

E〈(Φ2 ·M c )t , (F1? µ̄
M q

)t 〉 = E[Φ2 ·M c ,F1? µ̄
M q

]t = 0,

E〈(Φ1 ·M c )t , M a,2
t 〉 = E[Φ1 ·M c , M a,2]t = 0,

E〈(Φ2 ·M c )t , M a,1
t 〉 = E[Φ2 ·M c , M a,1]t = 0.

Moreover, thanks to Lemma 7.5.26 and Lemma 7.5.28

E〈M a,1
t , (F2? µ̄

M q
)t 〉 = E〈M a,2

t , (F1? µ̄
M q

)t 〉 = 0,

so (7.5.29) easily follows.
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Theorem 7.5.29. Let H be a Hilbert space, 1 < p, q < ∞. Let M c , M q : R+ ×Ω → H

be continuous and purely discontinuous quasi-left continuous local martingales, M a :

R+×Ω→ Lq (S) be a purely discontinuous Lp -martingale with accessible jumps, Φ : R+×
Ω→ L (H ,Lq (S)) be elementary predictable, F : R+ ×Ω× H → Lq (S) be elementary P̃ -
measurable. If Φ ·M c and F ? µ̄M q

are Lp -martingales, then

(
E sup

0≤s≤t

∥∥(
Φ ·M c +F ? µ̄M q +M a)

∞
∥∥p

Lq (S)

) 1
p (7.5.30)

hp,q
(
E‖Φq

1
2
M c ‖p

γ(L2(R+,[M c ];H),X )

) 1
p +‖F‖Ip,q +‖M a‖Ap,q ,

where Ip,q is given as in (7.5.22) for ν= νM q
, Ap,q is given as in (7.5.7).

Proof. The estimate .p,q follows from the triangle inequality and Theorems 7.5.25,
7.5.22 and 7.5.8. Let us now prove &p,q via duality. Without loss of generality due
to the proof of Theorem 7.5.8 and due to Lemma 7.5.7 we can assume that there
exists N ≥ 1 and a sequence of predictable stopping times T = (τn)N

n=0 such that M

has a.s. at most N jumps and a.s. {t ∈ R+ :∆Mt 6= 0} ⊂ {τ0, . . . ,τN }. Define the Banach
space

X := Lp (Ω;γ(L2(R+, [M c ]; H),Lq (S)))×Ip,q ×A T
p,q

and let Y be the closure of the lineare subspace ∪(Φ,F,M a )∈X (Φ ·M c +F ? µ̄M d +M a)∞
in Lp (Ω;Lq (S)). Then by [79, Proposition 1.3.3], the Trace duality (2.9.2), Corol-
lary 7.A.8 and the duality statement in Theorem 7.5.5

X ∗ = Lp ′
(Ω;γ(L2(R+, [M c ]; H),Lq ′

(S)))×Ip ′,q ′ ×A T
p ′,q ′ .

By the upper bounds in (7.5.30), the maps j : X → Y and k : X ∗ → Y ∗ defined via
(Φ,F, M a) 7→ (Φ ·M c +F ? µ̄M d +M a)∞ are both continuous linear mappings. Let x =
(Φ1,F1, M a

1 ) ∈ X , x∗ = (Φ2,F2, M a
2 ) ∈ X ∗ be such that Φ1 and Φ2 are elementary pre-

dictable, and F1 and F2 are elementary P̃ -measurable. Then 〈x̃∗, x̃〉 = 〈k(x̃∗), j (x̃)〉
by Lemma 7.5.27 and (7.5.5) and so Lemma 7.2.1 yields &p,q in (7.5.30).

Theorem 7.5.30. Let H be a Hilbert space, 1 < p, q <∞. Let M : R+×Ω→ H be a local
martingale, M c , M q , M d :R+×Ω→ H be local martingales such that M c

0 = M q
0 = 0, M c is

continuous, M q is purely discontinuous quasi-left continuous, M a is purely discontinuous
with accessible jumps, M = M c +M q +M a . Let Φ : R+×Ω→ L (H ,Lq (S)) be elementary
predictable. Then,

(
E sup

0≤s≤t
‖(Φ ·M)s‖p

Lq (S)

) 1
p

hp,q

(
E‖Φq

1
2
M c 1[0,t ]‖p

γ(L2(R+,[M c ];H),X )

) 1
p

+‖ΦH 1[0,t ]‖Ip,q +‖(Φ1[0,t ]) ·M a‖Ap,q , (7.5.31)
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where ΦH :R+×Ω×H → Lq (S) is defined by

ΦH (t ,ω,h) :=Φ(t ,ω)h, t ≥ 0,ω ∈Ω,h ∈ H ,

Ip,q is given as in (7.5.22) for ν= νM q
, and Ap,q is as defined in (7.5.7).

Proof. First of all notice that Φ ·M is an Lq (S)-valued local martingale, so by Doob’s
maximal inequality

E sup
0≤s≤t

‖(Φ ·M)s‖p
Lq (S) hp E‖(Φ ·M)t‖p

Lq (S). (7.5.32)

Since Φ is elementary predictable, we can assume that X is finite dimensional.
Consequently, (7.5.31) holds by (7.5.32), Lemma 7.5.26 and Theorem 7.5.29.

Remark 7.5.31. Let M = (Mn)n≥0 be a discrete Lq -valued martingale. Then due to
the Strong Doob maximal inequality (also known as the Fefferman-Stein inequality),
presented e.g. in [79, Theorem 3.2.7] and [3, Theorem 2.6],

(
E
(∫

S
|sup

n≥0
Mn(s)|q ds

) p
q
) 1

p hp,q (Esup
n≥0

‖Mn‖p
Lq (S))

1
p .

As a consequence, for any continuous time martingale M :R+×Ω→ Lq (S)

(
E‖sup

t≥0
Mt‖p

Lq (S)

) 1
p hp,q (Esup

t≥0
‖Mt‖p

Lq (S))
1
p .

Indeed, this follows by the existence of a pointwise càdlàg version of M and by
approximating M by a discrete-time martingale. Thus, all the sharp bounds for
stochastic integrals proved in this section, in particular Theorems 7.5.8, 7.5.22,
7.5.24, 7.5.25, and, finally, Theorems 7.5.29 and 7.5.30, remain valid if we move
the supremum over time inside the Lq -norm.
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7.A. DUALS OF S
p

q , D
p
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p
p,q , Ŝ

p
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p
q,q , AND D̂

p
p,q

In this section we will find the duals of S
p

q , D
p
q,q , D

p
p,q , Ŝ

p
q , D̂

p
q,q , and D̂

p
p,q for all

1 < p, q <∞. As a consequence, we show the duality for the space Ip,q that was
used to prove the lower bounds in Theorem 7.5.22.

7.A.1. D
p
q,q and D

p
p,q spaces

Let X be a Banach space and consider any random measure ν on R+× J . In sequel
we will assume that

∫
R+×J 1A dν is an R+-valued random variable for each B(R+)⊗

J -measurable A ⊂R+× J . Notice that this condition always holds for any optional
random measure ν. Indeed, without loss of generality we may assume that there
exist AR+ ∈ B(R+) and A J ∈ J such that A = AR+ × A J . Let Ã = A ×Ω. Then Ã ∈ Õ

(since AR+ ×Ω ∈O ), therefore 1Ã ?ν is an optional process, and∫
R+×J

1A dν= lim
t→∞(1Ã ?ν)t

is an R+-valued F -measurable function as a monotone limit of R+-valued F -mea-
surable functions.

We define D
p
q (X ) to be the space of all B(R+)⊗F⊗J -strongly measurable func-

tions f :R+×Ω× J → X such that

‖ f ‖D
p
q (X ) :=

(
E
(∫
R+×J

‖ f ‖q
X dν

) p
q
) 1

p <∞.

Recall that the measure P⊗ν on B(R+)⊗F ⊗J is defined by setting

P⊗ν
( n⋃

i=1
Ai ×Bi

)
:=

n∑
i=1
E(1Ai ν(Bi )),

for disjoint Ai ∈F and disjoint Bi ∈B(R+)⊗J and extending P×ν to B(R+)⊗F⊗J

via the Carathéodory extension theorem.
The following result is well-known if ν is a deterministic measure. The argu-

ment for random measures is similar and provided for the reader’s convenience.

Theorem 7.A.1. Let 1 < p, q <∞, X be reflexive. Then (Dp
q (X ))∗ =D

p ′
q ′ (X ∗). Moreover

‖φ‖
D

p′
q′ (X ∗)

= ‖φ‖(D
p
q (X ))∗ , φ ∈D

p ′
q ′ (X ∗). (7.A.1)

Proof. First we suppose that Eν(R+ × J ) < ∞. By approximation we can assume
that ν(R+× J ) ≤ N a.s., for some N ∈N. In this case we can proceed with a standard
argument using the Radon-Nikodym property of X ∗. Let F ∈ (Dp

q (X ))∗. On B(R+)⊗
F ⊗J we can define and X ∗-valued measure θ by setting

〈θ(A), x〉 := F (1A · x) (B(R+)⊗ A ∈F ⊗J , x ∈ X ).
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It is straightforward to verify that θ is σ-additive and absolutely continuous with
respect to P×ν. Moreover, θ is of finite variation. Indeed, if A1, . . . , An is a disjoint
partition of R+×Ω× J , then

n∑
i=1

‖θ(Ai )‖ = sup
(xi )n

i=1⊂BX

n∑
i=1

F (1Ai xi )

= sup
(xi )n

i=1⊂BX

F
( n∑

i=1
1Ai xi

)
≤ ‖F‖(D

p
q (X ))∗ sup

(xi )n
i=1⊂BX

(
E
(∫
R+×J

∥∥∥ n∑
i=1

1Ai xi

∥∥∥q

X
dν

)p/q)1/p

= ‖F‖(D
p
q (X ))∗ sup

(xi )n
i=1⊂BX

(
E
(∫
R+×J

n∑
i=1

1Ai ‖xi‖q
X dν

)p/q)1/p

≤ ‖F‖(D
p
q (X ))∗ (Eν(R+× J )p/q )1/p . (7.A.2)

(Here BX is a unit ball in X ). By the Radon-Nikodym property of X ∗, there exists
an B(R+)⊗F ⊗J -strongly measurable X ∗-valued function f such that

F (g ) = F f (g ) = E
∫
R+×J

〈 f , g 〉dν

for each g ∈D
p
q (X ). By Hölder’s inequality, it is immediate that

‖F‖(D
p
q (X ))∗ ≤ ‖ f ‖

D
p′
q′ (X ∗)

.

To show the reverse estimate, we may assume that f ∈ D
p ′
q ′ (X ∗) has norm 1 and

show that ‖F f ‖(D
p
q (X ))∗ ≥ 1. By approximation, we may furthermore assume that f

is simple, i.e.,
f = ∑

m,n
1An 1Bnm x∗

nm ,

for An ∈F and Bnm ∈B(R+)⊗J disjoint and x∗
nm ∈ X ∗. Define

g = ∑
m,n

1An

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

) p′
q′ −1

1Bnm xnm‖x∗
nm‖q ′−1

X ∗ , (7.A.3)

where the xnm ∈ X satisfy the condition in Lemma 7.4.2, i.e. for some 0 < ε< 1

(1−ε)‖x∗
nm‖ ≤ 〈xnm , xnm∗〉, ‖xnm‖X = 1.

By assumption,

‖ f ‖p ′

D
p′
q′ (X ∗)

=∑
n
P(An)

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

)p ′/q ′
= 1.
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Therefore, also

‖g‖q

D
p
q (X )

=∑
n
P(An)

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

)( p′
q′ −1

)
p(∑

m
ν(Bnm)‖x∗

nm‖(q ′−1)q
X ∗

) p
q

=∑
n
P(An)

(∑
m
ν(Bnm)‖x∗

nm‖q ′)p ′/q ′
= 1,

as

qq ′ = q +q ′ pp ′

q ′ −p + p

q
= p ′

q ′ . (7.A.4)

Moreover,

F f (g ) = E
∫
〈 f , g 〉 dν

=∑
n
P(An)

∑
m
ν(Bnm)〈xnm , xnm∗〉‖x∗

nm‖q ′−1
X ∗

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

) p′
q′ −1

≥∑
n
P(An)

∑
m
ν(Bnm)(1−ε)‖x∗

nm‖q ′
X ∗

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

) p′
q′ −1

= (1−ε)
∑
n
P(An)

(∑
m
ν(Bnm)‖x∗

nm‖q ′
X ∗

) p′
q′ = (1−ε).

Since ε was arbitrary, ‖F f ‖(D
p
q (X ))∗ ≥ 1.

Let now Eν(R+ × J ) = ∞ and assume that P×ν is σ-finite. Then there exists a
sequence (An)n≥1 ⊂ B(R+)⊗F ⊗J such that An ⊂ An+1 for each n ≥ 1, ∪n≥1 An =
R+×Ω× J , and P⊗ν(An) <∞ for each n ≥ 1. Let νn := ν ·1An . Then each F ∈ (Dp

q (X ))∗

can be considered as a linear functional on the closed subspace of D
p
q (X ) consisting

of all functions with support in An . By the previous part of the proof, for each n ≥ 1

there exists fn ∈D
p ′
q ′ (X ∗) with support in An such that

F (g ·1An ) = F fn (g ·1An ) = E
∫
R+×J

〈 fn , g 〉1An dν

and
‖ fn‖

D
p′
q′ (X ∗)

≤ ‖F fn‖(D
p
q (X ))∗ ≤ ‖F‖(D

p
q (X ))∗ .

Obviously fn+11An = fn for each n ≥ 1, hence there exists f : Ω×R+× J → X ∗ such
that f 1An = fn for each n ≥ 1. But then Fatou’s lemma implies

‖ f ‖
D

p′
q′ (X ∗)

≤ liminf
n→∞ ‖ fn‖

D
p′
q′ (X ∗)

≤ ‖F‖(D
p
q (X ))∗ ,

so f ∈D
p ′
q ′ (X ∗). On the other hand, by Hölder’s inequality

‖F‖(D
p
q (X ))∗ ≤ ‖ f ‖

D
p′
q′ (X ∗)

.
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Since the bounded linear functionals F and F f agree on a dense subset of D
p
q (X ), it

follows that F = F f and (7.A.1) holds.
Finally, let ν be general. Let F ∈ (Dp

q (X ))∗ be of norm 1. Let εn ↓ 0 and let (gn)n≥1

be a sequence in the unit sphere of D
p
q (X ) satisfying F (gn) ≥ (1− εn). By strong

measurability of the gn , there exists an A ∈ B(R+)⊗F ⊗J so that P×ν is σ-finite
on A and gn = 0 on Ac P×ν-a.e. Let F̃ ∈ (Dp

q (X ))∗ be defined by F̃ (g ) = F (g 1A). The

previous part of the proof shows that there exists an f ∈ D
p ′
q ′ (X ∗) so that F̃ = F f

and ‖F̃‖(D
p
q (X ))∗ = ‖ f ‖

D
p′
q′ (X ∗)

. It remains to show that F = F̃ . To prove this, suppose

that there exists a g0 ∈ D
p
q (X ) of norm 1 with supp(g0) ⊂ Ac and F (g0) = δ > 0. Let

0 <λ< 1. Then, for any n ≥ 1,

‖(1−λp )1/p g0 +λgn‖p

D
p
q (X )

= (1−λp )‖g0‖p

D
p
q (X )

+λp‖gn‖p

D
p
q (X )

= 1

and
F ((1−λp )1/p g0 +λgn) ≥ (1−λp )1/pδ+λ(1−εn).

As a consequence,
‖F‖ ≥ sup

0<λ<1
(1−λp )1/pδ+λ.

One easily checks that the supremum is attained in

λ=
(
1+δ1/(1− 1

p )
)−1/p

and so ‖F‖ > 1, a contradiction.

We now turn to proving a similar duality statement for D̂
p
q (X ), the space of all

P̃ -measurable functions in D
p
q (X ). In the proof we will use the following ‘reverse’

version of the dual Doob inequality [52, Lemma 2.10].

Lemma 7.A.2 (Reverse dual Doob inequality). Fix 0 < p ≤ 1. Let F = (Fn)n≥0 be a
filtration and let (En)n≥0 be the associated sequence of conditional expectations. If ( fn)n≥0

is a sequence of non-negative random variables in L1(P), then

(
E
∣∣∣ ∑

n≥0
fn

∣∣∣p) 1
p ≤ p−1

(
E
∣∣∣ ∑

n≥0
En fn

∣∣∣p) 1
p

.

Theorem 7.A.3. Let X be a reflexive space and let ν be a predictable, P̃ -σ-finite random
measure on B(R+)⊗J that is non-atomic in time. Then, for 1 < p, q <∞,

(Lp

P̃
(P;Lq (ν; X )))∗ = Lp ′

P̃
(P;Lq ′

(ν; X ∗))

with isomorphism given by

g 7→ Fg , Fg (h) = E
∫
R+×J

〈g ,h〉dν (g ∈ Lp ′

P̃
(P;Lq ′

(ν)),h ∈ Lp

P̃
(P;Lq (ν))).
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Moreover,

min
{( p

q

)1/q q ′

p ′ ,
( p ′

q ′
)1/q ′ q

p

}
‖g‖

L
p′
P̃

(P;Lq′ (ν;X ∗))
≤ ‖Fg ‖ ≤ ‖g‖

L
p′
P̃

(P;Lq′ (ν;X ∗))
. (7.A.5)

Proof. Step 1: reduction. It suffices to prove the result for p ≤ q . Indeed, once this
is known we can deduce the case q ≤ p as follows. Observe that Lp ′

P̃
(P;Lq ′

(ν; X ∗))

is a closed subspace of D
p ′
q ′ (X ∗) = Lp ′

(P;Lq ′
(ν; X ∗)). By Theorem 7.A.1, D

p ′
q ′ (X ∗) is

reflexive and therefore Lp ′

P̃
(P;Lq ′

(ν; X ∗)) is reflexive as well. Therefore, as p ′ ≤ q ′,

(Lp

P̃
(P;Lq (ν; X )))∗ = Lp ′

P̃
(P;Lq ′

(ν; X ∗))∗∗ = Lp ′

P̃
(P;Lq ′

(ν; X ∗)).

Hence, if F ∈ (Lp

P̃
(P;Lq (ν; X )))∗, then there exists an f ∈ Lp ′

P̃
(P;Lq ′

(ν; X ∗)) so that for
any g ∈ Lp

P̃
(P;Lq (ν; X ))

F (g ) = Fg ( f ) = E
∫
R+×J

〈 f , g 〉dν.

Moreover, the bounds (7.A.5) follow from Lemma 7.4.4. Thus, for the remainder
of the proof, we can assume that p ≤ q .

Step 2: norm estimates. Let us now show that (7.A.5) holds. Since the upper
bound is immediate from Hölder’s inequality, we only need to show that for any
g ∈ Lp ′

P̃
(P;Lq ′

(ν; X ∗)),

‖Fg ‖ ≥
( p

q

)1/q q ′

p ′ ‖g‖Lp′ (P;Lq′ (ν;X ∗)). (7.A.6)

It suffices to show this on a dense subset of Lp ′

P̃
(P;Lq ′

(ν; X ∗)). Indeed, suppose that

gn → g in Lp ′

P̃
(P;Lq ′

(ν; X ∗)) and that (7.A.6) holds for gn , for all n ≥ 1. Then,

( p

q

)1/q q ′

p ′ ‖gn‖Lp′ (P;Lq′ (ν;X ∗)) ≤ ‖Fgn‖ ≤ ‖Fg ‖+‖g − gn‖Lp′ (P;Lq′ (ν;X ∗)),

and by taking limits on both sides we see that g also satisfies (7.A.6).
Let us first assume that

ν((s, t ]× J ) ≤ (t − s) a.s., for all 0 ≤ s ≤ t (7.A.7)

By the previous discussion, we may assume that ‖g‖Lp′ (P;Lq′ (ν;X ∗)) = 1 and that g is
of the form

g =
Nm∗∑
n=0

L∑
`=0

1(n/2m∗ ,(n+1)/2m∗ ]1B`gn`,

where Nm∗ <∞, gn` is simple and Fn/2m∗ -measurable for all n and `, and the B`

are disjoint sets in J of finite P⊗ν-measure. For m ≥ m∗ define

g (m) =
Nm∑
n=0

L∑
`=0

1(n/2m ,(n+1)/2m ]1B`g (m)
n`
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so that g (m) = g . Then clearly, g (m)
n` is Fn/2m -measurable for all n and `. Let us now

fix an m ≥ m∗. We define, for any 0 ≤ k ≤ Nm ,

s̄k
q ′ (g ) =

( k∑
n=0

L∑
`=0

‖g (m)
n` ‖q ′

En/2mν((n/2m , (n +1)/2m]×B`)
)1/q ′

and set
α= (Es̄Nm

q ′ (g (m))p ′
)1/p ′

.

Let Pε be as in Lemma 7.4.2. We define a P̃ -measurable function h by

h =
Nm∑
n=0

L∑
`=0

1(n/2m ,(n+1)/2m ]1B`hn`

where, for 0 ≤ n ≤ Nm and 0 ≤ `≤ L, hn` is the Fn/2m -measurable function

hn` =
1

αp ′−1
(s̄n

q ′ (g (m)))p ′−q ′‖g (m)
n` ‖q ′−1Pεg (m)

n` .

Since p/q ≤ 1, Lemma 7.A.2 implies

‖h‖Lp (P;Lq (ν)) =
(
E
( Nm∑

n=0

L∑
`=0

‖hn`‖qν((n/2m , (n +1)/2m]×B`)
)p/q)1/p

≤
( q

p

)1/q(
E
( Nm∑

n=0

L∑
`=0

‖hn`‖qEn/2mν((n/2m , (n +1)/2m]×B`)
)p/q)1/p

=
( q

p

)1/q
(Es̄Nm

q (h)p )1/p .

Now observe that

s̄Nm
q (h)q =

Nm∑
n=0

L∑
`=0

‖hn`‖qEn/2mν((n/2m , (n +1)/2m]×B`)

≤ 1

α(p ′−1)q

Nm∑
n=0

L∑
`=0

‖g (m)
n` ‖(q ′−1)q s̄n

q ′ (g (m))(p ′−q ′)qEn/2mν((n/2m , (n +1)/2m]×B`)

≤ 1

α(p ′−1)q
s̄Nm

q ′ (g (m))(p ′−q ′)q
Nm∑
n=0

L∑
`=0

‖g (m)
n` ‖q ′

En/2mν((n/2m , (n +1)/2m]×B`)

= 1

α(p ′−1)q
s̄Nm

q ′ (g (m))p ′q−q ′q+q ′
.

Using (7.A.4) it follows that

‖h‖p
Lp (P;Lq (ν)) ≤

( q

p

)p/q 1

α(p ′−1)p
s̄Nm

q ′ (g (m))(p ′q−q ′q+q ′)p/q

=
( q

p

)p/q 1

αp ′ Es̄Nm
q ′ (g (m))p ′ =

( q

p

)p/q
.
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Moreover, by Lemma 7.4.2,

Fg (h) = E
Nm∑
n=0

L∑
`=0

〈g (m)
n` ,hn`〉ν((n/2m , (n +1)/2m]×B`)

= E
Nm∑
n=0

L∑
`=0

〈g (m)
n` ,hn`〉En/2mν((n/2m , (n +1)/2m]×B`)

≥ (1−ε)
1

αp ′−1
E

Nm∑
n=0

L∑
`=0

‖g (m)
n` ‖q ′

s̄n
q ′ (g (m))p ′−q ′

En/2mν((n/2m , (n +1)/2m]×B`)

= (1−ε)
1

αp ′−1
E

Nm∑
n=0

s̄n
q ′ (g (m))p ′−q ′

(s̄n
q ′ (g (m))q ′ − s̄n−1

q ′ (g (m))q ′
).

Now apply (7.4.10) for α= p ′/q ′ ≥ 1 and x = s̄n
q ′ (g (m))q ′

/s̄n−1
q ′ (g (m))q ′ ≥ 1 to obtain

Fg (h) ≥ (1−ε)
1

αp ′−1
E

Nm∑
n=0

q ′

p ′
(
s̄n

q ′ (g (m))p ′ − s̄n−1
q ′ (g (m))p ′)

= (1−ε)
q ′

p ′
1

αp ′−1
Es̄Nm

q ′ (g (m))p ′

= (1−ε)
q ′

p ′
(
Es̄Nm

q ′ (g (m))p ′)1/p ′

= (1−ε)
q ′

p ′
(
E
( Nm∑

n=0

L∑
`=0

‖g (m)
n` ‖q ′

En/2mν
(
(n/2m , (n +1)/2m]×B`

))p ′/q ′)1/p ′

= (1−ε)
q ′

p ′
(
E
( Nm∑

n=0
En/2m

(
(‖g‖q ′

?ν)(n+1)/2m − (‖g‖q ′
?ν)n/2m

))p ′/q ′)1/p ′

In conclusion, for any m ≥ m∗ we find

‖Fg ‖ ≥
( p

q

)1/q q ′

p ′
(
E
( Nm∑

n=0
En/2m ((‖g‖q ′

?ν)(n+1)/2m − (‖g‖q ′
?ν)n/2m )

)p ′/q ′)1/p ′
.

Taking m →∞, we find using Corollary 7.5.19 that

‖Fg ‖ ≥
( p

q

)1/q q ′

p ′ ‖g‖
L

p′
P̃

(P;Lq′ (ν;X ∗))
.

Let us now remove the additional restriction (7.A.7) on ν. In this case, we define a
strictly increasing, predictable, continuous process

At := ν([0, t ]× J )+ t , t ≥ 0

and a random time change τ= (τs )s≥0 by

τs = {t : At = s}.
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By Proposition 7.5.21, A◦τ(t ) = t a.s. for any t ≥ 0, and hence by continuity of A and
τ, a.s. A ◦τ(t ) = t for all t ≥ 0. As was noted in (7.5.27), we have ντ((s, t ]× J ) ≤ t − s

a.s. for all s ≤ t . By Proposition 7.5.21, we can now write

‖Fg ‖ = sup
‖h‖

L
p

P̃
(P;Lq (ν;X ))

≤1
E

∫
R+×J

〈g ,h〉dν

≥ sup
‖h̃◦A‖

L
p

P̃
(P;Lq (ν;X ))

≤1

E

∫
R+×J

〈g , h̃ ◦ A〉dν

= sup
‖h̃‖

L
p

P̃
(P;Lq (ντ ;X ))

≤1

E

∫
R+×J

〈g ◦τ, h̃〉dντ.

Applying the previous part of the proof for ν= ντ, we find

‖Fg ‖ ≥
( p

q

)1/q q ′

p ′ ‖g ◦τ‖
L

p′
P̃

(P;Lq′ (ντ;X ∗))
= ‖g‖

L
p′
P̃

(P;Lq′ (ν;X ∗))
.

This completes our proof of (7.A.5).
Step 3: representation of linear functionals. It now remains to show that every

F ∈ (Lp

P̃
(P;Lq (ν; X )))∗ is of the form Fg for a suitable P̃ -measurable function g . We

will first assume that Eν(R+× J ) <∞. On P̃ we can define an X ∗-valued measure θ
by setting

〈θ(A), x〉 := F (1A · x) (A ∈ P̃ , x ∈ X ).

Then θ is σ-additive, absolutely continuous with respect to P×ν. Moreover, by the
same calculation as in (7.A.2), for any disjoint partition A1, . . . , An ∈ P̃ of R+×Ω× J ,

n∑
i=1

‖θ(Ai )‖ ≤ ‖F‖(L
p

P̃
(P;Lq (ν;X )))∗ (Eν(R+× J )p/q )1/p

≤ ‖F‖(L
p

P̃
(P;Lq (ν;X )))∗ (Eν(R+× J ))1/q ,

so θ is of finite variation. By the Radon-Nikodym property of X ∗, there exists a
P̃ -measurable X ∗-valued function g such that

F (h) = Fg (h) = E
∫
R+×J

〈g ,h〉dν

for each h ∈ Lp

P̃
(P;Lq (ν; X )). The extension to the general case, where ν is P̃ -σ-fi-

nite, can now be obtained in the same way as in the proof of Theorem 7.A.1.

Remark 7.A.4. The reader may wonder whether the duality

(Lp

P̃
(P;Lq (ν; X )))∗ = Lp ′

P̃
(P;Lq ′

(ν; X ∗))
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remains valid if ν is any random measure and P̃ is replaced by an arbitrary sub-
σ-algebra of B(R+)⊗F ⊗J . It turns out that, surprisingly, one cannot expect such
a general result. Indeed, it was pointed out by Pisier [151] that there exist two
probability spaces (Ω1,F1,P1), (Ω2,F2,P2) and a sub-σ-algebra G of F1 ⊗F2, so
that the duality

(Lp
G

(P1;Lq (P2)))∗ = Lp ′
G

(P1;Lq ′
(P2))

does not even hold isomorphically. This counterexample in particular shows that
the duality results claimed in [109] are not valid without imposing additional as-
sumptions.

7.A.2. S
p

q and Ŝ
p

q spaces

Let ν be any random measure on B(R+)⊗J . Recall that S
p

q is the space of all
B(R+)⊗F ⊗J -strongly measurable functions f :R+⊗Ω⊗ J → Lq (S) satisfying

‖ f ‖S
p

q
=

(
E
∥∥∥(∫

R+×J
| f |2 dν

) 1
2
∥∥∥p

Lq (S)

) 1
p <∞. (7.A.8)

The proof of the following result is analogous to Theorem 7.A.1. We leave the
details to the reader.

Theorem 7.A.5. Let 1 < p, q <∞. Then (S p
q )∗ =S

p ′
q ′ and

‖ f ‖
S

p′
q′

hp,q ‖ f ‖(S
p

q )∗ , f ∈S
p ′

q ′ .

Let us now prove the desired duality for Ŝ
p

q , the subspace of all P̃ -strongly
measurable functions in S

p
q .

Theorem 7.A.6. Let 1 < p, q < ∞. Suppose that ν is a predictable, P̃ -σ-finite random
measure on B(R+)⊗J that is non-atomic in time. Then (Ŝ p

q )∗ = Ŝ
p ′

q ′ and

‖ f ‖
Ŝ

p′
q′

hp,q ‖ f ‖(Ŝ
p

q )∗ , f ∈ Ŝ
p ′

q ′ . (7.A.9)

For the proof of Theorem 7.A.6 we will the following assertion. Given a fil-
tration F = (Fn)n≥0 and 1 < p, q < ∞, we define Qp

q to be the Banach space of all
adapted Lq (S)-valued sequences ( fn)n≥0 satisfying

‖( fn)n≥0‖Q
p
q

:=
(
E
∥∥∥( ∞∑

n=0
| fn |2

) 1
2
∥∥∥p

Lq (S)

) 1
p <∞. (7.A.10)

Proposition 7.A.7. Let 1 < p, q < ∞. Then (Qp
q )∗ = Qp ′

q ′ isomorphically, with duality
bracket given by

〈( fn)n≥0, (gn)n≥0〉 := E
∞∑

n=0
〈 fn , gn〉 ((gn)n≥0 ∈Qp ′

q ′ , ( fn)n≥0 ∈Qp
q ).
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Moreover,
‖(gn)n≥0‖Q

p′
q′
hp,q ‖(gn)n≥0‖(Q

p
q )∗ .

Proof. Consider the filtration G = (Gn)n≥0 = (Fn+1)n≥0. Let Sp
q be the conditional

sequence space defined in (7.1.4) for the filtration G. First notice that Qp
q is a closed

subspace and

‖( fn)n≥0‖Q
p
q
= ‖( fn)n≥0‖S

p
q

, for all ( fn)n≥0 ∈Qp
q .

Let F be in (Qp
q )∗. Then by the Hahn-Banach theorem and [87] there exists g̃ =

(g̃n)n≥0 ∈ Sp ′
q ′ such that ‖g̃‖

S
p′
q′
hp,q ‖F‖(Q

p
q )∗ and

F ( f ) = E
∞∑

n=1
〈 fn , g̃n〉, f = ( fn)n≥0 ∈Qp

q .

Now let (gn)n≥0 be the F-adapted Lq (S)-valued sequence defined by gn = En g̃n for
n ≥ 0 (recall that En(·) := E(·|Fn)). Then, on the one hand, the conditional Jensen
inequality yields

‖(gn)n≥0‖p ′

Q
p′
q′
= ‖(gn)n≥0‖p ′

S
p′
q′
= E

∥∥∥( ∞∑
n=1

|gn |2
) 1

2
∥∥∥p ′

Lq′ (S)
= E

∥∥∥( ∞∑
n=1

|En g̃n |2
) 1

2
∥∥∥p ′

Lq′ (S)

≤ E
∥∥∥( ∞∑

n=1
En |g̃n |2

) 1
2
∥∥∥p ′

Lq′ (S)
= ‖(g̃n)n≥0‖p ′

S
p′
q′

,

and, on the other hand, for each f = ( fn)n≥0 ∈ Qp
q the F-adaptedness of ( fn)n≥0 im-

plies

F ( f ) = E
∞∑

n=1
〈 fn , g̃n〉 = E

∞∑
n=1

En〈 fn , g̃n〉 = E
∞∑

n=1
〈 fn ,En g̃n〉 = E

∞∑
n=1

〈 fn , gn〉.

Therefore, for each F ∈ (Qp
q )∗ there exists a (gn)n≥0 ∈Qq ′

p ′ such that

F ( f ) = E ∑
n≥0

〈 fn , gn〉, f = ( fn)n≥0 ∈Qp
q ,

‖(gn)n≥0‖Q
q′
p′
.p,q ‖F‖(Q

p
q )∗ .

The inequality ‖F‖(Q
p
q )∗ ≤ ‖(gn)n≥0‖Q

q′
p′

follows immediately from Hölder’s inequal-

ity.

Proof of Theorem 7.A.6. The proof contains two parts. In the first part, consisting of
several steps, we will show that ‖ f ‖

Ŝ
p′

q′
hp,q ‖ f ‖(Ŝ

p
q )∗ . In the second part we show

that (Ŝ p
q )∗ = Ŝ

p ′
q ′ .
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Step 1: J is finite, ν is Lebesgue. Let J = { j1, . . . , jK }, ν(ω) be the product of Lebesgue
measure and the counting measure on R+× J for all ω ∈Ω (i.e. ν((s, t ]× jk ) = t − s for
each k = 1, . . . ,K and t ≥ s ≥ 0). Fix f ∈ Ŝ

p ′
q ′ . Without loss of generality we can

assume that f is simple and that there exist N , M ≥ 1 and a sequence of random
variables ( fk,m)k=K ,m=M

k=1,m=0 such that fk,m is F m
N

-measurable and f (t , jk ) = fk,m for each

k = 1, . . . ,K , m = 0, . . . , M , and t ∈ ( m
N , m+1

N ]. Let G = (Gk,m)k=K ,m=M
k=1,m=0 := (F m

N
)k=K ,m=M

k=1,m=0 .
Then G forms a filtration with respect to the reverse lexicographic order on the
pairs (k,m), 1 ≤ k ≤ K and 0 ≤ m ≤ M . Let Qp ′

q ′ be as defined in (7.A.10) for G. Then

‖ f ‖
Ŝ

p′
q′

= 1p
N

∥∥( fk,m)k=K ,m=M
k=1,m=0

∥∥
Q

p′
q′

. (7.A.11)

By Proposition 7.A.7 there exists a G-adapted (gk,m)k=K ,m=M
k=1,m=0 ∈Qp

q such that∥∥(gk,m)k=K ,m=M
k=1,m=0

∥∥
Q

p
q
= 1

and 〈
( fk,m)k=K ,m=M

k=1,m=0 , (gk,m)k=K ,m=M
k=1,m=0

〉
hp,q

∥∥( fk,m)k=K ,m=M
k=1,m=0

∥∥
Q

p′
q′

.

Let g :R+×Ω× J → Lq (S) be defined by setting g (t , jk ) =p
N gk,m for each k = 1, . . . ,K ,

m = 1, . . . , M , and t ∈ ( m
N , m+1

N ]. Then g ∈ Ŝ
p

q , and analogously to (7.A.11)

‖g‖Ŝ
p

q
= ∥∥(gk,m)k=K ,m=M

k=1,m=0

∥∥
Q

p
q
= 1.

Moreover,

〈 f , g 〉 = E
∫
R+×J

〈 f (t , j ), g (t , j )〉dt d j = 1p
N
E

k=K ,m=M∑
k=1,m=0

〈 fk,m , gk,m〉

hp,q
1p
N

∥∥( fk,m)k=K ,m=M
k=1,m=0

∥∥
Q

p′
q′
= ‖ f ‖

Ŝ
p′

q′
,

which finishes the proof.
Step 2: J is finite, ν((s, t ]× J ) ≤ t − s a.s. for each t ≥ s ≥ 0. Let ν0 be the product of

Lebesgue measure and the counting measure on R+× J (see Step 1). Then clearly
P⊗ν is absolutely continuous with respect to P⊗ν0 and by the Radon-Nikodym
theorem there exists a P̃ -measurable density φ : R+ ×Ω× J → R+ such that d(P⊗
ν) = φ d(P⊗ν0). Fix f ∈ Ŝ

p ′
q ′ . Let Ŝ

p ′,ν0

q ′ be as defined in (7.A.8) for the random

measure ν0. Then f0 := f ·√φ ∈ Ŝ
p ′,ν0

q ′ , and ‖ f ‖
Ŝ

p′
q′

= ‖ f0‖
Ŝ

p′ ,ν0
q′

. By Step 1 there exists

a g0 ∈ Ŝ
p,ν0

q such that ‖g0‖Ŝ
p,ν0

q
= 1 and 〈 f0, g0〉hp,q ‖ f0‖

Ŝ
p′ ,ν0

q′
. Let g = g01φ6=0

1p
φ

.

Then

〈 f , g 〉 = E
∫
R+×J

〈 f , g 〉dν= E
∫
R+×J

〈 f , g 〉φdν0 = E
∫
R+×J

〈 f
√
φ, g

√
φ〉dν0
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= E
∫
R+×J

〈 f0, g0〉dν0 = 〈 f0, g0〉hp,q ‖ f0‖
Ŝ

p′ ,ν0
q′

= ‖ f ‖
Ŝ

p′
q′

and

‖g‖Ŝ
p

q
=

(
E
∥∥∥(∫

R+×J
|g |2 dν

) 1
2
∥∥∥p) 1

p =
(
E
∥∥∥(∫

R+×J
|g0|21φ6=0

1

φ
dν

) 1
2
∥∥∥p) 1

p

=
(
E
∥∥∥(∫

R+×J
|g0|21φ6=0 dν0

) 1
2
∥∥∥p) 1

p ≤
(
E
∥∥∥(∫

R+×J
|g0|2 dν0

) 1
2
∥∥∥p) 1

p

= ‖g0‖Ŝ
p,ν0

q
= 1.

Therefore ‖ f ‖
Ŝ

p′
q′

hp,q ‖ f ‖(Ŝ
p

q )∗ .

Step 3: J is finite, ν is general. Without loss of generality we can assume that
Eν(R+× J ) <∞. Then by a time-change argument as was used in the proof of The-
orem 7.A.3, we can assume that ν((s, t ]× J ) ≤ t − s a.s. for each t ≥ s ≥ 0, and apply
Step 2.

Step 4: J is general, ν is general. Without loss of generality assume that Eν(R+×
J ) <∞. Let f be simple P̃ -measurable. Then there exists a K ≥ 1 and a partition
J = J1 ∪ ·· ·∪ JK of J into disjoint sets such that f (i ) = f ( j ) for all i , j ∈ Jk and each
k = 1, . . . ,K . Fix jk ∈ Jk , k = 1, . . . ,K , and define J̃ = { j1, . . . , jK }. Let ν̃ be a new random
measure on R+×Ω× J̃ defined by

ν̃(A× { jk }) = ν(A× Jk ), A ∈P , k = 1, . . . ,K .

Let Ŝ
p ′,ν̃

q ′ be as constructed in (7.A.8) for the measure ν̃. Let f̃ ∈ Ŝ
p ′,ν̃

q ′ be such that

f̃ ( jk ) = f ( jk ) for each k = 1, . . . ,K . Then ‖ f̃ ‖
Ŝ

p′ ,ν̃
q′

= ‖ f ‖
Ŝ

p′
q′

. By Step 3 there exists a

g̃ ∈ Ŝ
p,ν̃

q such that ‖g̃‖
Ŝ

p,ν̃
q

= 1 and 〈 f̃ , g̃ 〉hp,q ‖ f̃ ‖
Ŝ

p′ ,ν̃
q′

.

Define g ∈ Ŝ
p

q by setting g ( j ) = g̃ ( jk ) for each k = 1, . . . ,K and j ∈ Jk . Then
‖g‖Ŝ

p
q
= ‖g̃‖

Ŝ
p,ν̃

q
= 1. Moreover,

〈 f , g 〉 = E
∫
R+×J

〈 f (t , j ), g (t , j )〉dν(t , j ) = E
K∑

k=1

∫
R+×Jk

〈 f (t , j ), g (t , j )〉dν(t , j )

= E
∫
R+× J̃

〈 f̃ (t , j ), g̃ (t , j )〉dν̃(t , j )hp,q ‖ f̃ ‖
Ŝ

p′ ,ν̃
q′

= ‖ f ‖
Ŝ

p′
q′

.

Hence, ‖ f ‖
Ŝ

p′
q′

hp,q ‖ f ‖(Ŝ
p

q )∗ .

Step 5: (Ŝ p
q )∗ = Ŝ

p ′
q ′ . In Step 4 we proved that Ŝ

p ′
q ′ ,→ (Ŝ p

q )∗ isomorphically, so

it remains to show that (Ŝ p
q )∗ = Ŝ

p ′
q ′ . This identity follows from the same Radon-

Nikodym argument that was presented in Step 3 of the proof of Theorem 7.A.3.

Corollary 7.A.8. Let 1 < p, q <∞. Then I ∗
p,q =Ip ′,q ′ , where Ip,q is as defined in (7.5.22),

and
‖ f ‖Ip′ ,q′ hp,q ‖ f ‖I ∗

p,q
, f ∈Ip ′,q ′ . (7.A.12)
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Proof. The result follows by combining Theorem 7.A.3 (for X = Lq (S)), Theorem
7.A.6 and (7.2.2).





8
BURKHOLDER–DAVIS–GUNDY INEQUALITIES

IN UMD BANACH FUNCTION SPACES

This chapter is based on the paper Pointwise properties of martingales with values in
Banach function spaces by Mark Veraar and Ivan Yaroslavtsev, see [178].

In this chapter we consider local martingales with values in a UMD Banach function space.
We prove that such martingales have a version which is a martingale field. Moreover, a
new Burkholder–Davis–Gundy type inequality is obtained.

2010 Mathematics Subject Classification. Primary: 60G44 Secondary: 60B11, 60H05, 60G48.
Key words and phrases. Local martingale, quadratic variation, UMD Banach function spaces,
Burkholder-Davis-Gundy inequalities, lattice maximal function.
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8.1. INTRODUCTION

The discrete Burkholder–Davis–Gundy inequality (see [29, Theorem 3.2]) states
that for any p ∈ (1,∞) and martingales difference sequence (d j )n

j=1 in Lp (Ω) one has

∥∥∥ n∑
j=1

d j

∥∥∥
Lp (Ω)

hp

∥∥∥( n∑
j=1

|d j |2
)1/2∥∥∥

Lp (Ω)
. (8.1.1)

Moreover, there is the extension to continuous-time local martingales M (see [89,
Theorem 26.12]) which states that for every p ∈ [1,∞),∥∥ sup

t∈[0,∞)
|Mt |

∥∥
Lp (Ω) hp

∥∥[M ]1/2
∞

∥∥
Lp (Ω). (8.1.2)

Here t 7→ [M ]t denotes the quadratic variation process of M .
In the case X is a UMD Banach function space the following variant of (8.1.1)

holds (see [164, Theorem 3]): for any p ∈ (1,∞) and martingales difference sequence
(d j )n

j=1 in Lp (Ω; X ) one has

∥∥∥ n∑
j=1

d j

∥∥∥
Lp (Ω;X )

hp

∥∥∥( n∑
j=1

|d j |2
)1/2∥∥∥

Lp (Ω;X )
. (8.1.3)

Moreover, the validity of the estimate also characterizes the UMD property.
It is a natural question whether (8.1.2) has a vector-valued analogue as well.

The main result of this chapter states that this is indeed the case:

Theorem 8.1.1. Let X be a UMD Banach function space over a σ-finite measure space
(S,Σ,µ). Assume that N : R+ ×Ω× S → R is such that N |[0,t ]×Ω×S is B([0, t ])⊗Ft ⊗Σ-
measurable for all t ≥ 0 and such that for almost all s ∈ S, N (·, ·, s) is a martingale with
respect to (Ft )t≥0 and N (0, ·, s) = 0. Then for all p ∈ (1,∞),∥∥sup

t≥0
|N (t , ·, ·)|∥∥Lp (Ω;X ) hp,X sup

t≥0

∥∥N (t , ·, ·)∥∥Lp (Ω;X ) hp,X ‖[N ]1/2
∞ ‖Lp (Ω;X ). (8.1.4)

where [N ] denotes the quadratic variation process of N .

By standard methods we can extend Theorem 8.1.1 to spaces X which are iso-
morphic to a closed subspace of a Banach function space (e.g. Sobolev and Besov
spaces, etc.)

The two-sided estimate (8.1.4) can for instance be used to obtain two-sided
estimates for stochastic integrals for processes with values in infinite dimensions
(see [126] and [177]). In particular, applying it with N (t , ·, s) = ∫ t

0 Φ(·, s)dW implies
the following maximal estimate for the stochastic integral

∥∥∥s 7→ sup
t≥0

∣∣∣∫ t

0
Φ(·, s)dW

∣∣∣∥∥∥
Lp (Ω;X )

hp,X sup
t≥0

∥∥∥s 7→
∫ t

0
Φ(·, s)dW

∥∥∥
Lp (Ω;X )
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hp,X

∥∥∥s 7→
(∫ ∞

0
Φ2(t , s)dt

)1/2∥∥∥
Lp (Ω;X )

, (8.1.5)

where W is a Brownian motion and Φ :R+×Ω×S →R is a progressively measurable
process such that the right-hand side of (8.1.5) is finite. The second norm equiva-
lence was obtained in [126]. The norm equivalence with the left-hand side is new
in this generality. The case where X is an Lq -space was recently obtained in [4]
using different methods.

It is worth noticing that the second equivalence of (8.1.4) in the case of X = Lq

was obtained by Marinelli in [110] for some range of 1 < p, q < ∞ by using an
interpolation method.

The UMD property is necessary in Theorem 8.1.1 by necessity of the UMD
property in (8.1.3) and the fact that any discrete martingale can be transformed
to a continuous-time one. Also in the case of continuous martingales, the UMD
property is necessary in Theorem 8.1.1. Indeed, applying (8.1.5) with W replaced
by an independent Brownian motion W̃ we obtain

∥∥∥∫ ∞

0
ΦdW

∥∥∥
Lp (Ω;X )

hp,X

∥∥∥∫ ∞

0
ΦdW̃

∥∥∥
Lp (Ω;X )

,

for all predictable step processes Φ. The latter holds implies that X is a UMD
Banach space (see [61, Theorem 1]).

In the special case that X =R the above reduces to (8.1.2). In the proof of Theo-
rem 8.1.1 the UMD property is applied several times:

• The boundedness of the lattice maximal function (see [24, 60, 164]).

• The X -valued Meyer–Yoeurp decomposition of a martingale (see Theorem
4.3.1).

• The square-function estimate (8.1.3) (see [164]).

It remains open whether there exists a predictable expression for the right-hand
side of (8.1.4). One would expect that one needs simply to replace [N ] by its pre-
dictable compensator, the predictable quadratic variation 〈N〉. Unfortunately, this
does not hold true already in the scalar-valued case: if M is a real-valued martin-
gale, then

E|M |pt .p E〈M〉
p
2
t , t ≥ 0, p < 2,

E|M |pt &p E〈M〉
p
2
t , t ≥ 0, p > 2,

where both inequalities are known not to be sharp (see [29, p. 40], [114, p. 297],
and [140]). The question of finding such a predictable right-hand side in (8.1.4)
was answered only in the case X = Lq for 1 < q <∞ by Dirsken and the author (see
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[54]). The key tool exploited there was the so-called Burkholder-Rosenthal inequali-
ties, which are of the following form:

E‖MN‖p hp,X |||(Mn)0≤n≤N |||pp,X ,

where (Mn)0≤n≤N is an X -valued martingale, |||·|||p,X is a certain norm defined on the
space of X -valued Lp -martingales which depends only on predictable moments of
the corresponding martingale. Therefore using approach of [54] one can reduce the
problem of continuous-time martingales to discrete-time martingales. However,
the Burkholder-Rosenthal inequalities are explored only in the case X = Lq .

Thanks to (8.1.2) the following natural question arises: can one generalize (8.1.4)
to the case p = 1, i.e. whether∥∥sup

t≥0
|N (t , ·, ·)|∥∥L1(Ω;X ) hp,X ‖[N ]1/2

∞ ‖L1(Ω;X ) (8.1.6)

holds true? Unfortunately the outlined earlier techniques cannot be applied in the
case p = 1. Moreover, the obtained estimates cannot be simply extrapolated to the
case p = 1 since those contain the UMDp constant, which is known to have infinite
limit as p → 1. Therefore (8.1.6) remains an open problem. Note that in the case of
a continuous martingale M inequalities (8.1.4) can be extended to the case p ∈ (0,1]

due to the classical Lenglart approach (see Corollary 8.4.4).

8.2. PRELIMINARIES

Throughout the chapter any filtration satisfies the usual conditions (see [85, Defi-
nition 1.1.2 and 1.1.3]), unless the underlying martingale is continuous (then the
corresponding filtration can be assumed general).

Recall that for a given measure space (S,Σ,µ), the linear space of all real-valued
measurable functions is denoted by L0(S).

Definition 8.2.1. Let (S,Σ,µ) be a measure space. Let n : L0(S) → [0,∞] be a function
which satisfies the following properties:

(i) n(x) = 0 if and only if x = 0,

(ii) for all x, y ∈ L0(S) and λ ∈R, n(λx) = |λ|n(x) and n(x + y) ≤ n(x)+n(y),

(iii) if x ∈ L0(S), y ∈ L0(S), and |x| ≤ |y |, then n(x) ≤ n(y),

(iv) if 0 ≤ xn ↑ x with (xn)∞n=1 a sequence in L0(S) and x ∈ L0(S), then n(x) = supn∈Nn(xn).

Let X denote the space of all x ∈ L0(S) for which ‖x‖ := n(x) <∞. Then X is called
the normed function space associated to n. It is called a Banach function space when
(X ,‖ ·‖X ) is complete.
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We refer the reader to [108, 124, 164, 178, 192] for details on Banach function
spaces.

Remark 8.2.2. Let X be a Banach function space over a measure space (S,Σ,µ).
Then X is continuously embedded into L0(S) endowed with the topology of con-
vergence in measure on sets of finite measure. Indeed, assume xn → x in X and
let A ∈ Σ be of finite measure. We claim that 1A xn → 1A x in measure. For this
it suffices to show that every subsequence of (xn)n≥1 has a further subsequence
which convergences a.e. to x. Let (xnk )k≥1 be a subsequence. Choose a subsubse-
quence (1A xnk`

)`≥1 =: (y`)`≥1 such that
∑∞
`=1 ‖y` − x‖ < ∞. Then by [192, Exercise

64.1]
∑∞
`=1 |y` − x| converges in X . In particular,

∑∞
`=1 |y` − x| < ∞ a.e. Therefore,

y`→ x a.e. as desired.

Given a Banach function space X over a measure space S and Banach space
E , let X (E) denote the space of all strongly measurable functions f : S → E with
‖ f ‖E ∈ X . The space X (E) becomes a Banach space when equipped with the norm
‖ f ‖X (E) =

∥∥s 7→ ‖ f (s)‖E
∥∥

X .
A Banach function space has the UMD property if and only if (8.1.3) holds

for some (or equivalently, for all) p ∈ (1,∞) (see [164]). A broad class of Banach
function spaces with UMD is given by the reflexive Lorentz–Zygmund spaces (see
[43]) and the reflexive Musielak–Orlicz spaces (see [107]).

Definition 8.2.3. N :R+×Ω×S →R is called (continuous) (local) martingale field if
N |[0,t ]×Ω×S is B([0, t ])⊗Ft ⊗Σ-measurable for all t ≥ 0 and N (·, ·, s) is a (continuous)
(local) martingale with respect to (Ft )t≥0 for almost all s ∈ S.

Let X be a Banach space, τ be a stopping time, V : R+ ×Ω → X be a càdlàg
process. Then we define ∆Vτ :Ω→ X as follows

∆Vτ :=Vτ− lim
ε→0

V(τ−ε)∨0.

8.3. LATTICE DOOB’S MAXIMAL INEQUALITY

Doob’s maximal Lp -inequality immediately implies that for martingale fields∥∥sup
t≥0

‖N (t , ·)‖X
∥∥

Lp (Ω) ≤
p

p −1
sup
t≥0

‖N (t )‖Lp (Ω;X ), 1 < p <∞.

In the next lemma we prove a stronger version of Doob’s maximal Lp -inequality.
As a consequence in Theorem 8.3.2 we will obtain the same result in a more general
setting.

Lemma 8.3.1. Let X be a UMD Banach function space and let p ∈ (1,∞). Let N be a
càdlàg martingale field with values in a finite dimensional subspace of X . Then for all
T > 0, ∥∥ sup

t∈[0,T ]
|N (t , ·)|∥∥Lp (Ω;X ) hp,X sup

t∈[0,T ]
‖N (t )‖Lp (Ω;X )
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whenever one of the expression is finite.

Proof. Clearly, the left-hand side dominates the right-hand side. Therefore, we can
assume the right-hand side is finite and in this case we have

‖N (T )‖Lp (Ω;X ) = sup
t∈[0,T ]

‖N (t )‖Lp (Ω;X ) <∞.

Since N takes values in a finite dimensional subspace it follows from Doob’s Lp -
inequality (applied coordinatewise) that the left-hand side is finite.

Since N is a càdlàg martingale field and by Definition 8.2.1(i v) we have that

lim
n→∞

∥∥ sup
0≤ j≤n

|N ( j T /n, ·)|∥∥Lp (Ω;X ) =
∥∥ sup

t∈[0,T ]
|N (t , ·)|∥∥Lp (Ω;X ).

Set M j = N j T /n for j ∈ {0, . . . ,n} and M j = Mn for j > n. It remains to prove∥∥ sup
0≤ j≤n

|M j (·)|∥∥Lp (Ω;X ) ≤Cp,X ‖Mn‖Lp (Ω;X ).

If (M j )n
j=0 is a Paley–Walsh martingale (see [79, Definition 3.1.8 and Proposition

3.1.10]), this estimate follows from the boundedness of the dyadic lattice maximal
operator [164, pp. 199–200 and Theorem 3]. In the general case one can replace Ω
by a divisible probability space and approximate (M j ) by Paley-Walsh martingales
in a similar way as in [79, Corollary 3.6.7].

Theorem 8.3.2 (Doob’s maximal Lp -inequality). Let X be a UMD Banach function
space over a σ-finite measure space and let p ∈ (1,∞). Let M :R+×Ω→ X be a martingale
such that

1. for all t ≥ 0, M(t ) ∈ Lp (Ω; X );

2. for a.a ω ∈Ω, M(·,ω) is in D([0,∞); X ).

Then there exists a martingale field N ∈ Lp (Ω; X (Db([0,∞)))) such that for a.a. ω ∈Ω, all
t ≥ 0 and a.a. s ∈ S, N (t ,ω, ·) = M(t ,ω)(s) and∥∥sup

t≥0
|N (t , ·)|∥∥Lp (Ω;X ) hp,X sup

t≥0
‖M(t , ·)‖Lp (Ω;X ). (8.3.1)

Moreover, if M is continuous, then N can be chosen to be continuous as well.

Proof. We first consider the case where M becomes constant after some time T > 0.
Then

sup
t≥0

‖M(t , ·)‖Lp (Ω;X ) = ‖M(T )‖Lp (Ω;X ).

Let (ξn)n≥1 be simple random variables such that ξn → M(T ) in Lp (Ω; X ). Let Mn(t ) =
E(ξn |Ft ) for t ≥ 0. Then by Lemma 8.3.1∥∥sup

t≥0
|Nn(t , ·)−Nm(t , ·)|∥∥Lp (Ω;X ) hp,X

∥∥|Mn(T, ·)−Mm(T, ·)|∥∥Lp (Ω;X ) → 0
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as n,m →∞. Therefore, (Nn)n≥1 is a Cauchy sequence and hence converges to some
N from the space Lp (Ω; X (Db([0,∞)))). Clearly, N (t , ·) = M(t ) and (8.3.1) holds in the
special case that M becomes constant after T > 0.

In the case M is general, for each T > 0 we can set M T (t ) = M(t ∧T ). Then
for each T > 0 we obtain a martingale field N T as required. Since N T1 = N T2 on
[0,T1 ∧T2], we can define a martingale field N by setting N (t , ·) = N T (t , ·) on [0,T ].
Finally, we note that

lim
T→∞

sup
t≥0

‖M T (t )‖Lp (Ω;X ) = sup
t≥0

‖M(t )‖Lp (Ω;X ).

Moreover, by Definition 8.2.1(i v) we have

lim
T→∞

∥∥sup
t≥0

|N T (t , ·)|∥∥Lp (Ω;X ) =
∥∥sup

t≥0
|N (t , ·)|∥∥Lp (Ω;X ),

Therefore the general case of (8.3.1) follows by taking limits.
Now let M be continuous, and let (Mn)n≥1 be as before. By the same argument

as in the first part pf the proof we can assume that there exists T > 0 such that
Mt = Mt∧T for all t ≥ 0. By Theorem 4.3.1 there exists a unique decomposition
Mn = M c

n +M d
n such that M d

n is purely discontinuous and starts at zero and M c
n has

continuous paths a.s. Then by (4.3.1)

‖M(T )−M c
n(T )‖Lp (Ω;X ) ≤βp,X ‖M(T )−Mn(T )‖Lp (Ω;X ) → 0.

Since M c
n takes values in a finite dimensional subspace of X we can define a mar-

tingale field Nn by Nn(t ,ω, s) = M c
n(t ,ω)(s). Now by Lemma 8.3.1∥∥ sup

0≤t≤T
|Nn(t , ·)−Nm(t , ·)|∥∥Lp (Ω;X ) hp,X

∥∥|M c
n(T, ·)−M c

m(T, ·)|∥∥Lp (Ω;X ) → 0.

Therefore, (Nn)n≥1 is a Cauchy sequence and hence converges to some N from the
space Lp (Ω; X (Cb([0,∞)))). Analogously to the first part of the proof, N (t , ·) = M(t )

for all t ≥ 0.

Remark 8.3.3. Note that due to the construction of N we have that ∆Mτ(s) =∆N (·, s)τ
for any stopping time τ and almost any s ∈ S. Indeed, let (Mn)n≥1 and (Nn)n≥1 be
as in the proof of Theorem 8.3.2. Then on the one hand

‖∆Mτ−∆(Mn)τ‖Lp (Ω;X ) ≤
∥∥ sup

0≤t≤T
‖M(t )−Mn(t )‖X

∥∥
Lp (Ω)

hp ‖M(T )−Mn(T )‖Lp (Ω;X ) → 0, n →∞.

On the other hand

‖∆Nτ−∆(Nn)τ‖Lp (Ω;X ) ≤
∥∥ sup

0≤t≤T
|N (t )−Nn(t )|∥∥Lp (Ω;X )

hp,X
∥∥|N (T )−Nn(T )|∥∥Lp (Ω;X ) → 0, n →∞.

Since ‖Mn(t )−Nn(t , ·)‖Lp (Ω;X ) = 0 for all n ≥ 0, we have that by the limiting argument
‖∆Mτ−∆Nτ(·)‖Lp (Ω;X ) = 0, so the desired follows from Definition 8.2.1(i ).
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One could hope there is a more elementary approach to derive continuity of N

in the case M is continuous: if the filtration F̃ := (F̃t )t≥0 is generated by M , then
M(s) is F̃-adapted for a.e. s ∈ S, and one might expect that M has a continuous
version. Unfortunately, this is not true in general as follows from the next example.

Example 8.3.4. There exists a continuous martingale M : R+ ×Ω→ R, a filtration
F̃= (F̃t )t≥0 generated by M and all P-null sets, and a purely discontinuous nonzero
F̃-martingale N :R+×Ω→R. Let W :R+×Ω→R be a Brownian motion, L :R+×Ω→R

be a Poisson process such that W and L are independent. Let F = (Ft )t≥0 be the
filtration generated by W and L. Let σ be an F-stopping time defined as follows

σ= inf{u ≥ 0 :∆Lu 6= 0}.

Let us define
M :=

∫
1[0,σ] dW =W σ.

Then M is a martingale. Let F̃ := (F̃t )t≥0 be generated by M . Note that F̃t ⊂Ft for
any t ≥ 0. Define a random variable

τ= inf{t ≥ 0 : ∃u ∈ [0, t )such that M is a constant on [u, t ]}.

Then τ=σ a.s. Moreover, τ is a F̃-stopping time since for each u ≥ 0

P{τ= u} =P{σ= u} =P{∆Lσu 6= 1} ≤P{∆Lu 6= 1} = 0,

and hence
{τ≤ u} = {τ< u}∪ {τ= u} ⊂ F̃u .

Therefore N :R+×Ω→R defined by

Nt := 1[τ,∞)(t )− t ∧τ t ≥ 0,

is an F̃-martingale since it is F̃-measurable and since Nt = (Lt −t )σ a.s. for each t ≥ 0,
hence for each u ∈ [0, t ]

E(Nt |F̃u) = E(E(Nt |Fu)|F̃u) = E(E((Lt − t )σ|Fu)|F̃u) = (Lu −u)σ = Nu

due to the fact that t 7→ Lt − t is an F̃-measurable F-martingale (see [93, Problem
1.3.4]). But (Nt )t≥0 is not continuous since (Lt )t≥0 is not continuous.

8.4. MAIN RESULT

Theorem 8.1.1 will be a consequence of the following more general result.

Theorem 8.4.1. Let X be a UMD Banach function space over a σ-finite measure space
(S,Σ,µ) and let p ∈ (1,∞). Let M : R+×Ω→ X be a local Lp -martingale with respect to
(Ft )t≥0 and assume M(0, ·) = 0. Then there exists a mapping N :R+×Ω×S →R such that
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(1) for all t ≥ 0 and a.a. ω ∈Ω, N (t ,ω, ·) = M(t ,ω),

(2) N is a local martingale field,

(3) the following estimate holds∥∥sup
t≥0

|N (t , ·, ·)|∥∥Lp (Ω;X ) hp,X
∥∥sup

t≥0
‖M(t , ·)‖X

∥∥
Lp (Ω) hp,X ‖[N ]1/2

∞ ‖Lp (Ω;X ). (8.4.1)

To prove Theorem 8.4.1 we first prove a completeness result.

Proposition 8.4.2. Let X be a Banach function space over a σ-finite measure space S,
1 ≤ p <∞. Let

MQp (X ) := {N :R+×Ω×S →R : N is a martingale field,

N0(s) = 0 ∀s ∈ S, and ‖N‖MQp (X ) <∞},

where
‖N‖MQp (X ) := ‖[N ]1/2

∞ ‖Lp (Ω;X ). (8.4.2)

Then (MQp (X ),‖ · ‖MQp (X )) is a Banach space. Moreover, if Nn → N in MQp , then
there exists a subsequence (Nnk )k≥1 such that pointwise a.e. in S, we have Nnk → N in
L1(Ω;Db([0,∞))).

Proof. Let us first check that MQp (X ) is a normed vector space. For this only the
triangle inequality requires some comments. By the well-known estimate for local
martingales M , N (see [89, Theorem 26.6(iii)]) we have that a.s.

[M +N ]t = [M ]t +2[M , N ]t + [N ]t

≤ [M ]t +2[M ]1/2
t [N ]1/2

t + [N ]t =
(
[M ]1/2

t + [N ]1/2
t

)2,
(8.4.3)

Therefore, [M +N ]1/2
t ≤ [M ]1/2

t + [N ]1/2
t a.s. for all t ∈ [0,∞].

Let (Nk )k≥1 be such that
∑

k≥1 ‖Nk‖MQp (X ) <∞. It suffices to show that
∑

k≥1 Nk

converges in MQp (X ). Observe that by monotone convergence in Ω and Jensen’s
inequality applied to ‖ ·‖X for any n > m ≥ 1 we have

∥∥∥ n∑
k=m+1

E[Nk ]1/2
∞

∥∥∥
X
=

∥∥∥ n∑
k=1

E[Nk ]1/2
∞ −

m∑
k=1

E[Nk ]1/2
∞

∥∥∥
X

=
∥∥∥E n∑

k=m+1
[Nk ]1/2

∞
∥∥∥

X
≤ E

∥∥∥ n∑
k=m+1

[Nk ]1/2
∞

∥∥∥
X

=
∥∥∥ n∑

k=m+1
[Nk ]1/2

∞
∥∥∥

L1(Ω;X )
≤

∥∥∥ n∑
k=m+1

[Nk ]1/2
∞

∥∥∥
Lp (Ω;X )

≤
n∑

k=m+1

∥∥∥[Nk ]1/2
∞

∥∥∥
Lp (Ω;X )

→ 0, m,n →∞,

(8.4.4)
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where the latter holds due to the fact that
∑

k≥1

∥∥∥[Nk ]1/2∞
∥∥∥

Lp (Ω;X )
<∞. Thus

∑n
k=1E[Nk ]1/2∞

converges in X as n →∞, where the corresponding limit coincides with its point-
wise limit

∑
k≥1E[Nk ]1/2∞ by Remark 8.2.2. Therefore, since any element of X is finite

a.s. by Definition 8.2.1, we can find S0 ∈ Σ such that µ(Sc
0) = 0 and pointwise in S0,

we have
∑

k≥1E[Nk ]1/2∞ <∞. Fix s ∈ S0. In particular, we find that
∑

k≥1[Nk ]1/2∞ con-
verges in L1(Ω). Moreover, since by the scalar Burkholder-Davis-Gundy inequali-
ties Esupt≥0 |Nk (t , ·, s)|h E[Nk (s)]1/2∞ , we also obtain that

N (·, s) := ∑
k≥1

Nk (·, s) converges in L1(Ω;Db([0,∞)). (8.4.5)

Let N (·, s) = 0 for s ∉ S0. Then N defines a martingale field. Moreover, by the scalar
Burkholder-Davis-Gundy inequalities

lim
m→∞

[ m∑
k=n

Nk (·, s)
]1/2

∞ =
[ ∞∑

k=n
Nk (·, s)

]1/2

∞

in L1(Ω). Therefore, by considering an a.s. convergent subsequence and by (8.4.3)
we obtain [ ∞∑

k=n
Nk (·, s)

]1/2

∞ ≤
∞∑

k=n
[Nk (·, s)]1/2

∞ . (8.4.6)

It remains to prove that N ∈ MQp (X ) and N = ∑
k≥1 Nk with convergence in

MQp (X ). Let ε > 0. Choose n ∈ N such that
∑

k≥n+1 ‖Nk‖MQp (X ) < ε. It follows
from (8.4.4) that E

∥∥∑
k≥1[Nk ]1/2∞

∥∥
X <∞, so

∑
k≥1[Nk ]1/2∞ a.s. converges in X . Now by

(8.4.6), the triangle inequality and Fatou’s lemma, we obtain∥∥∥[ ∑
k≥n+1

Nk

]1/2

∞

∥∥∥
Lp (Ω;X )

≤
∥∥∥ ∞∑

k=n+1
[Nk ]1/2

∞
∥∥∥

Lp (Ω;X )

≤
∞∑

k=n+1

∥∥∥[Nk ]1/2
∞

∥∥∥
Lp (Ω;X )

≤ liminf
m→∞

m∑
k=n+1

∥∥∥[Nk ]1/2
∞

∥∥∥
Lp (Ω;X )

< εp .

Therefore, N ∈MQp (X ) and ‖N −∑n
k=1 Nk‖MQp (X ) < ε.

For the proof of the final assertion assume that Nn → N in MQp (X ). Choose a
subsequence (Nnk )k≥1 such that ‖Nnk−N‖MQp (X ) ≤ 2−k . Then

∑
k≥1 ‖Nnk−N‖MQp (X ) <

∞ and hence by (8.4.5) we see that pointwise a.e. in S, the series
∑

k≥1(Nnk −N ) con-
verges in L1(Ω;Db([0,∞))). Therefore,

Nnk → N in L1(Ω;Db([0,∞); X ))

as required.

For the proof of Theorem 8.4.1 we will need the following lemma presented in
[55, Théorème 2].
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Lemma 8.4.3. Let 1 < p <∞, M : R+×Ω→ R be an Lp -martingales. Let T > 0. For each
n ≥ 1 define

Rn :=
n∑

k=1

∣∣M T k
n
−M T (k−1)

n

∣∣2.

Then Rn converges to [M ]T in Lp/2.

Proof of Theorem 8.4.1. The existence of the local martingale field N together with
the first estimate in (8.4.1) follows from Theorem 8.3.2. It remains to prove∥∥sup

t≥0
‖M(t , ·)‖X

∥∥
Lp (Ω) hp,X ‖[N ]1/2

∞ ‖Lp (Ω;X ). (8.4.7)

Due to Definition 8.2.1(i v) it suffices to prove the above norm equivalence in the
case M and N becomes constant after some fixed time T .

Step 1: The finite dimensional case. Assume that M takes values in a finite di-
mensional subspace Y of X and that the right hand side of (8.4.7) is finite. Then
we can write N (t , s) = M(t )(s) = ∑n

j=1 M j (t )x j (s), where each M j is a scalar-valued
martingale with M j (T ) ∈ Lp (Ω) and x1, . . . , xn ∈ X form a basis of Y . Note that for
any c1, . . . ,cn ∈ Lp (Ω) we have that∥∥∥ n∑

j=1
c j x j

∥∥∥
Lp (Ω;X )

hp,Y

n∑
j=1

‖c j ‖Lp (Ω). (8.4.8)

Fix m ≥ 1. Then by (8.1.3) and Doob’s maximal inequality∥∥sup
t≥0

‖M(t , ·)‖X
∥∥

Lp (Ω) hp ‖M(T, ·)‖Lp (Ω;X )

=
∥∥∥ m∑

i=1
M T i

m
−M T (i−1)

m

∥∥∥
Lp (Ω;X )

hp,X

∥∥∥( m∑
i=1

∣∣M T i
m
−M T (i−1)

m

∣∣2
) 1

2
∥∥∥

Lp (Ω;X )
,

(8.4.9)

and by (8.4.8) and Lemma 8.4.3 the right hand side of (8.4.9) converges to

‖[M ]1/2
∞ ‖Lp (Ω;X ) = ‖[N ]1/2

∞ ‖Lp (Ω;X ).

Step 2: Reduction to the case where M takes values in a finite dimensional subspace
of X . Let M(T ) ∈ Lp (Ω; X ). Then we can find simple functions (ξn)n≥1 in Lp (Ω; X )

such that ξn → M(T ). Let Mn(t ) = E(ξn |Ft ) for all t ≥ 0 and n ≥ 1, (Nn)n≥1 be the
corresponding martingale fields. Then each Mn takes values in a finite dimensional
subspace Xn ⊆ X , and hence by Step 1∥∥sup

t≥0
‖Mn(t , ·)−Mm(t , ·)‖X

∥∥
Lp (Ω) hp,X ‖[Nn −Nm]1/2

∞ ‖Lp (Ω;X )

for any m,n ≥ 1. Therefore since (ξn)n≥1 is Cauchy in Lp (Ω; X ), (Nn)n≥1 converges
to some N in MQp (X ) by the first part of Proposition 8.4.2.
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Let us show that N is the desired local martingale field. Fix t ≥ 0. We need to
show that N (·, t , ·) = Mt a.s. on Ω. First notice that by the second part of Proposition
8.4.2 there exists a subsequence of (Nn)n≥1 which we will denote by (Nn)n≥1 as well
such that Nn(·, t ,σ) → N (·, t ,σ) in L1(Ω) for a.e. σ ∈ S. On the other hand by Jensen’s
inequality∥∥E|Nn(·, t , ·)−Mt |

∥∥
X = ∥∥E|Mn(t )−M(t )|∥∥X ≤ E‖Mn(t )−M(t )‖X → 0, n →∞.

Hence Nn(·, t , ·) → Mt in X (L1(Ω)), and thus by Remark 8.2.2 in L0(S;L1(Ω)). There-
fore we can find a subsequence of (Nn)n≥1 (which we will again denote by (Nn)n≥1)
such that Nn(·, t ,σ) → Mt (σ) in L1(Ω) for a.e. σ ∈ S (here we use that fact that µ is
σ-finite), so N (·, t , ·) = Mt a.s. on Ω× S, and consequently by Definition 8.2.1(i i i ),
N (ω, t , ·) = Mt (ω) for a.a. ω ∈Ω. Thus (8.4.7) follows by letting n →∞.

Step 3: Reduction to the case where the left-hand side of (8.4.7) is finite. Assume that
the left-hand side of (8.4.7) is infinite, but the right-hand side is finite. Since M is
a local Lp -martingale we can find a sequence of stopping times (τn)n≥1 such that
τn ↑∞ and ‖Mτn

T ‖Lp (Ω;X ) <∞ for each n ≥ 1. By the monotone convergence theorem
and Definition 8.2.1(i v)

‖[N ]1/2
∞ ‖Lp (Ω;X ) = lim

n→∞‖[Nτn ]1/2
∞ ‖Lp (Ω;X ) hp,X limsup

n→∞
‖Mτn

T ‖Lp (Ω;X )

= lim
n→∞‖Mτn

T ‖Lp (Ω;X ) = lim
n→∞

∥∥∥ sup
0≤t≤T

‖Mτn
t ‖X

∥∥∥
Lp (Ω)

=
∥∥∥ sup

0≤t≤T
‖Mt‖X

∥∥∥
Lp (Ω)

=∞

and hence the right-hand side of (8.4.7) is infinite as well.

We use an extrapolation argument to extend part of Theorem 8.4.1 to p ∈ (0,1]

in the continuous-path case.

Corollary 8.4.4. Let X be a UMD Banach function space over a σ-finite measure space
and let p ∈ (0,∞). Let M be a continuous local martingale M :R+×Ω→ X with M(0, ·) = 0.
Then there exists a continuous local martingale field N : R+×Ω×S → R such that for a.a.
ω ∈Ω, all t ≥ 0, and a.a. s ∈ S, N (t ,ω, ·) = M(t ,ω)(s) and∥∥sup

t≥0
‖M(t , ·)‖X

∥∥
Lp (Ω) hp,X

∥∥[N ]1/2
∞

∥∥
Lp (Ω;X ). (8.4.10)

Proof. By a stopping time argument we can reduce to the case where ‖M(t ,ω)‖X is
uniformly bounded in t ∈R+ and ω ∈Ω and M becomes constant after a fixed time
T . Now the existence of N follows from Theorem 8.4.1 and it remains to prove
(8.4.10) for p ∈ (0,1]. For this we can use a classical argument due to Lenglart.
Indeed, for both estimates we can apply [106] or [156, Proposition IV.4.7] to the
continuous increasing processes Y , Z :R+×Ω→R+ given by

Yu = E sup
t∈[0,u]

‖M(t , ·)‖X ,
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Zu = ‖s 7→ [N (·, ·, s)]1/2
u ‖X ,

where q ∈ (1,∞) is a fixed number. Then by (8.4.1) for any bounded stopping time
τ, we have

EY q
τ = sup

t≥0
‖M(t ∧τ, ·)‖q

X hq,X E‖s 7→ [N (·∧τ, ·, s)]1/2
∞ ‖q

X

(∗)= E‖s 7→ [N (·, ·, s)]1/2
τ ‖q

X = EZ q
τ ,

where we used [89, Theorem 17.5] in (∗). Now (8.4.10) for p ∈ (0, q) follows from
[106] or [156, Proposition IV.4.7].

As we saw in Theorem 8.3.2, continuity of M implies pointwise continuity of
the corresponding martingale filed N . The following corollaries of Theorem 8.4.1
are devoted to proving the same type of assertions concerning pure discontinuity,
quasi-left continuity, and having accessible jumps.

Let τ be a stopping time. Then τ is called predictable if there exists a sequence
of stopping times (τn)n≥1 such that τn < τ a.s. on {τ > 0} for each n ≥ 1 and τn ↗
τ a.s. A càdlàg process V : R+ ×Ω → X is called to have accessible jumps if there
exists a sequence of predictable stopping times (τn)n≥1 such that {t ∈R+ :∆V 6= 0} ⊂
{τ1, . . . ,τn , . . .} a.s.

Corollary 8.4.5. Let X be a UMD function space over a measure space (S,Σ,µ), 1 < p <
∞, M :R+×Ω→ X be a purely discontinuous Lp -martingale with accessible jumps. Let N

be the corresponding martingale field. Then N (·, s) is a purely discontinuous martingale
with accessible jumps for a.e. s ∈ S.

Proof of Corollary 8.4.5. Without loss of generality we can assume that there exists
T ≥ 0 such that Mt = MT for all t ≥ T , and that M0 = 0. Since M has accessible jumps,
there exists a sequence of predictable stopping times (τn)n≥1 such that a.s.

{t ∈R+ :∆M 6= 0} ⊂ {τ1, . . . ,τn , . . .}.

For each m ≥ 1 define a process M m :R+×Ω→ X in the following way:

M m(t ) :=
m∑

n=1
∆Mτn 1[0,t ](τn), t ≥ 0.

Note that M m is a purely discontinuous Lp -martingale with accessible jumps by
Lemma 2.4.5. Let N m be the corresponding martingale field. Then N m(·, s) is a
purely discontinuous martingale with accessible jumps for almost any s ∈ S due
to Remark 8.3.3. Moreover, for any m ≥ ` ≥ 1 and any t ≥ 0 we have that a.s.
[N m(·, s)]t ≥ [N`(·, s)]t . Define F :R+×Ω×S →R+∪ {+∞} in the following way:

F (t , ·, s) := lim
m→∞[N m(·, s)]t , s ∈ S, t ≥ 0.
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Note that F (·, ·, s) is a.s. finite for almost any s ∈ S. Indeed, by Theorem 8.4.1 and
3.3.17 we have that for any m ≥ 1∥∥[N m]1/2

∞
∥∥

Lp (Ω;X ) hp,X ‖M m(T, ·)‖Lp (Ω;X ) ≤βp,X ‖M(T, ·)‖Lp (Ω;X ),

so by Definition 8.2.1(i v), F (·, ·, s) is a.s. finite for almost any s ∈ S and∥∥F 1/2
∞

∥∥
Lp (Ω;X ) =

∥∥F 1/2
T

∥∥
Lp (Ω;X ) = lim

m→∞
∥∥[N m]1/2

T

∥∥
Lp (Ω;X )

.p,X limsup
m→∞

‖M m(T, ·)‖Lp (Ω;X ) .p,X ‖M(T, ·)‖Lp (Ω;X ).

Moreover, for almost any s ∈ S we have that F (·, ·, s) is pure jump and

{t ∈R+ :∆F 6= 0} ⊂ {τ1, . . . ,τn , . . .}.

Therefore to this end it suffices to show that F (s) = [N (s)] a.s. on Ω for a.e. s ∈ S.
Note that by Definition 8.2.1(i v),∥∥(F − [N m])1/2(∞)

∥∥
Lp (Ω;X ) → 0, m →∞ (8.4.11)

so by Theorem 8.4.1 (M m(T ))m≥1 is a Cauchy sequence in Lp (Ω; X ). Let ξ be its
limit, M 0 : R+×Ω→ X be a martingale such that M 0(t ) = E(ξ|Ft ) for all t ≥ 0. Then
by Proposition 2.2.16 M 0 is purely discontinuous. Moreover, for any stopping time
τ a.s.

∆M 0
τ = lim

m→∞∆M m
τ = lim

m→∞∆Mτ1{τ1,...,τm }(τ) =∆Mτ,

where the latter holds since the set {τ1, . . . ,τn , . . .} exhausts the jump times of M .
Therefore M = M 0 since both M and M 0 are purely discontinuous with the same
jumps, and hence [N ] = F (where F (s) = [M 0(s)] by (8.4.11)). Consequently N (·, ·, s)

is purely discontinuous with accessible jumps for almost all s ∈ S.

Remark 8.4.6. Note that the proof of Corollary 8.4.5 also implies that M m
t → Mt in

Lp (Ω; X ) for each t ≥ 0.

A càdlàg process V : R+×Ω→ X is called quasi-left continuous if ∆Vτ = 0 a.s. for
any predictable stopping time τ.

Corollary 8.4.7. Let X be a UMD function space over a measure space (S,Σ,µ), 1 < p <
∞, M : R+×Ω→ X be a purely discontinuous quasi-left continuous Lp -martingale. Let
N be the corresponding martingale field. Then N (·, s) is a purely discontinuous quasi-left
continuous martingale for a.e. s ∈ S.

Proof. Without loss of generality we can assume that there exists T ≥ 0 such that
Mt = MT for all t ≥ T , and that M0 = 0. Let µ be a random measure defined on
R+×X in the following way

µ(A×B) = ∑
t≥0

1A(t )1B\{0}(∆Mt ),
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where A ⊂ R+ is a Borel set, and B ⊂ X is a ball. For each k,` ≥ 1 we define a
stopping time τk,` as follows

τk,` = inf{t ∈R+ : #{u ∈ [0, t ] : ‖∆Mu‖X ∈ [1/k,k]} = `}.

Since M has càdlàg trajectories, τk,` is a.s. well-defined and takes its values in
[0,∞]. Moreover, τk,` → ∞ for each k ≥ 1 a.s. as `→ ∞, so we can find a subse-
quence (τkn ,`n )n≥1 such that kn ≥ n for each n ≥ 1 and infm≥n τkm ,`m → ∞ a.s. as
n →∞. Define τn = infm≥n τkm ,`m and define M n := (1[0,τn ]1Bn )? µ̄, where µ̄ = µ−ν
is such that ν is a compensator of µ and Bn = {x ∈ X : ‖x‖ ∈ [1/n,n]}. Then M n is a
purely discontinuous quasi-left continuous martingale by Lemma 2.8.1. Moreover,
a.s.

∆M n
t =∆Mt 1[0,τn ](t )1[1/n,n](‖∆Mt‖), t ≥ 0.

so by Theorem 3.3.17 M n is an Lp -bounded martingale.
The rest of the proof is analogous to the proof of Corollary 8.4.5 and uses the

fact that τn →∞ monotonically a.s.

Corollary 8.4.8. Let X be a UMD Banach function space, 1 < p <∞, M :R+×Ω→ X be
an Lp -martingale. Let N be the corresponding martingale field. Let M = M c +M q +M a

be the canonical decomposition, N c , N q , and N a be the corresponding martingale fields.
Then N (s) = N c (s) + N q (s) + N a(s) is the canonical decomposition of N (s) for a.e. s ∈
S. In particular, if M0 = 0 a.s., then M is continuous, purely discontinuous quasi-left
continuous, or purely discontinuous with accessible jumps if and only if N (s) is so for a.e.
s ∈ S.

Proof. The first part follows from Theorem 8.3.2, Corollary 8.4.5, and Corollary
8.4.7 and the fact that N (s) = N c (s)+N q (s)+N a(s) is then a canonical decomposition
of a local martingale N (s) which is unique due to Remark 2.4.24. Let us show
the second part. One direction follows from Theorem 8.3.2, Corollary 8.4.5, and
Corollary 8.4.7. For the other direction assume that N (s) is continuous for a.e.
s ∈ S. Let M = M c +M q +M a be the canonical decomposition, N c , N q , and N a be
the corresponding martingale fields of M c , M q , and M a . Then by the first part
of the theorem and the uniqueness of the canonical decomposition (see Remark
2.4.24) we have that for a.e. s ∈ S, N q (s) = N a(s) = 0, so M q = M a = 0, and hence
M is continuous. The proof for the case of pointwise purely discontinuous quasi-
left continuous N or pointwise purely discontinuous N with accessible jumps is
similar.





9
BURKHOLDER–DAVIS–GUNDY INEQUALITIES

AND STOCHASTIC INTEGRATION IN GENERAL

UMD BANACH SPACES

This chapter is based on the paper Burkholder–Davis–Gundy inequalities in UMD
Banach spaces by Ivan Yaroslavtsev, see [187].

In this chapter we prove Burkholder–Davis–Gundy inequalities for a general martingale
M with values in a UMD Banach space X . Assuming that M0 = 0, we show that the
following two-sided inequality holds for all 1 ≤ p <∞:

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p , t ≥ 0. (?)

Here γ([[M ]]t ) is the L2-norm of the unique Gaussian measure on X having

[[M ]]t (x∗, y∗) := [〈M , x∗〉,〈M , y∗〉]t

as its covariance bilinear form. This extends to general UMD spaces Theorem 8.1.1, where
a pointwise version of (?) was proved for UMD Banach functions spaces X .

We show that for continuous martingales, (?) holds for all 0 < p <∞, and that for purely
discontinuous martingales the right-hand side of (?) can be expressed more explicitly in
terms of the jumps of M . For martingales with independent increments, (?) is shown
to hold more generally in reflexive Banach spaces X with finite cotype. In the converse
direction, we show that the validity of (?) for arbitrary martingales implies the UMD
property for X .

As an application we prove various Itô isomorphisms for vector-valued stochastic integrals
with respect to general martingales, which extends earlier results by van Neerven, Veraar,
and Weis for vector-valued stochastic integrals with respect to a Brownian motion. We
also provide Itô isomorphisms for vector-valued stochastic integrals with respect to com-
pensated Poisson and general random measures.

2010 Mathematics Subject Classification. Primary: 60G44, 60H05, 28C20 Secondary: 60G57, 46B42.
Key words and phrases. Burkholder–Davis–Gundy inequalities, UMD Banach spaces, Itô isomorphism,
Gaussian measures, random measures, Banach function spaces.
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9.1. INTRODUCTION

In the celebrated paper [40], Burkholder, Davis, and Gundy proved that if M =
(Mt )t≥0 is a real-valued martingale satisfying M0 = 0, then for all 1 ≤ p < ∞ and
t ≥ 0 one has the two-sided inequality

E sup
0≤s≤t

|Ms |p hp E[M ]
p
2
t , (9.1.1)

where [M ] is the quadratic variation of M , i.e.,

[M ]t :=P− lim
mesh(π)→0

N∑
n=1

|M(tn)−M(tn−1)|2, (9.1.2)

where the limit in probability is taken over partitions π = {0 = t0 < . . . < tN = t }

whose mesh approaches 0. Later, Burkholder [36, 38] and Kallenberg and Sztencel
[90] extended (9.1.1) to Hilbert space-valued martingales (see also [115]). They
showed that if M is a martingale with values in a Hilbert space H satisfying M0 = 0,
then for all 1 ≤ p <∞ and t ≥ 0 one has

E sup
0≤s≤t

‖Ms‖p hp E[M ]
p
2
t , (9.1.3)

where the quadratic variation [M ] is defined as in (9.1.2) with absolute values re-
placed by norms in H . A further result along these lines was obtained in Chapter
8. There it is shown that if M is an Lp -bounded martingale, 1 < p <∞, with M0 = 0,
that takes values in a UMD Banach function space X over a measure space (S,Σ,µ)

(see Section 8.2 for the definition), then for all t ≥ 0:

E sup
0≤s≤t

‖Ms (σ)‖p hp,X E
∥∥[M(σ)]

1
2
t

∥∥p , (9.1.4)

where the quadratic variation [M(σ)]t is considered pointwise in σ ∈ S. Although
this inequality seems to be particularly useful from a practical point of view, it
does not give any hint how to work with a general Banach space since not every
(UMD) Banach space has a Banach function space structure (e.g. noncommutative
Lq -spaces).

Therefore the following natural question is rising up. Given a Banach space X .
Is there an analogue of (9.1.3) for a general X -valued local martingale M and how then
should the right-hand side of (9.1.3) look like? In the current article we present the
following complete solution to this problem for local martingales M with values
in a UMD Banach space X .

Theorem 9.1.1. Let X be a UMD Banach space. Then for any local martingale M :

R+×Ω→ X with M0 = 0 and any t ≥ 0 the covariation bilinear form [[M ]]t is well-defined
and bounded almost surely, and for all 1 ≤ p <∞ we have

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p . (9.1.5)
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Here γ(V ), where V : X ∗ × X ∗ → R is a given nonnegative symmetric bilinear
form, is the L2-norm of an X -valued Gaussian random variable ξ with

E〈ξ, x∗〉2 =V (x∗, x∗), x∗ ∈ X ∗.

We call γ(V ) the Gaussian characteristic of V (see Section 9.3).
Let us explain briefly the main steps of the proof of Theorem 9.1.1. This dis-

cussion will also clarify the meaning of the term on the right-hand side, which is
equivalent to the right-hand side of (9.1.3) if X is a Hilbert space, and of (9.1.4) (up
to a multiplicative constant) if X is a UMD Banach function space.

In Section 9.2 we start by proving the discrete-time version of Theorem 9.1.1,
which takes the following simple form

E sup
1≤m≤N

∥∥∥ m∑
n=1

dn

∥∥∥p
hp,X E

(
Eγ

∥∥∥ N∑
n=1

γndn

∥∥∥2) p
2

, (9.1.6)

where (dn)N
n=1 is an X -valued martingale difference sequence and (γn)N

n=1 is a se-
quence of independent standard Gaussian random variables defined on a proba-
bility space (Ωγ,Pγ). (9.1.6) follows from a decoupling inequality due to Garling
[61] and a martingale transform inequality due to Burkholder [35] (each of which
holds if and only if X has the UMD property) together with the equivalence of
Rademacher and Gaussian random sums with values in spaces with finite cotype
due to Maurey and Pisier (see [117]).

Theorem 9.1.1 is derived from (9.1.6) by finite-dimensional approximation and
discretization. This is a rather intricate procedure and depends on some elemen-
tary, but nevertheless important properties of a Gaussian characteristic γ(·). In
particular in Section 9.3 we show that for a finite dimensional Banach space X

there exists a proper continuous extension of the Gaussian characteristic to all (not
necessarily nonnegative) symmetric bilinear forms V : X ∗×X ∗ →R, with the bound

(γ(V ))2 .X sup
‖x∗‖≤1

V (x∗, x∗).

Next, in Section 9.5, under the assumptions of Theorem 9.1.1 we show that
M has a well-defined covariation bilinear form, i.e. for each t ≥ 0 and for almost all
ω ∈Ω there exists a symmetric bilinear form [[M ]]t (ω) : X ∗×X ∗ →R such that for all
x∗, y∗ ∈ X ∗ one has

[[M ]]t (x∗, y∗) = [〈M , x∗〉,〈M , y∗〉]t a.s.

Next we prove that the bilinear form [[M ]]t (ω) has a finite Gaussian characteristic
γ([[M ]]t ) for almost all ω ∈Ω. After these preparations we prove Theorem 9.1.1. We
also show that the UMD property is necessary for the conclusion of the theorem to
hold true (see Subsection 9.7.3).

In Section 9.6 we develop three ramifications of our main result:
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• if M is continuous, the conclusion of Theorem 9.1.1 holds for all 0 < p <∞.

• if M is purely discontinuous, the theorem can be reformulated in terms of the
jumps of M .

• if M has independent increments, the UMD assumption on X can be weak-
ened to reflexivity and finite cotype.

The first two cases are particularly important in view of the fact that any UMD
space-valued local martingale has a unique Meyer-Yoeurp decomposition into a sum
of a continuous local martingale and a purely discontinuous local martingale (see
[184, 185]).

A reasonable part of the chapter, namely Section 9.7, is devoted to applications
of Theorem 9.1.1 and results related to Theorem 9.1.1. Let us outline some of them.
In Subsection 9.7.1 we develop a theory of vector-valued stochastic integration.
Our starting point is a result of van Neerven, Veraar, and Weis [126]. They proved
that if WH is a cylindrical Brownian motion in a Hilbert space H and Φ : R+×Ω→
L (H , X ) is an elementary predictable process, then for all 0 < p <∞ and t ≥ 0 one
has the two-sided inequality

E sup
0≤s≤t

∥∥∥∫ s

0
ΦdWH

∥∥∥p
hp,X E‖Φ‖p

γ(L2([0,t ];H),X )
. (9.1.7)

Here ‖Φ‖γ(L2([0,t ];H),X ) is the γ-radonifying norm of Φ as an operator from a Hilbert
space L2([0, t ]; H) into X (see (2.9.1) for the definition); this norm coincides with
the Hilbert-Schmidt norm given X is a Hilbert space. This result was extended to
continuous local martingales in [175, 177].

Theorem 9.1.1 directly implies (9.1.7). More generally, if M = ∫
ΦdM̃ for some

H-valued martingale M̃ and elementary predictable process Φ : R+×Ω→L (H , X ),
then it follows from Theorem 9.1.1 that for all 1 ≤ p <∞ and t ≥ 0 one has

E sup
0≤s≤t

∥∥∥∫ s

0
ΦdM̃

∥∥∥p
hp,X E‖Φq1/2

M̃
‖p

γ(L2(0,t ;[M̃ ]),X )
. (9.1.8)

Here qM̃ is the quadratic variation derivative of M̃ and γ(L2(0, t ; [M̃ ]), X ) is a suit-
able space of γ-radonifying operator associated with M̃ (see Subsection 9.7.1 for
details). This represents a significant improvement of (9.1.7).

In Subsection 9.7.2 we apply our results to vector-valued stochastic integrals
with respect to a compensated Poisson random measure Ñ . We show that if N is a
Poisson random measure on R+× J for some measurable space (J ,J ), ν is its com-
pensator, Ñ := N −ν is the corresponding compensated Poisson random measure,
then for any UMD Banach space X , for any elementary predictable F : J ×R+×Ω→
X , and for any 1 ≤ p <∞ one has that

E sup
0≤s≤t

∥∥∥∫
J×[0,s]

F dÑ
∥∥∥p

hp,X E‖F‖p
γ(L2(J×[0,t ];N ),X )

, t ≥ 0. (9.1.9)
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We also show that (9.1.9) holds if one considers a general quasi-left continuous
random measure µ instead of N .

In Subsection 9.7.4 we prove the following martingale domination inequality: for
all local martingales M and N with values in a UMD Banach space X such that

‖N0‖ ≤ ‖M0‖ a.s.,

and
[〈N , x∗〉]∞ ≤ [〈M , x∗〉]∞ almost surely, for all x∗ ∈ X ∗,

for all 1 ≤ p <∞ we have that

Esup
t≥0

‖Nt‖p .p,X Esup
t≥0

‖Mt‖p .

This extends weak differential subordination Lp -estimates obtained in [184, 189] (which
used to be known to hold only for 1 < p <∞, see [146, 184, 189]).

Finally, in Section 9.8, we prove that for any UMD Banach function space X

over a measure space (S,Σ,µ), that any X -valued local martingale M has a point-
wise local martingale version M(σ), σ ∈ S, such that if 1 ≤ p <∞, then for µ-almost
all σ ∈ S one has

E sup
0≤s≤t

‖Ms (σ)‖p hp,X E
∥∥[M(σ)]

1
2
t

∥∥p

for all t ≥ 0, which extends (9.1.4) to the case p = 1 and general local martingales.

In conclusion we wish to notice that it remains open whether one can find a
predictable right-hand side in (9.1.5): so far such a predictable right-hand side was
explored only in the real-valued case and in the case X = Lq (S), 1 < q < ∞, see
Burkholder–Novikov–Rosenthal inequalities in the forthcoming paper [53].

9.2. BURKHOLDER–DAVIS–GUNDY INEQUALITIES: THE DISCRETE

TIME CASE

Let us show discrete Burkholder–Davis–Gundy inequalities.

Theorem 9.2.1. Let X be a UMD Banach space, (dn)n≥1 be an X -valued martingale
difference sequence. Then for any 1 ≤ p <∞

Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p
hp,X E‖(dn)∞n=1‖p

γ(`2,X )
. (9.2.1)

Proof. Without loss of generality we may assume that there exists N ≥ 1 such that
dn = 0 for all n > N . Let (rn)n≥1 be a sequence of independent Rademacher ran-
dom variables, (γn)n≥1 be a sequence of independent standard Gaussian random
variables. Then

Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p (i )hp EEr sup
m≥1

∥∥∥ N∑
n=1

rndn

∥∥∥p (i i )h p,X EEr

∥∥∥ N∑
n=1

rndn

∥∥∥p
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(i i i )h p,X EEγ

∥∥∥ N∑
n=1

γndn

∥∥∥p (i v)h p E
(
Eγ

∥∥∥ N∑
n=1

γndn

∥∥∥2) p
2 (9.2.2)

= E‖(dn)∞n=1‖p
γ(`2,X )

,

where (i ) follows from [35, (8.22)], (i i ) holds by [80, Proposition 6.1.12], (i i i ) fol-
lows from [80, Corollary 7.2.10 and Proposition 7.3.15], and (i v) follows from [80,
Proposition 6.3.1].

Remark 9.2.2. If we collect all the constants in (9.2.2) then one can see that those
constants behave well as p → 1, i.e. for any 1 < r <∞ there exist positive Cr,X and
cr,X such that for any 1 ≤ p ≤ r

cr,X E‖(dn)∞n=1‖p
γ(`2,X )

≤ Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p ≤Cr,X E‖(dn)∞n=1‖p
γ(`2,X )

.

Remark 9.2.3. Fix 1 < p < ∞ and a UMD Banach space X . By Doob’s maximal
inequality (2.2.1) and Theorem 9.2.1 we have that

E
∥∥∥ ∞∑

n=1
dn

∥∥∥p
hp Esup

m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p
hp,X E‖(dn)∞n=1‖p

γ(`2,X )
.

Let us find the constants in the equivalence

E
∥∥∥ ∞∑

n=1
dn

∥∥∥p
hp,X E‖(dn)∞n=1‖p

γ(`2,X )
.

Since X is UMD, it has a finite cotype q (see [80, Definition 7.1.1. and Proposition
7.3.15]), and therefore by modifying (9.2.2) (using decoupling inequalities [79, p.
282] instead of [35, (8.22)] and [80, Proposition 6.1.12]) one can show that

1

βp,X cp,X

(
E‖(dn)∞n=1‖p

γ(`2,X )

) 1
p ≤

(
E
∥∥∥ m∑

n=1
dn

∥∥∥p) 1
p

≤ 2βp,Xκp,2

(
E‖(dn)∞n=1‖p

γ(`2,X )

) 1
p

,

where cp,X depends on p, the cotype of X , and the Gaussian cotype constant of X

(see [80, Proposition 7.3.15]), while κp,q is the Kahane-Khinchin constant (see [80,
Section 6.2]).

In the following theorem we show that X having the UMD property is neces-
sary for Theorem 9.2.1 to hold.

Theorem 9.2.4. Let X be a Banach space and 1 ≤ p <∞ be such that (9.2.1) holds for any
martingale difference sequence (dn)n≥1. Then X is UMD.
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Proof. Note that for any set (xn)N
n=1 of elements of X and for any [−1,1]-valued se-

quence (εn)N
n=1 we have that ‖(εn xn)N

n=1‖γ(`2
N ,X ) ≤ ‖(xn)N

n=1‖γ(`2
N ,X ) by the ideal prop-

erty (see [80, Theorem 9.1.10]). Therefore if (9.2.1) holds for any X -valued martin-
gale difference sequence (dn)n≥1, then we have that for any [−1,1]-valued sequence
(εn)n≥1

Esup
m≥1

∥∥∥ m∑
n=1

εndn

∥∥∥p
.p,X Esup

m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p
. (9.2.3)

If p > 1, then (9.2.3) together with (2.2.1) implies the UMD property. If p = 1, then
(9.2.3) for p = 1 implies (9.2.3) for any p > 1 (see [79, Theorem 3.5.4]), and hence it
again implies UMD.

Now we turn to the continuous-time case. It turns out that in this case the right-
hand side of (9.2.1) transforms to a so-called Gaussian characteristic of a certain bi-
linear form generated by a quadratic variation of the corresponding martingale.
Therefore before proving our main result (Theorem 9.5.1) we will need to outline
some basic properties of a Gaussian characteristic (see Section 9.3). We will also
need some preliminaries concerning continuous-time Banach space-valued mar-
tingales (see Section 9.4).

9.3. GAUSSIAN CHARACTERISTICS

The current section is devoted to the definition and some basic properties of one of
the main object of the chapter – a Gaussian characteristic of a bilinear form. Many
of the statements here might seem to be obvious for the reader. Nevertheless we
need to show them before reaching our main Theorem 9.5.1.

9.3.1. Basic definitions

Let us first recall some basic facts on Gaussian measures. Let X be a Banach space.
An X -valued random variable ξ is called Gaussian if 〈ξ, x∗〉 has a Gaussian distribu-
tion for all x∗ ∈ X ∗. Gaussian random variables enjoy a number of useful properties
(see [21, 100]). We will need the following Gaussian covariance domination inequality
(see [21, Corollary 3.3.7] and [80, Theorem 6.1.25] for the case Φ= ‖·‖p ).

Lemma 9.3.1. Let X be a Banach space, ξ,η be centered X -valued Gaussian random vari-
ables. Assume that E〈η, x∗〉2 ≤ E〈ξ, x∗〉2 for all x∗ ∈ X ∗. Then EΦ(η) ≤ EΦ(ξ) for any
convex symmetric continuous function Φ : X →R+.

Let X be a Banach space. We denote the linear space of all continuous R-valued
bilinear forms on X × X by X ∗⊗ X ∗. Note that this linear space can be endowed
with the following natural norm:

‖V ‖ := sup
x∈X ,‖x‖≤1

|V (x, x)|, (9.3.1)
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where the latter expression is finite due to bilinearity and continuity of V . A bilin-
ear form V is called nonnegative if V (x, x) ≥ 0 for all x ∈ X , and V is called symmetric
if V (x, y) =V (y, x) for all x, y ∈ X .

Let X be a Banach space, ξ be a centered X -valued Gaussian random variable.
Then ξ has a covariance bilinear form V : X ∗×X ∗ →R such that

V (x∗, y∗) = E〈ξ, x∗〉〈ξ, y∗〉, x∗, y∗ ∈ X .

Notice that a covariance bilinear form is always continuous, symmetric, and non-
negative. It is worth noticing that one usually considers a covariance operator Q :

X ∗ → X ∗∗ defined by

〈Qx∗, y∗〉 = E〈ξ, x∗〉〈ξ, y∗〉, x∗, y∗ ∈ X .

But since there exists a simple one-to-one correspondence between bilinear forms
and L (X ∗, X ∗∗), we will work with covariance bilinear forms instead. We refer the
reader to [21, 48, 68, 173] for details.

Let V : X ∗×X ∗ →R be a symmetric continuous nonnegative bilinear form. Then
V is said to have a finite Gaussian characteristic γ(V ) if there exists a centered X -
valued Gaussian random variable ξ such that V is the covariance bilinear form of
ξ. Then we set γ(V ) := (E‖ξ‖2)

1
2 (this value is finite due to the Fernique theorem, see

[21, Theorem 2.8.5]). Otherwise we set γ(V ) =∞. Note that then for all x∗, y∗ ∈ X ∗

one has the following control of continuity of V :

|V (x∗, x∗)
1
2 −V (y∗, y∗)

1
2 | = (E|〈ξ, x∗〉|2)

1
2 − (E|〈ξ, y∗〉|2)

1
2

≤ (E|〈ξ, x∗− y∗〉|2)
1
2 ≤ (E‖ξ‖2)

1
2 ‖x∗− y∗‖ = ‖x∗− y∗‖γ(V ).

(9.3.2)

Remark 9.3.2. Note that for any V with γ(V ) <∞ the distribution of the correspond-
ing centered X -valued Gaussian random variable ξ is uniquely determined (see [21,
Chapter 2]).

Remark 9.3.3. Note that if X is finite dimensional, then γ(V ) <∞ for any nonneg-
ative symmetric bilinear form V . Indeed, in this case X is isomorphic to a finite
dimensional Hilbert space H , so there exists an eigenbasis (hn)d

n=1 making V di-
agonal, and then the corresponding Gaussian random variable will be equal to
ξ :=∑d

n=1 V (hn ,hn)γnhn , where (γn)d
n=1 are independent standard Gaussian.

9.3.2. Basic properties of γ(·)

Later we will need the following technical lemmas.

Lemma 9.3.4. Let X be a reflexive (separable) Banach space, V : X ∗× X ∗ → R be a sym-
metric continuous nonnegative bilinear form. Then there exist a (separable) Hilbert space
H and T ∈L (H , X ) such that

V (x∗, y∗) = 〈T ∗x∗,T ∗y∗〉, x∗, y∗ ∈ X ∗.
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Proof. See [27, pp. 57-58] or [100, p. 154].

The following lemma connects Gaussian characteristics and γ-norms (see (2.9.1))
and it can be found e.g. in [125, Theorem 7.4] or in [27, 129].

Lemma 9.3.5. Let X be a separable Banach space, H be a separable Hilbert space, T ∈
L (H , X ), V : X ∗×X ∗ →R be a symmetric continuous nonnegative bilinear form such that
V (x∗, y∗) = 〈T ∗x∗,T ∗y∗〉 for all x∗, y∗ ∈ X ∗. Then γ(V ) = ‖T ‖γ(H ,X ).

Remark 9.3.6. Fix a Hilbert space H and a Banach space X . Note that even though
by the lemma above there exists a natural embedding of γ-radonifying operators
from L (H , X ) to the space of symmetric nonnegative bilinear forms on X ∗ × X ∗,
this embedding is neither injective nor linear. This also explains why we need
to use bilinear forms with finite Gaussian characteristics instead of γ-radonifying
operators: in the proof of our main result – Theorem 9.5.1 – we will need vari-
ous statements (like triangular inequalities and convergence theorems) for bilinear
forms, not operators.

Now we will prove some statements about approximation of nonnegative sym-
metric bilinear forms by finite dimensional ones in γ(·).

Lemma 9.3.7. Let X be a reflexive Banach space, Y ⊂ X ∗ be a finite dimensional subspace.
Let P : Y ,→ X ∗ be an inclusion operator. Let V : X ∗ × X ∗ → R and V0 : Y ×Y → R be
symmetric continuous nonnegative bilinear forms such that V0(x∗

0 , y∗
0 ) =V (P x∗

0 ,P y∗
0 ) for

all x∗
0 , y∗

0 ∈ Y . Then γ(V0) is well-defined and γ(V0) ≤ γ(V ).

Proof. First of all notice that γ(V0) is well-defined since Y is finite dimensional,
hence reflexive, and thus has a predual space coinciding with its dual. Without
loss of generality assume that ‖V ‖γ <∞. Let ξV be a centered X -valued Gaussian
random variable with V as the covariance bilinear form. Define ξV0 := P∗ξV (note
that Y ∗ ,→ X due to the Hahn-Banach theorem). Then for all x∗

0 , y∗
0 ∈ X ∗

0

E〈ξV0 , x∗
0 〉〈ξV0 , y∗

0 〉 = E〈ξV ,P x∗
0 〉〈ξV ,P y∗

0 〉 =V (P x∗
0 ,P y∗

0 ) =V0(x∗
0 , y∗

0 ),

so V0 is the covariance bilinear form of ξV0 and since ‖P∗‖ = ‖P‖ = 1

γ(V0) = (E‖ξV0‖2)
1
2 = (E‖P∗ξV ‖2)

1
2 ≤ (E‖ξV ‖2)

1
2 = γ(V ). (9.3.3)

Proposition 9.3.8. Let X be a separable reflexive Banach space, V : X ∗ × X ∗ → R be a
symmetric continuous nonnegative bilinear form. Let Y1 ⊂ Y2 ⊂ . . . ⊂ Ym ⊂ . . . be a sequence
of finite dimensional subspaces of X ∗ with ∪mYm = X ∗. Then for each m ≥ 1 a symmetric
continuous nonnegative bilinear form Vm =V |Ym×Ym is well-defined and γ(Vm) → γ(V ) as
m →∞.



252 9. BDG INEQUALITIES IN GENERAL UMD BANACH SPACES

Proof. First of all notice that Vm ’s are well-defined since each of the Ym is finite
dimensional, hence reflexive, and thus has a predual space coinciding with its dual
(which we will call Xm and which can even be embedded into X due to the Hahn-
Banach theorem). Let Pm : Ym ,→ X ∗ be the inclusion operator (thus is particular
‖Pm‖ ≤ 1). Let a Hilbert space H and an operator T ∈L (H , X ) be as constructed in
Lemma 9.3.4. Let (hn)n≥1 be an orthonormal basis of H , and (γn)n≥1 be a sequence
of standard Gaussian random variables. For each N ≥ 1 define a centered Gaussian
random variable ξN := ∑N

n=1γnT hn . Then for each m ≥ 1 the centered Gaussian
random variable

∑∞
n=1γnP∗

mT hn is well-defined (since P∗
mT has a finite rank, and

every finite rank operator has a finite γ-norm, see [80, Section 9.2]), and for any
x∗ ∈ Ym we have that

Vm(x∗, x∗) =V (x∗, x∗) = ‖T ∗x∗‖ = ‖T ∗Pm x∗‖ = E
〈 ∞∑

n=1
γnP∗

mT hn , x∗
〉2

,

so Vm is the covariance bilinear form of
∑∞

n=1γnP∗
mT hn , and

γ(Vm) =
(
E
∥∥∥ ∞∑

n=1
γnP∗

mT hn

∥∥∥2) 1
2 =

(
E
∥∥∥P∗

m

∞∑
n=1

γnT hn

∥∥∥2) 1
2

.

The latter expression converges to γ(V ) by Lemma 9.3.5 and due to the fact that
‖P∗

m x‖→‖x‖ monotonically for each x ∈ X as m →∞.

The next lemma provides the Gaussian characteristic with the triangular in-
equality.

Lemma 9.3.9. Let X be a reflexive Banach space, V ,W : X ∗×X ∗ be symmetric continuous
nonnegative bilinear forms. Then γ(V +W ) ≤ γ(V )+γ(W ).

Proof. If max{γ(V ),γ(W )} =∞ then the lemma is obvious. Let γ(V ),γ(W ) <∞. Let
ξV and ξW be X -valued centered Gaussian random variables corresponding to V

and W respectively. Without loss of generality we can set ξV and ξW independent.
Let ξV +W = ξV +ξW . Then ξV +W is an X -valued centered Gaussian random variable
(see [21]) and for any x∗ ∈ X ∗ due to the independence of ξV and ξW

E〈ξV +W , x∗〉2 = E〈ξV +ξW , x∗〉2 = E〈ξV , x∗〉2 +E〈ξW , x∗〉2 = (V +W )(x∗, x∗).

So ξV +W has V +W as the covariation bilinear form, and therefore

γ(V +W ) = (E‖ξV +W ‖2)
1
2 ≤ (E‖ξV ‖2)

1
2 + (E‖ξW ‖2)

1
2 = γ(V )+γ(W ).

Now we discuss such important properties of γ(·) as monotonicity and mono-
tone continuity.
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Lemma 9.3.10. Let X be a separable Banach space, V ,W : X ∗ × X ∗ → R be symmetric
continuous nonnegative bilinear forms such that W (x∗, x∗) ≤ V (x∗, x∗) for all x∗ ∈ X ∗.
Then γ(W ) ≤ γ(V ).

Proof. The lemma follows from Lemma 9.3.5 and [80, Theorem 9.4.1].

Lemma 9.3.11. Let X be a separable reflexive Banach space, (Vn)n≥1 be symmetric con-
tinuous nonnegative bilinear forms on X ∗× X ∗ such that Vn(x∗, x∗) → 0 for any x∗ ∈ X ∗

monotonically as n → ∞. Assume additionally that γ(Vn) < ∞ for some n ≥ 1. Then
γ(Vn) → 0 monotonically as n →∞.

Proof. Without loss of generality assume that γ(V1) <∞. First notice that by Lemma
9.3.10 the sequence (γ(Vn))n≥1 is monotone and bounded by γ(V1).

By Lemma 9.3.4 we may assume that there exists a separable Hilbert space H

and a sequence of operators (Tn)n≥1 from H to X such that Vn(x∗, x∗) = ‖T ∗
n x∗‖2 for

all x∗ ∈ X ∗ (note that we are working with one Hilbert space since all the separable
Hilbert spaces are isometrically isomorphic). Let T ∈L (H , X ) be the zero operator.
Then T ∗

n x∗ → T ∗x∗ = 0 as n →∞ for all x∗ ∈ X ∗, and hence by [80, Theorem 9.4.2],
Lemma 9.3.5, and the fact that ‖Tn x∗‖ ≤ ‖T1x∗‖ for all x∗ ∈ X ∗

lim
n→∞γ(Vn) = lim

n→∞‖Tn‖γ(H ,X ) = ‖T ‖γ(H ,X ) = 0.

The following lemma follows for Lemma 9.3.9 and 9.3.11.

Lemma 9.3.12. Let X be a separable reflexive Banach space, V , (Vn)n≥1 be symmetric
continuous nonnegative bilinear forms on X ∗× X ∗ such that Vn(x∗, x∗) ↗ V (x∗, x∗) for
any x∗ ∈ X ∗ monotonically as n →∞. Then γ(Vn) ↗ γ(V ) monotonically as n →∞.

Remark 9.3.13. Notice that γ(·) is not a norm. Indeed, it is easy to see that γ(αV ) =p
αγ(V ) for any α≥ 0 and any nonnegative symmetric bilinear form V : if we fix any

X -valued Gaussian random variable ξ having V as its covariance bilinear form,
then

p
αξ has αγ(V ) as its covariance bilinear form. Therefore it is a natural ques-

tion whether γ(·)2 satisfies the triangle inequality and hence has the norm proper-
ties. It is easy to check the triangle inequality if X is Hilbert: indeed, for any V and
W

γ(V +W )2 = E‖ξV +W ‖2 = E‖ξV ‖2 +E‖ξW ‖2 +2E〈ξV ,ξW 〉 = γ(V )2 +γ(W )2,

where ξV , ξW , and ξV +W are as in the latter proof.
It turns out that if such a triangular inequality holds for some Banach space

X , then this Banach space must have a Gaussian type 2 (see [80, Subsection 7.1.d]).
Indeed, let X be such that for all nonnegative symmetric bilinear forms V and W

on X ∗×X ∗

γ(V +W )2 ≤ γ(V )2 +γ(W )2. (9.3.4)



254 9. BDG INEQUALITIES IN GENERAL UMD BANACH SPACES

Fix (xi )n
i=1 ⊂ X and a sequence of independent standard Gaussian random variables

(ξi )n
i=1. For each i = 1, . . . ,n define a symmetric bilinear form Vi : X ∗ × X ∗ → R as

Vi (x∗, y∗) := 〈xi , x∗〉 · 〈xi , y∗〉. Let V =V1 +·· ·+Vn . Then by (9.3.4) and the induction
argument

E
∥∥∥ n∑

i=1
ξi xi

∥∥∥2 (∗)= γ(V )2 ≤
n∑

i=1
γ(Vi )2 (∗∗)=

n∑
i=1
E‖ξi xi‖2 =

n∑
i=1

‖xi‖2,

where (∗) follows from the fact that
∑n

i=1 ξi xi is a centered Gaussian random vari-
able the fact that for all x∗, y∗ ∈ X ∗

E
〈 n∑

i=1
ξi xi , x∗

〉
·
〈 n∑

i=1
ξi xi , y∗

〉
=

n∑
i=1

〈xi , x∗〉 · 〈xi , y∗〉 =V (x∗, y∗),

while (∗∗) follows analogously by exploiting the fact that ξi xi is a centered Gaus-
sian random variable with the covariance bilinear form Vi . Therefore by [80, Defi-
nition 7.1.17], X has a Gaussian type 2 with the corresponding Gaussian type con-
stant τγ2,X = 1.

9.3.3. Finite dimensional case

Even though a Gaussian characteristic is well-defined only for some nonnegative
symmetric forms, it can be extended in a proper continuous way to all the symmet-
ric forms given X is finite dimensional. Let X be a finite dimensional Banach space.
Notice that in this case γ(V ) <∞ for any nonnegative symmetric bilinear form V

(see Remark 9.3.3). Let us define γ(V ) for a general symmetric V ∈ X ∗∗⊗X ∗∗ = X ⊗X

in the following way:

γ(V ) := inf{γ(V +)+γ(V −) : V +,V − are nonnegative and V =V +−V −}. (9.3.5)

Notice that γ(V ) is well-defined and finite for any symmetric V . Indeed, by a well
known linear algebra fact (see e.g. [166, Theorem 6.6 and 6.10]) any symmetric
bilinear form V has an eigenbasis (x∗

n )d
n=1 of X ∗ that diagonalizes V , i.e. there exists

(λn)d
n=1 ∈R such that for all (an)d

n=1, (bn)d
n=1 ∈R we have that for x∗ =∑d

n=1 an x∗
n and

y∗ =∑d
n=1 bn x∗

n

V (x∗, y∗) =
d∑

n=1

d∑
m=1

anbmV (x∗
n , x∗

m) =
d∑

n=1
λn anbn .

Therefore it is sufficient to define

V +(x∗, y∗) :=
d∑

n=1
1λn≥0λn anbn , V −(x∗, y∗) :=

d∑
n=1

1λn<0(−λn)anbn

and then γ(V ) ≤ γ(V +)+γ(V −) <∞ due to the fact that V + and V − are nonnegative
and by Remark 9.3.3. (In fact, one can check that γ(V ) = γ(V +)+γ(V −), but we will
not need this later, so we leave this fact without a proof).
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Now we will develop some basic and elementary (but nonetheless important)
properties of such a general γ(·).

Lemma 9.3.14. Let V : X ∗× X ∗ → R be a nonnegative symmetric bilinear form. Then
γ(V ) defined by (9.3.5) coincides with γ(V ) defined in Subsection 9.3.1. In other words,
these definitions agree given V is nonnegative.

Proof. Fix nonnegative V + and V − such that V = V + −V −. Then γ(V +)+γ(V −) =
γ(V +V −)+γ(V −) ≥ γ(V )+γ(V −) ≥ γ(V ) by Lemma 9.3.10, so γ(V ) does not change.

Lemma 9.3.15. Let V ,W : X ∗×X ∗ →R be symmetric bilinear forms. Then γ(V )−γ(W ) ≤
γ(V −W ).

Proof. Denote V −W by U . Fix ε > 0. Then there exist symmetric nonnegative
bilinear forms W +,W −,U+,U− such that W =W +−W −, U =U+−U−, and

γ(W ) ≥ γ(W +)+γ(W −)−ε,

γ(U ) ≥ γ(U+)+γ(U−)−ε.

Then since V =U +W by (9.3.5) and Lemma 9.3.9

γ(V )−γ(W ) = γ((W ++U+)− (W −+U−))−γ(W +−W −)

≤ γ(W ++U+)+γ(W −+U−)−γ(W +)−γ(W −)+ε
≤ γ(U+)+γ(U−)+ε≤ γ(U )+2ε,

and by sending ε→ 0 we conclude the desired.

Lemma 9.3.16. Let V : X ∗× X ∗ → R be a symmetric bilinear form. Then γ(V ) = γ(−V )

and γ(αV ) =p
αγ(V ) for any α≥ 0.

Proof. The first part follows directly from (9.3.5). For the second part we have that
due to (9.3.5) it is enough to justify γ(αV ) =p

αγ(V ) only for nonnegative V , which
was done in Remark 9.3.13.

Proposition 9.3.17. The function γ(·) defined by (9.3.5) is continuous on the linear space
of all symmetric bilinear forms endowed with ‖ · ‖ defined by (9.3.1). Moreover, γ(V )2 .X

‖V ‖ for any symmetric bilinear form V : X ∗×X ∗ →R.

Proof. Due to Lemma 9.3.15 and 9.3.16 it is sufficient to show that γ(·) is bounded
on the unit ball with respect to the norm ‖ · ‖ in order to prove the first part of the
proposition. Let us show this boundedness. Let U be a fixed symmetric nonneg-
ative element of X ⊗ X such that U +V is nonnegative and such that U (x∗, x∗) ≥
V (x∗, x∗) for any symmetric V with ‖V ‖ ≤ 1 (since X is finite dimensional, one can
take U (x∗) := c|||x∗|||2 for some Euclidean norm |||·||| on X ∗ and some big enough
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constant c > 0). Fix a symmetric V : X ∗×X ∗ →R with ‖V ‖ ≤ 1. Then V = (U +V )−U ,
and by (9.3.5)

γ(V ) ≤ γ(U +V )+γ(U ) = γ(2U )+γ(U ),

which does not depend on V .
Let us show the second part. Due to the latter consideration there exists a

constant CX depending only on X such that γ(V ) ≤ CX if ‖V ‖ ≤ 1. Therefore by
Lemma 9.3.16 we have that for a general symmetric V

γ(V )2 = ‖V ‖γ(V /‖V ‖)2 ≤C 2
X ‖V ‖.

Later we will also need the following elementary lemma.

Lemma 9.3.18. There exists vectors (x∗
i )n

i=1 in X ∗ such that

|||V ||| :=
n∑

i=1
|V (x∗

i , x∗
i )| (9.3.6)

defines a norm on the space of all symmetric bilinear forms on X ∗× X ∗. In particular we
have that ‖V ‖hX |||V ||| for any symmetric bilinear form V : X ∗×X ∗ →R.

We will demonstrate here the proof for the convenience of the reader.

Proof. First notice that |||·||| clearly satisfies the triangular inequality. Let us show
that there exists a set (x∗

i )n
i=1 such that |||V ||| = 0 implies V = 0. Let (y∗

i )d
i=1 be a basis

of X ∗. Then there exist i , j ∈ {1, . . . ,d} such that

0 6=V (y∗
i , y∗

j ) = (V (y∗
i + y∗

j , y∗
i + y∗

j )−V (y∗
i − y∗

j , y∗
i − y∗

j ))/4

(otherwise V = 0). This means that for these i and j

|V (y∗
i + y∗

j , y∗
i + y∗

j )|+ |V (y∗
i − y∗

j , y∗
i − y∗

j )| 6= 0,

so in particular

d∑
i=1

d∑
j=1

|V (y∗
i + y∗

j , y∗
i + y∗

j )|+ |V (y∗
i − y∗

j , y∗
i − y∗

j )| 6= 0.

It remains to notice that the latter sum has the form (9.3.6) for a proper choice of
(x∗

i )n
i=1 independent of V .
In order to show the last part of the lemma we need to notice that the space of

symmetric bilinear forms is finite dimensional if X is so, so all the norms on the
linear space of symmetric bilinear forms are equivalent, and therefore ‖V ‖hX |||V |||
for any symmetric bilinear form V : X ∗×X ∗ →R.
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9.4. COVARIATION BILINEAR FORMS

We continue with the definition of a covariation bilinear form and its basic prop-
erties.

Let X be a Banach space, M : R+×Ω→ X be a local martingale. Fix t ≥ 0. Then
M is said to have a covariation bilinear from [[M ]]t at t ≥ 0 if there exists a continuous
bilinear form-valued random variable [[M ]]t : X ∗ × X ∗ ×Ω → R such that for any
fixed x∗, y∗ ∈ X ∗ a.s. [[M ]]t (x∗, y∗) = [〈M , x∗〉,〈M , y∗〉]t .

Remark 9.4.1. Let us outline some basic properties of the covariation bilinear forms,
which follow directly from [89, Theorem 26.6] (here we presume the existence of
[[M ]]t and [[N ]]t for all t ≥ 0)

(i) t 7→ [[M ]]t is nondecreasing, i.e. [[M ]]t (x∗, x∗) ≥ [[M ]]s (x∗, x∗) a.s. for all 0 ≤ s ≤ t

and x∗ ∈ X ∗,

(ii) [[M ]]τ = [[Mτ]] a.s. for any stopping time τ,

(iii) ∆[[M ]]τ(x∗, x∗) = |〈∆Mτ, x∗〉|2 a.s. for any stopping time τ.

Remark 9.4.2. If X is finite dimensional, then it is isomorphic to a Hilbert space, and
hence existence of [[M ]]t follows from existence of [M ]t with the following estimate
a.s.

‖[[M ]]t‖ = sup
x∗∈X ∗,‖x∗‖≤1

[[M ]]t (x∗, x∗) = sup
x∗∈X ∗,‖x∗‖≤1

[〈M , x∗〉,〈M , x∗〉]t .X [M ]t .

For a general infinite dimensional Banach space the existence of [[M ]]t remains an
open problem. In Theorem 9.5.1 we show that if X has the UMD property, then
existence of [[M ]]t follows automatically; moreover, in this case γ([[M ]]t ) < ∞ a.s.
(see Section 9.3 and Theorem 9.5.1, which is way stronger than continuity.

9.5. BURKHOLDER–DAVIS–GUNDY INEQUALITIES: THE CONTINU-
OUS-TIME CASE

The following theorem is the main theorem of the chapter.

Theorem 9.5.1. Let X be a UMD Banach space. Then for any local martingale M :

R+×Ω→ X with M0 = 0 and any t ≥ 0 the covariation bilinear form [[M ]]t is well-defined
and bounded almost surely, and for all 1 ≤ p <∞

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p . (9.5.1)

For the proof we will need the following technical lemma which follows from
[180, Theorem 6].
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Lemma 9.5.2. Let X be a finite dimensional Banach space, M :R+×Ω→ X be a martingale
such that Esupt≥0 ‖Mt‖ <∞. Then there exists a sequence (M n)n≥1 of X -valued uniformly
bounded martingales such that Esupt≥0 ‖Mt −M n

t ‖→ 0 as n →∞.

Proof of Theorem 9.5.1. Step 1: finite dimensional case. First note that in this case [[M ]]t

exists and bounded a.s. due to Remark 9.4.2. Fix 1 ≤ p <∞. We will prove sepa-
rately the cases p > 1 and p = 1.

Case p > 1. For each N ≥ 1 fix a partition 0 = t N
1 < . . . < t N

nN
= t with the mesh not

exceeding 1/N . For each ω ∈Ω and N ≥ 1 define a bilinear form VN : X ∗×X ∗ →R as
follows:

VN (x∗, x∗) :=
nN∑
i=1

〈Mt N
i
−Mt N

i−1
, x∗〉2, x∗ ∈ X ∗. (9.5.2)

Note that (Mt N
i
−Mt N

i−1
)nN

i=1 is a martingale difference sequence with respect to the
filtration (Ft N

i
)nN

i=1, so by Theorem 9.2.1 and (2.2.1)

E‖Mt‖p = E
∥∥∥nN∑

i=1
Mt N

i
−Mt N

i−1

∥∥∥p
hp,X E

(
Eγ

∥∥∥nN∑
i=1

γi (Mt N
i
−Mt N

i−1
)
∥∥∥2) p

2

= Eγ(VN )p ,

(9.5.3)

where (γi )nN
i=1 is a sequence of independent Gaussian standard random variables,

and the latter equality holds due to the fact that for any fixed ω ∈ Ω the random
variable

∑nN
i=1γi (Mt N

i
−Mt N

i−1
)(ω) is Gaussian and by (9.5.2)

VN (x∗, x∗) = Eγ
〈nN∑

i=1
γi (Mt N

i
−Mt N

i−1
)(ω), x∗

〉2
, x∗ ∈ X ∗.

Therefore it is sufficient to show that γ(VN − [[M ]]t ) → 0 in Lp (Ω) as N →∞. Indeed,
if this is the case, then by (9.5.3) and by Lemma 9.3.15

Eγ([[M ]]t )p = lim
N→∞

Eγ(VN )p hp,X E‖Mt‖p .

Let us show this convergence. Note that by Proposition 9.3.17 and Lemma 9.3.18
a.s.

γ(VN − [[M ]]t )2 .X ‖VN − [[M ]]t‖.X |||VN − [[M ]]t |||
(where |||·||| is as in (9.3.6)) Therefore we need to show that |||VN − [[M ]]t ||| → 0 in
L

p
2 (Ω), which follows from the fact that for any x∗

i from Lemma 9.3.18, i = 1, . . . ,n,
we have that

VN (x∗
i , x∗

i ) =
nN∑
i=1

〈Mt N
i
−Mt N

i−1
, x∗

i 〉2 → [〈M , x∗
i 〉]t

in L
p
2 -sense by [55, Théorème 2].

Case p = 1. First assume that M is an L2-bounded martingale. Then due to
Remark 9.2.2 and Case p > 1 we can show that

cX Eγ([[M ]]t )p ≤ E sup
0≤s≤t

‖Ms‖p ≤CX Eγ([[M ]]t )p (9.5.4)
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for any 1 < p < 2 for some universal positive constants cX and CX . (9.5.1) then
follows as p in (9.5.4) approaches to 1 by the dominated convergence theorem.

Now let M be a general martingale. Then by Lemma 9.5.2 there exists a se-
quence of X -valued L2-bounded martingales (M m)m≥1 such that Esup0≤s≤t ‖Ms −
M m

s ‖→ 0 as m →∞. In particular then we have that

E sup
0≤s≤t

‖M m
s ‖→ E sup

0≤s≤t
‖Ms‖, m →∞, (9.5.5)

since M 7→ Esup0≤s≤t ‖Ms‖ defines a norm. Notice that due to the real-valued Burkholder–
Davis–Gundy inequality for any fixed x∗ ∈ X ∗

E[〈Mt −M m
t , x∗〉] 1

2 h E sup
0≤s≤t

|〈Ms −M m
s , x∗〉|→ 0, m →∞,

so [〈M m
t −Mt , x∗〉] 1

2 → 0 in L1-sense. Therefore by Lemma 9.3.15, 9.3.18, and Propo-
sition 9.3.17

|γ([[M m]]t )−γ([[M ]]t )| ≤ γ([[M m]]t − [[M ]]t ).X

n∑
i=1

[〈M m −M , x∗
i 〉]t → 0

in L
1
2 , where (x∗

i )n
i=1 ⊂ X ∗ is as in Lemma 9.3.18. Hence we have that

Eγ[[M ]]
1
2
t = lim

n→∞Eγ[[M m]]
1
2
t

(∗)hX lim
n→∞E sup

0≤s≤t
‖M m

s ‖ (∗∗)= E sup
0≤s≤t

‖Ms‖,

where (∗) follows from the first part of this case, and (∗∗) holds by (9.5.5).

Step 2: infinite dimensional case. First assume that M is an Lp -bounded mar-
tingale. Without loss of generality we can assume X to be separable. Since X is
UMD, X is reflexive, so X ∗ is separable as well. Let Y1 ⊂ Y2 ⊂ . . . ⊂ Yn ⊂ . . . be a
family of finite dimensional subspaces of X ∗ such that ∪nYn = X ∗. For each n ≥ 1

let Pn : Yn → X ∗ be the inclusion operator. Then ‖P∗
n‖ ≤ 1 and P∗

n M is a well-defined
Y ∗

n -valued Lp -bounded martingale. By Step 1 this martingale a.s. has a covariation
bilinear form [[P∗

n M ]]t acting on Yn ×Yn and

Eγ([[P∗
n M ]]t )p (∗)hp,X E sup

0≤s≤t
‖P∗

n Ms‖p ≤ E sup
0≤s≤t

‖Ms‖p , (9.5.6)

where (∗) is independent of n due to [79, Proposition 4.2.17]. Note that a.s. [[P∗
n M ]]t

and [[P∗
m M ]]t agree for all m ≥ n ≥ 1, i.e. a.s.

[[P∗
m M ]]t (x∗, y∗) = [[P∗

n M ]]t (x∗, y∗) = [〈M , x∗〉,〈M , y∗〉]t , x∗, y∗ ∈ Yn . (9.5.7)

Let Ω0 ⊂ Ω be a subset of measure 1 such that (9.5.7) holds for all m ≥ n ≥ 1. Fix
ω ∈Ω0. Then by (9.5.7) we can define a bilinear form (not necessarily continuous!)
V on Y × Y (where Y := ∪nYn ⊂ X ∗) such that V (x∗, y∗) = [[P∗

n M ]]t (x∗, y∗) for all
x∗, y∗ ∈ Yn and n ≥ 1.
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Let us show that V is continuous (and hence has a continuous extension to X ∗×
X ∗) and γ(V ) <∞ a.s. onΩ0. Notice that by Lemma 9.3.7 the sequence (γ([[P∗

n M ]]t ))n≥1

is increasing a.s. on Ω0. Moreover, by the monotone convergence theorem and
(9.5.6) (γ([[P∗

n M ]]t ))n≥1 has a limit a.s. on Ω0. Let Ω1 ⊂Ω0 be a subset of full mea-
sure such that (γ([[P∗

n M ]]t ))n≥1 has a limit on Ω1. Then by (9.3.2) V is continuous
on Ω1 and hence has a continuous extension to X ∗ × X ∗ (which we will denote
by V as well for simplicity). Then by Proposition 9.3.8 γ(V ) = limn→∞γ([[P∗

n M ]]t )

monotonically on Ω1 and hence by monotone convergence theorem ans the fact
that ‖P∗

n x‖→‖x‖ as n →∞ monotonically for all x ∈ X

E sup
0≤s≤t

‖Ms‖p = lim
n→∞E sup

0≤s≤t
‖P∗

n Ms‖p hp,X lim
n→∞Eγ([[P∗

n M ]]t )p = E(γ(V ))p .

It remains to show that V = [[M ]]t a.s., i.e. V (x∗, x∗) = [〈M , x∗〉]t a.s. for any x∗ ∈ X ∗.
If x∗ ∈ Y , then the desired follows from the construction of V . Fix x∗ ∈ X ∗ \Y . Since
Y is dense in X ∗, there exists a Cauchy sequence (x∗

n )n≥1 in Y converging to x∗.
Then since V (x∗

n , x∗
n ) = [〈M , x∗

n〉]t a.s. for all n ≥ 1,

lim
n→∞ |V (x∗

n , x∗
n )− [〈M , x∗〉]t |

p
2 .p lim

n→∞[〈M , x∗−x∗
n〉]

p
2
t hp lim

n→∞E|〈M , x∗−x∗
n〉|p

≤ lim
n→∞E‖M‖p‖x∗−x∗

n‖p = 0,

so due to a.s. continuity of V , V (x∗, x∗) and [〈M , x∗〉]t coincide a.s.

Now let M be a general local martingale. By a stopping time argument we
can assume that M is an L1-bounded martingale, and then the existence of [[M ]]t

follows from the case p = 1.
Let us now show (9.5.1). If the left-hand side is finite then M is an Lp -bounded

martingale and the desired follows from the previous part of the proof. Let the
left-hand side be infinite. Then it is sufficient to notice that by Step 1

E sup
0≤s≤t

‖P∗
n Ms‖p hp,X Eγ([[P∗

n M ]]t )p ,

for any (finite or infinite) left-hand side, and the desired will follow as n →∞ by the
fact that ‖P∗

n Ms‖ → ‖Ms‖ and γ([[P∗
n M ]]t ) → γ([[M ]]t ) monotonically a.s. as n →∞,

and the monotone convergence theorem.

Remark 9.5.3. Note that X being a UMD Banach space is necessary in Theorem 9.5.1
(see Theorem 9.2.4 and [126]).

Remark 9.5.4. Because of Lemma 9.3.5 the reader may suggest that if X is a UMD
Banach space, then for any X -valued local martingale M , for any t ≥ 0, and for a.a.
ω ∈Ω there exist a natural choice of a Hilbert space H(ω) and a natural choice of an
operator T (ω) ∈L (H(ω), X ) such that for all x∗, y∗ ∈ X ∗ a.s.

[[M ]]t (x∗, y∗) = 〈T ∗x∗,T ∗y∗〉.
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If this is the case, then by Lemma 9.3.5 and Theorem 9.5.1

E sup
0≤s≤t

‖Ms‖p hp,X E‖T ‖p
γ(H ,X ).

Such a natural pair of H(ω) and T (ω), ω ∈ Ω, is known for purely discontinuous
local martingales (see Theorem 9.6.5) and for stochastic integrals (see Subsection
9.7.1 and 9.7.2). Unfortunately, it remains open how such H and T should look like
for a general local martingale M .

9.6. RAMIFICATIONS OF THEOREM 9.5.1

Let us outline some ramifications of Theorem 9.5.1.

9.6.1. Continuous and purely discontinuous martingales

In the following theorems we will consider separately the cases of continuous and
purely discontinuous martingales. First we show that if M is continuous, then
Theorem 9.5.1 holds for the whole range 0 < p <∞.

Theorem 9.6.1. Let X be a UMD Banach space, M : R+×Ω→ X be a continuous local
martingale. Then we have that for any 0 < p <∞

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p , t ≥ 0. (9.6.1)

For the proof we will need the following technical lemma.

Lemma 9.6.2. Let X be a UMD Banach space, M : R+ ×Ω→ X be a continuous local
martingale. Then the function t 7→ γ([[M ]]t ), t ≥ 0, is continuous a.s.

Proof. By Pettis measurability theorem [79, Theorem 1.1.20] X can be assumed to
be separable, and since X is UMD, it is reflexive, so X ∗ is separable as well. There-
fore there exists a linearly independent set (x∗

n )n≥1 ⊂ X ∗ such that span(x∗
n )n≥1 = X ∗.

By [89, Theorem 26.6(iv)] there exists a set Ω0 ∈Ω of full measure such that for any
m,n ≥ 1 the function t 7→ [〈M , x∗

n〉,〈M , x∗
m〉]t , t ≥ 0, is continuous on Ω0, and such

that [〈M , x∗
n〉,〈M , x∗

m〉]t = [[M ]]t (x∗
n , x∗

m) on Ω0 for all t ≥ 0 (see the construction of
[[M ]] in the proof of Theorem 9.5.1).

Fix y∗ ∈ X ∗. Let us show that t 7→ [[M ]]t (y∗, y∗), t ≥ 0, is continuous on Ω0. Let
(y∗

k )k≥1 ∈ span(x∗
n )n≥1 be such that y∗

k → y∗ as k → ∞. Fix ω ∈ Ω0 and t ≥ 0. We
know that [[M ]]s , 0 ≤ s ≤ t , defines a bounded symmetric bilinear form such that
[[M ]]s (x∗, x∗) ≥ 0 for all x∗ ∈ X ∗. Therefore x∗ 7→ p

[[M ]]s (x∗, x∗) defines a Euclidean
norm, and hence since [[M ]]t (x∗, x∗) ≥ [[M ]]s (x∗, x∗) for all x∗ ∈ X ∗ and 0 ≤ s ≤ t

sup
0≤s≤t

|[[M ]]s (y∗, y∗)− [[M ]]s (y∗
k , y∗

k )|. sup
0≤s≤t

|[[M ]]s (y∗− y∗
k , y∗− y∗

k )|

= [[M ]]t (y∗− y∗
k , y∗− y∗

k ),
(9.6.2)
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where the latter vanishes as k →∞. Notice that s 7→ [[M ]]s (y∗
k , y∗

k ), 0 ≤ s ≤ t , is contin-
uous since [[M ]]s (y∗

k , y∗
k ) is a finite linear combination of [[M ]]s (x∗

n , x∗
m) by bilinearity

and because (y∗
k )k≥1 ∈ span(x∗

n )n≥1. Consequently s 7→ [[M ]]s (y∗, y∗), 0 ≤ s ≤ t , is con-
tinuous as well by (9.6.2).

Therefore we have that t 7→ [[M ]]t (y∗, y∗), t ≥ 0, is continuous for all y∗ ∈ X ∗ on
Ω0, and then continuity of t 7→ γ([[M ]]t ) on Ω0 follows from Lemma 9.3.12.

Proof of Theorem 9.6.1. The case p ≥ 1 follows from Theorem 9.5.1. Let us treat the
case 0 < p < 1. First we show that (γ([[M ]]t ))t≥0 is a predictable process: (γ([[M ]]t ))t≥0

is a monotone limit of processes (γ([[P∗
n M ]]t ))t≥0 (where Pn ’s are as in the proof of

Theorem 9.5.1), which are predictable due to the fact that ([[P∗
n M ]]t )t≥0 is a Y ∗

n ⊗Y ∗
n -

valued predictable process and γ : Y ∗
n ⊗Y ∗

n → R+ is a fixed measurable function.
Moreover, by Lemma 9.6.2 (γ([[M ]]t ))t≥0 is continuous a.s., and by Remark 9.4.1
and Lemma 9.3.10 (γ([[M ]]t ))t≥0 is increasing a.s.

Now since (γ([[M ]]t ))t≥0 is continuous predictable increasing, (9.6.1) follows
from the case p ≥ 1 and Lenglart’s inequality (see [106] and [156, Proposition
IV.4.7]).

Theorem 9.6.3. Let X be a UMD Banach space, (M n)n≥1 be a sequence of X -valued
continuous local martingales such that M n

0 = 0 for all n ≥ 1. Then supt≥0 ‖M n
t ‖ → 0 in

probability as n →∞ if and only if γ([[M n]]∞) → 0 in probability as n →∞.

Proof. The proof follows from the classical argument due do Lenglart (see [106]),
but we will recall this argument for the convenience of the reader. We will show
only one direction, the other direction follows analogously. Fix ε,δ > 0. For each
n ≥ 1 define a stopping time τn in the following way:

τn := inf{t ≥ 0 : M n
t > ε}.

Then by (9.5.1) and Chebyshev’s inequality

P(γ([[M n]]∞) > δ) ≤P(τn <∞)+P(γ([[M n]]τn ) > δ)

≤P(sup
t≥0

‖M n
t ‖ > ε)+δ− 1

2 Eγ([[M n]]τn )
1
2

.X P(sup
t≥0

‖M n
t ‖ > ε)+δ− 1

2 E‖M n
τn
‖

≤P(sup
t≥0

‖M n
t ‖ > ε)+δ− 1

2 ε,

and the latter vanishes for any fixed δ> 0 as ε→ 0 and n →∞.

Remark 9.6.4. Note that Theorem 9.6.3 does not hold for general martingales even
in the real-valued case, see [89, Exercise 26.5].

For the next theorem recall that `2([0, t ]) is the nonseparable Hilbert space con-
sisting of all functions f : [0, t ] → R which support {s ∈ [0, t ] : f (s) 6= 0} is countable
and ‖ f ‖`2([0,t ]) :=∑

0≤s≤t | f (s)|2 <∞.
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Theorem 9.6.5. Let X be a UMD Banach space, 1 ≤ p <∞, M : R+×Ω→ X be a purely
discontinuous martingale. Then for any t ≥ 0

E sup
0≤s≤t

‖Ms‖p hp,X E‖(∆Ms )0≤s≤t‖p
γ(`2([0,t ]),X )

.

Proof. It is sufficient to notice that for any x∗ ∈ X ∗ a.s.

[〈M , x∗〉]t =
∑

0≤s≤t
|〈∆Ms , x∗〉|2,

and apply Theorem 9.5.1 and Lemma 9.3.5.

Remark 9.6.6. Note that martingales in Theorem 9.6.1 and 9.6.5 cover all the martin-
gales if X is UMD. More specifically, if X has the UMD property, then any X -valued
local martingale M has a unique decomposition M = M c +M d into a sum of a con-
tinuous local martingale M c and a purely discontinuous local martingale M d (see
Chapter 4 and 5).

9.6.2. Martingales with independent increments

Here we show that both Theorem 9.2.1 and 9.5.1 hold in much more general Ba-
nach spaces given the corresponding martingale has independent increments.

Proposition 9.6.7. Let X be a Banach space, (dn)n≥1 be an X -valued martingale difference
sequence with independent increments. Then for any 1 < p <∞

Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p
.p E‖(dn)∞n=1‖p

γ(`2,X )
.

Moreover, if X has a finite cotype, then

Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p
hp,X E‖(dn)∞n=1‖p

γ(`2,X )
.

Proof. Let (rn)n≥1 be a sequence of independent Rademacher random variables,
(γn)n≥1 be a sequence of independent standard Gaussian random variables. Then

Esup
m≥1

∥∥∥ m∑
n=1

dn

∥∥∥p (i )hp E
∥∥∥ ∞∑

n=1
dn

∥∥∥p (i i )h p EEr

∥∥∥ N∑
n=1

rndn

∥∥∥p

(i i i )
. p EEγ

∥∥∥ N∑
n=1

γndn

∥∥∥p (i v)h p E
(
Eγ

∥∥∥ N∑
n=1

γndn

∥∥∥2) p
2

= E‖(dn)∞n=1‖p
γ(`2,X )

,

where (i ) follows from (2.2.1), (i i ) follows from [104, Lemma 6.3], (i i i ) holds by
[80, Proposition 6.3.2], and finally (i v) follows from [80, Proposition 6.3.1].

If X has a finite cotype, then one has hp,X instead of .p in (i i i ) (see [80, Corol-
lary 7.2.10]), and the second part of the proposition follows.
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Based on Proposition 9.6.7 and the proof of Theorem 9.5.1 one can show the fol-
lowing assertion. Notice that we presume the reflexivity of X since it was assumed
in the whole Section 9.3.

Proposition 9.6.8. Let X be a reflexive Banach space, 1 ≤ p <∞, M : R+×Ω→ X be an
Lp -bounded martingale with independent increments such that M0 = 0. Let t ≥ 0. If M

has a covariation bilinear form [[M ]]t at t , then

E sup
0≤s≤t

‖Ms‖p .p,X Eγ([[M ]]t )p .

Moreover, if X has a finite cotype, then the existence of [[M ]]t is guaranteed, and

E sup
0≤s≤t

‖Ms‖p hp,X Eγ([[M ]]t )p .

9.7. APPLICATIONS AND MISCELLANEA

Here we provide further applications of Theorem 9.5.1.

9.7.1. Itô isomorphism: general martingales

Let H be a Hilbert space, X be a Banach space. For each x ∈ X and h ∈ H we denote
the linear operator g 7→ 〈g ,h〉x, g ∈ H , by h ⊗ x. The process Φ : R+×Ω→ L (H , X )

is called elementary predictable with respect to the filtration F= (Ft )t≥0 if it is of the
form

Φ(t ,ω) =
K∑

k=1

M∑
m=1

1(tk−1,tk ]×Bmk (t ,ω)
N∑

n=1
hn ⊗xkmn , t ≥ 0, ω ∈Ω,

where 0 = t0 < . . . < tK <∞, for each k = 1, . . . ,K the sets B1k , . . . ,BMk are in Ftk−1 and
the vectors h1, . . . ,hN are in H . Let M̃ : R+×Ω→ H be a local martingale. Then we
define the stochastic integral Φ · M̃ :R+×Ω→ X of Φ with respect to M̃ as follows:

(Φ · M̃)t :=
K∑

k=1

M∑
m=1

1Bmk

N∑
n=1

〈(M̃(tk ∧ t )− M̃(tk−1 ∧ t )),hn〉xkmn , t ≥ 0. (9.7.1)

Notice that for any t ≥ 0 the stochastic integral Φ ·M̃ obtains a covariation bilin-
ear form [[Φ ·M̃ ]]t which is a.s. continuous on X ∗×X ∗ and which has the following
form due to (2.2.6) and (9.7.1)

[[Φ · M̃ ]]t (x∗, x∗) =
[〈∫ ·

0
ΦdM̃ , x∗

〉]
t
=

[∫ ·

0
(Φ∗x∗)∗ dM̃

]
t

=
∫ t

0
‖q1/2

M̃
(s)Φ∗(s)x∗‖2 d[M̃ ]s , t ≥ 0.

(9.7.2)

Remark 9.7.1. If X =R, then by the real-valued Burkholder–Davis–Gundy inequal-
ity and the fact that for any elementary predictable Φ[∫ ·

0
ΦdM̃

]
t
=

∫ t

0
‖q1/2

M̃
(s)Φ∗(s)‖2 d[M̃ ]s , t ≥ 0,
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one has an isomorphism

Esup
t≥0

|(Φ · M̃)t |h E
(∫ ∞

0
‖q1/2

M̃
(s)Φ(s)‖2 d[M̃ ]s

) 1
2

,

so one can extend the definition of a stochastic integral to all predictable Φ : R+×
Ω→ H with

E
(∫ ∞

0
‖q1/2

M̃
(s)Φ(s)‖2 d[M̃ ]s

) 1
2 <∞, (9.7.3)

by extending the stochastic integral operator from a dense subspace of all elemen-
tary predictable processes satisfying (9.7.3). We refer the reader to [89, 121, 123] for
details.

Remark 9.7.2. Let X = Rd for some d ≥ 1. Then analogously to Remark 9.7.1 one
can extend the definition of a stochastic integral to all predictable processes Φ :

R+×Ω→L (H ,Rd ) with

E
( d∑

n=1

∫ ∞

0
‖q1/2

M̃
(s)Φ∗(s)en‖2 d[M̃ ]s

) 1
2 = E‖q1/2

M̃
Φ∗‖HS(Rd ,L2(R+;[M̃ ]))

= E‖Φq1/2
M̃

‖HS(L2(R+;[M̃ ]),Rd ) <∞,

where (en)d
n=1 is a basis of Rd , ‖T ‖HS(H1,H2) is the Hilbert-Schmidt norm of an op-

erator T acting form a Hilbert space H1 to a Hilbert space H2, and L2(R+; A) for a
given increasing A : R+ → R is a Hilbert space of all functions f : R+ → R such that∫
R+ ‖ f (s)‖2 dA(s) <∞.

Now we present the Itô isomorphism for vector-valued stochastic integrals
with respect to general martingales, which extends [126, 175, 177].

Theorem 9.7.3. Let H be a Hilbert space, X be a UMD Banach space, M̃ :R+×Ω→ H be
a local martingale, Φ :R+×Ω→L (H , X ) be elementary predictable. Then for all 1 ≤ p <∞

E sup
0≤s≤t

∥∥∥∫ s

0
ΦdM̃

∥∥∥p
hp,X E‖Φq1/2

M̃
‖p

γ(L2([0,t ],[M̃ ];H),X )
, t ≥ 0,

where [M̃ ] is the quadratic variation of M̃ , qM̃ is the quadratic variation derivative (see
Section 2.2.1), and ‖Φq1/2

M̃
‖p

γ(L2([0,t ],[M̃ ];H),X )
is the γ-norm (see (2.9.1)).

Proof. Fix t ≥ 0. Then the theorem holds by Theorem 9.5.1, Lemma 9.3.5, and the
fact that by (9.7.2) for any fixed x∗ ∈ X ∗ a.s.

[〈∫ ·

0
ΦdM̃ , x∗

〉]
t
=

[∫ ·

0
〈Φ, x∗〉dM̃

]
t
=

∫ t

0
‖q

1
2
MΦ

∗x∗‖2 d[M̃ ]s

= ‖q
1
2
MΦ

∗x∗‖2
L2([0,t ],[M̃ ];H)

.
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Theorem 9.7.3 allows us to provide the following general stochastic integration
result. Recall that a predictable process Φ : R+ ×Ω → L (H , X ) is called strongly
predictable if there exists a sequence (Φn)n≥1 of elementary predictable L (H , X )-
valued processes such that Φ is a pointwise limit of (Φn)n≥1.

Corollary 9.7.4. Let H be a Hilbert space, X be a UMD Banach space, M̃ :R+×Ω→ H be a
local martingale,Φ :R+×Ω→L (H , X ) be strongly predictable such that E‖Φq1/2

M̃
‖γ(L2(R+,[M̃ ];H),X ) <

∞. Then there exists a martingale Φ ·M̃ which coincides with the stochastic integral given
Φ is elementary predictable such that

〈Φ · M̃ , x∗〉 = (Φ∗x∗) · M̃ , x∗ ∈ X ∗, (9.7.4)

where the latter integral is defined as in Remark 9.7.1. Moreover, then we have that for any
1 ≤ p <∞

Esup
t≥0

‖(Φ · M̃)t‖p hp,X E‖Φq1/2
M̃

‖p

γ(L2(R+,[M̃ ];H),X )
. (9.7.5)

For the proof we will need the following technical lemma.

Lemma 9.7.5. Let X be a reflexive separable Banach space, Y1 ⊂ Y2 ⊂ . . . ⊂ Yn ⊂ . . . ⊂ X ∗

be finite dimensional subspaces such that ∪nYn = X ∗. Let Pn : Yn ,→ X ∗, n ≥ 1, and
Pn,m : Yn ,→ Ym , m ≥ n ≥ 1, be the inclusion operators. For each n ≥ 1 let xn ∈ Y ∗

n be such
that P∗

n,m xm = xn for all m ≥ n ≥ 1. Assume also that supn ‖xn‖ <∞. Then there exists
x ∈ X such that P∗

n x = xn for all n ≥ 1 and ‖x‖ = limn→∞ ‖xn‖ monotonically.

Proof. Set C = supn ‖xn‖. First notice that (xn)n≥1 defines a bounded linear func-
tional on Y = ∪nYn . Indeed, fix y ∈ Yn for some fixed n ≥ 1 (then automatically
y ∈ Ym for any m ≥ n). Define `(y) = 〈xn , y〉. Then this definition of ` agrees for
different n’s since for any m ≥ n we have that

〈xm , yn〉 = 〈xm ,Pn,m yn〉 = 〈P∗
n,m xm , yn〉 = 〈xn , yn〉.

Moreover, this linear functional is bounded since |〈xn , yn〉| ≤ ‖xn‖‖yn‖ ≤C‖yn‖. So,
it can be continuously extended to the whole space X ∗. Since X is reflexive, there
exists x ∈ X such that `(x∗) = 〈x∗, x〉 for any x∗ ∈ X ∗. Then for any fixed n ≥ 1 and
for any y ∈ Yn we have that

〈xn , y〉 = `(y) = 〈x, y〉 = 〈x,Pn y〉 = 〈P∗
n x, y〉,

so P∗
n x = xn . The latter follows from the fact that ‖P∗

n x‖ → ‖x‖ monotonically as
n →∞ for any x ∈ X .

Proof of Corollary 9.7.4. We will first consider the finite dimensional case and then
deduce the infinite dimensional case.

Finite dimensional case. Since X is finite dimensional, it is isomorphic to a fi-
nite dimensional Euclidean space, and so the γ-norm is equivalent to the Hilbert-
Schmidt norm (see e.g. [80, Proposition 9.1.9]). Then Φ is stochastically integrable
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with respect to M̃ due to Remark 9.7.2, so (9.7.4) clearly holds and we have that for
any x∗ ∈ X ∗ a.s.

[〈Φ · M̃ , x∗〉]t = [(Φ∗x∗) · M̃ ]t =
∫ t

0
‖q1/2

M̃
(s)Φ∗(s)x∗‖2 d[M̃ ]s , t ≥ 0,

thus (9.7.5) follows from Theorem 9.5.1 and Lemma 9.3.5.
Infinite dimensional case. Let now X be general. Since Φ is strongly predictable,

it takes values in a separable subspace of X , so we may assume that X is sepa-
rable. Since X is UMD, it is reflexive, so X ∗ is separable as well, and there ex-
ists a sequence Y1 ⊂ Y2 ⊂ . . . ⊂ Yn ⊂ . . . ⊂ X ∗ of finite dimensional subsets of X ∗

such that ∪nYn = X ∗. For each m ≥ n ≥ 1 define inclusion operators Pn : Yn ,→
X ∗ and Pn,m : Yn ,→ Ym . Notice that by the ideal property [80, Theorem 9.1.10]
E‖P∗

nΦq1/2
M̃

‖γ(L2(R+,[M̃ ];H),Y ∗
n ) <∞ for any n ≥ 1, so since Y ∗

n is finite dimensional, the
stochastic integral (P∗

nΦ) · M̃ is well-defined by the case above and

Esup
t≥0

∥∥(
(P∗

nΦ) · M̃
)

t

∥∥hX E‖P∗
nΦq1/2

M̃
‖γ(L2(R+,[M̃ ];H),Y ∗

n ), (9.7.6)

where the equivalence is independent of n since Yn ⊂ X ∗ for all n ≥ 1 and due to
[79, Proposition 4.2.17] and Theorem 9.5.1. Denote the stochastic integral (P∗

nΦ) ·M̃
by Z n . Note that Z n is Y ∗

n -valued, and since P∗
n,mP∗

mΦ = P∗
nΦ for all m ≥ n ≥ 1,

P∗
m,n Z m

t = Z n
t a.s. for any t ≥ 0. Therefore by Lemma 9.7.5 there exists a process

Z :R+×Ω→ X such that P∗
n Z = Z n for all n ≥ 1. Let us show that Z is integrable. Fix

t ≥ 1. Notice that by Lemma 9.7.5 the limit ‖Zt‖ = limn→∞ ‖P∗
n Zt‖ = limn→∞ ‖Z n

t ‖ is
monotone, so by the monotone convergence theorem, (9.7.6), and the ideal prop-
erty [80, Theorem 9.1.10]

E‖Zt‖ = lim
n→∞E‖Z n

t ‖.X limsup
n→∞

E‖P∗
nΦq1/2

M̃
‖γ(L2(R+,[M̃ ];H),Y ∗

n )

≤ E‖Φq1/2
M̃

‖γ(L2(R+,[M̃ ];H),X ).

Now let us show that Z is a martingale. Since Z is integrable, due to [79, Section
2.6] it is sufficient to show that E(〈Zt , x∗〉|Fs ) = 〈Zs , x∗〉 for all 0 ≤ s ≤ t for all x∗ from
some dense subspace Y of X ∗. Set Y = ∪nYn and x∗ ∈ Yn for some n ≥ 1. Then for
all 0 ≤ s ≤ t

E(〈Zt , x∗〉|Fs ) = E(〈Zt ,Pn x∗〉|Fs ) = E(〈P∗
n Zt , x∗〉|Fs )

= E(〈Z n
t , x∗〉|Fs ) = 〈Z n

s , x∗〉 = 〈Zs , x∗〉,
so Z is a martingale. Finally, let us show (9.7.5). First notice that for any n ≥ 1 and
x∗ ∈ Yn ⊂ X ∗ a.s.

[〈Z , x∗〉]t = [〈Z n , x∗〉]t =
∫ t

0
‖q1/2

M̃
(s)Φ∗(s)x∗‖2 d[M̃ ]s , t ≥ 0;

the same holds for a general x∗ ∈ X ∗ by a density argument. Then (9.7.5) follows
from Theorem 9.5.1 and Lemma 9.3.5.
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Remark 9.7.6. As the reader can judge, the basic assumptions on Φ in Corollary
9.7.4 can be weakened by a stopping time argument. Namely, one can assume that
Φq1/2

M̃
is locally in L1(Ω,γ(L2(R+, [M̃ ]; H), X )) (i.e. there exists an increasing sequence

(τn)n≥1 of stopping times such that τn → ∞ a.s. as n → ∞ and Φq1/2
M̃

1[0,τn ] is in
L1(Ω,γ(L2(R+, [M̃ ]; H), X )) for all n ≥ 1). Notice that such an assumption is a natural
generalization of classical assumptions for stochastic integration in the real-valued
case (see e.g. [89, p. 526]).

9.7.2. Itô isomorphism: Poisson and general random measures

Let (J ,J ) be a measurable space, N be a Poisson random measure on J ×R+, Ñ be
the corresponding compensated Poisson random measure (see e.g. [51, 89, 95, 165]
and Section 2.8 for details). Then by Theorem 9.6.5 for any UMD Banach space X ,
for any 1 ≤ p <∞, and for any elementary predictable F : J ×R+×Ω→ X we have
that

E sup
0≤s≤t

∥∥∥∫
J×[0,s]

F dÑ
∥∥∥p

hp,X E‖F‖p
γ(L2(J×[0,t ];N ),X )

, t ≥ 0. (9.7.7)

The same holds for a general quasi-left continuous random measure (see Sec-
tion 2.8 for the definition and the details): if µ is a general quasi-left continu-
ous random measure on J ×R+, ν is its compensator, and µ̄ := µ−ν, then for any
1 ≤ p <∞

E sup
0≤s≤t

∥∥∥∫
J×[0,t ]

F dµ̄
∥∥∥p

hp,X E‖F‖p
γ(L2(J×[0,t ];µ),X )

, t ≥ 0. (9.7.8)

The disadvantage of right-hand sides of (9.7.7) and (9.7.8) is that both of them
are not predictable and do not depend continuously on time a.s. on Ω (therefore
they seem not to be useful from the SPDE’s point of view since one may not pro-
duce a fixed point argument). For example, if X = Lq for some 1 < q <∞, then such
predictable a.s. continuous in time right-hand sides do exist (see [51] and Chapter
7).

9.7.3. Necessity of the UMD property

As it follows from Remark 9.5.3, Theorem 9.5.1 holds only in the UMD setting. The
natural question is whether there exists an appropriate right-hand side of (9.5.1) in
terms of ([〈M , x∗〉,〈M , y∗〉])x∗,y∗∈X ∗ for some non-UMD Banach space X and some
1 ≤ p <∞. Here we show that this is impossible.

Assume that for some Banach space X and some 1 ≤ p <∞ there exists a func-
tion G acting on families of stochastic processes parametrized by X ∗×X ∗ (i.e. each
family has the form V = (Vx∗,y∗ )x∗,y∗∈X ∗) taking values in R such that for any X -
valued local martingale M starting in zero we have that

Esup
t≥0

‖Mt‖p hp,X G([[M ]]), (9.7.9)
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where we denote [[M ]] = ([〈M , x∗〉,〈M , y∗〉])x∗,y∗∈X ∗ for simplicity (note that the lat-
ter might not have a proper bilinear structure). Let us show that then X must have
the UMD property.

Fix any X -valued Lp -bounded martingale difference sequence (dn)N
n=1 and any

{−1,1}-valued sequence (εn)N
n=1. Let en := εndn for all n = 1, . . . , N . For every x∗, y∗ ∈

X ∗ define a stochastic process Vx∗,y∗ :R+×Ω→R as

Vx∗ (t ) =
N∧[t ]∑
n=1

〈dn , x∗〉 · 〈dn , y∗〉 =
N∧[t ]∑
n=1

〈en , x∗〉 · 〈en , y∗〉, t ≥ 0

(recall that [t ] is the integer part of t). Let V := (Vx∗,y∗ )x∗,y∗∈X ∗ . Then by (9.7.9)

Esup
k≥0

∥∥∥ k∑
n=1

dn

∥∥∥p
hp,X G(V )hp,X Esup

k≥0

∥∥∥ k∑
n=1

en

∥∥∥p
. (9.7.10)

Since N , (dn)N
n=1, and (εn)N

n=1 are general, (9.7.10) implies that X is a UMD Banach
space (see the proof of Theorem 9.2.4).

9.7.4. Martingale domination

The next theorem shows that under some natural domination assumptions on mar-
tingales one gets Lp -estimates.

Theorem 9.7.7. Let X be a UMD Banach space, M , N : R+×Ω→ X be local martingales
such that ‖N0‖ ≤ ‖M0‖ a.s. and [〈N , x∗〉]∞ ≤ [〈M , x∗〉]∞ a.s. for all x∗ ∈ X ∗. Then for all
1 ≤ p <∞

Esup
t≥0

‖Nt‖p .p,X Esup
t≥0

‖Mt‖p . (9.7.11)

Note that the assumptions in Theorem 9.7.7 are a way more general than the
weak differential subordination assumptions, so Theorem 9.7.7 significantly im-
proves Theorem 4.4.1 and 6.4.26, and extends these results to the case p = 1 as
well.

Proof of Theorem 9.7.7. First notice that by a triangular inequality

Esup
t≥0

‖Mt‖p hp E‖M0‖p +Esup
t≥0

‖Mt −M0‖p ,

Esup
t≥0

‖Nt‖p hp E‖N0‖p +Esup
t≥0

‖Nt −N0‖p .

Consequently we can reduce the statement to the case M0 = N0 = 0 a.s. (by setting
M := M −M0, N := N −N0), and then the proof follows directly from Theorem 9.5.1
and Lemma 9.3.10.

Remark 9.7.8. It is not known what the sharp constant is in (9.7.11). Neverthe-
less, sharp inequalities of such type have been discovered in the scalar case by
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Os
‘
ekowski in [137]. It was shown there that if M and N are real-valued Lp -bounded

martingales such that a.s.

[N ]t ≤ [M ]t , t ≥ 0, if 1 < p ≤ 2,

[N ]∞− [N ]t− ≤ [M ]∞− [M ]t−, t ≥ 0, if 2 ≤ p <∞,

then
(E|N∞|p )

1
p ≤ (p∗−1)(E|M∞|p )

1
p , 1 < p <∞,

where p∗ := max{p, p
p−1 }.

9.7.5. Martingale approximations

The current subsection is devoted to approximation of martingales. Namely, we
will extend Lemma 9.5.2 by Weisz (see [180, Theorem 6]) to general UMD Banach
space-valued martingales. Here is the main theorem of the current subsection.

Theorem 9.7.9. Let X be a UMD Banach space, 1 ≤ p <∞, M : R+×Ω→ X be a mar-
tingale such that Esupt≥0 ‖Mt‖p <∞. Then there exists a sequence (M n)n≥1 of X -valued
L∞-bounded martingales such that Esupt≥0 ‖Mt −M n

t ‖p → 0 as n →∞.

In order to prove Theorem 9.7.9 we will need to show similar approximation
results for quasi-left continuous purely discontinuous martingales and purely dis-
continuous martingales with accessible jumps. Both cases will be considered sep-
arately.

QUASI-LEFT CONTINUOUS PURELY DISCONTINUOUS MARTINGALES

Before stating the corresponding approximation theorem let us show the following
proposition.

Proposition 9.7.10. Let X be a Banach space, M :R+×Ω→ X be a purely discontinuous
quasi-left continuous martingale. Then there exist sequences of positive numbers (an)n≥1,
(bn)n≥1, and a sequence of X -valued purely discontinuous quasi-left continuous martin-
gales (M n)n≥1 such that

sup
t

‖∆M n
t ‖ ≤ an , #{t ≥ 0 :∆M n

t 6= 0} ≤ bn a.s. ∀n ≥ 1,

{t ≥ 0 :∆M n
t 6= 0} ⊂ {t ≥ 0 :∆M m

t 6= 0} a.s. ∀m ≥ n ≥ 1, (9.7.12)

∆M n
t =∆Mt ∀t ≥ 0 s.t. ∆M n

t 6= 0 a.s. ∀n ≥ 1, (9.7.13)

and
∪n≥1 {t ≥ 0 :∆M n

t 6= 0} = {t ≥ 0 :∆Mt 6= 0} a.s. (9.7.14)
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Sketch of the proof. Let µM be a random measure defined on (R+×X ,B(R+)⊗B(X ))

by
µM (A×B) = ∑

t∈A
1∆Mt∈B\{0}, A ∈B(R+),B ∈B(X ).

Let νM be the corresponding compensator, µ̄M := µM −νM . Due to the proof of
Lemma 7.5.11 there exists an a.s. increasing sequence (τn)n≥1 of stopping times
such τn →∞ a.s. as n →∞, and such = that there exist positive sequences (an)n≥1,
(bn)n≥1 with (an)n≥1 being increasing natural and with

#{t ≥ 0 : ‖∆Mτn
t ‖ ∈ [1/an , an]} ≤ bn .

Define a predictable set An := [0,τn]×Bn ⊂R+×X , where Bn := {x ∈ X : ‖x‖ ∈ [1/an , an]}.
Then the desired M n equals the stochastic integral

M n
t :=

∫
[0,t ]×X

1An (s, x)x dµ̄M ( ds, dx), t ≥ 0,

where the latter is a well-defined martingale since by Section 2.8 it is sufficient to
check that for any t ≥ 0∫

[0,t ]×X
‖1An (s, x)x‖dµM ( ds, dx) =

∫
An∩[0,t ]×X

‖x‖dµM ( ds, dx)

= ∑
t∈[0,τn∧t ]

‖∆Mτn
t ‖1∆Mτn

t ∈[1/an ,an ] ≤ anbn <∞.

All the properties of the sequence (M n)n≥1 then follow from the construction, namely
from the fact that An are a.s. increasing with ∪n An = R+× X \ {0} a.s., and the fact
that νM is non-atomic in time since M is quasi-left continuous (see Section 2.8 and
Subsection 7.5.4).

In the next theorem we show that the martingales obtained in Proposition
9.7.10 approximate M in the strong Lp -sense.

Theorem 9.7.11. Let X be a UMD Banach space, M be an X -valued martingale, (M n)n≥1

be a sequence of X -valued martingales constructed in Proposition 9.7.10. Assume that for
some fixed 1 ≤ p <∞, Esupt≥0 ‖Mt‖p <∞. Then Esupt≥0 ‖M n

t ‖p <∞ for all n ≥ 1 and

Esup
t≥0

‖Mt −M n
t ‖p → 0, n →∞.

Proof. First of all notice that by Theorem 9.6.5, (9.7.13), and [80, Proposition 6.1.5]
for any n ≥ 1

Esup
t≥0

‖M n
t ‖p hp,X E

(
Eγ

∥∥∥∑
t≥0

γs∆M n
s

∥∥∥2) p
2

≤ E
(
Eγ

∥∥∥∑
t≥0

γs∆Ms

∥∥∥2) p
2 hp,X Esup

t≥0
‖Mt‖p .



272 9. BDG INEQUALITIES IN GENERAL UMD BANACH SPACES

Let us show the second part of the theorem. Note that by (9.7.13) a.s. for all x∗ ∈ X ∗

[[M −M n]]∞(x∗, x∗) = ∑
t≥0

〈∆Mt , x∗〉21∆Mt 6=∆M n
t

,

which monotonically vanishes as n →∞ by (9.7.12) and (9.7.14). Consequently, the
desired follows form Theorem 9.5.1, Lemma 9.3.11, and the monotone convenience
theorem.

PURELY DISCONTINUOUS MARTINGALES WITH ACCESSIBLE JUMPS

Now let us turn to purely discontinuous martingales with accessible jumps.
Let X be a Banach space 1 < p <∞, M :R+×Ω→ X be a purely discontinuous Lp -

bounded martingale with accessible jumps, (τn)n≥0 be a set of predictable stopping
times with disjoint graphs such that (2.4.4) holds. Thanks to Lemma 2.4.5 for each
n ≥ 1 we can define a martingale

M n
t =

n∑
i=1

∆Mτi 1[0,t ](τi ), t ≥ 0. (9.7.15)

Does (M n)n≥1 converge to M in strong Lp -sense? The following theorem answers this
question in the UMD case.

Theorem 9.7.12. Let X be a UMD Banach space, M : R+×Ω→ X be a martingale with
accessible jumps, (M n)n≥1 be as in (9.7.15). Assume that Esupt≥0 ‖Mt‖p < ∞ for some
fixed 1 ≤ p <∞. Then Esupt≥0 ‖M n

t ‖p <∞ for all n ≥ 1 and

Esup
t≥0

‖Mt −M n
t ‖p → 0, n →∞.

Proof. The proof is fully analogous to the proof of Theorem 9.7.11.

PROOF OF THEOREM 9.7.9

Let us now prove Theorem 9.7.9. Since X is a UMD Banach space, M has the
canonical decomposition, i.e. there exist an X -valued continuous local martingale
M c , an X -valued purely discontinuous quasi-left continuous local martingale M q ,
and an X -valued purely discontinuous local martingale M a with accessible jumps
such that M c

0 = M q
0 = 0 and M = M c + M q + M a (see Chapter 4 and 5 for details).

Moreover, by (9.7.17) and a triangle inequality

Esup
t≥0

(
‖M c

t ‖p +‖M q
t ‖p +‖M a

t ‖p
)
hp,X Esup

t≥0
‖Mt‖p ,

so it is sufficient to show Theorem 9.7.9 for each of these three cases separately. By
[79, Theorem 1.3.2 and 3.3.16] M converges a.s., so we can assume that there exists
T > 0 such that Mt = MT a.s. for all t ≥ T .
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Case 1: M is continuous. The theorem follows from the fact that every continu-
ous martingale is locally bounded and the fact that Mt = MT for all t ≥ T .

Case 2: M is purely discontinuous quasi-left continuous. By Theorem 9.7.11 one
can assume that M has uniformly bounded jumps. Then the theorem follows from
the fact that any adapted càdlàg process with uniformly bounded jumps is local
uniformly bounded and the fact that Mt = MT for all t ≥ T .

Case 3: M is purely discontinuous with accessible jumps. By Theorem 9.7.12 we
can assume that there exist predictable stopping times (τn)N

n=1 with disjoint graphs
such that

Mt =
N∑

n=1
∆Mτn 1[0,t ](τn), t ≥ 0.

Fix ε> 0. Without loss of generality we may assume that the stopping times (τn)N
n=1

are bounded a.s. Due to the proof of Theorem 7.5.5 we may additionally assume
that (τn)N

n=1 is a.s. increasing. Then by the proof of Theorem 7.5.5 (or [89, Lemma
26.18] in the real-valued case) the sequence (0,∆Mτ1 ,0,∆Mτ2 , . . . ,0,∆MτN ) is a mar-
tingale difference sequence with respect to the filtration

G := (Fτ1−,Fτ1 ,Fτ2−,Fτ2 , . . . ,FτN−,FτN )

(see [89, Lemma 25.2] for the definition of Fτ−). As any discrete Lp -bounded mar-
tingale difference sequence, (0,∆Mτ1 ,0,∆Mτ2 , . . . ,0,∆MτN ) can be approximated in
a strong Lp -sense by a uniformly bounded X -valued G-martingale difference se-
quence (0,dε

1 ,0,dε
2 , . . . ,0,dε

N ) such that

E
N

sup
n=1

∥∥∥ n∑
i=1

∆Mτi −dε
i

∥∥∥p < ε.

The martingale difference sequence (0,dε
1 ,0,dε

2 , . . . ,0,dε
N ) can be translated back to

a martingale on R+ in the same way as it was shown in the proof of Theorem 7.5.5,
i.e. one can define a process Nε :R+×Ω→ X such that

Nε
t :=

N∑
n=1

dn 1[0,t ](τn), t ≥ 0,

which is a martingale by Lemma 2.4.5 (or see [89, Lemma 26.18] for the real valued
version) with

Esup
t≥0

‖Mt −Nε
t ‖p = Esup

t≥0

∥∥∥ ∑
0≤s≤t

∆Ms −∆Nε
s

∥∥∥p = E N
sup
n=1

∥∥∥ n∑
i=1

∆Mτi −di

∥∥∥p < ε,

which terminates the proof.

Remark 9.7.13. Clearly Theorem 9.7.9 holds true if X has a Schauder basis. There-
fore it remain open for whether Theorem 9.7.9 holds true for a general Banach
space.
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9.7.6. The canonical decomposition

As it was shown in Chapter 4 and 5, the canonical decomposition of a UMD Banach
space-valued martingale is unique, and by Section 4.3 together with (2.2.1) we have
that for any 1 < p <∞ and for any i = c, q, a

Esup
t≥0

‖M i
t ‖p .p,X Esup

t≥0
‖Mt‖p . (9.7.16)

Theorem 9.7.7 allows us to extend (9.7.16) to the case p = 1. Indeed, due to Subsec-
tion 2.4.3 we have that for any x∗ ∈ X ∗ a.s.

[〈M , x∗〉]t = [〈M c , x∗〉]t + [〈M q , x∗〉]t + [〈M a , x∗〉]t , t ≥ 0,

so by Theorem 9.7.7
Esup

t≥0
‖M i

t ‖p .p,X Esup
t≥0

‖Mt‖p , (9.7.17)

for all 1 ≤ p <∞ and any i = c, q, a.

9.7.7. Covariation bilinear forms for pairs of martingales

Let X be a UMD Banach space, M , N : R+×Ω→ X be local martingales. Then for
any fixed t ≥ 0 and any x∗, y∗ ∈ X ∗ we have that by [89, Theorem 26.6(iii)] a.s.

[〈M , x∗〉,〈N , y∗〉]t ≤ [[M ]]t (x∗, x∗)[[N ]]t (y∗, y∗).

Thus analogously the proof of Theorem 9.5.1 (by exploiting a subspace Y of X ∗

that is a linear span of a countable subset of X ∗) there exists a bounded bilinear
form-valued random variable [[M , N ]]t : Ω → X ⊗ X such that [〈M , x∗〉,〈N , y∗〉]t =
[[M , N ]]t (x∗, y∗) for any x∗, y∗ ∈ X ∗ a.s.

Now let X and Y be UMD Banach spaces (perhaps different), M : R+×Ω→ X ,
N : R+ ×Ω→ Y be local martingales. Then we can show that for any t ≥ 0 there
exists a bilinear form-valued process [[M , N ]]t : Ω → X ⊗ Y such that [[M , N ]]t =
[〈M , x∗〉,〈N , y∗〉]t a.s. for any x∗ ∈ X ∗ and y∗ ∈ Y ∗. Indeed, one can presume the
Banach space to be X ×Y and extend both M and N to take values in this Banach
space. Then by the first part of the present subsection there exists a bilinear form
[[M , N ]]t acting on (X ×Y )∗× (X ×Y )∗ such that for any x∗ ∈ X ∗ and y∗ ∈ Y ∗ a.s.

[[M , N ]]t
(
(x∗, y∗), (x∗, y∗)

)= [〈M , (x∗, y∗)〉,〈N , (x∗, y∗)〉]t

= [〈M , x∗〉,〈N , y∗〉]t .
(9.7.18)

It remains to restrict [[M , N ]]t back to X ⊗Y from (X ×Y )⊗ (X ×Y ) which is possible
by (9.7.18).

Interesting things happen given Y = R. In this case [[M , N ]]t takes values in
X ⊗R' X , so [[M , N ]]t is simply X -valued, and it is easy to see that

[[M , N ]]t =P− lim
mesh→0

n∑
i=1

(M(tn)−M(tn−1))(N (tn)−N (tn−1)), (9.7.19)
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where the limit in probability is taken over partitions 0 = t0 < . . . < tn = t , and it
is taken in a weak sense (i.e. (9.7.19) holds under action of any linear functional
x∗ ∈ X ∗). It remains open whether (9.7.19) holds in a strong sense.

9.8. UMD BANACH FUNCTION SPACES

The goal of the present section is to show that a weaker version of (8.4.1) holds for
p = 1.

Theorem 9.8.1. Let X be a UMD Banach function space over a σ-finite measure space
(S,Σ,µ), M : R+×Ω→ X be a local martingale. Then there exists a local martingale field
N : R+ ×Ω× S → R such that N (ω, t , ·) = Mt (ω) for all t ≥ 0 for a.a. ω ∈ Ω, and for all
1 ≤ p <∞

Esup
t≥0

‖Mt‖p hp,X E‖[N ]1/2
∞ ‖p , (9.8.1)

Let us first show the discrete version of Theorem 9.8.1, which was shown in
[164, Theorem 3] for the case p ∈ (1,∞).

Proposition 9.8.2. Let X be a UMD Banach function space over a measure space (S,Σ,µ),
(dn)n≥1 be an X -valued martingale difference sequence. Then for all 1 ≤ p <∞

Esup
N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p
hp,X E

∥∥∥( ∞∑
n=1

|dn |2
) 1

2
∥∥∥p

.

Proof. The proof follows from Theorem 9.2.1 and the equivalence [80, (9.26)] be-
tween the γ-norm and the square function.

Remark 9.8.3. By Remark 9.2.2 and [80, (9.26)] one has that for any r ∈ (1,∞) there
exist positive Cr,X and cr,X such that for any 1 ≤ p ≤ r

cr,X E
∥∥∥( ∞∑

n=1
|dn |2

) 1
2
∥∥∥p ≤ Esup

N≥1

∥∥∥ N∑
n=1

dn

∥∥∥p ≤Cr,X E
∥∥∥( ∞∑

n=1
|dn |2

) 1
2
∥∥∥p

.

Proof of Theorem 9.8.1. We will consider separately the cases p > 1 and p = 1.
Case p > 1. This case was covered in Theorem 8.4.1. Nevertheless, we wish to

notice that by modifying the proof from Theorem 8.4.1 by using Proposition 9.8.2
one can obtain better behavior of the equivalence constants in (9.8.1). Namely, by
exploiting the same proof together with Proposition 9.8.2 and Remark 9.8.3 one
obtains that for any p ′ ∈ (1,∞) there exist positive Cp ′,X and cp ′,X (the same as in
Remark 9.8.3) such that for any 1 < p ≤ p ′

cp ′,X E‖[N ]1/2
∞ ‖p ≤ Esup

t≥0
‖Mt‖p ≤Cp ′,X E‖[N ]1/2

∞ ‖p . (9.8.2)

Case p = 1. By Theorem 9.7.9 there exists a sequence (M n)n≥1 of uniformly
bounded X -valued martingales such that

Esup
t≥0

‖Mt −M n
t ‖→ 0, n →∞. (9.8.3)
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Since M n is uniformly bounded for any n ≥ 1, Esupt≥0 ‖M n
t ‖2 <∞, so by Case p > 1

there exists a local martingale field N n such that N n(ω, t , ·) = M n
t (ω) for all t ≥ 0 for

a.a. ω ∈Ω. By (9.8.2) one has that there exist positive constants CX and cX such that
for all m,n ≥ 1

cX E‖[N n −N m]1/2
∞ ‖ ≤ Esup

t≥0
‖M n

t −M m
t ‖ ≤CX E‖[N n −N m]1/2

∞ ‖,

hence due to (9.8.3) (N n)n≥1 is a Cauchy sequence in MQ1(X ). Since by Proposition
8.4.2 the linear space MQ1(X ) endowed with the norm (8.4.2) is Banach, there exists
a limit N of (N n)n≥1 in MQ1(X ).

Let us show that N is the desired local martingale field. Fix t ≥ 0. We need
to who that N (·, t , ·) = Mt a.s. on Ω. First notice that by the last part of Proposition
8.4.2 there exists a subsequence of (N n)n≥1 which we will denote by (N n)n≥1 as well
such that N n(·, t ,σ) → N (·, t ,σ) in L1(Ω) for a.e. σ ∈ S. On the other hand by Jensen’s
inequality ∥∥E|N n(·, t , ·)−Mt |

∥∥= ∥∥E|M n
t −Mt |

∥∥≤ E‖M n
t −Mt‖→ 0, n →∞.

Hence N n(·, t , ·) → Mt in X (L1(Ω)), and thus by Remark 8.2.2 in L0(S;L1(Ω)). There-
fore we can find a subsequence of (N n)n≥1 (which we will again denote by (N n)n≥1)
such that N n(·, t ,σ) → Mt (σ) in L1(Ω) for a.e. σ ∈ S (here we use that fact that µ is
σ-finite), so N (·, t , ·) = Mt a.s. on Ω× S, and consequently by Definition 8.2.1(i i i ),
N (ω, t , ·) = Mt (ω) for a.a. ω ∈Ω.

Let us finally show (9.8.1). Since N n → N in MQ1(X ) and by (9.8.3)

E‖[N ]1/2
∞ ‖ = lim

n→∞E‖[N n]1/2
∞ ‖hX lim

n→∞Esup
t≥0

‖M n
t ‖ = Esup

t≥0
‖Mt‖,

which terminates the proof.

Remark 9.8.4. It was shown in Theorem 8.4.1 that in the case p > 1 the equivalence
(9.8.1) can be strengthen. Namely, in this case one can show that

E
∥∥sup

t≥0
|Mt |

∥∥php,X E‖[N ]1/2
∞ ‖p , (9.8.4)

i.e. one has the same equivalence with a pointwise supremum in S. The techniques
that provide such an improvement were discovered by Rubio de Francia in [164].
Unfortunately, it remains open whether (9.8.4) holds for p = 1. Surprisingly, (9.8.4)
holds for p = 1 and for X = L1(S) by a simple Fubini-type argument, so it might be
that (9.8.4) holds for p = 1 even for other nonreflexive Banach spaces.
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