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Abstract

In this thesis a model for interpolation of magnetic fields is constructed using Gaussian
processes. This model takes the curl- and divergence-free properties of magnetic fields into
account. The Gaussian process regression, or kriging, is tested on both simulated and real
data. It is also attempted to reconstruct the magnetization of objects based on measurement
data.
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CHAPTER 1

Introduction

The Earth’s magnetic field and localisation have been connected ever since the compass
was first invented. The Earth can be thought of as a large magnet, as the molten iron in its
core generates a magnetic field around the earth. This magnetic field can then be used by a
compass to find the magnetic north pole. This magnetic field can also influence other objects.

Just like how one can turn an iron object like a screwdriver into a temporary magnet by
rubbing a magnet against it, the Earth’s magnetic field magnetizes iron (or more generally,
ferromagnetic) objects which move through it. This effect can be used for localisation pur-
poses. Steel objects and buildings, as ferromagnetic objects, are magnetized and therefore
have a magnetic field around them. A field, known as the distortion field, which is the dif-
ference between the actual magnetic field at a location and the Earth’s magnetic field sits
around steel objects and in buildings. This field can for example be used to localise objects
or to find ones position in a building.

As an important object of study for localisation, the Dutch Organisation for Applied Sci-
entific Research (TNO) is working together with Delft University of Technology (TUD) to
study these distortion fields. This collaboration aims to develop methods to better under-
stand and model how objects become magnetized and what the effect of this is. As a part
of this large project, the question arose whether it was possible to obtain more information
from and interpolate measurement data using Gaussian process regression, or kriging. This
thesis serves then as an initial research into the capabilities of kriging and its applications
concerning the field of magnetostatics.

To this end this research starts by describing the fields which we are trying to model and
their physical properties. Then, Gaussian processes are introduced and the role of the covari-
ance function is discussed. In Chapters [4] and [5] two kernels are derived which encapsulate
the physical properties of the magnetic field and a method of finding the hyperparameters in
these kernels is presented. After this several experiments and their results are shown. Both
experiments with simulated and real data were executed. As a final test it was attempted to
recreate the magnetization of the test object.






CHAPTER 2

Magnetostatics

2.1. Introduction to Magnetostatics

This section is mainly based on Jackson 2007, An important object of study in the field of
magnetostatics is the magnetic point dipole. It is defined to be the limit of a magnetized object
as its size approaches zero, while the magnetic moment m of the object remains constant.
The magnetic moment of a dipole is defined to be the vector relating the torque T [N m] to
the magnetic flux density B [T] by

T=m X B. (2.1)
With these magnetic dipoles one can define the magnetization field of an object M [A m?]
to be the volume average of all the microscopic magnetic moments in a material. This is the
field that a ferromagnetic object obtains when moving through the Earth’s magnetic field,
resulting in a magnetic field of the object.

During the nineteenth century, an important breakthrough was accomplished when James
Clerk Maxwell managed to capture the behaviour of magnetism, electricity and electromag-
netic radiation in Maxwell 1865, The well known Maxwell equations are a number of coupled
partial differential equations, which describe magnetic and electric fields and are given by

V-D=p (2.2)

V-B=0 (2.3)
oB

VxE= —%- (2.4)

VxH:]—l-aa]t). (2.5)

Here E [V m™1] is the electric field, D [C m~2] is the electric displacement field, B [T] is
the magnetic flux density, H [A m~1] is the magnetic field and J [A m~2] is the current
density. Our main focus lies on and , which, in a time independent and current free
situation, reduce down to

V-B=0 (2.6)
VxH=0. (2.7)

These H- and B-fields are the result of some magnetized object. The most important equations
that will be exploited during this research are (2.6 and (2.7)) together with the coupling

H= iB —M, (2.8)
Ho
where H and B are the respectively curl- and divergence-free vector fields which are equal
up to multiplication by a constant o outside of magnetized material such as in air or water.
This o is called the magnetic vacuum permeability and is given by CODATA 2018 to be
1.25663706212 - 107°. As these fields are similar in that sense, they are generally both referred
to as the magnetic field.
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2.2. Derivation of H-field of a dipole

In order to generate data for the simulated experiments that are discussed later in this
paper, the B- and H-field of a magnetic point dipole, or dipole, are used. The derivation
below is focused on finding the H- and M-field, but as B = po(H + M), this also leads to a
description of the B-field.

To find the H-field produced by a (magnetic ponit) dipole, we start by finding the M-
field of a three-dimensional rod, which we then shrink to a point while keeping its magnetic
moment constant. This is the definition of a magnetic point dipole. To find the H-field we
first use the earlier stated equation

B = jo(H+ M), (2.9)

which is described in more detail in Chapter We also know that M = 0 outside of
magnetic material (e.g. in air or water, where one can measure a magnetic field). Inside
magnetic material H and M are related by

V-H=-V M, (2.10)

because V - B = 0. Curl-free vector fields have the property that a line integral along a path
P is only dependent on the endpoints, A and B, of P such that

/pH(x)dx — 9(A) — ¢(B). @.11)

Where ¢ : R?® — R and so

H=-Vog. (2.12)
Substituting this in gives

Ap =V - -M. (2.13)

The solution to this equation is given by the convolution between the greens function for
the Laplace operation A and V - M

o(r) = ///W O(r — ')V - M(r')dr’

:% ///]1{3 Hr—lr’HV -M(r')dr’, (2.14)

where r is the location of the measurement.

We will use the M-field to calculate ¢ from which H is determined, but first we must
determine M of a dipole.

To this end, we start by finding the M-field of a uniformly magnetized rod in the x-
direction with magnitude My (implying that the magnetization is zero outside of the rod).
To find the M-field of a dipole from this, the rod is shrunk down to a point while its magnetic
dipole moment is kept constant. After this process magnetization is other directions is added.
Using cylindrical coordinates (x,p,0) the magnetization of the rod, ) with length 2/ and
radius «, is given by

My
M=)

wy - [(UGr+1) = U(x — 1) - Ul — )], (2.15)
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where U is a Heaviside function so that

if
Uy =% Tr=9 (2.16)
1, ifx>0

and u, is the unit vector in the x-direction, as the magnetization is zero outside of the rod.
The magnetic dipole moment m is found by integrating M over the entire volume which gives

My
= ———u, - Vol(Q)) = Mouy,, 217
VOI(Q) X O( ) 0Ux ( )
as the magnetization is constant over the rod. Note how the magnetic dipole moment is
independent of the volume, so as we shrink the rod, the magnetization of the rod must

increase as the magnetization is inversely proportional to the volume. If we first let the
radius & go to zero we set (now in Cartesian coordinates)

M=cu, [(Ux+1])—-U(x—1))o(y)é(z)], (2.18)

where c is yet to be determined and § denotes the Dirac-delta function. Integrating over the
entire volume and using the properties of the delta function we now find

m = cuy - 2. (2.19)
So the choice ¢ = % gives
m = Myu, (2.20)

as required.
Now to find the potential, we first find that by filling in the value of ¢ in M and using the
rules for Heaviside functions that

v M_Az/IlO (U +1) = U(x = 1))6(y)é(2)] (2.21)
AZ/IZO [(6(x+1) = 6(x = 1))é(y)o(2)], (2.22)

as M only has non-zero entries in the x-component. Using equation (2.14]), this gives a
potential given by

) % /I, H_lnAf;’ (O + D) =8 — )] (223)

(' +l 5( —D)sy)o(Z) .,
817—[ ///]R3 \/ x—x _y/)2+(Z—Z/)2dr (224)

Mo ! (2.25)
“8in \/(x+l)2+y2—|—zz V=02 +y2 422 '
Now, to find the limit as I — 0 we will use the definition of the central derivative,
. +h)— f(x—h)
(%) = lim T . 22
f(x) = lim 7 (2.26)
We first rewrite the potential as
1 _ 1
o Mo /(x+D)2+y2+22 \/(x—1)2+y2+22
o(r) = 57 , (2.27)
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now, using the definition with f(x) = \/ﬁ we find
o) = 2f (x) 2.28)
i (SR ) 229)
:% : H;!J!; (2.30)

We have now found the potential of a dipole with magnetic moment m = M,u,. To find
the potential for a dipole with a more general moment m = Myu, + Myuy, + M,u;, note how

we used f(r) = ﬁ and @(r) = ;=M fy to find our previous result. The more general result
can be obtained as
1
¢(r) = (Muf + Myfy + M.f:) (2.31)
1 ([ —xM, -—yM,y —zMZ>
= + + (2:32)
3 3 3
A ( [l ] ]
—m-r
= (2.33)
4rc|r]’

From this we can find the H-field corresponding to a dipole with a general magnetic moment
to be

H(r) =Vo(r) (2.34)
m-r
=— V47T P (2.35)
1 [3(m-r)r m ]
= - . (2.36)
Skl A [

Which is motivated by

9 mr —19 2.37)
ox 47 |r|> 4rmox (x2 +yz+zz)% (
1/-3
— (24 +2) 2 (M- x+ My -y + M, - 2)
4\ 2
SRR 'Mx> (2.38)
1 (3(m-1)x Mx>
1 _ , (2.39)
5 3
ar < 7]l il

as similar results can be obtained for a derivation with respect to y or z. The field equation
(2-36) is used in Chapter [6] to execute simulated experiments.



CHAPTER 3

(Gaussian Processes

The well known Gaussian (normal) distribution has no shortage of relevance. Many obser-
vations one makes can be accurately modelled as being sampled from a Gaussian distribution.
A stochastic variable X is distributed according to a Gaussian distribution when its proba-
bility density function (pdf) is given by

2
fx(x) = 21”02 exp <_ <x(—7‘u> ) . (3.1)

It turns out that, for example, the height of males of a certain age are distributed according
to a Gaussian distribution with some mean y and variance o. The fact that many such things
can be modeled as being the result of a Gaussian distribution is due to the central limit
theorem. When not only the height of males of a certain age, but also the length of their
feet is modelled, we might realise that there is a certain dependency between the two. People
who are quite tall might generally also have large feet. In other words, there is a covariance
between height and foot length.

The resulting distribution of height (X;) and foot length (Xz) is a multivariate Gaussian
distribution, who’s pdf is given by

() = @)zl Fexp (3 x-0) E - ) ) 62

where k is the number of dimensions of our stochastic variable X, p is the vector containing
the means of each component of X, ;; is the covariance between X; and X; (i,j €0,..., k), and
|X| denotes the determinant of £. As a Gaussian distribution is completely determined by a
mean p and a covariance matrix X, we write X ~ N(u, X). To understand the properties of
the covariance matrix, we need the following definition:

DEFINITION 3.1. A symmetric real n x n matrix A is called positive semi-definite when
u'Au>0  VYue R"\0. (3.3)
A is called positive definite when
u Au>0  Vue R0 (3.4)

The covariance matrix is a symmetric matrix, as the covariance between height and foot
length should be the same as the covariance between foot length and height, and a positive
semi-definite matrix (Theorem . For to exist, 2 must be positive definite, as the
determinant of symmetric positive semi-definite matrix can be 0 while that of a symmetric
positive definite matrix is guaranteed to be positive as required since fx is function to R.

13
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THEOREM 3.1. Every covariance matrix ¥ of a zero-mean random vector, given by %;; =
E(XiX;), or equivalently ¥ = E(XX"), is positive semi-definite. If none of the elements of X is a
linear combination of the others, X is positive definite.

PROOF. Let u be a real vector and X be a stochastic vector both of length n. Then

u'Xu =u'E(XXX")u (3.5)
= E(u'XX"u) (3.6)
=E(u'X(u'X)") (3.7)
= E(u'Xu'X)) (3.8)
=E((u'X)?) >0 (3.9)
(3.10)
Asu'Xis of size 1 x 1. Since
E(u'X)?) =0 <= u'X=0 (3.11)
the statement holds. O

An important notion that is used in this research is that of a conditional distribution.
Say we know the multivariate Gaussian distribution of height and foot length, then what is
the height distribution of people with feet of, say, 26 cm? The pdf of this distribution is, by
definition, given by

ey Sx(xa 26]T)
Fxux (x1|x2 = 26) = W. (3.12)

In this formulation 26 can be replaced by any reasonable foot length. The notation Xi|Xp
references the fact that X, is known while X7 is not. The mean and covariance of the condi-
tional distribution for are presented and derived in Lemma[3.1] This conditional distribution,
which gives the distribution of a stochastic variable when other stochastic variables are known,
will allow us to use Gaussian distributions for regression.

LEMMA 3.1. Suppose that a random vector X = (Xq,..., Xg) " is distributed as a zero-mean
multivariate Gaussian

X ~ N(0,%). (3.13)
If we partition X = (X1 X®)) and
Y11 X2
2= ’ ’ 3.14
[22,1 Z32,2] (3.14)
accordingly, then the conditional distribution of X®V) given X2) is given by
XWX~ N(Z1271x Y, T — T 57151 ). (3.15)
PROOF. Writing
Vii 'V
rl=v=|M" 1'1 3.16
{Vz,l Voo (3.16)

gives

211 X2 Vit Vip I 0
L Sl (Vay Veal T 3.17
|:22,1 Z'2,2:| |:V2,1 V2,2:| |:0 I:| ( )
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and specifically the relations

211V +2X1oVo1 =1 (3.18)
211Vip +2X12Vo0 =0 (3.19)
251V1q + 2p0V21 =0 (3.20)
201 Vip+ EopVop =1 (3.21)
The exponent of the multivariate normal can now be reformulated as
x X x = x(l)TVle(l) + X(l)TVL2X(2) + x(Z)TVzllx(l) + x(z)TVzlzx(z). (3.22)
In order to find the conditional distribution, we must complete the square in x?) in this
expression. Writing
x 27 =(x® —m) "TM(x? —m) +¢ (3.23)
=x@TMx@ — x@Tpm — m " Mx? + m" Mm + ¢, (3.24)
and comparing with (3.22)) we find
X(Z)TMX(Z) = X(Z)TVZ,QX(z) = M = Vz/z (325)
—X(Z)TVZ,QIII = X(Z)TVZ,lx(l) — m = —V2T21V2,1X(1) (3.26)
(Vap VouxD) VooV Vo ixW ¢ = xWTV) v, v 1x(M + ¢ (3.27)
= x0TV xV = e =xWT (V) = V1 Vo, o)X, (3.28)
after which (3.23) gives
x 2 x = (x® + V2j21V2,1x(1))TV2,2(x(2) + V2j21V2,1x(1)) + x(l)T(Vm _ Vle szzl V2,1)x(1)-

(3.29)
This exponent is the sum of two parts, one which, when compared with the exponent in

1b can be considered a function of x(2) once x() is given, and one which is a function

of x(1) alone. Also notice how both functions could be a valid exponent of a multivariate
Gaussian distribution. As by (3.12) we have that

Fx(®) = fxopxe K x®) fxe (x) (3.30)
where
fxar () ocexp (XU (Vi1 = V1 V5 Vo )xV) (3.31)
and
fxoxe (xW]x?)) e exp ((X(Z) + szzl Vo 1xW) TV 5 (x?) 4 szzl Vzllx(l))> (3.32)
giving that
xW[x? ~ N(=V,, Va1xD, V). (3.33)

This can be translated back in to term of X using (3.18 - [3.21). First, from (3.19) Vi, =
—21,121,2 V2 after which we can substitute V; » in (3.21) to find

—211212V22 Vo1 4+ Voo +200Voo =1 (3.34)
which implies
Vop =00 — 213511 %0, (3.35)
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giving an expression for the conditional covariance matrix. Now for the mean we find, by
the transpose of (3.19) and the symmetry of the covariance matrix, that

V2,121,1 + V2,222,1 =0. (336)
Left multiplication with szzl and right multiplication with Sigma; 1 now yields
Vi3 Vo1 4521571 =0 (3.37)
Vya Vo1 =— %0151 (3.38)
Substituting (3.35) and (3.38) into (3.33) gives the final result of
xW[x@ ~ N1 1x W, 5pp — £0157 150 2). (3.39)
O

3.1. Gaussian Process regressions

This section is mainly based on Rasmussen and Williams 2005, The intuitive idea behind
kriging, or Gaussian process regression, is that a function f can be thought of as a very
long (infinite) vector. In implementations functions are often approximated by vectors, where
there is a vector of inputs and a corresponding vector of outputs. As there are more elements
added to this vector, the vector will approach the true function. To link this idea to a
Gaussian process, which is the idea of a multivariate Gaussian distribution but for an infinite
dimensional stochastic vector, the assumption is made that the function values are distributed
according to a Gaussian process.

DEFINITION 3.2. A Gaussian process, or GP, is a collection of random variables, any finite
number of which have a joint Gaussian distribution.

A Gaussian process is determined by its mean p(x) and covariance function k(x,x’), just
like a Gaussian distribution. So when f(x) : R” — R is distributed according to a Gaussian
process we write

F(X) ~ GP(u(x), k(x,X)). (3.40)
This means that the function value at some point x is given by some distribution with a mean

of p(x) and a covariance with other inputs x” given by k(x,x’). This covariance function has
analogous properties to the covariance matrix in (3.2)).

The mean p is often taken to be zero for simplicity, this practice is followed in this work.
The covariance function determines the ‘type’ of function a sample of such a distribution
is. To see the importance of the covariance function, note how it can for example encode
smoothness by translating the deterministic idea of continuity, |f(x) — f(x’)| is small when
|x — x'| is small, to a stochastic idea, f(x) and f(x') are highly correlated when |x — x| is
small. The covariance function can also encode the assumption that a function is periodic
by making points a certain distance apart highly correlated again. By determining how and
when function values are correlated, the covariance function can encode many such ‘types’
of functions. In Chapter 4 of Rasmussen and Williams [2005] several covariance functions and
how to make new ones of old are discussed. This is how we can use the covariance function
to encode a priori knowledge about a function. Once that is established, the conditional dis-
tribution introduced in can be used to find the distribution of functions of the correct
‘type’ once the function value at certain points is known. Covariance functions are discussed
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in more detail in Section [3.2

So this covariance function can be used to encode a priori knowledge about the type of
function at hand. In order to use Gaussian processes for regression purposes, a posterior distri-
bution of functions as a result of some (noise free) measurement data {(x;, f(x;) |i=1,..,n}
is required. where f is the function for which currently unknown output values at points
{xix|i =1,...,m} (known as input or test points) are to be predicted and where n and m are
respectively the number of data and input points.

We introduce the following notation

[K(X,X)]Z-,]- = k(x;, xj) Vijeo,..,n, (3.41)
[K(Xs, X)]ij = k(xix, Xj) Vie0,.m&Vje0,..,n, (3.42)
[K(X, X*)]i,j = k(x;, xj*) VieO0,.,n&VjeO,.., m, (3.43)

K(Xa, X)]ij = k(Xin Xi2) Vi€0,.,m&Yjeo,..m, (3.44)
f=[f(x1), o fxa)]T, (3.45)
£ = [F(x0)s o f O0ms)] T (3.46)

With this notation, X is the matrix who’s rows are given by the measurement locations and
X, is the matrix who’s rows are given by the input points. Now, by the assumption that f is
a realization of a Gaussian process we find

f ~ N(0,K(X, X)), (3.47)
f. ~ N(0,K(X,,X.)). (3.48)

Combined with the matrices K (X, X,) and K(X,, X) which give the covariance between f and

f., yields
m ~ A <°' [15((;5,};% If((}}(i,};*))])‘ (3.49)

From this distribution, the conditional distribution of f. given the test inputs X, training
inputs X and the known function values f as derived in Lemma can be found to be

£.)X., X, f ~ N(K(X*,X)K(X,X)*lf, K(X., X.) —K(X*,X)K(X,X)*K(X,X*)). (3.50)

From this posterior distribution, one can use the mean as the predicted value of f(x.), and
the variance as a measure of how certain the model is about the predicted value.

When we consider a model where the measurement data comes from some noisy observa-

tion y; = f(x); + €;, where &; ~ N(0,02,..,). We find that
Cov(yi,yj) = Cov(f(x)i + €, f(x); + €) = Cov(f(x)i, f(x);) + Cov(e; €;) (3.51)
= k(Xi, X]') + Var(e,')é,'j = k(Xi, X]') + agoiseéi]" (3.52)

Writing K = K(X, X), K. = K(X, X,) = K(X,, X)" and y = [y1, ..., yu] " we now find
f.|X., X,y ~ N(K](K+02,;.,1) "y, K(Xs,X.) — K] (K+ 02, 1) 1K,). (3.53)

Now if one wishes to know the function value at some point x, a reasonable predictor under
the assumptions is the most likely value to come out of this distribution. For a Gaussian
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distribution this is the mean. The mean is thus the value used in the experiments presented
in this paper as the predicted value which gives

f. = K] (K4 0p0ise]) "y (3.54)
3.2. Covariance Functions and reproducing kernel Hilbert spaces

Not all functions can be used as covariance functions. First of all, the matrix K as
described above (known as the Gram matrix or covariance matrix) must be symmetric as
covariance is symmetric in its inputs. Secondly, the covariance matrix must be positive
semi-definite. Functions which give rise to such matrices are positive semi-definite kernels
corresponding to reproducing kernel Hilbert spaces (RKHS) of which the function these ker-
nels produce are a member. First we will state the definition of a RKHS and the important
Moore-Aronszajn theorem.

DEFINITION 3.3. (Reproducing kernel Hilbert space). Let H be a Hilbert space of real function
f defined on an index set (a set which labels elements of another set) X. Then H is called a repro-
ducing kernel Hilbert space endowed with an inner product (-, -)y (and norm || f||,, = /{f, f)n)
if there exists a function k : X x X — R with the following properties:
(1) for every x, k(x,x") as a function of x' belongs to H, and
(2) k has the reproducing property (f(-),k(-,x))y, = f(x).

THEOREM 3.2. (Moore-Aronszajn theorem, Aronszajn [1950]). Let X be an index set. Then
for every positive definite function k(-,-) on X x X there exists a unique RKHS, and vice versa.

An example of a Hilbert space and a kernel is Lz Wlth k(x x') = 5(x —x'). The kernel is
what we call the representer of evaluation as (f(-),k = [ f(X)k(x',x)dx" = f(x).
L, is not a RKHS as property 1. of the definition is not satlbﬁed

A commonly used kernel in Gaussian process regression, which encodes the assumption
that the prior functions are smooth, is the squared exponential (SE) kernel, given by

x—x||?
ks (X, X') = Opyaq €XP <_H212H> : (3.55)

Intuitively, if for evaluation of a L, function in a point x only information about that
very point is needed, it makes sense that for evaluation of a smooth function also information
is needed about points close to x to guarantee smoothness. The kernel is indefinitely differ-
entiable, which means that a GP with this kernel has mean square derivatives of all orders
(Section [3.3), making the resulting functions very smooth.

Another example of a covariance function is the periodic covariance function (with a
period of 27t, for one dimensional input) given by

) ) sin (x‘zx/)
kperiodic(x/x ) = O.mgg exp _T . (356)

The magnitude-scale 07,6 and length-scale [ are called hyperparameters and influence the
signal variance and the number of fluctuations respectively. The hyperparameters will be
named according to their role. Although several kernels have hyperparameters with the same
role, it should be understood that their value might differ between kernels even though they
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~o 5 10 15 20 ~o 5 10 15 20
input, x input, x

(A) a priori distribution, SE kernel. (B) a postriori distibution, SE kernel.

3 3

~o 5 10 15 20 ) 5 10 15 20
input, x input, x

(C) a postriori distibution, periodic kernel. (D) a postriori distibution, periodic kernel.

FIGURE 3.1. Example regression, data is shown by the black dots, functions
drawn from the distribution are shown in red, the mean of which is shown
in black, and the shaded region shows twice the standard deviation. Hyper-
parameters were set as 0 = 1 and [ = 1.2. The data is sampled from a
standard sine function to which some slight noise was added (¢;,5ise = 0.05).

are named the same.

An illustration of Gaussian process regression, which shows the importance of choosing
the right covariance function corresponding to the a priori knowledge of the function one is
modeling, is shown in Figure 3.1} As the data originates from an ordinary sine function with
a period of 27, the periodic kernel yield a much better approximation then the SE kernel.
Note how the periodic kernel is capable of using a priori information about the function to
make predictions far away from data points.

From it can roughly be seen that the resulting prediction,

f(x) =K (K+a*1)7y, (3.57)

can be written as a linear combination of kernel evaluations at (x.,x;), or,

f= Y k(,x)a. (3.58)
i=1

This formulation is made more clear when the same estimator is derived from a regularization
point of view using the representer theorem. This is discussed more in depth and connected
to vector-valued functions in Alvarez et al. n.d.| and Macédo and Castro 2008. From this
formulation it can be seen that the resulting prediction is in fact a member of the RKHS of
which the kernel is a part. This confirms that Gaussian process regression takes place in a
RKHS corresponding to the kernel which is chosen beforehand based on a priori knowledge
of the function.
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In this thesis, the focus is on finding values of a vector field. As discussed in Chapter [2]
this vector field can be seen as either curl- or divergence-free. To this end, two kernels are
required which encode the a priori knowledge that a vector field is curl- or divergence-free.
This will yield much more accurate results than assuming the vector field components to
simply be smooth functions (Solin et al. |2015|), as with the curl- and divergence-free kernels
it can be assured that the resulting vector field adhere to equations and . In the
same work, an overview of the applications of these kernels is given. The kernels are derived
in Chapter

3.3. linear operations on Gaussian processes

An important notion we will exploit in Chapter [4] is that of the derivative of a function
which is distributed according to a Gaussian process. Just as a Gaussian distribution is
closed under linear transformation, a Gaussian process is closed under linear operations. As
by Agrell 2019, if we have a linear operator Ly[f] (e.g. differentiation, integration) acting on
x and f is distributed according to a Gaussian process with mean m and kernel k, then

Lx[f] ~ GP(Lx[m], Ly[Lx[K]]), (3.59)
if Ly[f] exists. If we take this linear operator to be partial differentiation in some direction,
this gives

of (x) m(x) & /
~ GP , ———k(x, . 3.60
ox; ox; ' 0x;0X] () (3.60)

Hence, as the SE kernel (3.55)) is infinitely differentiable, it will yield functions which are
infinitely differentiable. The fact that the derivative of a function distributed as GP is still
distributed as a GP is integral to the derivations in Chapter [4]



CHAPTER 4

Derivation of curl- and divergence-free kernels

As discussed in Chapter [2| a magnetic field can be seen either as a curl- or divergence-
free vector field. In order to make accurate predictions with kriging we need to incorporate
this knowledge into a kernel. Here, two kernels are derived which take these properties into
account.

T

To model vector valued functions f(x) = [f;(x),... , f5(x)] ', one can model each compo-

nent separately as a one dimensional GP
fi(x) ~ GP(m(x),k(x,x)) Viel,..,d. 4.1)

However, to incorporate dependencies between the components, we consider a matrix-
valued kernel

f(x) ~ GP(m(x),K(x,x")), (4.2)

where the components of m and K(x,x’) are given by
m;(x) =E [f;(x)], (4.3)
[K(x,x")];j =E [(fi(x) — mi(x)) (fj(x) —m;(x))] Vi,jel, .., d (4.4)

More in depth and theoretical research into matrix valued kernels and proof that the
derived kernels below truly yield curl- and divergence-free kernels is found in Narcowich and
Ward 1994] and Jr. 2005, Proving that the presented kernels are curl- and divergence-free
comes down to checking whether the columns of the kernel are as such. This is due to ((3.58))
which extends to matrix valued kernels as

K(x,x")ay. 4.5)

s

Il
—_

f(x) =

An overview of matrix-valued kernels can be found in Alvarez et al. [n.d.

4.1. Curl-Free Kernel Derivation

In this derivation we follow Solin et al. 2015 Our goal here is to derive a kernel which
encodes the prior assumption of a vector field being curl-free.
As the H-field is a curl-free vector field, we know by (2.12)) that it can be written as

H=-Vg, (4.6)
__ (99 99 9¢
(Hy, Hy,, Hy,y) = — ( 5%, 9xy” axg)' (4.7)

Under the assumption that ¢ is a (zero-mean) smooth, function we can model it as a Gaussian

process with a squared exponential kernel (3.55)

¢(x) ~ GP(0,kse(x,x’)). (4.8)
As by Section H(x) is now also distributed as a GP
H(x) ~ GP(0,Kg(x,x')). (4.9)

21
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Where Ky is a matrix valued kernel and [Kg(x,x)];; is given by

[KH(X, x/)]i,j = COV(H,‘(X),H]‘(X/)) (4.10)
_ dp(x) ()
= Cov( ox, ' E)x} ) (4.11)
82
= WCOV(¢(X)’ ¢(x’)) 4.12)
_ @ k(%) (4.13)
_axiax; * % '
P [, (x1 — x7)% + (x2 — x5)* + (x3 — x3)?
= W |:0'mag exp <— P >} (4.14)
o | (xj—x]) (x1 — x})2 + (32 — x5)2 + (x3 — x5)?
_ 2 j 1 2 3
= (Tmuga—xz_ [lz exp <— o > (4.15)
o |6 (i —x)(x—x)) (1 — )2+ (22 — x5)? + (x3 — x5)?
= Omag | 2~ 1 eXp\— 2
l l 21
(4.16)
2 2
Tinag (x—x)(x—x)" [[x = x|
KH (XI X/) = ZZ |:I3,3 - ZZ exp _T s (417)
where, using the linearity of the covariance, follows roughly from
I9(x) o p(x) —p(x+eh)
Cov(252, 9(x)) = lim Cov( P —FILE, o(x)
i CoV(@(x), 9(x) — Cov(e(x +eih), ¢(X'))
= lim
h—0 h
0
:a—xCov(qo(x), p(x)). (4.18)

Where ¢; is the unit vector in the direction of x;. Now we have a kernel which encodes the a
priori assumption that the H-field is curl-free.

To make this kernel more flexible, we can set different length-scale parameters to allow for
e.g. a vector field which changes less quickly in the z-direction than in the x-direction. To this
end, we model the potential as a squared-exponential with different length-scale parameters
for each direction. This gives

. o (1 =) (a—x9)*  (x3—x5)°
@(x) ~ GP(0,k(x,x)) with k(x,x') = 0}0 €xp (— T BT T .
(4.19)
Following the derivation above, we now find

S+ (xi—xi)(x; —x%) (x _x/)z (x _x/)z (x _x/)z
_ 2 |Y%j i\ T 1 2 3— X3
[Cov(H(x, H(x))]ij = o 7 2 P <_ 28 e 212 - 212 > '
(4.20)
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4.2. Divergence-Free Kernel Derivation

In this derivation, we follow Wahlstom [2015] appendix A.2.
Similarly to how the curl-free kernel is derived in Chapter using the scalar magnetic
potential ¢, we now need the vector magnetic potential A to derive the divergence-free kernel.
The relevance of the vector potential is due to the following important identity

V- (VxA)=0. (4.21)

This identity implies that a divergence-free vector field can be obtained by taking to curl of
another vector field. Hence we can define B as the curl of some vector field. This gives

B=VxA < B Zzeuk (4.22)
j=1k=1

where €;j is the Levi-Civita symbol defined by
1 if (ijk)=(123), (231) or (312)
ek =4 —1 if (ijk)=(321),(213) or (132) (4.23)
0 if i=jj=k or k=1i.

By modelling the vector potential as a GP where each component of A is considered an
independent smooth function which share hyperparameters and have different length-scales
in different directions as

A(x) ~ GP(0,Ksg(x,x)), (4.24)
Kee(0X) = a - ggenp (5 (0= x) Taig(1) 2x =) ), (@.25)
= 13,3 : kSE/(x/ X/). (4.26)

Where diag(l) denotes the square diagonal matrix with 1 on its diagonal. We find that B(x)

is also a GP ({3.60)

B(x) ~ GP(0,Kg(x,x)), (4.27)
where Kg(x,x’) is a matrix valued kernel who’s components are given by
[KB(X, X/)]i,j = Cov [B'(X), B](X/)] (428)
0
= Cov Zezkla Aj(x Zejmn Ay (x) (4.29)
82
= Z €zklejmna X Kln(x X) (4.30)
klmn
This follows from (4.18)) and the linearity of the covariance function. Continuing, we find
/ 3 82 /
[Ke(x,x")];; = ) lZm:n €ik1€jmnOl nmkSE’ (x,x") (4.31)
3 82 ,
= ];n:(éij‘skm - 5im5kj)axk7mksy(xfx ). (4.32)

3 ) X — Xp Xpy — X
:Z((Sijékm_éim&kj)(%— klz k mlz m)kSE/(X,X,), (4.33)
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where follows from and follows as
1 if (ikl) & (jmn) = (123) (321) or (231)
orif (ikl) & (jmn)=(213) (231) or (321)

€ikI€imndln =
ik1€jmnOln =1 if(k=mori=j)andnot (i=mork=7j) (asthenj=mori==k
] J ]
0 else.
(4.34)
Now with the following equations
3
Y 6ii0kmbkm = 36ij, (4.35)
k,m
3
Y OimbkiOkm = 6ij, (4.36)
k,m
5 (m ))&, (k=)
Z5ij5km 7 = 25171'174’ (4.37)
k,m km k k
3 (xx — x) (o — xy) (X — xi)(xj — x]/)
Zéim&k]' 1212 = 2]2 ’ (4.38)
kom kb it
we can simplify (4.33) to
2
O 3 [ xp—x) (x;i — x})(xj — x})
[KB(X/ X/)]i,j = 2% - 51] Z ( 12 k) + ;212 ! ’ kSEI(X, X/)' (439)
i k k ity

This yields a kernel which encodes the a priori assumption of the B-field being divergence-
free.



CHAPTER 5
Optimizing hyperparameters

The parameters oy,g and [ or 1, together with 0ypis and Oieqan, as presented in ,
and are known as hyperparameters as they are part of a non-parameteric model.
These hyperparameters further specify the type of function one is modelling. Finding accu-
rate values for these parameters is, similar to finding a fitting kernel, integral to the accuracy
of the prediction. The influence these parameters on the distribution of functions is shown in
Figure[5.1land Onoise 18 not considered a hyperparameter in this work. This is because this
parameter can also be found from data and optimizing hyperparameters is computationally
expensive.

output, f(x)
output, f(x)

-10 0
5 0 5 -5 0 5
input, x input, x
(A) (1, Omag, Tnoise) = (0.5,3,0.001) (B) (I, Omag, Tnoise) = (10,3,1)

30—

output, f(x)

input, x

(C) (lro'mag/ Unoise) - (2,30, 001)

FIGURE 5.1. Regression on 6 data points generated from f(x) = X? shown
by black dots using the SE kernel with varying hyperparameters. The
mean of the posterior distribution is shown in black, realisations of which
are shown in red and twice the standard deviation is shown in grey.

As these hyperparameters influence the prediction capabilities of Gaussian process regres-
sion, it is important to find accurate values. In this paper this was done by optimizing the
log likelihood (also called log marginal likelihood) log(f(y|X, @)) of the data given the model
with hyperparameters @ and the known inputs X. As this will allow us to use efficient solvers.
Using that by assumption, y ~ N(0,K+ 02 . I), and with (3.2) the log likelihood is given by

n

25
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30 4
20

2

0'27
-20
-30 4
- 0 5 -5 0 5
input, x input, x

(A) (l/ Umag/ U'nol'se/ O'metm) = (1/ 1/ 001/ 10) (B) (ll ‘Tmugr Unoise/ Umezm) = (1/ 1/ 001/ 0)

FIGURE 5.2. priori distribution of the SE kernel (3 - 3.55) plus a constant factor 07,,,,,-

log((51%,6)) =1og ( (27 *I(K+ Dl Fexp (—33 (K4 cEel) ) ) 61

n 1
= 2 lo g(ZTE) - 7108' ‘K—i_ 1’1015(21| - 2y (K+UnozseI) 1Y' (52)

This exists as K + 02

noise

and ‘Tnozsel is positive definite. In optimizing this likelihood, the partial derivatives with

respect to the hyperparameters are useful. They are given by (Rasmussen and Williams

2005)

I is a positive definite matrix because K is positive semi-definite

a 1 a log |K + nozse | 1 a(K + 0’7’10156 ) !
55108 (f(y1X,0)) = — 5 36; -5y’ 3. y (5.3)
1 19(K+02,5..1)
= — Strace <(K + 02 D)7! 897()156) +
1 10(K+02..1) _
2y (K + Unotsel) % (K + O-nozsel) 1y (54)
1 d(K+075,...1)
= trace <(aa — (K+02y,D) ) 89:10156> ’ (5.5)

where a = (K + o2

noise

N ly. || follows from the identities
8A‘1 e 104 -

0 36" (56)
and
0 10A
a910g|A| trace <A 89> (5.7)
For a symmetric positive definite matrix A. Identity . ) holds as
ol 0AA!
30" 90 (5.8)
0A 0A~!
EA + A 50 (5.9)
1
9A- A,l&AA 1 (5.10)

a0 a0
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To see why identity (5.7)) holds, notice that the eigenvectors u; corresponding to eigenvalues
A; of A are orthogonal

ul-Tuj = (51‘]‘. (5.11)
After differentiation we find
ou 1 ou;
. T —1 0. 5.12
ap T T 612
Now, note that the determinant of a matrix is given by the product of its eigenvalues,
Al =TT (5.13)
i
which gives
dlog(|Al) dlog(A;) 1 9A;
=y oV _§y' 71 14
a6 Z a6 Z A; 96 (5-14)

i i

To find a similar expression for the right side of the identity consider

R DL (515)
T Tou
]
Z ae uju, +ZA ( uj+u ae) (5.16)
8A au Tou
-194 Z}\ 1 ulu uju; —|—Zul ( 50 —|—u] 89]) (5.17)
which together with
trace [u,-uz-Tuju]-T} :(uiTu]-)(uiTu]-) = 0j; (5.18)
ou; ou/ ou; ou;
] ] T T T
trace |uu; T < 5 u Wi )] = <ui 89> (uj w;) + (u; wy) (aéu]- (5.19)
ou; oJu/l
=5 ( T aej - ) (5.20)
=0, (5.21)
give that
traceA ™ 1%‘2 Z%% (5.22)
/ 1

for the right hand size of (5.7)) aswell.

Continuing with the log likelihood (5.2]), the partial derivatives of K are elementwise
derivatives. As we do not consider the standard deviation of the error 0;,;s. & hyperparameter
and writing a, = llZ’ the partial derivatives for the curl-free kernel with separate length-scales
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can be calculated from

[ R LR k) P P P OGS
LT P 2 212 213 213
(5.23)
[9k(x,x') ] _ ok(x,x') dan _ 2, exo [ (x1 — x})? (- x5)? (w3 - x4)?
ol |y da, ol |, Bms®P 212 282 212
dij (xi = xp) (% = x) | —(x, — x1))2 voo (1o (xi — x7) (xj — x7)
2 HE 2 b 212f
(x; — xg)(x]- —xt) (x; — x] — x
_51',11(1 _(Sj,n) < 1_2 ! +(5j,n(1 _‘Si,n)
(5.24)
/
|:a§(XIX):| =20meanl. (525)
Omean |

This means that the log likelihood can be effectively optimized using gradient based
optimizations. It is possible for the optimization method to terminate at a local minimum.
All local minima correspond to a certain interpretation of data. For example, one minimum
might correspond to a model which allows variation at a small length-scale with low noise,
while another minimum might correspond to a model with a high amount of noise and a
high length-scale. To avoid local minima the optimization process was executed multiple
times with different initial values, in problems where local minima are still a problem, global
optimization tools can be used such as a genetic algorithm. In the case of the divergence-free
kernel, no gradient was available and as such a constraint optimization process was used in
this thesis.



CHAPTER 6

Experiments

The model used in our experiments is a model in which the non-zero mean of the field is
integrated out (Wahlstrom et al. 2013)) and contributes constantly to the covariance function,
the variations of the magnetic field are modeled by the curl-free kernel as derived in Section
4l This model can be written as

H(x) ~ GP(0,Kg(x,X) +02.5,1),
yi = H(xi)+e (6.1)

where € ~ N(0, a%oisel ) corresponds to sensor noise and 0,5, has the same unit as the field
measured.

We conducted several experiments with the final goal of testing whether we can make a
Gaussian process model capable of accurately interpolating measurements of the magnetic
signature of a steel object. the model was first tested on the field of a single simulated mag-
netic point dipole, after which the model was tested on a field generated by multiple different
simulated dipoles. After this we moved on to real data, measured from a steel object under
different external fields. The hyperparameters were first trained on a data set after which we
tried to replicate that same data set. As a final experiment it was tested whether those found
hyperparameters truly could represent the test object. This was done by trying to replicate
other measurements taken of the object under a different external magnetic field. Unless
mentioned otherwise, we will use the curl-free kernel with separate length-scales as specified
in section (4.1l

6.1. Error measure definition

In order to quantify the results of the experiments, we use the root-mean-squared er-
ror (RMSE) and normalized root-mean-squared error (NRMSE). Given predictions {§;|i =
1,..,n} of corresponding true values {y;|i = 1,..,n} the RMSE is given by

n

RMSE = |} (y—ny)2 6.2)
i=1

and the NRMSE is given by

NRMSE = RMSE (6.3)

max(y) — min(y)’

This leads the unit of the RMSE to be the unit of the measured phenomena (in our
case [Am~1] is case of measurements of the H-field and [T] in case of measurements of the
B-field) and the NRMSE to be dimensionless. The NRMSE is often interpreted to be a
percentage and as such this measure can be used to compare the quality of regression across
different datasets. In this work each component of each prediction is considered a separate
approximation of its corresponding true component for the error assessment. In the case that
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FIGURE 6.1. H-field resulting from a magnetic dipole in the origin with m =
[0,0,1] T at 1 meter above the dipole.
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data points are sampled at random from the field, the corresponding (N)RMSE’s presented
are calculated three times and averaged to avoid uniquely negative or positive distributions
of data points. It should be kept in mind that, as the NRMSE is normalised by the difference
between the maximum and minimum value y obtains, a data set with relatively large extreme
values might have an artificially low NRMSE.

6.2. Simulated experiments

The derivation of the H-field equation resulting from a dipole can be found in Section
[222] The field resulting from multiple dipoles can be found by simply summing the fields of
all the dipoles separately. this is a fundamental assumption in magnetostatics.

6.2.1. Single Dipole. As a first experiment we defined a dipole in the origin with magnetic
moment m = [0,0,1]". Contour plots of the resulting H-field can be found in Figure
This field is defined on 212 = 441 evenly spaced points in a plane with (x, y,z) € [-2,2] x
[—2,2] x {1}. First, the hyperparameters were estimated by maximizing the log likelihood
as mentioned in chapter |5 using all available points, this yielded o,y = 2.3394, I; = 0.4647,
I, = 0.6066, I3 = 1.0062, 0yeqn = 0 the noise hyperparameter 0y, was set to 0.0001 as some
noise is required for numerical stability.

From this field we picked a number of randomly distributed points which served as the known,
noise free data. all the points were used as a validation set.

The RMSE and NRMSE for different numbers of data points are presented in Figure[6.3] As
the data points are drawn at random from the field, the (N)RMSE was calculated 3 times
and averaged. Contour plots of the regression results with 50 data points are shown in Figure
This shows that the model is capable of making accurate predictions about this simple
H field from sparse and irregular data.

6.2.2. Multiple Dipoles. To increase the complexity of the field we executed a similar
experiment but with four dipoles with four different magnetic moments. The dipoles are
defined at the locations [1,1,0]", [1,—1,0]7, [-1,—1,0]" and [~1,1,0], with respective
magnetic moments [0,0,1] ", [0,1,0]", [1,0,0] " and [-1,—1,—1]". The H-field these dipoles
generate is shown in Figure [6.4]
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(A) Predicted H-field. (B) Variance of predicted H-field.

FIGURE 6.2. Regression results on a single dipole with 50 data points shown
in black at 1 meter above the dipole.
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FIGURE 6.3. Error of regression on a field generated by a single dipole at 1
meter above the dipole.
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FIGURE 6.4. H-field generated by dipoles at [1,1,0]", [1,-1,0]T,
[-1,-1,0]" and [-1,1,0]" with magnetic moments [0,0,1]", [0,1,0],
[1,0,0]" and [-1,—1,—1]T at 1 meter above the dipoles.

For this field the hyperparameters were optimized using all 441 points in the plane. local
minima proved to be a problem for this field, so a genetic algorithm was used to find 0y, =
2.6706, Iy = 0.5684, I, = 0.4078, I3 = 0.9911, 0yean = 0, where ;5. was set to 0.0001 again.
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FIGURE 6.5. Regression results on multiple dipoles with 50 data points
shown in black at at 1 meter above the dipoles.
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FIGURE 6.6. Error of regression on a field generated by multiple dipoles at 1
meter above the dipoles.

The (N)RMSE for different numbers of data points is shown in Figure a contour plot of
the regression using 50 data points can be found in Figure [6.5

6.3. Real Data

Judging the results of these experiments good, the model was tested on real data. The
data is of the distortion field obtained from a steel object under different external magnetic
fields. The magnetic field of the object is measured by two sensor arrays at 9 and 13 meters
below the object. The data consist of 754 points, half of which lie in the plane at 9 meters
below the object, and half of which lie at 13 meters below the object. The data points lie
in an irregular grid spanning [0,92] x [—18,18] x {z}, where the grid gets finer around the
‘interesting’ part of the data. We have several data sets of the distortion field under various
magnetic conditions. The data provided was of the B-field, but as % —M=Hand M =0
outside of magnetized material, the data is still of curl- (and divergence-) free field. We omit
the division by po to make the data more readable. With this data we set up the following
questions:

e [s the model still capable of making accurate predictions on real data?

e [s is possible to find accurate hyperparameters using one dataset that translate well
to other sets?

e Is is possible to measurements from one plane to make accurate predictions about
another plane?

e How do the predictions of the B- and H-field compare?
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FIGURE 6.7. Training field.
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e [s it possible to use Gaussian process regression to recreate the M-field?

6.3.1. Assessment of the Regressions on Real Data. A contour plot of the field used to
train our model can be found in Figure

From this field hyperparameters were optimized to be Oyeqy = 23.9713, I; = 5.9916,
I, =7.8230, I3 = 3.3120, 0yeay = 0.2450. The noise variation was calculated using the right
most part of data by considering it a measurement of a constant field and finding its variation,
this yielded 0y,;5, = 0.9987. These parameters will be used for each subsequent test using the
curl-free kernel. The model was first tested using randomly sampled data from the plane at a
depth of 9 meters to predict the field at 9 meters. The (N)RMSE plots of this test are shown
in Figure[6.8] This gives us confidence that our model can still make accurate predictions on
real data. An example of the regression using 57 data points is shown in Figure [6.9 where the
data is sampled from three lines through the field at 9 meters. Note how the model predicts
extreme values at points far away from data points.

It was also attempted to recreate the field at 13 meters using data from the field at 9
meters. This lead to the results shown in Figure[6.10} This might not look promising, with a
NRMSE of 0.0805, but the model also indicates that it is less certain of its results as shown
by the relatively high variance. This does not compensate for the poor prediction, as the
percentage of H; which fell into the the interval H; + \/Z_” was 6.6%. In the case of Figure
this percentage was 19.36%. Another way to find the magnetic field at a deeper plane
is described in Pinheiro [1994, where knowledge of a single component in the entirety of a
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FIGURE 6.10. Prediction of field at 13m using all available data from 9m.

plane is used to find the exact magnetic field in other planes. This theory can be combined
with GP’s by interpolating data points from a certain plane to the entirety of that plane. We
recommend setting Oyeqsn = 0 to assure the field disappearing far away from the object.

6.3.2. Testing the Hyperparameters. Other than the training dataset shown in Figure
we also had access to other data sets which were used as validation datasets. Each set is
obtained from the same object, under a different external magnetic field. Two of these fields
are shown in Figure in total there are 5 additional data sets next to the original training
data set. We will use these validation sets to test whether the hyperparameters can truly
represent the test object.

To test whether the hyperparameters obtained from the training set carry over well to the
validation sets, Figure was created which shows the different NRMSE’s of regression on
the training data set and on the additional data sets. As the NRMSE is usually interpreted
as a percentage, this comparison across datasets can be made. In Figure [6.13] the regression
on validation set 2 at 9 meters is shown using 50 data points shown in black, alongside the
true field.

As can be seen the resulting NRMSE differ by a small number of percentage points, and
the curves are quite different from the linear lines one sees when poor hyperparameters are
used. This result gives us confidence that the found parameters can accurately represent the
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FIGURE 6.11. Validation datasets 1 and 2.
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test object.

6.4. Divergence-Free Kernel

The model used in the experiments described above uses the curl-free kernel as derived in
Chapter [£.1] to model the variations of the H-field. Similarly, a divergence-free kernel can be
used to model the variations of the B-field. The divergence-free kernel is derived in Chapter
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2] and is given by

2
5 3 (x—x! (xi — x7)(xj — x5)
[ks (x,x)]; ij = 31&3 2%] - 51']'2 2 £+ 12 2 :
i —\ 27

(1 —=x1)* (=25 (x3—x3)°
. . . 4
P ( 212 212 22 €4

(6.5)

The results obtained using the divergence-free kernel were generally slightly worse than
those obtained using the rotation-free kernel. The optimized hyperparameters of the divergence-
free kernel found using the training set were o,y = 80, I = 4.8606, I, = 5.4658, I3 = 5.0
Omean = 0. The noise parameter 0., Was again set to be 0.9987 as calculated using the
training set. The NRMSE of the regression using the divergence-free model with these hy-
perparameters on the training set, as well as on the test sets is shown in Figure The
worse results could be explained by the parameters found being in a (worse) local optimum
as no gradient based optimizer was used but a constrained optimizer. The Figure does show
that the found parameters translate well to other data sets of the same object.

The divergence-free kernel was, however, slightly better at predicting the field at 13 me-
ters deep using only data from 9 meters deep. Where the curl-free kernel obtained a NRMSE
of 0.0805, the divergence-free kernel obtained 0.0764. The model also shows its uncertainty
better. Where for the curl-free 6.6% of the Hj fell into the interval H =+ \/Z_l,, 34.8% fell
into that interval using the divergence-free kernel. Visually, the prediction was also better as

seen in Figure[6.15 Again, the field at a deeper plane can also be found using the theory in
Pinheiro [1994!
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CHAPTER 7

Predicting the M-field

As we currently have a model of the H- and B-field and since M = % — H we can

H
also formulate a model which is capable of predicting the M-field. To do this we follow the
methodology used by Wahlstrom et al. 2013l Where the M- and B-field are modeled jointly.

7.1. Model

We consider a model where we normalize the B-field by o to equalize the measurements
of the H- and B-field. We have measurement data y of the true magnetic field f which is
corrupted by Gaussian noise

yB, =fB(xi) +€i,
yui =fu(xi) +€, € ~ N(0,0uisel3), (7.1)
where yg; = yp,; and fg(x;) = fu(x;) as the point of measurement x; lies outside of magne-
tized material and the B- and H-field are equalized. This information is taken into account
by considering a noise free measurement of the M-field as
0=ywm,i = fm(xi) = f8(xi) — fu(xi). (7.2)

This connection between the M-, B- and H-field makes the joint estimation possible.

To preform regression we assume that both fy and fg (and thus also fy via (7.2)) are
distributed according to a GP with common, yet unknown mean 3 ~ N(0,Cpeqanl3) and
covariance function which preserve the curl- and divergence-free properties of the field as
derived in Sections [4.1] and 1.2l Thus we write

fg ~ GP(B,Kg(x,X")), fu ~ GP(B,Ku(x,x')). (7.3)
This model can be written as a standard vector valued GP model

yi = f(Xi)+€i, € ~ N(O,Z)

f(x) ~ GP(B,K(x,x)), (7.4)

by writing
. _ | YBi d Yy — Tnoisel3 033 75
yi [YM,Z'] o [ 035 033 (7.5)

where 033 the 3 X 3 matrix filled with zeros, and correspondingly

f(x) = [ff;((’)‘())] _ ﬁ 93233] [ﬁz((’)‘())] ~ GP(B, K(x,X)). 7.6)

This gives, writing k for k(x, x),

,3 — I3 03,3 . -N(Or UmeanIB)
13 _13 N(O/Umeanl?))
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N(0, Oyeanls)
[ 0 3 ] , (7.7)
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FIGURE 7.1. Predicted M-field of training dataset using all available data
points. Shown are all the points at which the magnitude of the field is
larger than 40% of the maximum magnitude, colored corresponding to their
magnitude. The shown point cloud is roughly in an area of (x,y,z) €
[5,25] x [—5,5] x [0,7].

and

K — [13 03,3] _ [KB 03,3] . [13 I ] _ [KB Kg ] (7.8)
Iy —I3] |033 Kg 033 —1I3 Kg K+ Ku|’ )

This makes used of the fact that f(x) ~ GP(u, K) implies Cf(x) ~ GP(Cu, CKCT) by (3.58).
Finally, to create a GP with zero mean, B is integrated out to find

K= [KB + Omeanl3 Kg :| .

7.
Kg Kg + Kn @9)

The resulting model is one where f : R® — R® with covariance function given by (7.9).

7.2. Results

To acquire results with this model, a slight amount of noise was added to the otherwise
noise free ‘measurements’ of the M-field to ensure numerical stability. The hyperparameters
found earlier for the curl- and divergence-free kernels were used again. A plot of the predicted
M can be seen in Figure where the points in space at which the magnitude of the field is
larger then 40% of the maximal magnitude are shown with a color representing the magnitude
of the predicted M field at the point. It has been checked in the region (x,v,z) € [—50,50] x
[—50,50] x [—20,40] that the shown cloud is the only cloud. The same experiment has also
been conducted using the validation sets rather then the training set. The results of this, for
validation sets 1 and 2, are shown in Figure[7.2] On all the datasets the results are somewhat
centered around where the measured object would be, although systematically to0 low, with
the magnetization centered roughly around in an area of (x,y,z) € [5,25] x [-5,5] x [2,5].
To validate the results it was attempted to recreate the B-field using the constructed M-field.
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(A) Validation set 1. (B) Validation set 2.

FIGURE 7.2. Predicted M-field of validation sets 1 and 2 using all available
data points. Shown are all the points at which the magnitude of the field is
larger than 40% of the maximum magnitude, colored corresponding to their
magnitude. The shown point clouds are roughly in an area of (x,y,z) €
[5,25] x [—5,5] x [0,7].

dataset NRMSE
training set 0.0395
validation set 1 | 0.0411
validation set 2 | 0.0449
validation set 3 | 0.0433
validation set 4 | 0.0434
validation set 5 | 0.0330
TABLE 1. NRMSE between the reconstructed B-field at 13 meters deep and
the measured B-field.

7.3. Validation of the results

As we have no information about the true magnetization of the object, we have to validate
the results by recreating the B-field resulting from the approximated M-field. In Section [2.2
the H-field of a dipole is derived and if we multiply this field with pg we get a description of
the B-field of a dipole with a certain magnetic moment. When we define a dipole at each point
in space at which we have calculated the magnetic field, with a magnetic moment equal to the
magnetic field multiplied by a constant ¢geo, dependent on the geometry of the structure in
which the M-field lives, we get the B-field resulting from the predicted magnetization field. As
we cannot take all the points at which the M-field was predicted to be non-zero into account,
only points where the magnitude of the M-field is larger then 20% of the maximum magnitude
were included. The factor 0y, was found by optimizing the NRMSE between the measured
B-field and the reconstructed B-field based on the predicted M-field both at 9 meters deep
of the training set. This yielded a factor ogem = 0.1336. This parameter can now be used
to find the NRMSE at 13 meters deep for all datasets. The results of this are shown in Table[T}

These results are surprisingly decent, given that the found M-fields do not represent
the measured object that accurately. A reason for this might be that an M-field is not
uniquely determined by the B-field which generates it. A common example of this is that the
magnetic field generated by a uniformly magnetized sphere with a certain radius r is equal
to that of the field generated by any other uniformly magnetized sphere with radius 7/, as
long as they share the same magnetic moment (Fitzpatrick 2004) (or equivalently, equal up
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FIGURE 7.3. Measured and reconstructed B field at 13 meters deep for vali-
dation set 2.

to multiplication with a constant as long as they are magnetized in the same direction). This
implies that our model does not give an approximation of the the true magnetization field, but
of a possible magnetization field. An example of the reconstructed B-field and the true B-field
for validation set 2 is shown in Figure [7.3] To reconstruct a well-defined M more research is
needed in which the geometry of the measured object is possibly taken into account such that
the region in which fiy = fg can be assured is extended. A combination of dipole models and
Gaussian processes can also be used.



CHAPTER 8

Conclusions and recommendations

Gaussian process regression is a powerful tool for many purposes. The goal behind this
research was to investigate the usefulness of this promising field in the area of magnetostatics
and magnetic interpolation. It has been shown that with the right covariance function and
accurate hyperparameters, GP regression is capable of finding unique and accurate results
with sparse and irregular data.

In chapter [6] several questions arose as to what was possible with Gaussian processes, they
were:

e Is the model still capable of making accurate predictions on real data?

e Is is possible to find accurate hyperparameters using one dataset that translate well
to other sets?

e Is is possible to measurements from one plane to make accurate predictions about
another plane?

e How do the predictions of the B- and H-field compare?

e [s it possible to use Gaussian process regression to recreate the M-field?

As summarised in figure the there is little difference in the regression performance be-
tween the trainig sets and the validation sets and the general performance gives a respectable
NRMSE for sparse and scattered data. It should be noted that the NRMSE might give a
skewed view of the true accuracy as most of our data sets contain relatively large extreme
values which artificially lowers the NRMSE. As shown most clearly in Figure the model
is capable of making accurate predictions about extreme values far away from data points.
The predictions of the B-field generally turned out slightly worse than those of the H-field.

The shortcomings of GP regression were also visible. As shown in Figures and
our proposed models were not capable of making accurate prediction about a plane with only
data originating from a different nearby plane. In future research GP regression could be
combined with the theory in Pinheiro [1994] to improve these results.

With Gaussian process modeling we were also able to predict the magnetization which
brought about the modelled distortion fields. Although the results of this approximate a valid
possible M-field, it cannot be guaranteed that this is an approximation of the true M-field.
Further research in this area is required to make the problem well-defined and improve the
results. Possible extensions include taking the geometry of the modelled object into account
and combining GP’s with existing dipole models.

As both the process of finding hyperparameters and generating general regression results

is computationally expensive it is recommended to investigate efficient implementations such
as in Solin and Sarkka 2014l
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