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Abstract

Hyper-Velocity Impacts (HVI) from micrometeoroids and orbital debris pose a significant threat
to satellites in low Earth orbit due to the higher density of sources and the resulting increased
impact frequency. Understanding the stress field and dynamic behavior around impact points
is critical for satellite design, structural integrity, and platform stability assessment. A coupled
Finite Element and Smoothed Particle Hydrodynamics (SPH) methodology implemented in LS-
DYNA explicit software is used to simulate HVI effects. Without compromising the reliability
of the results and ensuring their continuity at the methodological interface, the aim is to take
advantage of the strengths of both simulation methods. Although previous studies have used
SPH-FEM coupling to model Hyper-Velocity Impacts, the focus of this thesis is on characterizing
the stress field surrounding the impact zone. It has been observed that a portion of the stress
wave is reflected at the interface between the two numerical methods within the plate. This reflec-
tion is not caused by a physical obstacle and is therefore numerical and artificial. A comparative
analysis of stress signals collected near this numerical modeling discontinuity demonstrated that
the implementation of a SPH-FEM hybrid elements interface exhibited superior performance in
mitigating this effect in comparison with a tied type contact. Indeed, stress waves can smoothly
move from the impacted region towards the external domain of the structure, exhibiting only mi-
nor internal reflection at the interface between the two numerical methodologies. Furthermore,
the impact of the SPH lattice on stress wave propagation was explored. It was found that the de-
fault modeling approach had a detrimental effect on uniform stress propagation in the plate, as it
introduced preferential directions of propagation. This issue was addressed by implementing a
custom SPH lattice that ensures the isotropic properties of the material selected for modeling the
plate. The propagation of impact-induced effects is ensured to be independent of the direction
of study. Initial calibration and validation were conducted on a single flat plate system, followed
by an extension to a full Whipple shield simulation. With regard to the latter, not only stress data,
but also the HVI-induced vibration field within the plates was studied. This was achieved by col-
lecting the out-of-plane velocity signal at variable distances from the impact site. Nevertheless,
further studies are necessary for further refinement and validation.

Keywords: Hyper-Velocity Impacts, Smoothed Particle Hydrodynamics, Coupling SPH-FEM,
Spacecraft Stability, Space Debris
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a Acceleration [m/s2]

b Body Force per unit mass [N/kg]

cb Material Bulk Speed of Sound [m/s]

cp Material Specific Heat [J/kgK]

E Material Elastic Modulus [GPA]

E (e) Internal Energy (per unit mass) [J] ( [ J /kg] )

F Force acting on a FE Node or a Particle [N]

G Material Shear Modulus [GPa]

g Lagrange Multiplier Constrain [ ]

h SPH Smoothing Length [mm]

K Material Bulk Modulus [GPa]

m Mass [kg]

N FEM Shape Function [ ]

p Shock Pressure (positive sign for compression) [GPa]

Pp Projectile Momentum [g m/s]

T Temperature [K]

T0 Reference Temperature [K]

Tm Material Melting Temperature [K]

v Projectile Velocity [m/s]

V (v) Volume (per unit mass) [m3] ( [m3/kg] )

WAL Augmented Lagrange Multiplier Method Energy
Function

[J]

WL Lagrange Multiplier Method Energy Function [J]

W int Total Internal Potential Energy Function [J]

W ext Total External Potential Energy Function [J]

w SPH Kernel Function [ ]

U Shock Speed within the Material [m/s]

u Particle Velocity within the Material [m/s]

u Nodes or Particles Displacement [mm]

1Here only general symbols related to material properties and to the impact/penetration problem and thermodynamic
definitions are given. Further notation, mainly related to models taken from the literature, is explained in the main text.
For the sake of clarity, the notation for equations reported in this document reflects the definitions in the original works.
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Symbol Definition Unit

ΓInterface Interface Boundary between ΩFEM and ΩSPH [ ]

ϵ Strain [ ]

ϵ̇ Strain-rate [1/s]

λ Lagrange Multiplier [ ]

Λ Lagrange Multiplier Shape Function [ ]

ν Poisson’s Ration [ ]

Ω Volumetric Domain [ ]

ΩB SPH-FEM Blending Domain [ ]

Ωint SPH-FEM Overlapping Domain [ ]

ΩFEM Domain Modeled with FEM [ ]

ΩSPH Domain Modeled with SPH [ ]

Π SPH Artificial Viscosity Coefficient [Pa]

σ Stress [GPa]

σv Von Mises Stress [GPa]

σy Material Yield Stress [MPa]

ρ Density [g/cm3]



1
Introduction

This chapter provides an overview of the thesis context and its associated challenges. It states
the research objectives and the questions to be addressed. The chapter concludes by offering
an outline of the thesis structure.

1.1. Problem Context
The near-Earth space has become an invaluable resource for addressing scientific and commer-
cial challenges on Earth. Navigation, Earth observation, remote sensing, and communication
are only a few examples of how space exploration has become a fundamental aspect of every-
day life. Furthermore, more ambitious aspirations such as humanity’s return to the Moon, travel
to Mars, asteroid mining and even more exciting concepts are becoming a reality [3].

Nevertheless, as our dependence on space continues to increase, so does the quantity of de-
bris orbiting the Earth. Despite current space policy considering Earth’s orbital environment as
a finite resource requiring safeguarding and careful planning [76], the forecast for space debris
density is not optimistic. The sole solution remains implementing techniques to actively reduce
the quantity of debris, particularly in Low Earth Orbit (LEO). In December 2019, Dr. Jan Wörner,
the General Director of the European Space Agency (ESA), presented the initial space cleanup
mission in partnership with the Swiss start-up CleanSpace. He emphasized the importance of
removing debris from space to ensure safety and sustainability, saying, ”Imagine how danger-
ous sailing the high seas would be if all the ships ever lost in history were still drifting on top of
the water. That is the current situation in orbit, and it cannot be allowed to continue” [25].

Since the launch of the first Sputnik in 1957, humanity has continuously launched spacecrafts
such as rockets, satellites, shuttles, and probes, and their fragments frequently remain aban-
doned in space. These assorted remnants, ranging in size from millimeter aluminum oxide par-
ticles to meter-long non-functioning satellites or launch vehicle upper stages, pose significant
hazards to ongoing missions. According to ESA’s space debris environment model MASTER
there are approximately 34,000 debris objects greater than 10 cm in orbit, 900,000 objects be-
tween 1 cm and 10 cm and 128 million objects from 1 mm to 1 cm [24]. Therefore, it is highly

1



1.1. Problem Context 2

probable that all spacecraft will encounter space debris and micro-meteoroids during their oper-
ational lifespan.

Foreign object damage, defined as damage caused by any foreign article or substance to a
spacecraft or system in general, including impacts from Micro-Meteoroids and Orbital Debris
(MMOD), can result in substantial damage, potentially leading to mission failure. Such damage
can range from localized craterization to subsystem failure or even complete loss of the vehicle
[29]. The extent and the nature of damage rely on several elements, including the size, relative
velocity of impact, angle of impact, density, and position of debris upon impact with the space-
craft.

Nonetheless, Hyper-Velocity Impacts (HVI) resulting from collisions at orbital velocities can have
significant consequences, occurring at relative velocities higher than 7 km/s. Such impacts
can generate a debris cloud, thereby increasing the amount of orbital debris. Potentially, the
significant amount of space debris present could result in the Kessler Syndrome, a situation
in which the density of objects in LEO due to space pollution is such that collisions between
objects could lead to a cascade effect in which each collision creates debris, increasing the
likelihood of further collisions [57]. The severity of the space debris issue shows no indications
of improving in the near future. The cost to launch satellites into LEO is rapidly decreasing due to
new innovations in launcher structures and propulsion technologies. As a result, space missions
are becoming more frequent. Projections for the next few years predict a substantial increase in
the number of objects orbiting the Earth (Fig. 1.1) [24]. Therefore, it is essential that spacecraft,
whether manned or unmanned, are sufficiently shielded against the risk of HVI damage.

Figure 1.1: Number of objects in LEO in long-term environment evolution simulated scenarios [24].

Currently, engineering provides both active and passive defenses to address this issue. Ac-
tive solutions, such as evasive maneuvers, are only applicable to trackable objects. For non-
trackable objects with a main dimension less than 5 cm, space engineers must rely on passive
systems [103]. Spacecraft shielding systems are effective passive means to protect against
MMOD. The most commonly used and reliable solution is the Whipple shield, a dual-wall sys-
tem proposed in 1947 [101]. The system typically comprises a single thin plate, called bumper,
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that is positioned at a short distance from the spacecraft’s primary structure. The shield’s per-
formance is dependent on many parameters (e.g., the bumper material, thickness and stand-off
distance). Developments in shielding technology have led to the creation of new concepts that
affect the number of bumpers and the materials used. Nevertheless, the working principle re-
mains the same. The primary objective is to fragment and/or vaporize the projectile with the
bumper, made of metal or composite material, which aims to disperse part of the impact energy.
In fact, the initial impact results in the formation of a debris cloud that expands and distributes
the energy and impulse load of the projectile over a larger area onto the rear wall, reducing the
degree of damage of the spacecraft’s primary structure [100].

On the other hand, with the increasing need for spacecraft stability to ensure the proper oper-
ation of increasingly precise instruments, perturbations encountered in orbital conditions, once
considered negligible, have now become a problem [79, 87]. MMOD impacts can induce distur-
bance waves that propagate throughout the spacecraft structure, potentially leading to measure-
ment inaccuracies that prevent successful mission fulfillment. Objective evaluation of impacts is
necessary to prevent degradation of measurement accuracy. For the aforementioned reasons,
comprehending the development of hyper-velocity impacts in orbit has become a significant mat-
ter of concern within the field of space engineering.

As mentioned above, most orbital impacts occur at speeds on the order of kilometers per sec-
ond. Although experimental research is still needed, it can only offer a partial answer to meet the
growing demand for more effective design solutions [100]. Furthermore, the intricate experimen-
tal procedures and high infrastructure costs make numerical simulation an appealing alternative.
By simulating and testing, scientists can gain insight into the physics of such phenomena, model
their effects, and aid in the development of dedicated protection systems and mitigation strate-
gies. Additionally, numerical models can guide experimental design and provide solutions for
unexplored scenarios that are not achievable in experiments. Therefore, simulations are a reli-
able, crucial and commonly used tool for HVI modeling [86].

Amidst these challenges, most numerical simulations for such events rely on Smoothed Particle
Hydrodynamics (SPH) models [39]. This numerical methodology, unlike Finite Element Method
(FEM), represents the most suitable for measuring phenomena characterized by substantial
material deformations [109]. On the other hand, the computational cost of such modeling turns
out to be particularly onerous. Additionally, given the prevalent practice of evaluating satellite
dynamics using its FEmodel, a methodology capable of combining the two numerical techniques
and exploiting both advantages is sought, guaranteeing accurate results while at the same time
a sustainable computational cost [83]. In addition to the challenges posed by HVI simulations,
meshless methods can also be advantageous in scenarios where certain regions of the domain
undergo rapid changes in material parameters, loads, and/or boundary conditions. With this
approach, it is possible to achieve a higher degree of accuracy in the results and to ensure
reasonable simulation times by maintaining the use of FEM in regions away from critical areas.
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1.2. Research Objective
The overall research objective that this thesis aims to achieve is to:

Develop a simulation methodology that exploits the strengths of SPH and FEM models to obtain
accurate, yet computationally efficient, estimates of the stresses and accelerations transferred
from the impacted zone to the rest of the structure as a consequence of hyper-velocity impacts.

1.3. Research Questions
To achieve the research objective, it is essential to formulate research questions that are sup-
ported by sub-questions. These sub-questions will highlight the main points of the thesis, includ-
ing the advantages and shortcomings of the FEM and SPHmodeling techniques, the challenges
of the available coupling algorithms within the used software, and the importance of carefully se-
lecting and choosing the methodology to evaluate simulation output and performance. The study
will focus on flat plates as targets in simulations. Initially, a single plate configuration will be ex-
amined, followed by the use of a complete Whipple shield.

With this motivation outlined, this thesis aims to explore the following research questions as pri-
mary objectives:

Main Research Question:

”What are the most relevant features of a simulation methodology able to integrate the strengths
of SPH and FEM models and to transfer stress and acceleration information from the SPH mod-
eled impact area to the FEM model of the entire satellite or surrounding area enabling efficient
and accurate predictions of hypervelocity impacts effects in space?”

Sub-questions:

• Relevance of SPH & FEM:

– What are the specific advantages of SPH in modeling hyper-velocity impacts and
where are its shortcomings in terms of computational efficiency?

– How do traditional FEM perform in comparison to SPH models in terms of accuracy
and computational demands?

• Coupling Challenges:

– What are the main challenges in coupling SPH models with FEM?What types of data
need to be transferred from one environment to the other?

– Are there existing methodologies or techniques that attempt such coupling (even in
different research areas)? If so, how do they work and what are their limitations?

• Computational Efficacy and Accuracy:

– How computational efficient is the SPH-FEM coupled method?
– How can the accuracy of the proposed methodology be evaluated?
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• Practical Applications:

– How will the integrated SPH-FEM methodology improve the numerical assessment
of stress fields induced by space debris and micro-meteoroids impacts?

– In what ways can the developed methodology potentially aid in the advancement of
satellite protection solutions?

1.4. Structure of the Thesis
This thesis is structured as follows:

Chapter 1. Introduction presents the context of the research topic and the threat of hyper-velocity
impacts in space. The research objective is clearly stated, and the research questions are out-
lined. An overview of the thesis structure follows.

Chapter 2. Literature Review provides a comprehensive understanding of the risk associated
with the increasing density of space debris population and the associated threat of HVI to satellite
functionality. It clearly states the limitations of both experimental research and numerical mod-
els. The most commonly used numerical models, FEM and SPH, are discussed. Additionally, a
comprehensive review of coupling methods between meshless techniques and FEM has been
conducted, filtering out the most relevant approaches. The chapter ends with some reflections
on the current experimental and numerical methods to study the shock wave induced by HVI.

Chapter 3. SimulationMethodology for Single-Plate Hyper-Velocity Impacts explains themethod-
ological framework that is used to simulate HVI in a single-plate configuration. The iterative
process and rationale behind the selection of specific models are outlined. Specifically, it exam-
ines how various factors, such as the shape of the SPH domain, the initial spatial SPH lattice
configuration, and the coupling algorithm used to integrate SPH and FEM, affect the fidelity and
accuracy of the simulations. To validate and benchmark these innovative simulation method-
ologies, the implemented models replicate the experimental tests conducted by Sibeaud et al.
[88]. The evaluation encompasses a more comprehensive analysis than a mere comparison of
post-impact geometric parameters. It includes an investigation of the energy evolution during
the simulation and an examination of numerical reflection effects on stress wave propagation in-
duced by the SPH-FEM interface. Initially, a quarter model of the experimental setup exploiting
symmetry boundary condition is proposed, followed by the development and analysis of a full
plate model.

Chapter 4. Simulation Methodology for Whipple Shield Hyper-Velocity Impacts outlines the
methodological framework for simulating HVI in a double-plate configuration, also known as a
Whipple shield. Building upon the insights gained from the single-plate scenario discussed in the
previous chapter, the proposed model incorporates a circular SPH domain, adaptive SPH/FEM
contact algorithm, and quasi-isotropic SPH lattice for enhanced realism and accuracy. Validation
of the model is conducted through simulation replication of experimental HVI tests conducted at
the Ernst Mach Institute [18], with the experimental data courtesy of Airbus Defence and Space.
First, the test to be reproduced and the implemented model geometry are described, simulation
results are presented, a comparison between experimental and simulation results is made, and
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finally an analysis of the HVI-induced stress and vibration propagation in the plates is performed.

Chapter 5. Conclusion and Recommendations summarizes key findings and provides recom-
mendations based on the research outcomes. It reviews the insights gained from the previous
chapters and outlines potential research opportunities in the area of hyper-velocity impact simu-
lation.



2
Literature Review

The investigation of hyper-velocity impacts can be considered to be of multidisciplinary interest.
The development of the theories and knowledge necessary for an ever deeper understanding
of this class of events finds its roots in fields that are only apparently distant. In this chapter, the
reader is provided with the necessary tools for a clear and comprehensive understanding of the
topic of this Master’s thesis. First, in Section 2.1 the physical mechanisms related to HVI are
discussed: hyper-velocity regime framework, phenomenology, material models, and equations
of state. Subsequently, in Section 2.2 the most used numerical methods, through which the sci-
entific community models HVI, are elucidated: the Smoothed-Particle Hydrodynamics and the
Finite Element Method. Their formulation, attributes, strengths, and limitations are assessed.
Additionally, various SPH/FEM coupling techniques, aimed at capturing the positive aspects of
both, are presented. In conclusion, a brief look at the problem of shock waves induced by hyper-
velocity impacts in space is treated in Section 2.3.

This comprehensive review not only lays the foundation for upcoming research questions, but
also places this thesis within the broader academic discourse, clarifying its significance and
potential contribution.

2.1. Physical fundamentals of Hyper-Velocity Impacts
Hyper-velocity impacts refer to high velocity collisions that occur at speeds typically exceeding
several kilometers per second. Such impacts exhibit unique physical behaviors that differentiate
them from collisions at lower velocities. In fact, the complex phenomenology arises from the in-
terplay between kinetic energy, thermal energy and material properties. A deep understanding
of the physical phenomena underlying HVI is crucial for numerical models. Indeed, accurate
simulations hinge on faithfully replicating real-world dynamics, and any gaps or inaccuracies in
knowledge can lead to significant discrepancies between simulated outcomes and actual events.
This subsection delves into the fundamental physical principles governing hyper-velocity impacts
and offers insights into their many implications.

7
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The field of HVI physics originated in astronomy in the early 1930s [77], and gained traction
in the context of metals as the Second World War approached [58]. The subsequent advent
of spacecraft and satellite technology increased the interest in the field, with micro-meteoroids
impacts becoming a significant concern [101]. By the mid-1960s, attention had shifted to the
investigation of ceramics and fiber-polymer composites under these extreme conditions.

2.1.1. Hyper-Velocity Regime
To study the responses of materials to HVI, it is first necessary to establish the boundaries of
what qualifies as ”Hyper-Velocity Impact”.

Impacts were traditionally classified by velocity. For high-strength metals, the upper limit to high-
velocity impacts was set by impact speed around 1000 m/s [55]. This kind of impacts are often
associated with the terminal ballistic regime. It includes a range of events, from rigid-body pen-
etration to eroding projectiles, and strain rates that range from 102 to 105 1/s [55]. Despite the
impact-induced pressure in this regime could potentially exceed the yield stress of the materials
involved (ρv20 ≫ σy), strength effects remain dominant, with thermal softening and melting play-
ing only a secondary role [48].

By contrast, the hyper-velocity regime is characterized by strain rates greater than 107 1/s, ex-
hibiting pronounced hydrodynamic behavior in which material strength becomes negligible and
the focus shifts to material densities and pressure-volume relationships, captured by the Equa-
tion of State [55] (see Section 2.1.5). Here, shock wave generation and propagation become
the dominant phenomena, potentially leading to melting or vaporization due to increased internal
energy. The threshold to hyper-velocity was defined by impact speed around 3 km/s [55].

However, relying solely on velocity for impact classification is reductive, given the variance of re-
lated phenomena. Therefore, it is important to exercise some caution when using these general
values to guide theoretical and numerical modeling, experimental design, and data interpreta-
tion.

Subsequent studies [89] have incorporated material properties into the classification of hyper-
velocity impacts, leading to the ”sonic” criterion, according to which the onset of the hydrody-
namic regime can be roughly associated with the following condition regarding the impact veloc-
ity:

v0√
K/ρ0

> 1 (2.1)

whereK is the material bulk modulus, ρ0 the initial density, v0 the projectile velocity, and
√

K/ρ0

corresponding to the sound speed in the bulk. This method has been shown to be consistent
with experimental results for impacts between projectiles and targets made of the samematerial.

Johnson et al. [48] extended this approach by proposing a non-dimensional parameter (ρv02/σy)
as criterion for determining the impact regime. This parameter represents the ratio between the
dynamic flow stress at the crater front and the material yield stress. A hyper-velocity threshold
condition can be identified for values around 102−103. However, the use of material parameters
from only one type of material hinders this approach and makes it difficult for it to be applied to
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impacts involving heterogeneous materials. To address this limitation, a two-dimensional array
of conditions based on parameters ρpv0

2/σy,p and ρpv
2
0/σy,t has been developed [89], where

the subscript p refers to the projectile material and t to the target.

2.1.2. Phenomenology
Ballistic velocity impacts can induce significant changes in pressure, density, and temperature
within solids. When velocities are low, material yielding may occur in either the target or the
projectile, which causes local plastic deformation. In such cases, the dissipation of the pro-
jectile’s kinetic energy can be explained using common elastic-plastic mechanical parameters,
constitutive relationships, and failure criteria utilized in the static analysis of ductile materials.
As velocities increase, the penetration phenomenon becomes localized and moves to hydrody-
namic behavior, with associated phase changes and fragmentation.

Using the sonic criterion, if the impact velocity is less than the velocity of the stress wave in
the target

(
v0/

√
K/ρ0

)
< 1, plastic waves take over, affecting a volume that is larger than the

projectile’s size. As velocity increases, the volume affected becomes more localized. Beyond a
certain threshold, the penetration process aligns with hydrodynamic equations, requiring careful
consideration of thermodynamics, particularly in relation to shock wave propagation, material
compression, and subsequent expansion. The material is initially compressed by a shock wave,
which increases the entropy of the system. An isoentropic expansion comes after. Permanent
changes in the microstructural configuration of the material reflect an increased entropy state.
Stronger shock pressures can provide the material with energy beyond the heat of fusion, caus-
ing it to melt, vaporize, sublimate, and even generate plasma.

For impact scenarios, the material modeling can be broken down into constitutive model, failure
and fracture criteria, and equation of state [110], respectively described in Section 2.1.3, Section
2.1.4, and in Section 2.1.5.

2.1.3. Constitutive Model
At moderate stress level, a variety of materials experience irreversible thermodynamic plastic
deformation. The initiation of plastic deformation within these materials is influenced by their
metallurgical structure, rate of deformation, and temperature, with a dependency on their previ-
ous deformation history.

Constitutive models for ductile materials that employ a linear strain-stress correlation lack the
ability to describe complex phenomena such as work hardening, which is critical for a compre-
hensive understanding of dynamic material behavior. Therefore, several plasticity models have
been formulated with the objective of describing material behavior during dynamic loading, en-
compassing work hardening, strain-rate hardening, and thermal softening.

One of the earliest models that accounts for strain-rate hardening was introduced by Cowper
and Symonds [19]. Their method adjusts the constant yield stress with the equation:

σy(ϵ̇) = σy,0

(
1 +

ϵ̇

D

)1/p

(2.2)
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where p and D are hardening parameters retrieved experimentally.

Another commonly utilized constitutive formulation for numerical simulations is the elastic-plastic
material model developed by Johnson-Cook [46]. This model includes the coupling of strain-rate
and work hardening with thermal softening and can be expressed through the following relation:

σy(ϵpl, ϵ̇pl, T ) =
(
A+B ϵnpl

)(
1 + C ln

ϵ̇pl
ϵ̇pl,0

)
(1− (T ∗)m) (2.3)

with five parameters A, B, C, n, and m to be empirically evaluated, respectively representing
the yield stress of material in standard conditions, the strain hardening variable, the strengthen-
ing factor of strain rate, the strain hardening factor, and the thermal softening coefficient. The
model utilizes a reference plastic strain rate ϵ̇pl,0 ∼= 1.0 s−1, and a non-dimensional temperature
T ∗ =

(
T−Tref

Tm−Tref

)
. Here, Tref represents a reference temperature below which yield stress is

temperature independent, typically room conditions, while Tm is the melting temperature of the
material.

The model developed by Steinberg et al. [92] is another notable constitutive formulation for
impact simulations. It characterizes the relationship between yield strength and shear modulus
(G), expressed as functions of pressure p and temperature T . These functions are shown in the
following equations:

σy(p, T, ϵpl) = σ0 [1 + β(ϵpl,0 + ϵpl))]
n

1 + 1

σ0

∂σy

∂p

p(
ρ
ρ0

)1/3
+

1

G0

∂G

∂T
(T − T0)

 (2.4)

G(p, T ) = G0

1 + 1

G0

∂G

∂p

p(
ρ
ρ0

)1/3
− 1

G0

∂G

∂T
(T − T0)

 (2.5)

The model does not account for strain rate dependence because it is generally limited to scenar-
ios with very high strain rates (ϵ̇ ≫ 105 s−1), where the increase in yield strength due to strain
rate effects reaches saturation. Indeed, the empirical parameters for this model (β and n) have
already been determined under extreme strain rate conditions [92].

2.1.4. Failure and Fracture Criteria
The study of material deformation behavior is essential in explaining the phenomena of penetra-
tion and debris cloud generation. However, the complex stress patterns and potential failures in
and around the impact area make this analysis challenging.

Spall fracture is a key failure mechanism in impact phenomena, particularly relevant in situations
where a thin target, such as the outer surface of a space structure, is impacted by a projectile at
very high velocity. In such cases, if the initial shock waves (S1 and S2) are not dissipated before
reaching the free edges, rarefaction tensile waves (R1, R2, R3, and R4) are generated and can
induce in the material pressure levels that exceed the tensile strength of the material, resulting
in fracture and fragmentation (Fig. 2.1) [31].
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Figure 2.1: Estimated wave pattern in HVI [31].

Fracture under tension is only one of many possible failures in materials. In modeling material
failure, several critical values such as fracture stress, maximum principal stress/strain, shear
strain, volumetric strain, and total plastic work must be considered, which can concur in any
stress state and lead to material failure. Additionally, when the applied load is inadequate to
cause immediate fracture, micro-structural damages accumulate over time and progressively
reduce the strength of the material. Computational models employ an auxiliary damage function
to address this scenario, which captures the evolution of damage accumulation and integrates it
until a predetermined critical value is reached. This approach is more sophisticated than relying
on fixed, instantaneous parameters such as stress, strain, and plastic work to detect material
failure.

In the Johnson-Cook damage model [50], material failure is determined by the damage param-
eter D, which is a cumulative measure of the plastic strain increment relative to the equivalent
strain to fracture:

D =
∑ ∆ϵpl

ϵf
(2.6)

The strain to fracture, ϵf , takes into account the effects of stress, strain rate, and temperature.
It is defined by:

ϵf

(
p

σv
, ϵ̇pl, T

)
=

[
D1 +D2 e

[D3(p/σv)]
] [

1 +D4 ln

(
ϵ̇pl
ϵ̇pl,0

)]
(1 +D5 T

∗) (2.7)

Here, the failure parameters Di are determined experimentally, while σv represents the equiva-
lent von Mises stress. At failure (D = 1), the deviatoric stress components in the corresponding
element or integration point are set to zero.
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2.1.5. Equation of State
Equations of State (EOS) of materials describe the relationships among thermodynamic state
variables, providing insights into the material’s response under varying physical conditions [80].
These variables predominantly include pressure (p), mass density (ρ), specific internal energy
(e), specific volume (v), and temperature (T ).

EOSs can be divided into axiomatic and empirical: the former are based on a solid physical rep-
resentation of the phenomena occurring in the material, especially at the molecular scale, such
as the well-known ideal gas law, which is based on the kinetic theory of gases. The latter are
defined as empirical mathematical models relating the thermodynamic variables and are usually
implemented to describe the more complex behavior of solid materials.

To characterize the dynamics of shock wave propagation, a large number of experimental tech-
niques have been developed, predominantly focusing on quantifying the shock speed (U ) and
particle velocities (u) within the compressed region trailing the shock front [16]. The relation-
ship between U and u for most metals is expressed as U = a + s1u [85], where empirical
evidence suggests a ≈ cb (the bulk speed of sound under uniaxial compression) [85], and s1

a material-dependent parameter derived from fitting experimental data. Deviations from the lin-
ear correlation typically stem from material anomalies such as porosity, elastic waves, or phase
transitions [85].

On the other hand, theRankine-Hugoniot relations, also referred to as jump conditions, represent
a crucial set of equations enforcing the conservation laws across the shock wave’s discontinuity.
Integrating this linear relationship with the Rankine-Hugoniot jump conditions, which define the
state variable transformations across a shock wave, leads to the determination of the ”shock
Hugoniot” in the pressure-volume plane. This is often referred to as the ”shock EOS”:

p− p0 =
c2b ρ0 ρ (ρ− ρ0)

[ρ− s1(ρ− ρ0)]2
=

ρ0 c
2
b η

(1− s1η)2
(2.8)

where η = 1− (ρ0/ρ) is the actual relative volume.

The Mie–Grüneisen EOS [35] is an empirical equation of state that relates the pressure and
volume of a solid at a specific temperature, deriving its foundation from the Grüneisen model
which delves into the influences of volumetric changes on the vibrational characteristics of a
crystal lattice. The Grüneisen model can be mathematically represented as:

Γ = v

(
dp

de

)
v

(2.9)

where v is the specific volume, p is the pressure, e is the specific internal energy, and Γ signifies
theGrüneisen parameter, depicting the thermal pressure emanating from a collection of vibrating
atoms. Assuming the independence of Γ value in relation to p and e, the integration of the
Grüneisen model yields:

p− p0 =
Γ

v0
(e− e0) = ρ0 Γ (e− e0) (2.10)

with p0 and e0 representing the pressure and internal energy at a specified reference state.
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The Mie–Grüneisen EOS finds extensive application in modeling material behavior under high-
pressure and energy scenarios, such as shock-compressed solids. For this reason, the refer-
ence state quantities can be directly estimated from the Rankine–Hugoniot conditions (pH and
eH ):

p (ρ, e) = pH + ρ0 Γ (e− eH) (2.11)

The Hugoniot state parameters are deduced using Eq. (2.8) as:

pH = p0 + ρ0 c
2
b

η

(1− s1η)2
(2.12)

eH = e0 +
η

ρ0
pH − η2

2

c2b
(1− s1η)2

(2.13)

leading to the resulting Mie–Grüneisen EOS:

p (ρ, e) = p0 (1− ηΓ) +
ρ0 c

2
b η

(1− s1η)2
+ ρ0Γ(e− e0) (2.14)

Moreover, an expansion specific EOS is required, as the aforementioned model is tailored for
compression states only, possibly resulting in negative wave velocities under tensile stresses.
The polynomial EOS is generally implemented for these circumstances:

p(ρ, e) = K1η +K2η
2 +K3η

3 + (B0 +B1η)ρ0e (2.15)

The parameters of this expansion EOS (Ki and Bi) can be determined by fitting experimental
data or by establishing appropriate correlations with the Hugoniot state.

Contrastingly, in extreme conditions like HVI, where chemical dissociation and thermal electronic
excitation processes are prevalent, the assumption of a linear Γ in relation to density becomes
untenable. This is where the Tillotson EOS [96] comes into play, specifically designed for such
hyper-velocity impact simulations involving phase transformations - melting or vaporization - in
the target or the projectile.

In addition to the aforementioned models, tabular databases such as the SESAME computer-
based library developed by Los Alamos National Laboratory (LANL), also play a significant role
in hyper-velocity impact simulations [69]. These databases offer a vast array of experimentally
derived pressure values as functions of density and internal energy, enabling the derivation of
an equilibrium surface in the thermodynamic state space.

2.2. Numerical models
On-ground experiments represent the most direct method of studying HVI, but testing is limited
by launch capability and diagnostic equipment. In fact, there is a significant difference in velocity
and mass between the projectiles that can be launched by the state-of-art HVI facilities available
today at various research centers around the world and actual space debris. As stated earlier,
the existing diagnostic equipment solely permits the observation of the overall shape and struc-
ture of the debris cloud, and allows the preliminary tracking of only the largest fragments of that
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cloud [99]. Consequently, it is not feasible to meticulously observe the impact process, includ-
ing the material fragmentation and debris cloud evolution over time. High costs, time consuming
and stringent technical requirements make large-scale testing difficult [39].

To minimize the number of tests performed, several empirical and semi-empirical models have
been developed to characterize HVI. The empirical models are based on impact tests performed
in experiments and on orbital missions. NASA’s Standard Breaking Model (SBM), implemented
in 1998 [54], is the most widely used empirical model. Based on all available data sources at
the time, the SBM provides size, mass, and velocity distributions of debris clouds from hyper-
velocity collisions. On the other hand, semi-empirical models are based on theoretical laws and
procedures, but also incorporate assumptions and parameterizations derived from experimental
data. They use a wide range of empirical results to rule out physically impossible outcomes, re-
lying on conservation principles. These techniques are useful when detailed data on the objects
involved in the collision and event kinematics are lacking, and when studying multiple scenarios
requires multiple runs. The most used are the Fragmentation Algorithms for Strategic and The-
ater Targets (FASTT) [71] and the Collision Simulation Tool (CST) [30].

Conversely, numerical simulation reduces the cost and time of research, allowing optimization
of experimental methods and material selection, and offering the possibility to study the impact
process in detail [39]. Moreover, simulation has the potential to address unexplored scenarios
by leading the experimental design. This tool offers a clear understanding of the impact process
and the internal mechanism of hyper-velocity phenomena, and can be used to verify the dynamic
constitutive relationship and dynamic fragmentation of materials. Consequently, numerical sim-
ulation has been widely used in the investigation of such problems.

Early numerical simulations of impact were focused on the higher speed regimes, where the
materials can be considered as fluids, and the contributions of strengths can be neglected (see
Section 2.1.1) [27]. The result has been the creation of ”hydro-codes”, specialized computer pro-
grams, in the field of impact physics. Over time, hydro-codes have evolved to deal with lower
velocity regimes by incorporating additional material characteristics.

Hydro-codes have been in use since 1945 and are now prevalent in academic and industrial
applications because of their numerical stability and accurate correlation with experimental data
[89]. As computational technology advanced, hydro-codes underwent rapid evolution during
the 1960s and 1970s [53]. Both Eulerian [95] and Lagrangian [47] methods were introduced,
along with coupled approaches like Arbitrary Lagrangian-Eulerian (ALE) [40]. In the late 1970s,
meshless Lagrangian approach, known as Smoothed-Particle Hydrodynamics (SPH), was first
proposed for astronomical research [68, 33] and later extended to impact and shock physics.

2.2.1. FEM
The Finite Element Method (FEM) is a leading numerical technique for solving differential equa-
tions commonly encountered in various engineering models that cannot otherwise be solved
analytically. FEM is widely employed in diverse fields including structural analysis, heat conduc-
tion, and fluid dynamics. It offers a sophisticated approach to address specific boundary value
problems in two or three spatial dimensions by solving partial differential equations [67].
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The development of FEM as a numerical modeling methodology can be traced back to the early
1940s [64]. Hrennikof, a Russian-Canadian structural engineer, presented an innovative mem-
brane and plate model built as a lattice framework [42]. His strategy was to discretize the solution
domain into a lattice-structured mesh, marking the genesis of mesh discretization techniques.

The Finite Element Method decomposes large systems into smaller, more manageable subunits
called Finite Elements. To accomplish this decomposition, the method involves spatial discretiza-
tion using amesh that defines the numerical domain of the solution (Fig. 2.2) [67]. By formulating
a boundary value problem via FEM, a set of algebraic equations is generated to approximate the
function in the specified domain. Next, the basic equations that express these limited elements
are combined into a comprehensive system that reflects the entire problem. By reducing the
associated error function, an accurate solution is sought [43].

Figure 2.2: Overall view of GAIA satellite finite-element model [97].

Due to the increasing interest in hyper-velocity impacts and the inherent limitations of today’s ex-
perimental structures, a growing number of researchers have become involved in the numerical
representation of these high-energy impacts [100]. Initial numerical modeling efforts involved
performing FEM simulations. Various FEM-based numerical algorithms, such as the Lagrange
algorithm [10], Euler algorithm [41], and ALE [2], were investigated to overcome the challenges
of HVI.

However, traditional FEM techniques have limitations when applied to HVIs as FEM-based pre-
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dictions do not agree with empirical observations. These limitations arise due to the high de-
formation and abrupt interface changes that the material undergoes during the removal of dam-
aged elements through numerical erosion mechanisms. Additionally, the removal of multiple
elements results in a significant loss of mass, momentum, and energy within the system. There-
fore, the remaining elements are insufficient to represent the post-impact behavior accurately. It
is challenging to obtain precise results through FEM alone for HVIs that exhibit significant mate-
rial deformation, penetration, and fragmentation. In fact, the use of conventional FEM for HVIs
appears to be inapplicable. [5, 39, 106].

2.2.2. SPH
Nowadays, MeshlessMethods (MM) are the primary algorithms used for simulating hyper-velocity
impacts, explosions, crack propagation, andmetal forming [14]. Out of thesemethods, Smoothed-
Particle Hydrodynamics, Optimal Transportation Meshfree (OTM) [61], Material Point Method
(MPM) [70], and Combined Particle-Element Method (CPEM) [51] have achieved good results.
Notably, SPH has shown exceptional predictive ability in HVI problems [90], making it the focus
of further investigation.

SPH is a Lagrange-type particle-based meshless method developed in 1977 by Lucy, Gingold,
and Monaghan for simulating star formation [33, 68]. This approach was designed to solve
mesh tangling difficulties that arise in extreme deformation scenarios encountered in FEM. The
primary distinction between classical methods and SPH is the lack of a grid. The continuum
is represented by a collection of interacting discrete mass particles. Indeed, the SPH method
utilizes a set of interpolation points for discretizing the volume of a system. As a result, particles
constitute the computational framework on which the governing equations are resolved. Every
particle contains discrete values of the computed continuous field and moves following the law
of the governing equations. By using a kernel function, SPH achieves stable and smooth ap-
proximations of the field functions and their derivatives by weighing the influence of neighboring
particles. The fundamental principle of this technique is displayed in Fig. 2.3. SPH has a time-
varying node connectivity. This dynamic nature of particle interactions enables the modeling of
problems that entail significant deformations, such as hyper-velocity impacts.

Figure 2.3: Illustration of the SPH concept for a 2D domain Ω with kernel function W [20].

In the following, the basic formulation of the SPH method, including its mathematical basis and
practical implementation of the code will be presented. For a complete discussion, readers are
recommended to consult [75] and [65].
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The SPH formulation follows a two-step process when applied to continuous equations in their
strong form. Initially, field variables such as density, velocities and energy are converted to a
continuous format using an integral representation, known as the kernel approximation. The
next step involves particle approximation. In this case, the domain is discretized into predefined
particles and the field variables are estimated by a smooth summation of the related values of
the neighbouring particles. The steps are described below in more detail:

Kernel approximations – In the SPH approach, kernel approximation serves as a method to
represent field variables and their derivatives in an integrated continuous manner. This concept
leans on the precise representation of a function f(x), utilizing the Dirac Delta function δ(x)

sampling characteristic as illustrated:

f(x) =

∫
Ω

f(x′) δ(x− x′) dx′ (2.16)

Here, as in Fig. 2.3, Ω denotes the volumetric domain used to study the function. Since Dirac’s
Delta is impulsive, it can be used only when f(x) is continuous in its domain. The kernel ap-
proximation procedure replaces Dirac’s Delta with an appropriate kernel function w(x, h). This
function adjusts the contributions within a specific radius of influence, determined by a parame-
ter called ”smoothing length” or h. This leads to the kernel approximation of f(x), represented
as:

< f(x) > =

∫
Ω

f(x′) w(x− x′, h) dx′ (2.17)

When deriving the field’s gradient kernel approximation, one employs Eq. (2.17), substituting
f(x) with ∇f(x):

< ∇f(x) > =

∫
Ω

(∇f(x′)) w(x− x′, h) dx′ (2.18)

Here, ∇f(x′) symbolizes the gradients corresponding to x′. Further manipulation yields:

< ∇f(x) > = −
∫
Ω

f(x′)∇w(x− x′, h) dx′ (2.19)

Kernel functions must meet certain mathematical criteria in order to provide accurate approxi-
mations:

1. Normalisation condition − The integration of the smoothing function should be unity:∫
Ω

w(x− x′, h) dx′ = 1 (2.20)

2. Delta function property − As smoothing length collapses, the function should approach the
Dirac Delta:

lim
h→0

w(x− x′, h) = δ(x− x′) (2.21)

3. Parity Condition − The kernel function should be symmetrical and thus maintains the even-
ness:

w(x− x′, h) = w(x′ − x, h) (2.22)

4. Compact Condition − Beyond a certain threshold, the smoothing effect becomes non-
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existent:
w(x− x′, h) = 0 for |x− x′| > κh (κ ∈ N) (2.23)

5. Positivity − The kernel function should always remain positive.
6. Decay Behaviour - As it approaches the edge of the support, the kernel function should

decrease uniformly to zero.
7. Smoothness − The function must exhibit a degree of smoothness to ensure continuity in

its derivatives.

The Eq. (2.23) delineates the effective area of the smoothing function, referred to as κh or the
support domain. Within this domain, the function is consistently positive, decreasing and smooth.
This implies that the integration domain, Ω, can be reduced only to the support domain for any
integration at a particular location x.

The parity condition of the kernel function (Eq. (2.22)) is set such that the accuracy of the
approximation can achieve second-order precision. By expressing the field variable through a
Taylor series expansion, it is possible to rewrite Eq. (2.17) as:

< f(x) > =

∫
Ω

{[
f(x) + f ′(x)(x− x′) +O((x− x′)2)

]
w(x− x′, h)

}
dx′ =

= f(x)

∫
Ω

w(x− x′, h) dx′ + f ′(x)

∫
Ω

[(x− x′)w(x− x′, h)] dx′ +O(h2) (2.24)

where O((x − x′)2) symbolizes the residual term of quadratic order based on the displacement
(x − x′). If the kernel function is even, the second integral in Eq. (2.24) disappears, and the
first integral equates to f(x), as outlined by condition Eq. (2.20). The compaction condition Eq.
(2.23) aids in constraining the residual term to the squared smoothing length’s residual. The
final, simplified expression is:

< f(X) > = f(X) +O(h2) (2.25)

This articulates the SPH method’s capacity for second-order precision.

The kernel function, denoted asW , measures the effect of neighboring particles on a designated
interpolation point. The cubic B-spline, the most extensively utilized smoothing kernel within the
SPH community, is also implemented in LS-DYNA, the software employed for this research. The
cubic B-spline kernel function is defined as:

w(x, h) = C spline
D (h) ·


1− 3

2 r̄
2 + 3

4 r̄
3 for 0 ≤ r̄ < 1

1
4 (2− r̄)3 for 1 ≤ r̄ < 2

0 for r̄ ≥ 2

(2.26)

In this context, the symbol r̄ = |x − x′|/h represents the standardized distance between the
integration point and its neighboring particles. Equation (2.27) details the value of the constant
C spline

D (h), which is influenced by the spatial dimensions, type of kernel function employed, and



2.2. Numerical models 19

smoothing length h that defines the active region of the smoothing function W .

C spline
D (h) =


1
h for 1D space
15
7π · 1

h2 for 2D space
3
2π · 1

h3 for 3D space
(2.27)

Particle approximation – After establishing the kernel approximation, the next step is to dis-
cretize the domain using the particle approximation technique. The computational domain (Ω)
is divided into a specific number of particles, which are arranged freely in three-dimensional
space. Field variables are then identified at these locations, which are essential for performing
interpolation, derivation, and integration tasks.

Each particle i, has an associated finite volume, ∆Vi. Through the expression of particle mass
mi and mass density ρi, can be used in the kernel approximation of state functions. The particle
approximation may be directly employed to express the discretized versions of Eqs. (2.17) and
(2.19). This is elucidated in the following mathematical relations:

< f(xi) > =

N∑
j=1

mj

ρj
f(xj) w(xi − xj , h) (2.28)

< ∇f(xi) > = −
N∑
j=1

mj

ρj
f(xj) ∇w(xi − xj , h) (2.29)

where N denotes the number of particles in the designated vicinity. The above equation states
that the estimated value of a field variable (or its gradient) at a specific point can be calculated
by adding up the field variable values of particles situated within the compact support domain.
This computation is affected by the weights of the kernel function.

When numerically implementing the articulated method, there are several significant aspects
that require discussion, such as time integration and the management of boundary elements.
This discussion addresses the considerations specific to the implementation carried out within
the commercial solver, LS-DYNA, utilized for this research project. A thorough analysis of the
implementation’s technical details is available in the official software manual [36].

Time Integration – In numerical solvers, the main task is to integrate the discretized equations
of motion. The first-order explicit integration method is employed in SPH due to its compu-
tational simplicity and efficiency. Although more intricate schemes, such as implicit methods,
may provide enhanced stability and accuracy, those characteristics are not the primary focus in
this particular scenario. In fact, the SPH simulations require very short time steps, specifically
to capture the extensive deformations of the system and the brief duration of the events under
investigation. For example, hyper-velocity impacts occur within the microsecond (µs) time scale.

To ensure numerical stability, the time step (δt) of any explicit integration scheme must conform
to the Courant-Friedrichs-Lewy (CFL) Condition for every computational element. It can be
expressed by the equation:

δt < Cmax
L∗
i

v∗i
(2.30)
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Where Cmax indicates the maximum Courant number for the specific integration technique being
used. For the i−th computational element, the characteristic length and velocity are represented
by L∗

i and v∗i , respectively. In SPH computations, these quantities are generally understood as
the smoothing length hi and velocity of sound ci plus the velocity magnitude of the particle vi.
The velocity of sound is defined as ci = (Ei/ρi)

1/2, where Ei represents the rigidity value. Thus,
the time step implemented in the LS-DYNA SPH formulation is:

δt = Cmax min
i

(
hi

ci + vi

)
(2.31)

Smoothing Length Evolution – The smoothing length, denoted as h, is a highly important
parameter that affects both the accuracy of the solution and the computational effort associated
with it. To maintain the desired level of accuracy while avoiding unnecessary computational
overhead, it is advantageous to enable h to evolve spatially – varying from one particle to another
– and temporally. One possible objective is to maintain a constant number of particles within the
compact support area. This implies that the local particle density should be inversely proportional
to the smoothing length in each dimension. UsingD to denote the dimensionality of the problem,
two methods can be implemented to accomplish this goal:

1. A straightforward approach employs a power law relation given by

h = h0

(
ρ0
ρ

)1/D

(2.32)

2. An alternative strategy is to introduce a time derivative for the smoothing length linked
inversely to the time derivative of the density:

Dh

Dt
= − 1

D

h

ρ

Dρ

Dt
(2.33)

Neighbouring Particle Searching – Within the SPHmethod framework, the absence of a fixed
mesh means that neighboring particles relative to a particular node will change as the system
progresses. As a result, an efficient searching algorithm is necessary to identify the support
domain for each node at every computational time step. Due to the frequency of this operation,
algorithm efficiency is of utmost importance. The current solver implementation utilizes ”bucket
sorting” technique. By dividing the domain into cubical cells or ”buckets,” this method simplifies
identifying neighboring particles only in the current and adjoining ones.

Boundary Element and Contact – The normalization condition, expressed by Eq. (2.20),
for the smoothing function W is compromised near and on the domain boundary. To address
this issue, one proposed solution is to strategically introduce ”ghost particles” along the domain
boundary and beyond it. These particles offer supplementary repulsive forces at the boundary,
thereby preventing active particles from penetrating it. Similarly, when two separate SPH bodies
come closer together, the combined contributions of the particles in the kernel summation pro-
duce repulsive forces. Thus, specific contact algorithms common in conventional Lagrangian
numerical strategies are no longer needed.

Calculation Cycle – The solver performs calculations at each time step, as shown in Fig. 2.4.
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Using the updated state variables, such as position and velocity, the loop proceeds by recalcu-
lating and updating the smoothing lengths for each particle by exploiting one of the techniques
described in smoothing length evolution. This allows the neighbouring particle searching algo-
rithm to identify the support domain for each node. The following operations involve calculating
the SPH approximations for the density and strain rates. The values are entered into the consti-
tutive laws and Equation of State appropriately chosen depending on the phenomenology of the
event to be simulated to calculate the pressures, stresses and internal energy values. These
metrics help determine the forces acting on the particles, facilitating effective management of
boundary interactions and contacts between parts. Once these preparatory steps are completed,
the particle accelerations are fully calculated and integrated into the explicit scheme, resulting
in a progression of time steps and the start of a new cycle.

Figure 2.4: Integration cycle steps in the LS-DYNA SPH solver [36].

Artificial Viscosity – When conducting computational simulations, accurately depicting phe-
nomena such as shock wave propagation requires specific considerations. In particular, it is
necessary to counteract potential numerical fluctuations and non-physical oscillations in the re-
gions close to the shock. To address this challenge, an artificial dissipation term known as artifi-
cial viscosity (AV) is introduced to simulate the conversion of kinetic energy into thermal energy.
The implementation of LS-DYNA’s artificial viscosity is presented in the following equation:

Πij =
−αc̄ijµij + βµ2

ij

ρ̄ij
(2.34)

µij =

{
h̄ij (v⃗ij ·x⃗ij)

|xij |2+0.01h̄2
ij

for v⃗ij · x⃗ij < 0

0 for v⃗ij · x⃗ij ≥ 0
(2.35)

Here, α and β are modifiable constants, typically adjusted for specific scenarios, while c repre-
sents the material bulk speed of sound. The notations c̄ij , ρ̄ij , and h̄ij denote averaged quan-
tities between particles i and j. The term 0.01 h̄ij in the denominator of µij serves to stabilize
computations for approaching particles. v⃗ij and x⃗ij represent respectively the relative velocity
and position. The component scaled by α provides the bulk viscosity, whereas the term associ-
ated with β aims to counteract particle interpenetration at elevated Mach numbers.

The artificial viscosity, Πij , has pressure dimensions, and can be directly integrated into the
equations of motion as an augmented hydrostatic pressure. However, it is important to note
that this term can occasionally result in non-physical energy dissipation. Such pitfalls become
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pronounced when the considered element’s aspect ratio deviates significantly from unity, as
observed during extreme deformations. This deviation can render the computed characteristic
length L∗ misleading. Hence, it is crucial to assign constants α and β judiciously. In certain
cases, adding an extra artificial heating term may correct such anomalies.

Tensile Instability and Further Formulations – The described SPHmethod is a basic formula-
tion. Over time, numerous variations have been suggested, each with distinct objectives, mainly
to address inherent challenges. LS-DYNA incorporates various formulations, each tailored to
better model specific phenomena.

New formulations also emerge with the intent to solve issues inherent to the classical SPH formu-
lation. Indeed, a significant limitation when employing the classical SPH formulation in computa-
tional solid mechanics is the so-called tensile instability. This problem stems from the numerical
instability of particles under certain tensile stress scenarios, potentially leading to particle aggre-
gation, material breakage, or numerical discrepancies.

One attempt to combat tensile instability involved introducing a repulsive force when particles
get too close to one another. This artificial stress term, outlined in Refs. [74, 34], stabilizes SPH
simulations, but only for 2D problems.

Another approach to address the instability issue is represented by the Corrective SPH (CSPH),
proposed by Chen in Ref. [13]. Chen’s methodology relies on transitioning the kernel estimate
to a Taylor series expansion. Furthermore, in another strategy, Sugiura and Inutsuka [93] drew
inspiration from the Godunov SPH method [45], incorporating a Riemann solver and reaching
second-order spatial precision.

The aforementioned strategies heavily rely on traditional SPH formulations, where particles in-
teract through a kernel function. This method means that particles can move into and out of each
other’s support domains as materials deform, contributing to tensile instability [82]. Thus, the
Total Lagrangian SPH was recently developed [84] which computes the kernel function based
on the reference configuration rather than on the current one, showing promising results in miti-
gating tensile instability in HVI simulations.

The pseudo-spring technique is another noteworthy method, initially formulated to represent
crack growth in impact scenarios [12]. Pseudo-spring SPH fosters efficient immediate neigh-
bor interactions by connecting neighbors via pseudo-springs. Material degradation is evaluated
through the behavior of these pseudo-springs, paving the way for intriguing insights into crack
propagation during impacts.

Further enhancements to the SPH method encompass forms like Moving Least Squares Parti-
cle Hydrodynamics (MLSPH) [22], Godunov SPH [45], δ-SPH [73], and Gamma-SPH [62], each
inspired by different application challenges of SPH. To provide a broader perspective, Fig. 2.5
chronicles key SPH developments over the past decades, showcasing the most important for-
mats in this evolving landscape.
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Figure 2.5: Developments of SPH methods [72].

In conclusion, despite their advantages, meshless methods, including SPH, have notable short-
comings. These include challenges in defining physical boundaries, tensile instability, computa-
tional cost, and ambiguous material boundaries, all of which hinder the accurate representation
of HVIs. In addition, these methods are not well suited for simulating composites and foams,
limiting in-depth exploration of the impacts problem. Some of these challenges have been ad-
dressed, such as the improvement of physical boundaries for SPH particles and techniques to
reduce tensile instability. However, the problem of vague material boundaries remains, due to
the inherent limitation that a single-node particle cannot adequately represent boundary shapes.
This underscores the importance of innovative numerical simulation methods in future research
to overcome these limitations.

2.2.3. Coupling Techniques
In the field of solid mechanics, the Finite Element Method has long been the numerical tool
of choice. Over the years, it has evolved into a mature and robust technique that has found
application in various commercial software solutions. Despite its widespread use and proven
effectiveness in predicting structural response under various loading conditions, FEM has cer-
tain limitations. In particular, it exhibits reduced reliability when applied to scenarios involving
large deformations and structural failures under dynamic loading, such as in cases of fracture
and fragmentation [5].

The shortcomings of FEM stem primarily from its inherent mesh partitioning requirements and
its sensitivity to mesh distortion due to the fixed topological connectivity [83]. This sensitivity
can lead to inaccurate results that lack physical relevance. This problem becomes particularly
pronounced when FEM is used to simulate scenarios such as HVI, penetration resistance, ice
breakage, and crash events that involve material failure and significant deformation [106].

The inability of FEM to satisfactorily predict continuous failure mechanisms introduces additional
numerical challenges [21]. One approach to mitigate this challenge is to adopt a numerical ero-
sion criterion for solid elements [21], which facilitates the removal of distorted elements based
on predefined failure criteria that include pressure, stress, strain, damage, or temperature. It
is important to note that this erosion function is not a material property, but rather a numerical
technique used in conjunction with FEM to predict fracture patterns, with erosion parameters
determined empirically.

However, this approach is not without its drawbacks. The erosion of an element will either re-
duce its mass to zero - in violation of the conservation of mass principle - or redistribute its mass
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to the corner nodes [21]. In both cases, the compressive strength and internal energy of the
eroded element are lost. Substantial elimination of elements results in a significant loss of mass,
momentum, and energy in the system, rendering the remaining elements inadequate to accu-
rately represent post-impact reality. In addition, the process of removing failed elements can
cause abrupt changes at the interface [39], making it difficult to simulate structural failure involv-
ing material fragmentation. Given these challenges, obtaining accurate results for HVI problems
using traditional FEM becomes infeasible [5].

For the aforementioned reasons, meshless methods (MM), in particular SPH, have emerged as
a robust alternative to the FEM. Originating as one of the pioneering particle methods in computa-
tional mechanics, SPH has shown unique efficiency in dealing with large deformation problems,
circumventing the mesh distortion problems prevalent in FEM thanks to its nodal approximation
without meshing [56]. SPH is particularly advantageous in scenarios involving fluid-like media
behavior, using Lagrangian particles to describe deformation and smoothly transitioning from
continuum to fragmented states. This capability mitigates material interface problems often en-
countered in Eulerian codes, making SPH the method of choice for HVI simulations.

Unlike FEM, where numerical erosion leads to mass inconsistency, SPH maintains constant
mass throughout the simulation. The interparticle links in SPH fail when the particle separation
exceeds a critical threshold, but the particles remain within the problem domain. In this case,
the deviatoric stresses in the SPH particles are reduced to zero and the particles carry only
compressive stresses, exhibiting fluid-like behavior [21]. This feature is particularly beneficial in
fracture-dominated simulations, ensuring conservation of mass, momentum, and energy.

However, SPH is not without its challenges. It struggles with tensile instability, ambiguous mate-
rial boundary definitions, and difficulty in post-impact fragment identification within debris clouds,
which complicates damage analysis in rear-plate impact situations [39]. In addition, SPH is
poorly suited for simulating composite [102] and foam materials [15], which pose significant ob-
stacles to advanced HVI studies that consider current trends in space shield structure. Despite
these challenges, considerable research efforts in MM have attempted to address issues related
to consistency, stability, and Dirichlet boundary conditions, resulting in the development of viable
solutions [37]. Nevertheless, it is imperative to acknowledge that SPH, while superior in certain
aspects, cannot achieve the efficiency of FEM in structural response applications, primarily due
to its high computational requirements. The extensive neighbor search and physical quantity
calculations required for each particle in SPH make it particularly onerous for large-scale and
three-dimensional problems, resulting in reduced computational efficiency [72].

Consequently, an efficient simulation can only be achieved by strategically discretizing certain
domain regions with particle methods while using finite elements for the rest of the domain [83].
A common numerical solution technique to optimize computational cost is the coupling of SPH
with FEM, providing a potentially accurate solution for numerical simulations in HVI scenarios.

The integration of MM-FEM coupling aims at exploiting the strengths of both approaches. On the
one hand, particles are used to describe localized region near the impact zone where fracture
or deformation is expected to predominate. On the other hand, FEM addresses the global struc-
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tural response and helps save computational cost by reducing the number of active SPH parti-
cles. This method not only introduces clear material boundaries and a wide range of modelable
materials, but also allows accurate fracture modeling. As a result, this approach facilitates the
simulation of highly deformed or fractured materials without the need to remove mass-carrying
elements.

While this issue is prevalent in HVI simulations, the applicability of the coupled SPH-FE method
extends to a broader context. It is particularly advantageous in scenarios characterized by rapid
changes in material parameters, loads, or boundary conditions within specific domain regions.
In addition, nonlinear problems that require repeated refinement of meshless approximations or
multiple iterations of simple linearized problems also benefit from coupled methods [56].

Several papers have been devoted to coupling algorithms. Johnson in 1994 [49], shows that the
primary differences between SPH and FEM are limited to the calculation of strains, strain rates,
and forces. In addition, the ability to use the same material model for both SPH particles and
finite elements further underscores the appeal of coupling methods and confirms their position
as a valuable asset in computational mechanics.

In this section, a subset of coupling strategies has been the subject of a critical review. A com-
prehensive insight into different coupling methods can be found in the work of Li and Liu [60].
In literature, the coupling of the FEM with SPH - or, more generally, with meshless methods -
can be divided into two main categories: the multi-phase interactions, such as fluid-structure
interactions, where the fluid is usually modeled with particles and the structure with finite ele-
ments, and the simulation of localized structural responses to impact events, where most of the
structure is modeled with FEs, and only the highly deformed region is modeled with particles. In
the first case, the interactions occur between two different bodies, while in the second case, the
interactions occur within the same physical entity.

Attaway et al. [6] first proposed a methodology to model fluid-structure interaction by cou-
pling SPH and FEM using a penalty-based approach. In state-of-the-art simulations, the fluid-
structure interaction is usually modeled with a ”master-slave” coupling algorithm (also known as
”leader-follower” or ”primary-secondary”): once the contact is identified, one surface is set as
the master and the other as the slave. Typically, in this case, the solid structure is defined as the
master surface that controls the contact, while the fluid is considered to be the slave. At every
time step, the algorithm checks for penetration of the slave particles into the structure master
surfaces and assesses the reaction forces required to push the slave nodes away from the mas-
ter surface [7].

For the second scenario, which corresponds to the current research interests, the SPH/FEM
coupling techniques can be further divided into two main methods [72]. The first involves a
transformation technique that converts finite elements into SPH particles in response to the
evolving material states. The second method involves the discretization of different structural
domains using SPH and FEM and is therefore based on interface contact algorithms. The two
different approaches are shown in Fig. 2.6.
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Figure 2.6: The FE-SPH coupling methods: on the left (a), the FEs are converted to SPH particles as the material
progressively deforms [51]; on the right (b), different domains of the structure are modeled with SPH and FE [94].

The approach on the left, adapted from [51], first describes the entire structure with finite ele-
ments. As material deformation progresses and stress rises, these elements are transformed
into SPH particles. This methodology is often referred to as adaptive coupling. Conversely, the
strategy on the right, based on reference [94], uses SPH particles to model the central region
of the target plate, which undergoes significant deformation, while the remaining structure is
represented by finite elements. The projectile can be modeled through SPH particles or finite el-
ements depending on the degree of deformation it is expected to exhibit. Indeed, finite elements
are still considered sufficient for modelling areas that undergo minor deformation. The interface
contact scheme in figure is only an example. Several types of SPH-FEM interfaces have been
proposed. In the following sections, first the adaptive and then the interface coupling methods
are discussed.

Adaptive coupling - The adaptive coupling of FEMwith SPH has seen significant developments.
Themethod is based on the replacement of FEM elements with SPH particles when critical levels
of stress, strain, or other state variables are met. When a FEM element fails, it is removed
and replaced by a set of pre-defined SPH particles. This substitution conserves the energy
and mass of the system and mitigates the abnormal deformation that can result from altered
contact surfaces. SPH particles model the broken material, which is capable of withstanding
compressive stress but not tensile and shear stress, thus avoiding tensile instability within SPH
formulations [39]. The adaptive coupling FEM-SPH is shown in Fig. 2.7. At the same time,
the SPH algorithm, FE-particle coupling and contact algorithm cooperate to calculate the stress,
strain, and other parameters of the simulation members.

Figure 2.7: FEM-SPH adaptive method process [39].

The genesis of this adaptive strategy can be attributed to the work of Johnson et al. [49], who
initially applied this approach to impact simulations. In their study, they demonstrated two con-
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version techniques: one in which SPH nodes slip along a pre-existing finite element mesh,
and another in which SPH nodes are autonomously generated from the mesh. Subsequent
advances by Johnson et al. [52, 51], following the foundational work of Fahrenthold and Hor-
ban [28], introduced integrated particle-finite element algorithm. This hybrid approach, in which
finite elements and meshless particles simultaneously model the same materials, was success-
fully implemented in high velocity impact scenarios, demonstrating its effectiveness in dynamic
simulations.

Figure 2.8: FEM-SPH adaptive coupling algorithm flow-chart [108].

The adaptive coupling algorithm follows a systematic procedure [39], summarized as follows:

1. Concurrent computation for both FEM and SPH is performed within the current time step.
2. After the computation, an evaluation against a predetermined failure criterion is performed

for each element. Elements meeting this criterion are eliminated and their properties (i.e.,
mass, velocity, and material properties) are transferred to newly generated SPH particles
occupying the same spatial coordinates.
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3. These particles are then integrated into the SPH framework for subsequent computations.
4. The contact interface is updated and a contact algorithm is applied to manage the interac-

tion between the unbroken finite elements and the SPH particles in the simulation.
5. The algorithm advances to the next time step.

Figure 2.8 visually details the basic steps of the adaptive coupling algorithm for finite elements
and particles in a flow-chart format.

An increasing number of FEM elements become SPH particles as the simulation progresses.
The remaining elements represent the intact portion of the structure that was not completely
damaged, while the SPH particles represent the fully fragmented debris. This method exploits
the strengths of FEM for mesoscale modeling and different material types, including anisotropic
models, allowing the simulation of advanced materials and complex structures, such as com-
posites and foams, that are beyond the capabilities of a sole SPH approach [39].

Interface contact coupling - To combine the computational efficiency of the FEM with the
proficiency of SPH in managing large deformations, a hybrid discretization approach can be
employed. This entails partitioning the problem space, denoted by Ω, into two distinct domains:
ΩFEM is tackled using finite element methods, while ΩSPH is tackled through a meshless parti-
cle framework, as shown in Fig. 2.9 (left).

The coupling of SPH and FEM is realized by an interface contact algorithm, which enforces an
interface constraint to ensure coherent solutions along the boundary shared by the two domains,
symbolized by ΓInterface = ΩFEM ∩ ΩSPH .

At this juncture, the particles are constrained and move synchronously with the elements. It is
crucial to ensure consistency in displacement, velocity, and stress throughout the interface for
the physical accuracy of the simulation [21]. As shown in Fig. 2.9 (right), the random particle
”i” is influenced by both finite elements and SPH particles within its support domain, which is
defined by the smoothing length h. To maintain the simulation’s integrity, it is necessary to uti-
lize advanced computational techniques to determine particle properties at the interface and to
maintain the continuity required.

Figure 2.9: FEM-SPH interface contact coupling domain discretization example: (left) domain discretization, (right)
interface detail [21].

The development of an interface coupling algorithm that efficiently bridges FEM and MM pre-
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cedes the adaptive approach and offers a wide range of applicability beyond addressing issues
of high deformation and computational load. This methodology is useful in simulating phenom-
ena at atomic and multi-scale levels, making it a versatile tool in computational modeling [9, 98].

Over the past three decades, the scientific community has seen the emergence of several con-
tact algorithms designed to facilitate interactions at FE-meshless interfaces. Although they have
been developed for different meshless techniques, these algorithms are versatile in the sense
that they can be adapted to work with SPH.

A selection of noteworthy interface coupling strategies are discussed in this section. For a com-
prehensive analysis of these methodologies, readers are directed to consult Li and Liu’s com-
prehensive text on the subject [60].

In 1994, Johnson [49] presented a pioneering method for coupling the SPH and FEM domains.
His model anchors particles to finite element nodes, allowing for a strong and continuous transfer
of both tensile and shear forces across the SPH-FEM interface. This was achieved by combining
the forces on the FE nodes (FFEM ) with those on the particles (FP ), along with their masses, to
derive a unified calculation of acceleration as shown in Eq. (2.36).

aFEM,coupling = aP,coupling =
FFEM + FP

mFEM +mP
(2.36)

The relevant forces are calculated according to:

FFEM = mFEM aFEM , FP = mP aP (2.37)

However, this method has a notable drawback: it requires a one-to-one correspondence be-
tween the particles and nodes [83]. Therefore, this coupling mechanism cannot be applied
universally to any arbitrary particle distribution.

For this reason, a recent study [83] proposed a new algorithm based on slave-master coupling to
couple particles to elements in a way that allows arbitrary nodal arrangements. In fact, this new
method does not retrieve particle quantities through simply imposing equality between nodes
and particles and therefore forcing a certain nodal arrangement, but by exploiting a stiffness
assumption and thus the rigid body laws of motion between the two domains.

The master-slave algorithm is employed to obtain particle properties. Since the particle is con-
sidered a slave node that follows the motion of the master node, in this application the FE, its
properties at any time can be expressed in terms of the properties of the FE nodes, using the
coordinates of the particle projection on the nearest element to weight the relative influence.

Subsequently, in 1995 Liu et al. [63] showed how to couple the Reproducing Kernel Particle
Method (RKPM) with FEM by modifying the shape functions in the transition area for both RKPM
and FEM. They applied the reproducing condition also in the transition area.

In 1995, Belytschko et al. [8] formulated a coupling technique for the Element-Free Galerkin
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(EFG) method with FEM using mixed interpolation within the transition domain. This method
replaces the finite element nodes with particles and interconnects them smoothly to the EFG
nodes using a ramp function to ensure continuity and consistency at the interface. Figure 2.10
providing a clear depiction of this coupling methodology.

Here, the particle domain is represented by ΩSPH , the element domain is represented by ΩFEM ,
and the transition region is denoted by ΩB . The element boundary and particle boundary are
represented by ΓFEM and ΓSPH , respectively.

Figure 2.10: FEM-SPH interface contact coupling via ramp functions [83].

In the interface region, an approximation of the displacement vector u, is given by:

u = uFEM (x) +R(x)(uSPH(x)−uFEM (x)) ∀x ∈ ΩB (2.38)

Here, uFEM and uSPH are the FE and particle approximations for u in the transition region and
R(x) is the so-called ramp function. Although several formulations of the ramp function exist
in the literature [8], the main feature is that it must be constructed in such a way as to ensure
continuity, and thus:

R(x) = 0 ∀x ∈ ΓFEM , (2.39)

0 ≤ R(x) ≤ 1 ∀x ∈ ΩB , (2.40)

R(x) = 1 ∀x ∈ ΓSPH (2.41)

For example, in [83] the ramp function is defined as follows:

R(X) = 3r2(x)− 2r3(x) (2.42)

with
r(x) =

∑
i∈ΓSPH

Ni(x) (2.43)

Where Ni(x) is the shape function of the i− th particle evaluated at x.
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The drawback of this method is that the derivatives along the interface are discontinuous [8].
Fortunately, in 2000, Huerta et al. [44] were able to remove this disadvantage developing an
upgraded ramp function.

In 2004, Belytschko and Xiao [9] introduced the ’bridging domain coupling method’, a technique
designed to enhance the interface between finite elements and particles for atomistic and mul-
tiscale simulations. This method represents a significant improvement over the original ’hand-
shake’ model introduced by Abraham et al. in 1998 [1].

Two main components of this approach are the use of Lagrange multipliers and the Augmented
Lagrangian method to enforce motion constraints. The system is structured so that the Lagrange
multiplier field gradually decreases to zero at the boundary of the FEM domain, ensuring smooth
force interactions between the FE and particle domains. A visual representation of this coupling
method is shown in Fig. 2.11.

Figure 2.11: FEM-SPH interface contact coupling via bridging domain [83].

Compared to Fig. 2.9 (left), the model introduces an overlapping domain named Ωint where the
FEM and particle subdomains intersect. Within this region the scaling parameter α is introduced,
with a value of one at the border of the finite element domain Γα and gradually decaying to zero
towards the other end of the intersection domain Ωint. The subscript ’0’ marks the parameters
at the initial state.

In the region Ωint
0 , the system displacements can be approximated by the shape functionsNI(x)

of FEM or the kernel functions wI(x) of particle methods:

uFEM (x, t) =
∑
I

NI(x)uFEM,I(t), (2.44)

uSPH(x, t) =
∑
I

wI(x)uSPH,I(t) (2.45)

Therefore, the displacements constraint condition in Ωint
0 at the discrete position of particles is:

gI = giI = uFEM,iI − uSPH,iI =

{∑
J

NJIuFEM,iJ −
∑
K

wKIuSPH,iK

}
(2.46)

According to the Lagrange multiplier method, the problem can be reduced to finding the station-
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ary point of the energy function WL, as expressed in the following equation:

WL = W int −W ext + λT g (2.47)

Where λ is the vector of Lagrange multipliers λi for the constrain gi for each of the particles.
W int and W ext represents respectively the total internal and external potential energy of the
system.

The total internal potential energy W int can be expressed as follow:

W int =

∫
ΩFEM

0

βFEMFT · P dΩFEM
0 +

∫
ΩSPH

0

βSPHFT · P dΩSPH
0 (2.48)

where FT is the transpose of the deformation gradient, P the nominal stress tensor and β the
scaling parameter defined in Eqs. (2.50).

On the other hand, the total external potential energy W ext can be expressed as follow:

W ext =

∫
ΩFEM

0

βFEMρ0b · u dΩFEM
0 +

∫
ΩSPH

0

βSPHρ0b · u dΩSPH
0 + . . .

· · ·+
∫
ΓFEM
0

βFEM t̄ · u dΓFEM
0 +

∫
ΓSPH
0

βSPH t̄ · u dΓSPH
0 (2.49)

where ρ0 is the initial density, b are the body forces per unit mass, t̄ are the prescribed boundary
traction defined positive outward, and u the displacements vector. The scaling parameter is
defined as:

βFEM (x) =


0 in ΩSPH

0

1− α in Ωint
0

1 in ΩFEM
0 − ΩSPH

0

(2.50)

βSPH(x) =


0 in ΩFEM

0

α in Ωint
0

1 in ΩSPH
0 − Ωint

0

(2.51)

In the same work, Belytschko and Xiao also proposed an Augmented Lagrangian methods for
a better numerical stability. The Augmented Lagrangian methods can be developed by adding
a penalty term to Eq. (2.47), as follows:

WAL = W int −W ext + λT g +
1

2
pgT g (2.52)

where p is the penalty parameter; if p = 0, Eq. (2.52) is identical to Eq. (2.47).

To develop the corresponding discrete equations the Lagrangemultiplier field must be expressed
in terms of shape functions denoted by ΛI(x):

λi(x, t) =
∑
I

Λi(x)λ̄iI(t) (2.53)
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Generally, the shape functions for the Lagrange multiplier field ΛI(x) are different from that used
for the displacement,NI(x) or wI(x). To distinguish the Lagrange multiplier field λI in Eq. (2.53)
for the constrain gI in Eq. (2.46), λ̄iI is denoted as the unknown Lagrange multiplier at the La-
grange multiplier nodes.

The discrete equations are then obtained by inserting Eqs. (2.44), (2.45) and (2.53) into Eq.
(2.52) and setting the derivatives of WAL with respect to uI and λI to zero. The reader is re-
ferred to [9] for further details and to [83] for the dynamic extension.

Working on the total Hamiltonian of the system and enforcing displacement constrain as shown
above, Xu and Belytschko in [104], developed a less computationally demanding coupling by
diagonalization of the Lagrange multiplier constraints. Although the efficiency, the new imple-
mented form results in loss of energy conservation property.

In conclusion, in 2007 by Zhang et al. [107], a faster formulation of the bridging domain coupling
method has been developed for the case where the continuum domain can be treated as linear
elastic.

2.3. Shock Wave Induced by HVI
In the coming decade, scientific satellites with significant advancements in required measure-
ment precision, such as Sentinel-1C and Sentinel-2C, will be launched. Consequently, it is im-
perative to develop exceptionally stable platforms. As already implemented in the ESA’s Global
Astrometric Interferometer for Astrophysics (GAIA) [97] and the Gravity field and steady-state
Ocean Circulation Explorer (GOCE) [79] satellites, sandwich panels composed of carbon fiber
reinforced plastic and aluminum honeycomb cores are expected to be the preferred configura-
tion for these platforms, offering superior structural advantages such as high specific stiffness
and minimal thermal expansion.

In this scenario, the risk of micro-meteoroids and space debris impacts cannot be neglected.
These impacts are comparable in effect to the shock caused by explosive devices [79], making
them a credible hazard to the ultra-high sensitivity on-board equipment requirements. Satellites,
especially Sentinel-1A or Sentinel-2A, which execute numerous avoidance maneuvers annually
due to continuous potential impact detections, are particularly concerned with the transient dis-
turbances caused by such collisions. These disruptions can jeopardize the precision of measure-
ments by undermining the integrity of vital stability regions, thereby hindering the achievement
of mission objectives.

As mentioned, a high-amplitude shock wave hitting the impact point causes local plastic de-
formation (i.e., craters) that attenuates significantly as it moves into the surrounding structure,
transforming it into an elastic wave. The impact results in a single pulse in the direction of the
projectile’s trajectory in the spacecraft wall, with a peak velocity comparable to that of the im-
pacting projectile itself [87].

Ground-based experiments often cannot accurately reproduce such HVI conditions. For exam-
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ple, the GAIA mission, operating in a Lissajous orbit around the Earth-Sun L2 point, faces a
primary debris field of micro-sized particles with velocities exceeding 20 km/s [87]. Such a sce-
nario is currently impossible to reproduce experimentally. Therefore, numerical simulations are
essential to characterize the structural response to these impacts. Although FEM tools are gen-
erally preferred for the assessment of structural responses to different loads, their application in
this context is limited due to the large size mismatch between the satellite and typical impacting
bodies (m compared to mm) and the inability of the numerical model to cope with extreme high
loading and high deformation events, requiring alternative simulation strategies.

The primary goal of experimental and numerical impact testing campaigns is to investigate the
wave propagation in spacecraft structures after impact events. These studies are also concerned
with the effects of various parameters, particularly the properties of thematerials involved and the
characteristics of the projectiles, on the resultant vibrations and structural integrity. In general, it
has been observed from lower velocity experimental impact tests that the high-frequency content
is quickly damped when transmitted to the interconnected structure [79]. Therefore, the focus is
on the transmission of low-frequency content, which is the primary source of instability in space
vehicles.

2.3.1. Numerical Models and Preliminary Results
From the point of view of the spacecraft dynamics, non-catastrophic hyper-velocity impacts are
categorized on the basis of their severity and their frequency [79]. Frequent, but low-intensity,
impacts can cause a continuous degradation in the accuracy of scientific data due to their noise-
like effect on the spacecraft’s dynamic environment. These are generally caused by particles
colliding with the spacecraft more than once per hour. Intermediate-intensity shocks occur less
frequently but may temporarily interrupt data collection due to the magnitude of the disturbance
relative to the sensitivity of the on-board instruments. Such impacts are associated with particles
hitting the spacecraft at intervals ranging from daily to monthly. Finally, rare but high-intensity
impacts pose a risk of at least temporary loss of spacecraft attitude control, occurring at a rate
of less than one per year.

Simulations of HVI induced vibrations on spacecraft have utilized two distinct methodologies.
The first method involves generating an excitation signal from a simulation of a spacecraft wall
impacted by debris, which is then used as input for finite element analyses to assess vibration
responses at various impact points [87, 32]. Conversely, the second method does not distin-
guish between local impact effects and the overall dynamic response; it attempts to model the
entire system as a single entity into one simulation procedure [32].

In both strategies, effective modeling necessitates that the modal truncation should be large
enough to account for the main structural frequency responses. Moreover, the area of impact
must be sufficiently detailed to absorb the frequency content of the applied load [97].

The second approach employs SPH to retrieve the force impulse exerted on the structure around
the impact zone, and then transfer the information to a couple finite element model to analyze
the whole structural vibrational response. Despite SPH showing promise in calculating induced
vibrations from an HVI, the significant computational demands and the complexities involved in
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integrating SPH with FEM currently limit its practicality [32].

On the other hand, the objective of the first technique is to obtain a preliminary but realistic esti-
mate of the HVI-induced force at the impact site. Two methods have been implemented to cal-
culate the equivalent force impulse applied by the projectile on the target [32]. The first method
involves monitoring undamaged sections at various distances from the impact site. The distur-
bances in these sections are purely elastic, and the progression of these waves can be traced
to define the initial elastic excitation at the impact site. The second method involves evaluating
the total momentum transferred to the target. Although the former provides detailed insight, it is
hampered by the complexity of the stress wave environment and the computational demands of
using large targets to avoid boundary reflections. The second method, although less detailed,
offers a broader overview without providing the specific force peak shape. By varying conditions
such as projectile size and velocity, it is possible to establish a general elastic-equivalent exci-
tation function for a given structure subjected to HVI.

The complexity increases significantly when attempting to estimate the force transferred by im-
pacting sandwich panels commonly used in modern satellites. The design of these panels often
results in the projectile’s energy being predominantly absorbed by either the front or back panel,
depending on the specific conditions of the impact. Vergniaud et al. [97] have established a cri-
terion, derived from experimental data and projectile momentum, denoted Pp, which determines
whether the force should be applied to the front or rear sheet of the sandwich panel.

For sandwich panels with a 20 mm aluminum Honeycomb Core (HC) and Carbon Fiber Rein-
forced Plastic (CFRP) skins of 0.5 mm thickness, a threshold has been set: if Pp is less than
1.82 g m/s, the force should be applied to the front skin. Conversely, when Pp exceeds this
threshold and significant penetration of the front face sheet has been achieved, the back sheet
should be considered the primary site of excitation and the force should be applied accordingly
[97]. This distinction is critical for accurate simulation and analysis of impact dynamics on satel-
lite structures.

The validation of simulation models used to assess the impact of micro-meteoroids and space
debris on satellite structures has been partly established through experimental testing. These
tests, however, faced challenges in isolating the vibration signals induced by the impact from
those related to the test equipment itself, such as the light-gas gun. Detailed information on
these experimental setups is provided in Ref. [79].

An illustrative comparison shown in Fig. 2.12 juxtaposes the experimentally retrieved with the
numerically evaluated vibration signal at 150 mm offset from the shot axis. On the left side, the
graph is related to a 2 mm thick Al 7075-T6 plate impacted by a 2.0 mm Al-sphere at 5.3 km/s,
while, on the right side, the plot is related to a CFRP/Al HC Single Plate impacted by 1.5 mm
Al-sphere at 5.69 km/s [86]. The comparison exhibits a good qualitative congruence for both sce-
narios, capturing the initial high-frequency disturbance and the subsequent low-frequency oscil-
lations. However, the numerical simulation of the vibration environment necessitates extensive
computational resources to attain the frequency resolution required for an effective comparison
with experimental and finite element analysis data.
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The waveform from these disturbances can be categorized into three phases: longitudinal (1),
shear (2), and flexural (3) waves [86]. While these phases are distinctly identifiable in metallic
targets (Fig. 2.12 left), they are less distinct in composite sandwich panels (Fig. 2.12 right). The
flexural wave, essential in quantifying impact-induced disturbances, is discernible around 50 µs

in aluminum plate and around 35 µs in composite honeycomb post-impact.

Figure 2.12: Comparison of experimental and numerical disturbance waveform at 150 mm from normal impact in (left)
a 2 mm thick Al 7075-T6 plate measured with 2.0 mm Al-sphere at 5.3 km/s, and (right) a CFRP/Al HC SP with 1.5 mm

Al-sphere at 5.69 km/s [86]. Sections of longitudinal (1), shear (2) and flexural (3) waves are marked.

2.4. Literature Review Conclusion
The objective of this literature review has been to provide a reliable understanding of the risk as-
sociated with the increasing density of space debris population in LEO and the associated threat
of HVI to satellite functionality, with a particular focus on the available simulation tools. Now, the
reader is aware of the growing risks posed by hyper-velocity MMOD impacts, the limitations of
both the experimental research, due to high cost and complex procedures, and the numerical
models, due to low level of adaptability, high computational time and complex implementations.

HVIs pose multifaceted challenges to satellites, ranging from threat to accuracy of measure-
ments to overall survivability of the system. The review of relevant literature reveals a research
gap in the integration of Smoothed Particle Hydrodynamics and Finite Element Method tech-
niques to characterize the structural response of satellites to HVIs in regard to vibration and
stress propagation. This research has first gone through a detailed description of the physical
aspects related to this phenomenon and the mathematical modeling of the behavior of the in-
volved materials (i.e. description of material constitutive models, failure criteria and equations
of state).

In this review, the dominant numerical models, namely FEM and SPH, were discussed. Their
respective strengths and weaknesses were pointed out. FEM was found to be computationally
efficient but lacks robustness in representing severe deformations, while SPH provides an ac-
curate representation of high-stress and high-deformation events at the expense of increased
computational requirements. Therefore, a sole reliance on either method is considered insuf-
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ficient for the objectives of this thesis. A comprehensive review of coupling methods between
meshless techniques and FEM has been conducted, filtering out thosemost relevant to the goals
of the thesis and categorizing them into three primary schemes: adaptive coupling, edge-to-edge
interface coupling, and bridging domain interface coupling. The advantages and limitations of
each have been delineated.

Although there are studies on the shock wave effects induced by HVI, an integrative application
of FEM and SPH remains to be developed. This gap is currently addressed by detecting an
acceleration wave from experimental analysis at a certain distance from the impact site and re-
constructing it back to apply the digital acceleration signal to the spacecraft finite element model
to retrieve the global structural behavior. The conclusion of this review anticipates that the suc-
cessful integration of SPH and FEM methodologies will not only enhance the understanding of
HVI phenomena, but will also inform the design strategies necessary to mitigate the associated
risks.



3
Simulation Methodology for
Single-Plate Hyper-Velocity

Impacts

The chapter delineates the methodological framework employed for simulating HVI on a single-
plate configuration. This section explains the iterative process undertaken and the reasons
behind the adoption of certain models over others. Specifically, it evaluates the influence of
the shape of SPH domain, its initial spatial lattice configuration, and the algorithm employed for
SPH/FEM coupling, on the degree of realism and accuracy of the simulations. To validate and
compare this novel simulation approach, the implementedmodels replicate the experimental test
conducted by Sibeaud et al. [88]. This facilitates both qualitative and quantitative assessments
of the model modification. Beyond merely comparing post-impact geometrical parameters, the
evaluation encompasses an energy analysis and an exploration of stress-wave internal reflec-
tions.

Initially, exploiting the model symmetry, a quarter model of the experimental setup has been
proposed, followed by the development and analysis of a full plate and impactor model. In
Chapter 4, the simulation modeling technique that most faithfully reproduces the reference test
is subsequently adapted to a double-wall configuration, also known asWhipple shield orWhipple
bumper, and the simulation outcomes are compared with experimental data of tests conducted
by the European Space Agency (ESA), courtesy of courtesy of Airbus Defence and Space.

The dataset collected during these experiments is exhaustive and applicable to a diverse array
of scenarios, providing valuable insights into induced vibrations and enhancing understanding
within the domain of HVI simulations.

All the computations in this chapter are performed with the LS-DYNA R13.0.1 MPP Single Pre-
cision version in the High Performance Computing cluster of the Delft University of Technology
Aerospace Faculty (HPC12).

38
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3.1. Reference Test
The research conducted by Sibeaud et al. [88] at the Centre d’Études de Gramat (CEG) was
chosen for replication due to the clarity in the presentation of the experimentally collected mea-
surements, which are stated to be accurate to within 1%. Additionally, the recent extensive
numerical investigation proposed within Legaud et al.’s paper, titled ”Improvement of Satellite
Shielding under High-Velocity Impact Using Advanced SPH Method” [59] further supports the
decision to replicate this research. Combining experimental and numerical methods, the study
provides comprehensive results and clarity of model inputs.

Legaud’s study aimed to enhance hyper-velocity simulation capabilities and reliability through
a sensitivity analysis of three main parameters: the number of particles through the thickness
of the plate, the SPH formulation, and the particle pressure cut-off. The investigation aimed to
determine their respective influences on computational accuracy and performance.

In this report, the experimental test n.3 from the work of Sibeaud et al. has been reproduced.
The test consisted of a 5 mm radius spherical projectile made of aluminum alloy Al 2017 shot
onto a 2 mm thick, 150 mm square plate made of aluminum alloy Al 6061-T6 at normal incidence
with a measured velocity of 5941 m/s.

The investigation that follows evaluates the discrepancies between the experimental and nu-
merical models in order to evaluate and compare different simulation settings. The following
parameters were measured and used as benchmarks: final crater radius, debris cloud length,
maximum cloud radius, and axial velocity at the cloud front 16 μs after impact.

The experimental data collected during the test are presented in Table 3.1:

Crater Radius
(final) [mm]

Front Cloud Velocity
(16 μs) [m/s]

Cloud Length
(16 μs) [mm]

Cloud Max Radius
(16 μs) [mm]

8.45 mm 5296 m/s 81.1 mm 32.8 mm

Table 3.1: Results of the HVI experimental test [88]

In this section of the thesis, the focus was on selecting the optimal SPH domain shape and
SPH/FEM interface algorithm that would allow for the most accurate numerical reproduction of
HVI in space. Both square and circular SPH domain shapes were tested, and two SPH/FEM
interface algorithms were evaluated: ”tied contact” and ”adaptive contact”.

On the one hand, the effect of different SPH domain shapes (square and circular) on the propaga-
tion of information from one domain to the other was assessed. The objective was to determine
the influence exerted by the interface geometry and interface geometrical discontinuity on proper
propagation of information. On the other hand, different SPH/FEM interface options were tested
to ascertain whether an algorithm performs more effectively than another. The tied contact be-
tween the SPH and FE parts enforces a kinematic constraint at the interface, ensuring coherent
solutions along the boundary. The adaptive contact introduces a transition domain comprising
hybrid SPH/FEM elements. The approach remains based on kinematic constraints, yet ensures
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a more seamless transition from the SPH to the FE domain due to the dual nature of the transi-
tion area. The contacts are respectively described in detail in Sections 3.2.2 and 3.2.3.

To properly capture the specific effect of the SPH domain shape and the interface algorithm
used, all four possible cross configurations were tested. In order to provide the reader with a
comprehensive and clear view of the next sections, the different test settings are summarized
in Table 3.2:

Tied Contact Adaptive Contact
Square impact

domain Reference Test Square domain
with adaptive contact

Circular impact
domain

Circular domain
with tied contact

Circular domain
with adaptive contact

Table 3.2: Combination table of the implemented numerical tests.

3.2. Quarter Plate Model
To reduce computational costs, the decision was made to numerically replicate only a quarter of
the experimental test. Therefore, the dimensions of the modeled plate were set to [75 mm, 75
mm, 2 mm], and a quarter slice of the spherical projectile was employed in the simulation. The
boundary conditions consisted of two symmetry planes aligned along the x and y axes, while
the external edges of the plate were clamped. For a visual representation of the simulation ge-
ometry, see Fig. 3.1. The blue region represents the SPH plate impact domain, the red portion
represents the rest of the plate, and the green region represents the projectile. To implement
symmetry planes in LS-DYNA, the keywords *BOUNDARY_SPC_SET for solid elements and
*BOUNDARY_SPH_SYMMETRY_PLANE for SPH particles are used.

Figure 3.1: Geometry of the reference test simulation (top and lateral view - pictures from LS-DYNA Pre-Post V4.8).

The following subsections describe the most relevant numerical aspects of the simulation model
and discuss the two types of contact implemented: tied contact and adaptive contact.
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3.2.1. Model Parameters
This section covers the most important LS-DYNA keywords that are common to all simulations
introduced in Chapter 3. For further information, please refer to Appendix A.

The control settings applied to the SPH particles play a central role in determining the stabil-
ity, accuracy, and efficiency of the simulation by defining the particle interactions. In all the
presented simulations, a *CONTROL_SPH card was used to manage SPH particle properties,
including the activation of a particle deactivation box. This box effectively deactivates SPH par-
ticles that have gone outside the box and are no longer interacting with the structure, optimizing
computational efficiency while capturing key impact features such as the evolving debris cloud
and ejecta veil.

The SPH control algorithm dynamically adjust the number of neighbors per particle during the
computation, significantly exceeding the default value of 150. LS-DYNA’s automatic adjustment
of this value allowed the simulation to proceed to the final stages. If the number of neighbors
per particle increases too much, the automatic process of neighbor determination leads to a
program crash, so that it is necessary to update the initial default value.

Regarding the SPH formulation, Legaud et al. [59] concluded that the default SPH formulation
is optimal for hyper-velocity impacts. The *CONTROL_SPH settings further define the inter-
particle interaction. The default ”particle approximation” is used. According to this setting, parti-
cles of two different parts interact with the same mechanics as particles of the same part interact
internally, ensuring accurate collision detection and debris cloud dynamics.

Artificial viscosity played a key role in addressing discontinuities and preventing tensile instability.
The choice of the Monaghan formulation over the standard solid-element artificial viscosity for-
mulation proved to be more widely applicable due to the complex nature of the impact zones, as
the solid-structure approximation fell short. Finally, incremental stabilization was implemented
as total stabilization is only recommended for hyperelastic materials.

In addition, *SECTION_SPH card settings were used to control the SPH smoothing function and
the smoothing length constant. The use of an initial value of 1.2, bounded between 0.2 and 1.5
during the simulation, allowed for effective control of the particle dynamics. The cubic spline
function was implemented as the kernel function of choice.

The plate area surrounding the impact zone requires the use of finite elements to limit the com-
putational effort. For proper finite element functionality, modeling cards different from those
associated with SPH must be implemented.

In this context, *SECTION_SOLID is used to satisfy the finite element attributes. Despite the
thin composition of the bumper plate, shell elements were not considered due to the potential
complications arising from their interaction with SPH. The main aspect that requires attention in
the section card is the choice of the element formulation.

The constant stress solid element was chosen because of its accuracy, efficiency, and adaptabil-
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ity to large deformations. However, its use requires hourglass stabilization, which is implemented
through the *CONTROL_HOURGLASS tab. The use of the Flanagan-Belytschko viscous form
type within this stabilization method proves to be suitable for very high speed scenarios. This
specific viscosity type is recommended in the LS-DYNA manual and has been defined in the
literature [81] as optimal for hyper-velocity simulations. A major advantage is its negligible effect
on the system energy, which increases its suitability for such simulations.

The termination time of the simulation is controlled by themandatory *CONTROL_TERMINATION
card in LS-DYNA, which allows tunability based on the simulation objectives. For the single wall
scenario, a simulation duration of 20 μs is sufficient to capture the entire event, given the initial
high projectile velocity defined by the *INITIAL_VELOCITY_GENERATION card. No further ter-
mination criteria were specified.

While the original experimental study employed different aluminum alloys - Al 2017 for the pro-
jectile and Al 6061-T6 for the impacted plate - due to limitations in obtaining adequate Al 2017
material model data, and noting the similarity inmaterial characteristics, both parts weremodeled
using data commonly associated with Al 6061-T6 aluminum alloy. Legaud et al. [59] utilized the
Steinberg-Guinan material model, yet prior studies [38] revealed its insufficient accuracy. Conse-
quently, the Johnson-Cook model was implemented. The LS-DYNA *MAT_JOHNSON_COOK
keyword’s input parameters are detailed in Table 3.3 and Table 3.4.

Material Property Symbol Value
Density ρ 2.703 g/cm3

Elastic Modulus E 69 GPa
Shear Modulus G 27.6 GPa
Poisson’s Ratio ν 0.33

Melting Temperature Tm 775 K
Reference Temperature T0 273 K

Specific heat cp 875 J/kgK

Table 3.3: Material properties of Al 6061-T6 aluminum alloy [4, 59]

Johnson-Cook parameters Symbol Value
Yield Stress A 324.1 MPa

Strain Hardening parameter B 113.8 MPa
Strain Hardening exponent n 0.42
Strain Rate parameter C 0.002

Thermal Softening exponent m 1.34
Pressure Cut-off σp −1200 MPa

Spall type SPALL 2.0
Damage Constant 1 D1 −0.77
Damage Constant 2 D2 1.45
Damage Constant 3 D3 −0.47
Damage Constant 4 D4 0
Damage Constant 5 D5 1.6

Table 3.4: Johnson-Cook material model parameters for Al 6061-T6 aluminum alloy [91, 59].
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LS-DYNA provides several spalling models to represent material splitting, cracking and failure
under tensile loading. In this scenario, the material physically spalls when σmax ≥ −σp. Once
spalled, the tensile stresses are reset to zero while allowing the material to withstand compres-
sive stresses. The maximum principal stress spalling model, selected by setting SPALL to 2.0,
detects spalling when the maximum principal stress, σmax, exceeds the limit. The deviatoric
stresses of the spalled material are nullified, so that hydrostatic stresses are not allowed, and all
calculated tensile pressures within the spalled material are reset to zero, allowing the material
to behave like debris.

The Johnson-Cook material model requires an equation of state. The Grüneisen EOS has been
implemented using the LS-DYNA keyword *EOS_GRUNEISEN. The related parameters are
presented in Table 3.5.

Grüneisen parameters Symbol Value
EOS Constant 0 C 5328 m/s
EOS Constant 1 S1 1.4
EOS Constant 2 S2 0
EOS Constant 3 S3 0

Grüneisen parameter Γ0 1.97
A factor A 0.48

Table 3.5: Grüneisen EOS parameters for Al 6061-T6 aluminum alloy [59]

3.2.2. Tied Contact
The initial contact methodology adopted between the SPH and FEM plate components is estab-
lished through a tied contact system, which functions as a constraint-based mechanism. The
kinematic constraint is set between the nodes of one component and the segments of the other.

The *CONTACT_TIED_NODES_TO_SURFACE keyword is used to implement the connection
between components by defining the contact slave set as the external SPH nodes bordering
the finite elements model of the plate’s external zone, and the master set as the segment set of
finite elements faces within the plate model’s external zone that share borders with the internal
SPH plate domain. This configuration creates a tied linkage, restricting the elements and nodes
translational degrees of freedom [36].

Under these tied contact conditions, the movement of slave nodes mirrors the motion of the mas-
ter surface. During simulation initialization, each slave node is aligned with the nearest master
segment through an orthogonal projection. Criteria are established to determine proximity, and if
met, the slave nodes are adjusted to conform to the master surface without introducing stresses,
allowing for minor geometric adaptations.

A warning message is logged in the output text file if nodes are deemed too distant from their
corresponding master segments, indicating the absence of a tied connection. Throughout the
simulation, the position of the slave node remains fixed in relation to its assigned master seg-
ment, upheld through kinematic constraint equations.
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Exploiting this coupling method, two simulations have been implemented using first a square
and then a circular SPH domain (Table 3.2). The square SPH domain with tied contact test
corresponds to the reference test already implemented within the paper of Legaud et al. [59]
and within the Master’s thesis of Harazim [38]. A mesh convergence study has already been
performed [38], for this reason it has been omitted. The geometry of the square SPH domain
with tied contact simulation - or reference test - is shown in Fig. 3.1, while the geometry of the
circular SPH domain with tied contact is shown in Fig. 3.2.

Although it may seem unconventional to study the effect of a hypervelocity impact on a circular-
shaped plate, given that the classical configuration of current satellites involves square-shaped
plates (which may also exhibit curvatures), this choice was adopted to simplify modeling by us-
ing the circular-shaped SPH domain. However, this simplification was later abandoned in the
advanced stages of the study. As outlined in Chapter 4, although the SPH domain maintains a
circular shape, it is embedded in a plate of square geometry.

The author notes that the objective of the study is to identify the optimal methodology for the
transfer of stress waves and vibrations induced by hypervelocity impact in a generic flat plate of
isotropic material, rather than in a specific configuration. It is assumed that such transfer, at least
in the instants immediately following impact, is not affected by the general geometry of the plate,
but only by local model design properties, such as the coupling algorithm and the geometry of
the interface itself.

In both simulation scenarios, the projectile is modeled as a quarter of a sphere with a radius of
5 mm. The plate has a complete straight edge of 75 mm, while the SPH domain of the plate
includes edges of 25 mm. To maintain consistency in both simulations, the SPH interparticle
distance within both the plate impact zone and the projectile is set to 0.125 mm.

Figure 3.2: Geometry of the circular SPH domain with tied contact test simulation (top and lateral view - pictures from
LS-DYNA Pre-Post V4.8).

Each scenario uses a projectile consisting of 67,024 particles. The simulation of the square
domain includes a plate impact domain with 640,000 particles and 10,000 solid elements. The
circular domain simulation, on the other hand, uses 502,416 particles and 2,600 solid elements
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in its plate domain. In both scenarios, the SPH region has 16 particles within the plate thickness,
while the FEM region integrates 2 elements. Both simulations were executed in parallel using
16 Massively Parallel Processing (MPP) processors. The total CPU time was 3461 seconds (57
min, 41 sec) for the square SPH domain simulation and 5181 seconds (1 h, 26 min, 21 sec) for
the circular SPH domain simulation.

To validate both simulations, key metrics such as the final crater radius, the debris cloud length,
its maximum radius, and the axial velocity at the cloud front 16 μs after impact are extracted. The
collected values, along with their relative errors, are listed in Table 3.6. Moreover, a top view
showing the crater shape is given in Fig. 3.3, while a representation in oblique view of impact
evolution is displayed in Fig. 3.4. Finally, the velocity profile at 16 μs post-impact is shown in
Fig. 3.5.

Crater diameter
(final)

Debris Cloud Velocity
(16 µs)

Debris Cloud Length
(16 µs)

Cloud diameter
(16 µs) Avg.

Experimental
data 18.90 mm 5296 m/s 81.1 mm 65.6 mm –

Square impact
domain 21.36 mm (13.01 %) 5241 m/s (1.0 %) 80.7 mm (0.5 %) 67.2 mm (2.4 %) 4.23 %

Circular impact
domain 21.37 mm (13.01 %) 5249 m/s (0.9 %) 82.2 mm (1.4 %) 66.3 mm (1.1 %) 4.10 %

Table 3.6: Results and relative errors of tied SPH/FEM interface simulation with a square or a circular SPH domain.

The results indicate that the circular domain exhibits a slightly better overall performance, as
illustrated in the final column of the table. In fact, the simulation results diverge from the experi-
mentally collected data to a lesser extent than the simulation performed with a square domain,
with the exception of the debris cloud length. However, this difference is not conclusive due to
the small variations and the challenges in precisely defining a boundary when determining the
maximum diameter of the debris cloud. This ambiguity introduces subjectivity into the selection
of the crater boundary particles. A more meaningful measure is the axial velocity of the debris
cloud, evaluated by the average velocity of its leading edge.

Figure 3.3: Final crater in simulation with tied SPH/FEM interface with a square (a) and a circular (b) SPH domain (top
view - pictures from LS-DYNA Pre-Post V4.8).
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Figure 3.4: HVI evolution at different time-step in simulation with tied SPH/FEM interface with a square (left column)
and a circular (right column) SPH domain (oblique view - pictures from LS-DYNA Pre-Post V4.8).
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Figure 3.5: Resultant velocity profile at 16 μs in simulation with tied SPH/FEM interface with a square (a) and a
circular (b) SPH domain. Initial projectile movement downward (lateral view - pictures from LS-DYNA Pre-Post V4.8).

3.2.3. Adaptive Contact
To identify the optimal simulation methodology for modeling HVI, a different SPH-FEM contact
algorithm was investigated. The second type of contact methodology is a solid-to-SPH tran-
sition zone between the SPH and FEM plate components. It is implemented using the LS-
DYNA keyword *DEFINE_ADAPTIVE_SOLID_TO_SPH. With this method, a hybrid solid ele-
ments are added between the SPH model and the finite element model of the plate. Each
hybrid element uses both solid and particle discretization techniques. The solid component
is then constrained through tied contacts. On the finite elements domain side using *CON-
TACT_TIED_SURFACE_TO_SURFACE, while, on the SPH domain side using *CONTACT_TI-
ED_NODES_TO_SURFACE keyword.

The use of this contact system, which is still based on kinematic constraints, ensures a smoother
transition due to the dual nature of the transition area, resulting in more accurate stress propa-
gation to elements further from the impact zone.

The *DEFINE_ADAPTIVE_SOLID_TO_SPH keyword has been introduced to create SPH parti-
cles, either as replacements or supplements for solid Lagrangian elements. This feature is valu-
able for dynamically transforming a Lagrangian solid part into SPH particles, especially when
the constituent Lagrangian solid elements fail. One or more SPH particles can be generated for
each failed element. These particles automatically inherit all Lagrangian node and integration
point quantities from the failed solid elements. The constitutive properties of the new SPH part
correspond with the referenced material and EOS in the new SPH part definition.

Successively, this feature has also been implemented to ensure a smooth transition from a SPH
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to a solid element domain. The SPH formulation can withstand significant deformation, while the
solid meshes accurately describe the material interfaces. The interaction works by constraining
SPH node locations with solid elements, while SPH elements introduce a penalty force term
against solid node movement [105].

The *DEFINE_ADAPTIVE_SOLID_TO_SPH keyword offers flexibility in specifying the number
of SPH particles generated per element. Hexahedral elements can contain (n × n × n) SPH
elements, where ”n” ranges from 1 to 3. Control parameters enable the user to manage the type
of coupling between SPH particles and adjacent solid elements, i.e. interaction, no interaction
or thermal only, as well as to define the start time of this coupling - either from the beginning of
the simulation or from the moment of failure of the solid element.

To ensure the accurate establishment of the contact hybrid layer interface between the SPH
and FEM domains, the coupling is triggered at the beginning of the simulation. In the transition
zone between the SPH and FEM domains, 27 particles per solid element (n = 3) are generated
(Fig. 3.6). This value represents a balanced compromise between computational efficiency
and accuracy. It should be noted that the transition zone is placed significantly away from the
point of impact, which eliminates the need for a higher particle count. However, the influence
of the value of ”n” on the accuracy of the stress wave propagation has not yet been investigated.

Fig. 3.6 shows a detail of the SPH/FEM adaptive interface method. The hybrid domain, consist-
ing of solid elements and SPH particles, is rendered in yellow. To enhance clarity, the yellow
solid elements have been made transparent and some have been blanked out to show the pres-
ence of the brown SPH particles in the interior. At the beginning of the simulation, as mentioned
above, 27 particles were created per solid element.

Figure 3.6: Detail of the SPH/FEM Adaptive interface method (pictures from LS-DYNA Pre-Post V4.8).

Adaptive contact has been implemented in both the square and circular domain SPH simulations,
as shown in Table 3.2. Fig. 3.7 shows the geometry of the square SPH domain with adaptive
contact simulation, while Fig. 3.8 shows the geometry of the circular SPH domain with adaptive
contact simulation.

As in the tied contact models, the projectile (shown in green) is modeled as a quarter model of
a sphere with a radius of 5 mm. The plate has straight edges that measure a total of 75 mm,
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and the plate’s SPH region encompasses edges that measure 25 mm. A transition domain of
adaptable solid elements, 1 mm in width and represented in yellow, is enclosed between the SPH
domain of the plate (shown in blue) and the FEM domain (shown in red). In both simulations,
the interparticle distance within the plate SPH impact zone and the projectile is consistently
maintained at 0.125 mm.

Figure 3.7: Geometry of the square SPH domain with adaptive contact test simulation (top and lateral view - pictures
from LS-DYNA Pre-Post V4.8).

Figure 3.8: Geometry of the circular SPH domain with adaptive contact test simulation (top and lateral view - pictures
from LS-DYNA Pre-Post V4.8).

The projectile consists of 67,024 particles in both scenarios. The plate is composed of 640,000
particles and 9,898 solid elements in the square domain configuration, and 502,416 particles
and 2,548 solid elements in the circular domain setting. In both scenarios, the SPH domain con-
tains 16 particles across the thickness of the plate, while the adaptive - or SPH/FEM interface
- and FEM domains have two elements. It is important to note that, adhering to the previously
described contact settings, 27 SPH particles are generated for each adaptive solid element.
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Concerning the specifics of the contact setup, 102 adaptable solid elements are used in the
square domain simulation, while 52 of them are used in the circular domain simulation. The
SPH particles that are linked with the adaptable FEM interface zone are generated only at the
beginning of the simulation. In the square domain simulation, a total of 2,754 newly generated
SPH particles are created, while in the circular domain simulation the amount is 1,404. Both
simulations were executed in parallel using 16 MPP processors. The total CPU time was 3861
seconds (1 h, 4 min, 21 sec) for the square SPH domain simulation and 2489 seconds (41 min,
29 sec) for the circular SPH domain simulation.

As previously illustrated in Section 3.2.2, the validation of both simulations and their comparison
with other tests involves the gathering of identical key metrics (final crater radius, debris cloud
length, maximum debris cloud radius, and axial velocity at the cloud front 16 μs post-impact).
These values, along with their respective relative errors, are presented in Table 3.7. Furthermore,
Fig. 3.9 provides a top view illustration of the crater shape, while a representation in oblique view
of impact evolution is displayed in Fig. 3.10. Figure 3.11 shows the velocity profile at 16 μs post-
impact.

Crater diameter
(final)

Debris Cloud Velocity
(16 µs)

Debris Cloud Length
(16 µs)

Cloud diameter
(16 µs) Avg.

Experimental
data 18.90 mm 5296 m/s 81.1 mm 65.6 mm –

Square impact
domain 21.11 mm (11.70 %) 5298 m/s (0.04 %) 80.4 mm (0.9 %) 68.6 mm (4.57 %) 4.30 %

Circular impact
domain 21.37 0mm (12.69 %) 5276 m/s (0.38 %) 80.6 mm (0.6 %) 68.1 mm (3.81 %) 4.37 %

Table 3.7: Results and relative errors of adaptive SPH/FEM interface simulation with a square or a circular SPH
domain.

The findings are consistent with those reported for the tied contact case. Therefore, it is rea-
sonable to conclude that the choice between the SPH and FEM zone contact methods does not
affect the accuracy of the simulation regarding the analyzed parameters. As a result, the size of
the crater formed and the characteristics of the debris cloud remain quite the same.

Figure 3.9: Final crater in simulation with adaptive SPH/FEM interface with a square (a) and a circular (b) SPH
domain (top view - pictures from LS-DYNA Pre-Post V4.8).
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Figure 3.10: HVI evolution at different time-step in simulation with tied SPH/FEM interface with a square (left column)
and a circular (right column) SPH domain (oblique view - pictures from LS-DYNA Pre-Post V4.8).
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Figure 3.11: Resultant velocity profile at 16 μs in simulation with adaptive SPH/FEM interface with a square (a) and a
circular (b) SPH domain (lateral view - pictures from LS-DYNA Pre-Post V4.8).

3.3. Stress Analysis in the Plate
In the previous sections, two different contact methods were used to simulate the impact of a
spherical debris on an aluminum plate. Table 3.8 reports a comparison of the simulation results
collected in tables 3.6 and 3.7, including the average errors. Based on the data presented, it is
clear that the type of SPH/FEM contact setting has no impact on the morphology of the resulting
crater and debris cloud.

Square Tied Circular Tied Square Adap. Circular Adap.
Average
Error 4.25 % 4.10 % 4.30 % 4.73 %

Table 3.8: Average error of the simulations described in Section 3.2

The choice of SPH/FEM contact setting mainly affects the propagation of stress waves from the
impact site to the rest of the panel. It is important to note that the need to find the best way of
coupling between the SPH and FE domains arises from the requirement for accurate propaga-
tion of stress wave and acceleration from the impact site to the satellite in order to evaluate the
effect of the MM/OD HVI on the new generation of satellites equipped with increasingly sensitive
instrumentation.

Fig. 3.12 shows the propagation of the stress wave from the impact site to the rest of the mod-
eled plate in the tied contact setting with a square and a circular domain. The results of four
successive times that are the most significant for the SPH/FEM stress-wave transition process
are reported to give the reader a complete understanding of the phenomena: at 7, 9.5, 12, and
14.5 μs post-impact. A black background has been chosen for better contrast.
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Figure 3.12: Stress wave propagation in simulation with tied SPH/FEM contact interface with a square (first row) and a
circular (second row) SPH domain at 7, 9.5, 12, 14.5 μs after the impact (pictures from LS-DYNA Pre-Post V4.8).

In Fig. 3.13, the propagation of the stress wave from the impact site to the rest of the modeled
plate is shown in the adaptive contact setting with a square and a circular domain. These results
were acquired simultaneously with those in the previous illustration.

Figure 3.13: Stress wave propagation in simulation with adaptive SPH/FEM contact interface with a square (first row)
and a circular (second row) SPH domain at 7, 9.5, 12, 14.5 μs after the impact (pictures from LS-DYNA Pre-Post V4.8).

Qualitative analysis of the images suggests a potential improvement in the circular region. How-
ever, it is not clear whether this improvement is entirely attributable to an improved interface
between SPH and FEM. It is possible that the observed enhancement is primarily due to a uni-
formity and synchronicity of errors, particularly concerning equidistant points from the impact
center. Further investigation is necessary to distinguish the separate effects of interface refine-
ment and uniform error distribution on the performance differences between domains.

Ensuring energy conservation in simulations is crucial for accuracy and reliability. Energy losses,
especially at interfaces between modeling methods, can introduce errors and compromise re-
sults. Therefore, analyzing energy variation throughout simulations is crucial for understanding
performance and identifying areas for improvement.
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In Section 3.4 a study of energy variation with different simulation setup has been conducted.
The purpose of this analysis is to determine the effectiveness of SPH/FEM contact methods
in conserving energy. This can help refine and optimize simulation contact methodologies for
greater accuracy and robustness.

In order the assess the goodness of the contact it would also be interesting to look for internal
reflection of the stress wave within the plate at the SPH/FEM interface. This type of phenomena,
although not physical, and therefore dangerous for the correctness of the simulation, is typical
of interface surface between two different modelling methods. This topic is fully discussed in
Section 3.5.

Additionally, it is possible to observe an axial asymmetry along the edges of the circular domain
with symmetric boundary conditions. This presents a significant challenge that could potentially
be reduced by considering a complete representation of the plate instead of limiting the simula-
tion to a quarter section of the problem domain. To improve the accuracy and robustness of the
simulation, it may be beneficial to address the axial asymmetry issues by modeling the entire
plate. However, this approach will increase the computational cost of the model. This strategy
is discussed further in Section 3.6.

3.4. Energy Consideration
LS-DYNA is an explicit dynamic solver that canmodel the complex physics associated with short-
duration, high-intensity events subject to complex, nonlinear, and transient dynamic forces. In
contrast to implicit analysis methods, where convergence relies on factors such as force, mo-
ment, displacement, and heat to maintain equilibrium, the computational algorithms employed
in explicit dynamic analysis prioritize the conservation of mass and momentum. Hence, there
is no explicit consideration of energy conservation. Consequently, to ensure the validity of sim-
ulation results, it is essential for users to verify the overall energy balance, thus monitoring the
principles of energy conservation throughout the simulation process [23].

The basic idea is that if all possible sources of error have been effectively addressed, the total
energy of a system should exhibit minimal variation throughout the simulation. Therefore, quan-
tifying the degree of energy fluctuations is a diagnostic tool for assessing the level of error in
the simulation. By monitoring the degree of energy alteration, researchers can determine the
accuracy of the simulation and evaluate the effectiveness of error minimization strategies used.

Generally, an energy imbalance does not necessarily indicate incorrect results. As long as the
user knows where the energy is coming from and where it is going, it should be safe.

In this section a study of energy variation with different simulation setup has been conducted.
The purpose of this analysis is to determine the effectiveness of SPH/FEM contact methods
in conserving energy. This can help refine and optimize simulation contact methodologies for
greater accuracy and robustness.

Energy conservation can be checked using an Energy Error term. It is defined as the ratio be-
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tween the relative energy error to the maximum energy value between current energy, reference
energy, and work done.

Energy Error = |Current Energy −Reference Energy −Work Done|
max{|Current Energy|, |Reference Energy|, |Work Done|}

(3.1)

where the Reference Energy is the energy sum at the beginning cycle, the Current Energy is
the energy sum at the current cycle, and theWork Done is the sum of work done by constraints,
loads, body forces, contact penalty forces, and energy removed from the system by element
erosion.

Another possible way to check the energy balance is by checking the Energy Ratio. It is defined
as the ratio of the total energy within the system to the sum of the initial total energy and external
work and, for the perfect energy balance, it should be constantly equal to 1 [23].

Energy Ratio =
Total Energy

(Initial Total Energy + External Work)
(3.2)

However, when solving the explicit dynamics problem, there can be different sources that cause
energy imbalance, such as the hourglass energy, numerical erosion mechanisms, and boundary
conditions.

In Fig. 3.14 the Total, Kinetic and Internal Energy of the previous simulations are shown. The
main clue is to verify wherever the SPH/FEM contact setting can be considered as a cause of
energy loss throughout the simulation.

Figure 3.14: Total, Kinetic and Internal Energy evolution during the simulation for different simulation settings.
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The simulations all follow a similar pattern. Initially, the system’s total energy consists entirely
of the projectile’s kinetic energy. Upon impact, some of this energy is converted into the internal
material energy of the plate and the projectile. It is important to note that there is some leakage
of the total energy. In Fig. 3.14, the hourglass energy, which must be minimised in order to
guarantee the accuracy of the simulation, is not shown because of its negligible value. In fact,
in all four simulations, it does not surpass 0.02 J.

The graph in Fig. 3.15 displays the Energy Ratio over time for the previous simulations. The
graph shows that the energy dispersion throughout the simulation is not affected by the interface
contact setting. The curve pattern is similar for all four types of simulation settings, leading to
an asymptotic value of 0.973. Presumably, the projectile impact contact configuration ought to
be examined. Although the energy ratio is not constant throughout the simulation, it is important
to note that this does not affect the validity of the simulation. It is generally accepted that small
losses are acceptable for simulation validity [23].

Figure 3.15: Energy ratio evolution during the simulation for different simulation settings.

3.5. Stress-Wave Internal Reflection
To assess the quality of contact, it is essential to analyze the internal reflection of stress waves
within the plate at the interface between the SPH and FEM domains. This study is significant be-
cause non-physical phenomena can occur at the interface of different modeling methodologies,
which may compromise the accuracy of the simulation.

The study also aims to evaluate the effect of symmetry planes implemented in the quarter model.
Data were collected at three different locations along the SPH/FEM interface. Twomeasurement
points are positioned near the symmetry planes with their normals along the x or y axis, and the
third one is positioned in the center of the SPH/FEM interface at a 45-degree angle (Fig. 3.16).

The study was performed only on the circular domain configuration for simplicity sake. The
methodologies for tied and adaptive contact are similar, but the differences will be highlighted in
the following subsections. The purpose is to determine the effectiveness of SPH/FEM contact
methods in ensuring a continuous and smooth stress-wave propagation. This can help refine
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and optimize simulation contact methodologies for greater accuracy and robustness.

3.5.1. Methodology
The methodology used in this analysis is based on the primary assumption of an axially sym-
metric behavior, which governs the stress wave propagation phenomenon, especially in the
immediate post-impact time period. However, to evaluate the effect of the symmetry planes,
three different locations along the SPH/FEM interface were analyzed. As mentioned above, two
data points are located in the proximity of the edges where a symmetrical boundary condition
has been applied, while the third one is set at the midpoint of the interface.

To analyze the effect of the SPH/FEM interface, stress history data were collected at two contigu-
ous measurement spots for three times along the interface for comparative analysis. In resulting
graphs shown in Section 3.5.2, one stress data curve belongs to the SPH domain, while the other
belongs to the FEM domain.

Figure 3.16, which does not depict the entire plate but rather only the portion of interest, shows
schematic representations for both the tied and adaptive contact configurations. The approach
is based on the assumption that stress data between two adjacent location sections should be
congruent over time, despite a temporal displacement proportional to the velocity of the shock
wave within the material and a marginal attenuation of the signal amplitude due to increased
volumes of the outermost section and inherent damping effects induced by the stiffness of the
plate. This congruence should hold even if the sections join two different numerical methodology
domains.

Figure 3.16: Schematic representation of the stress-wave internal reflection testing methodology in tied contact
setting (a) and in adaptive contact setting (b).

The expected outcome of this comparative assessment is a near-perfect match of stress data
over time for adjacent measurement points in the SPH and FEM domains. Deviations from this
anticipated congruence, evidenced by significant variations in the stress profiles, could poten-
tially be indicative of reflective phenomena manifesting at the interface.

In the tied contact configuration, it is important to highlight that thanks to the bi-dimensionality
of the interface contact methodology, it is possible to chose two contiguous measurement spots
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that pertain to two different methodology domain. Both share one edge with the SPH/FEM inter-
face. Schematic representation for the tied contact configuration is shown on the left side in Fig.
3.16.

On the other hand, in the adaptive contact configuration the interface contact methodology is a
tri-dimentional circular crown section, for this reason it is not possible to chose two contiguous
measurement points that pertain to two different methodology domain, but it order to make them
both share one edge with the SPH/FEM interface, measurement points in the most external
circular crown in the SPH domain and in the most internal circular crown in the FEM domain
have been selected. In this way, both share one edge with the SPH/FEM adaptive interface.
Schematic representation for the adaptive contact configuration is shown on the right side in Fig.
3.16.

To ensure comparability between stress history results in the SPH and FEM domains and to
reduce the large noise introduced by analyzing only one particle, stress data undergo an aver-
aging process across various elements within a small rectangular solid located at the desired
spot. The solid has dimensions of 1 mm by 1 mm edges in the plate plane, and its height is
equal to the entire plate thickness. Figure 3.17 presents an example of the selected particles
used to obtain stress data history at a specific location within the SPH domain. Accordingly, the
stress history data plotted in the following sub sections for the FEM domain are the results of an
averaging process between the two elements along the plate thickness.

Figure 3.17: Selection methodology for SPH particles to obtain averaged stress data history at a specific location.
Circular domain with adaptive contact scenario.

The result is a smoother representation of the stress evolution over time for a given point at a
given distance and angle from the impact site.

In order to ensure the capability of fully capturing the behavior of the stress wave signal with high
resolution, the sampling rate of the simulations required for this study was increased to 100MHz.
As a result, the magnitude of the simulation output data increased.

3.5.2. Results
This section presents the results of numerical simulations conducted for stress-wave internal
reflection investigation. The collected data provide a detailed analysis of von Mises stress data
over time measured at specific points in tied and adaptive contact configurations, enabling an
accurate assessment of the research hypotheses and objectives posed. The analysis was con-
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ducted only using the circular domain setting.

The tied and adaptive contact scenarios are visualized in the following graphs using the same
nomenclature and color correspondence, regardless of the three different locations of the SPH
and FEM comparison (90, 45, or 0 degrees). Figures 3.18 to 3.20 display data related to the
tied contact, while Figs. 3.21 to 3.23 display data related to the adaptive contact.

The stress data for the SPH point is presented in two curves on the graphs. The light green curve
shows the original retrieved values, while the green curve shows the SPH von Mises stress data
curve shifted in time to make it comparable to the FEM stress data. This shift in time compen-
sates for the fact that the stress wave first invests the SPH point and then the FEM equivalent
point. The time shift was evaluated with the goal of minimizing the difference in the curve during
the initial rise.

It has been observed that the shift in time of the stress wave curve remains constant regardless
of the analyzed direction. The average shift in time of the SPH von Mises stress curve in a tied
contact configuration is 0.27 μs. In the adaptive contact scenario, this value doubles to approx-
imately 0.51 μs. This is because the measuring points in the adaptive contact scenario are not
contiguous, resulting in an average distance that is approximately double that of the tied contact
scenario.

The stress curves for the tied contact methodology are shown in Figs. 3.18, 3.19, and 3.20 for
comparisons at 90, 45, and 0 degrees, respectively.

Figure 3.18: SPH and FEM von Mises stress data comparison in circular tied domain (top 90º).

Figure 3.19: SPH and FEM von Mises stress data comparison in circular tied domain (middle 45º).
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Figure 3.20: SPH and FEM von Mises stress data comparison in circular tied domain (bottom 0º).

Similarly, the von Mises stress curves for the adaptive contact methodology are shown in Figs.
3.21, 3.22, and 3.23 for comparisons at 90, 45, and 0 degrees, respectively.

Figure 3.21: SPH and FEM von Mises stress data comparison in circular adaptive domain (top 90º).

Figure 3.22: SPH and FEM von Mises stress data comparison in circular adaptive domain (middle 45º).

Figure 3.23: SPH and FEM von Mises stress data comparison in circular adaptive domain (bottom 0º).
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Upon analysis, it is clear that there is a strong correlation between the data collected in the
SPH and FEM domains. The results support the hypothesis of a temporal shift and minor signal
amplitude attenuation due to increased volumes of the outermost section and inherent damping
effects induced by the stiffness of the plate. Additionally, the two curves exhibit a similar pattern,
indicating a high level of agreement. Indeed, both graphs show the main stress peaks occurring
at the same time. The peaks are highlighted in the graph using a yellow arrow along a dashed
line used to emphasize the temporal matching. This correspondence is particularly strong in the
first few microseconds after the impact.

Moreover, the graphs use small dark circles to highlight stress peaks in the SPH data curve that
do not appear in the respective FEM curve. The smaller stress peaks that occur immediately
after a larger peak do not have a match in the FEM stress curve. Given the isotropic and ho-
mogeneous nature of the model material, these peaks are likely related to a numerical induced
error. It is possible that they are related to the reflection of the stress waves in the proximity of
the SPH/FEM interface.

By comparing the results from the tied and the adaptive contact, it is possible to observe that the
latter methodology has a better performance in terms of the amplitude of these reflected peaks.
Although the reflected stress peaks present in the tied contact configuration are not entirely elim-
inated through the use of an adaptive contact, their influence has been significantly mitigated.

The latter claim is supported by Fig. 3.24. Although such plots do not introduce any new data,
they only show the stress signals collected at the same point in both the tied and adaptive con-
tact cases. As might be expected, it is possible to observe that the stress pattern is the same in
both configurations, with only slight deviations. In general, it can be observed that the peaks are
less pronounced in the adaptive case (blue line) than in the tied case (red line). These findings
have been interpreted as indicative of diminished reflection at the interface between the two
methodologies employed and the stress wavefront, which propagates from the center outward.

It is important to note a general trend in the von Mises stress plots showing that, after a certain
period of time, the stress field tends to become more uniform within the impacted plate. This
behaviour is highlighted by the light blue line in the previous plots. Indeed, as the simulation
progresses, the SPH and FEM differences in stress tend to diminish. To achieve full uniformity
of the stress field, it may be necessary to implement longer simulations and larger plates to avoid
boundary reflections.
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Figure 3.24: SPH von Mises stress data comparison in tied and adaptive circular domain at 90, 45, and 0 degrees.

3.6. Full Plate Model
As discussed in Section 3.3 and highlighted in Fig. 3.25, an axial asymmetry behaviour in
stress wave propagation phenomenon is evident along the edges of the domain under sym-
metric boundary condition.
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Figure 3.25: Stress wave propagation in simulation with circular SPH domain with a tied (first row) and an adaptive
(second row) SPH/FEM contact interface at 7, 9.5, 12, 14.5 μs after the impact. Red circles highlighting axial
asymmetry behaviour in stress wave propagation phenomenon (pictures from LS-DYNA Pre-Post V4.8).

Bymoving frommodeling a quarter section to the entire plate, this phenomenon could be studied
in more detail. Indeed, it may be worthwhile to model the entire plate, despite the associated
increase in computational cost, given the potential benefits of evaluating the impact of sym-
metrical boundary conditions on stress wave propagation and improving overall accuracy and
robustness.

This section presents a complete model of the scenario described in Section 3.1 and the resulting
outcomes. Only one type of contact and domain shape has been investigated. Specifically, the
circular domain with tied contact was chosen for assessment because it accentuates the axial
asymmetry behavior in stress wave propagation (see Fig. 3.25, tied contact row at 12 and 14.5
μs post-impact).

3.6.1. Model Parameters
The full model closely mirrors the quarter model described in Section 3.2. The main differences
stems in modelling the full system and in the implemented boundary conditions.

To replicate the experimental setup and to be consistent with the previously studied quarter
model, the plate was modeled as a 75 mm radius, 2 mm thick disk. As in the previous setup, the
outer edge of the plate are clamped during the simulation and the projectile was represented
as a sphere with a 5 mm radius. For a graphical representation, see Fig. 3.26. The blue area
represents the SPH plate impact region, the red area indicates the plate modelled with finite
elements, and the green area the projectile modelled with SPH. The three stars in Fig. indicate
study points from which stress history data has been obtained and which will be plotted in the
following sections to compare stress over time at different locations.

To maintain consistency in the modeling approach, the same keywords are used for material
properties, EOS, initial settings, and simulation control, as described in Section 3.2 and Appendix
A. As mentioned earlier, a tied contact governs the SPH-FEM interaction.
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Figure 3.26: Geometry of the full model simulation (top and section view - pictures from LS-DYNA Pre-Post V4.8).

To ensure consistency with the quarter model simulations, even the same modelling parameters
have been implemented. Specifically, the SPH interparticle distance within both the plate impact
zone and the projectile is set at 0.125 mm. The projectile is composed of 268,096 particles. The
plate comprises approximately 2 million particles and 10,200 solid elements. Additionally, the
SPH region encompasses 16 particles within the plate’s thickness, while the FEM region uses
2 elements.

3.6.2. Results
In this scenario, the validation of the simulation setup always pass through the same key metrics
concerning crater and debris cloud geometry. The collected values, along with their relative
errors, are listed in Table 3.9.

Crater diameter
(final)

Debris Cloud Velocity
(16 µs)

Debris Cloud Length
(16 µs)

Cloud diameter
(16 µs) Avg.

Experimental
data 18.90 mm 5296 m/s 81.1 mm 65.6 mm –

Quarter plate
model 21.37 mm (13.01 %) 5249 m/s (0.9 %) 82.2 mm (1.4 %) 66.3 mm (1.1 %) 4.10 %

Full plate
model 20.38 mm ( 7.83 %) 5351 m/s (1.0 %) 81.8 mm (0.9 %) 66.6 mm (1.5 %) 2.81 %

Table 3.9: Results and relative errors of circular SPH domain and tied SPH/FEM interface simulation in quarter and full
plate configuration.

As expected, the transition from the quarter to the full model, although partially improving the sim-
ulation geometry outcome (with special reference to the crater diameter), has only a marginal
impact on the accuracy of such data. The following analysis focuses on the characteristic of
stress wave propagation.

Figure 3.27 illustrates the propagation of the stress wave from the impact site to the rest of
the plate in the tied contact setting with a circular domain. To assess the impact of symmetry
boundary conditions, the results of the quarter model with those of the full model have been
compared. The study focused on two subsequent time points, 10.5 and 12 μs post-impact,
which are considered to be themost relevant for observing the stress wave propagation distortion
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effects (see Fig. 3.28). In each figure of the full model, the quarter model is superimposed within
a red square located in the upper right corner.

Figure 3.27: Stress wave propagation comparison between the full model and the quarter model (in the upper right
corner) in simulation with tied SPH/FEM contact interface and circular SPH domain at 10.5 and 12 μs after the impact.

The results indicate that the simplified quarter model aligns well with the full model, suggesting
that symmetry boundary conditions have only a marginal impact on stress wave propagation ac-
curacy. Therefore, the asymmetry in stress wave propagation cannot be attributed to them, but
rather to other factors. This observation highlights the accuracy achieved by the quarter model
tests, but it does not explain the reason for the asymmetry in a theoretically axial-symmetric case
study.

To evaluate the effect of the SPH lattice, von Mises stress history data were collected at three
different locations along the SPH/FEM interface. For comparison, as described in Section 3.5,
two data points along the x- and y-axes and a third at 45° were used. The data pertains to the
FEM domain and the results are presented in Fig. 3.28. For clarification, the locations of the
data points are illustrated in Fig. 3.26.

Figure 3.28: Von Mises stress data comparison in circular tied domain in FEM domain (SPH lattice configuration as
default).



3.7. Influence of the SPH Lattice 66

The graph shows a further manifestation of the anisotropy of the model in transmitting stress.
The plotted trajectories reflect the behavior observed in Fig. 3.27. The stress evolution of the
study points located along the x (0°) and y (90°) axes, represented by the red and blue curves
respectively, show a similar progression with significant overlaps and only slight discrepancies.
The stress relative to the study point located at 45°, represented by the green curve in the fig-
ure, shows a lower amplitude during most of the simulation. Additionally, the average stress
obtained by averaging the stress values along the circular corona, which includes the data ac-
quisition points for the more specific curves, is also illustrated.

After 10 microseconds, the trends of the two curves begin to differ significantly. The study point
placed at 45° with respect to the x-axis shows a sharp decrease in stress level at that point, while
the analysis reports only a progressive but controlled decrease in stress relative to points along
the x- and y-axes. The data at 10.5 microseconds and 12 microseconds have been highlighted
and illustrated in the Fig. 3.27 as representative of this abnormal behavior. It is noteworthy that
all the curves tend to converge to similar values as the simulation progresses.

3.7. Influence of the SPH Lattice
Figures 3.27 and 3.28 indicate that stress waves exhibit a directional preference. This behav-
ior, which is observed despite the complete absence of symmetry boundary conditions, can be
attributed to the inherent lattice properties of the SPH model used to simulate the impact zone.
The term ”lattice” is used to define the regular spatial arrangement of particles within the SPH
framework. The lattice structure, which is determined by the initial placement, could influence
the propagation of stress waves through the material. The directional preference observed in
stress wave propagation can be related to the anisotropy introduced by the lattice, which influ-
ences the mechanical response of the model to impact forces.

The SPH plate and projectile were implemented in LS-DYNA using the pre-implemented ”SPH
Generation” function for sphere and cylinder shapes. After determining the number of SPH par-
ticles per principal direction, the system automatically generates elements with an orthorhombic
lattice. In this scenario, since the inter-particle distance is fixed at 0.125 mm, the lattice formed
by the SPH particle can be described as simple cubic crystals (refer to Fig. 3.29).

Figure 3.29: SPH lattice configuration as default setting in LS-DYNA.
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With this configuration, the density of particles is higher along the principal directions than in the
oblique direction. Since the interparticle distance along x or y axis is the user defined one, in the
current case 0.125 mm, along the direction oriented at 45°, it is 0.177 mm.

c =
√
2a2 =

√
(0.125mm)2 = 0.177mm (3.3)

where a is the user defined interparticle distance.

Furthermore, as shown in Fig. 3.29, the simulation implements 16 layers of SPH to discretize
the out-of-plate direction, resulting in 128 particles along the x or y axis and 90.4 particles along
the 45° oriented direction per 1 mm.

nxory =
1mm

0.125 p/mm
× 16 = 128 p (3.4)

n45° =
1mm

0.177 p/mm
× 16 = 90.4 p (3.5)

3.7.1. Rotated SPH Lattice Model
To assess the influence of the SPH lattice distribution, a new full model simulation was imple-
mented while keeping all simulation parameters and LS-DYNA keywords identical to the previ-
ous simulations. The orientation of the SPH plate lattice is the only parameter that has been
modified. The blue part in Fig. 3.30 representing the SPH plate has been rotated by 45 degrees
(defined as positive according to the right rule) around the direction normal to the plate. The rest
of the simulation remains identical. Specifically, the SPH lattice orientation of the projectile has
not been altered.

Figure 3.30: SPH lattice configuration in the rotated model.

Contrary to the previous section, in the present configuration, the density of particles along the
oblique directions exceeds that along the x and y directions. This is due to the 45° rotation of the
SPH lattice along the z-axis. As a result, the interparticle distance along the oblique direction is
set by the user, which is 0.125 mm in the current case, while it is 0.177 mm along the x and y
axes. Assuming a configuration of 16 layers of SPH along the thickness, as implemented in the
simulation to discretize the plate, it is possible to observe 90.4 particles along the x or y axis and
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128 particles along the 45° oriented direction (refer to Fig. 3.30)

nxory =
1mm

0.177 p/mm
× 16 = 90.4 p (3.6)

n45° =
1mm

0.125 p/mm
× 16 = 128 p (3.7)

3.7.2. Results
Figure 3.31 illustrates the propagation of the stress wave from the impact site to the rest of the
plate in the tied contact setting with a circular domain with the SPH plate domain lattice rotated
by 45-degree in counterclockwise direction.

Figure 3.31: Stress wave propagation comparison between the full rotated model and the quarter straight model (in
the right upper corner) in simulation with tied SPH/FEM contact interface and circular SPH domain at 10.5 and 12 μs

after the impact. Red dashed lines highlighting the mismatched stress features.

As in the previous section, the stress wave propagation diagram results of the straight quarter
model are compared with those of the rotated full model to evaluate the effect of the SPH lattice
orientation. Two subsequent time points, 10.5 and 12 μs post-impact, were chosen. In each fig-
ure of the rotated model, a red square containing the standard quarter model is superimposed
in the upper right corner.

The results suggest a correlation between the principal directions of the SPH lattice and the axial
asymmetry introduced in the stress wave propagation phenomena, as expected. The stress pat-
tern at a given time shows most features rotated by the same angle as the SPH lattice, indicating
that stress propagates in the preferential directions. Red dashed lines highlight the differences
between the two models and the angular mismatch.

To evaluate the effect of the SPH lattice rotation, von Mises stress data were collected at three
locations along the SPH/FEM interface and reported in Fig. 3.32. Two data points are located
along the x and y axes, while the third is set at 45°. The data refer to the FEM domain.
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Figure 3.32: Von Mises stress data comparison in circular tied domain in FEM domain (rotated SPH lattice
configuration).

The graph confirms the findings of the previous analysis regarding the effect of SPH lattice
orientation on stress propagation. The plotted curves reflect the behavior observed in Fig. 3.31.
The stress values for the points located at a 45-degree angle (shown in green) reproduce the
values for the points located along the x- and y-axes in the standard model. Similarly, the values
of the points located along the x and y axes (plotted in blue and red, respectively) reproduce
the values of the points located along the oblique axis in the standard model, overlapping each
other and showing only minor discrepancies.

3.7.3. Quasi-Isotropic SPH Lattice Model
Obtaining an accurate and reliable reconstruction of the stress propagation in a structure through
simulations is crucial for identifying critical points and potential failing areas. To achieve this, it
is important to implement a model in which stress waves are independent of the orientation of
the SPH lattice. The material used in this simulation is homogeneous, but the region modeled
in SPH behaves similarly to a material with anisotropic mechanical properties, responding and
propagating stress differently depending on the direction of propagation.

To mitigate this effect and restore the isotropic mechanical properties of the simulated material,
an attempt was made to equalize, at least along the previous study directions (x-axis, y-axis and
45° oblique), those parameters that, according to previous studies, conditioned the behavior of
the material modeled by SPH, such as the average interparticle distance and, consequently, the
average number of particles in one millimeter along the above directions.

To achieve this goal, a technique commonly used in composite material design was adopted
to obtain a layup with quasi-isotropic mechanical properties. Therefore, it was decided to ori-
ent certain layers of SPH in specific directions, treating each layer as a unidirectional layer of
composite material. Given the original SPH model consisting of 16 overlapping particle layers,
some of them were oriented at 45° angle with respect to the reference axis, while maintaining the
balance between oriented and non-oriented layers to ensure symmetry and balance in the layup.

Figure 3.33 presents a lateral schematic representation before and after the implementation of



3.7. Influence of the SPH Lattice 70

the ”balanced” and ”symmetrical” lattice. Figure 3.34 provides a top view of the final result.

Figure 3.33: Lay-up strategy of the quasi-isotropic SPH lattice (side view).

Figure 3.34: SPH lattice configuration in the quasi-isotropic model (top view).

Through this configuration, the particle density remains consistent both along the x and y axes
and across the oblique direction. This uniformity is confirmed by the calculation of the average in-
plane inter-particle distance along each of these directions. Since the number of layers rotated
by 45° is equal to the number of layers in the standard configuration, the resulting average in-
plane interparticle distance is simply the average of the values in the rotated and standard layers,
resulting in 0.146 mm. Additionally, it is important to note that the average number of particles
per millimeter remains consistent with this setup, with an average of 109.2 particles per 1 mm.

nxoryor45° =
1mm

0.146p/mm
× 16 = 109.2 p (3.8)

3.7.4. Results
Figure 3.35 shows how stress waves propagate from the impact site to the entire plate in a
tied contact configuration, with the SPH domain lattice arranged in a quasi-isotropic manner.
Similar to the previous section, the results of stress wave propagation simulations conducted on
the SPH quasi-isotropic lattice full model were compared with those conducted on the standard
quarter model, shown in a red square in the upper right corner, to evaluate the influence of
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the SPH lattice modification. Two subsequent time points, namely 10.5 and 12 microseconds
post-impact, have been reported.

Figure 3.35: Stress wave propagation comparison between the full tilted model and the quarter straight model (in the
right upper corner) in simulation with tied SPH/FEM contact interface and circular SPH domain at 10.5 and 12 μs after
the impact. Red dashed lines highlighting the mismatched stress features (pictures from LS-DYNA Pre-Post V4.8).

The results indicate excellent axially symmetric stress propagation in the quasi-isotropic model.
The propagation of stress waves in the rest of the material appears to be unaffected by the
spatial configuration of the SPH lattice. No directional phenomena in stress propagation were
detected through this analysis.

To assess the efficacy of the SPH quasi-isotropic configuration, the same test as described in
previous sections has been conducted. Von Mises stress data were gathered at three specific
locations along the SPH/FEM interface and are presented in Fig. 3.36. Two of these data points
are positioned along the x and y axes, while the third is situated at a 45° angle. It is important
to note that the collected data pertain to the FEM domain.

Figure 3.36: Von Mises stress data comparison in circular tied domain in FEM domain (quasi-isotropic SPH lattice
configuration).
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The graph confirms the findings of the previous analysis regarding the effect of SPH quasi-
isotropic configuration on stress propagation. The plotted curves reflect the behavior observed
in Fig. 3.31. The stress curves for the points located at a 45-degree angle, along the x- and
y-axes, are very similar, overlapping each other and showing only minor discrepancies.

Although this strategy has only been implemented and verified for a plate with a circular external
geometry, in the next chapter this methodology is implemented for a plate with a square external
geometry. The reader can expect similar results of uniformity of stress wave propagation for the
latter approach as well.

3.8. Summary
Chapter ’Simulation Methodology for Single-Plate Hyper-Velocity Impacts’ explains the method-
ological framework for the simulation of hyper-velocity impact within a single plate configuration.
The analysis covers factors such as the shape of the SPH domain, the choice of the SPH/FEM
coupling algorithm, and the initial spatial lattice configuration of the SPH particles, which in-
fluence the realism and accuracy of the simulation. The optimal configuration for successful
simulation has been identified through the analysis of multiple aspects such as the continuity
of stresses in the plate, the axially symmetric behavior of the stress wave propagation, and the
evaluation of the internal reflection of the stress wave. Specifically, a full model with an adaptive
SPH/FEM contact and a quasi-isotropic SPH lattice configuration emerges as the most effective
approach.

The implemented models are initially validated and compared using experimental data from
Sibeaud et al. This benchmarking process ensures the fidelity and reliability of the simulation
methods in use. Subsequently, future simulations within a Whipple shield configuration will be
performed using the identified optimal configuration. The purpose of these future simulations is
to validate the model against experimental data.

In addition, the results of these experiments will provide broad insights that can be applied to
various scenarios, thereby increasing the understanding within the field of HVI simulations. The
methodology outlined serves as a solid foundation for subsequent research efforts, facilitating
advances in both the theoretical understanding and practical applications of HVI simulations.



4
Simulation Methodology for

Whipple Shield Hyper-Velocity
Impacts

In this chapter, the model implemented for the simulation of HVI in a double-plate configura-
tion, also known as a Whipple shield, is outlined. The model proposed in the following sec-
tions benefits from the comparative studies conducted on the single-plate scenario in Chapter 3.
Specifically, the configuration with a circular-shaped SPH domain, adaptive SPH/FEM contact
algorithm, and quasi-isotropic SPH initial lattice has been shown to provide high degree of real-
ism and simulation accuracy.

To validate the proposed model, the simulation replicates one of the experimental Light Gas Gun
(LGG) hyper-velocity impact tests conducted at the Ernst Mach Institute (EMI) in Freiburg, Ger-
many [18]. The experimental data were obtained in the frame of an activity of Airbus Defence
and Space under an ESA contract, and are courtesy of Airbus Defence and Space. Although
the parameters that can be used for comparison are limited to crater diameters in the first and
second plates, they are sufficient for the purposes of validating the implemented model.

The simulation has been performed using LS-DYNA R13.0.1 MPP Single Precision version and
executed in parallel using 32 MPP processors from the High Performance Computing cluster of
the Delft University of Technology Aerospace Faculty (HPC12). The computational burden was
significant, with a CPU time of 100140 seconds (27 h, 49 min, 0 sec).

The following sections describe the test to be replicated (Section 4.1) and discuss the parameters
that are critical to the proposed model (Section 4.2). Section 4.3.1 compares the experimental
data with simulation results and explains the impact characteristics. Then, the energetic aspects
of the simulation are analyzed in section 4.3.2. Finally, the study concludes with a comprehen-
sive analysis of stress propagation induced by HVI in both the first and second plates (Section
4.3.3), along with observations regarding the vibration field (Section 4.3.4).

73
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4.1. Whipple Shield HVI Experimental Test
In order to validate the methodology developed in the single-plate scenario also for a double-
plate configuration, among the tests whose data were available, it was chosen to reproduce the
test whose impact velocity was the highest (7.1 km/s) as it was considered to be the probable
cause of the greatest damage to satellites.

In the replicated experiment, a 5 mm diameter spherical projectile made of Al 2007 is shot at 7.1
km/s using a LGG against a Whipple shield. The plates of the shield are made of Al 2024-T3
with a thickness of 0.8 mm and are fixed at the edge along the entire perimeter. The plates are
assumed to be square, although their dimensions in the other two directions are not specified.
To retrieve the stress level induced by HVI in both plates minimizing the boundary conditions
interference, both plates were modeled with 300mm long external edges. The distance between
the two plates is 60 mm. A schematic illustration of the test set-up is shown in Fig. 4.1 (a), while
a real HVI Whipple shield testing set-up is displayed in Fig. 4.1 (b).

Figure 4.1: Target Geometry (a); Experimental set-up for HVI (adapted from [78]) (b).

Since the test campaign aimed to develop the ballistic curve of the analyzed shield and validate
an early hydrocode used to model HVIs, the recorded results only indicate whether the target
was penetrated and the relative diameter of the craters. In the experiment, both plates were
perforated, and a 9.3 mm diameter crater was recorded on the first plate. A 58 mm diameter
crater was reported on the second plate, caused by the debris cloud generated from the impact
of the projectile with the first bumper. These data will be used for simulation validation in the
following paragraphs.

4.2. Methodology
In this section, the methodological approach employed in simulating Whipple shield HVI is dis-
cussed. The methodology draws upon the comparative analysis conducted on the single-plate
scenario, as well as a preliminary investigation outlined in Harazim’s Master’s thesis [38]. While
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Harazim’s thesis primarily pays attention to the mesh convergence study and material model
approach for simulating HVI, thereby enriching the foundation of our investigation, the present
study specifically focuses on analyzing stress propagation within the first and second plate after
HVIs.

In Section 4.2.1, the primary geometrical parameters relevant to the simulation are presented.
Special attention is given to the level of discretization used in the SPH parts. In Section 4.2.3, the
main keywords utilized in LS-DYNA are described, with a specific focus on the contact definition
between the FEM and the SPH domains, the implemented boundary conditions and material
model.

4.2.1. Model Geometry
To replicate the tests conducted at EMI and validate the proposed methodological approach, the
geometry was configured to closely resemble the experimental context outlined in Section 4.1.
The simulation was designed to reproduce the behavior of a spherical projectile with a diameter
of 5 mm and an initial velocity of 7.1 km/s. To optimize computational resources and minimize
simulation time, the projectile was positioned just 1 mm away from the first plate, without physical
contact. The target structure comprises two square plates arranged orthogonally to the projec-
tile’s initial trajectory, each with a thickness of 0.8 mm and a length of 300 mm.

The length of the plates was not specified in the experimental campaign reports. It was chosen
to ensure unrestricted propagation of the stress waves in the first microseconds after impact,
allowing a study unaffected by edge conditions and artificial reflections. The two plates were
arranged at a distance of 60 mm from each other. Figure 4.2 presents a comprehensive view
of the simulated system. The SPH modeled impact zone is shown in blue and the outer area of
the plates modeled with finite elements in red.

Figure 4.2: Whipple shield simulation geometry (pictures from LS-DYNA Pre-Post V4.8).
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As in the single plate configuration described in Section 3.2, the projectile was modeled through
the use of SPH particles, while the two plates were treated through finite elements, except for
the impact areas, which were also modeled through SPH. To optimize computational efficiency,
the size of the SPH domain related to the first plate was reduced compared to that related to the
second plate.

This decision was based on the logic of a Whipple shield, which allows for a larger impact area
on the second plate. Indeed, the fragmentation of the projectile, which occurred on the impact
with the first bumper, generates a debris cloud characterized by a dispersion angle with respect
to the initial direction of travel and a reduced velocity. This results in the kinetic energy being
distributed over a larger area when it hits the second plate.

The SPH domain size was determined by analyzing experimental data regarding the diameter
of the crater formed on the second plate, allowing sufficient room for discrepancies between
simulated and experimentally observed results. Figure 4.3 highlights this modelling aspect by
showing a bottom view of the simulated system. In the picture, both the SPH impact domains
have been hidden.

Figure 4.3: Detail of the Whipple shield simulation geometry (Bottom View - pictures from LS-DYNA Pre-Post V4.8).

Both SPH domains on the first and second plate were configured with a circular shape. This
allows for a more uniform propagation of the stress waves from the SPH domain to the FEM
domain, as shown in Sections 3.3 and 3.5.2. The diameter of the SPH domain of the first plate
is 20 mm, while regarding the second plate, it was increased to 80 mm, consistently with the
extension of the impact zone.

To guarantee a smooth transmission of stress waves from the SPH domain to the FEM domain
in both plates, an adaptive contact was used. This is implemented through a transition zone,
approximately 1.8 mm thick, comprising FEM-SPH hybrid elements (shown in yellow in Fig. 4.3).
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4.2.2. Mesh Characteristics and Parameters
The SPH domain within the first plate consists of 241,246 particles. Within this domain, the
in-plane interparticle distance is set at 0.125 mm, while 12 particles are utilized through the
thickness to model 0.8 mm (resulting in an out-of-plane interparticle distance of 0.067 mm).

Despite recommendations to maintain a constant SPH interparticle distance [36], achieving this
is challenging when maximizing particle count through the thickness. While the SPH mesh den-
sity in the first bumper determines the accuracy of the debris cloud, studies have shown that the
number of particles through the thickness significantly influences crater diameter accuracy [59].
Therefore, it is crucial to maintain a fine mesh in the thickness direction, balancing it with the
computational cost associated with SPH simulations.

Additionally, the first bumper consists of 45,559 finite elements and 544 hybrid FEM/SPH ele-
ments. A tailored FE meshing strategy has been implemented to ensure seamless transition
from the circular internal interface to the square external edges. Figure 4.4 illustrates the first
plate, highlighting the impact zone modeled by SPH (in blue) and the hybrid transition zone (in
yellow).

Figure 4.4: Geometry of the first plate in Whipple shield simulation (Top View - pictures from LS-DYNA Pre-Post V4.8).

The second plate’s SPH domain encompasses 965,424 particles. Unlike the first plate, the inter-
particle distance in the plane is set at 0.250 mm, which is double the value compared to the first
plate. Similarly, through the thickness, 12 particles are employed to model 0.8 mm, resulting in
an out-of-plane interparticle distance of 0.067 mm.

Complementing the SPH domain, the second bumper incorporates 37,312 finite elements and
1,952 hybrid FEM/SPH elements. Once again, a tailored meshing approach has been adopted
to ensure seamless transition from the circular internal interface to the square external edges.
Figure 4.5 provides a visual representation of the second plate, highlighting the SPH-modeled
impact zone (depicted in blue) and the hybrid transition zone (depicted in yellow) with detailed
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focus.

Figure 4.5: Geometry of the second plate in Whipple shield simulation (Top View - pictures from LS-DYNA Pre-Post
V4.8).

Hence, across both plates, the SPH region contains 12 particles throughout the plate thickness,
while the FEM region has only 2 elements. The simulated scenario uses a projectile consisting
of 33,552 particles, with an interparticle distance of 0.125 mm along the x, y, and z axes.

The mesh parameters are tabulated in Table 4.1.

1st Plate 2nd Plate Projectile
Domain

dimensions Ø 20 x 0.8 mm Ø 80 x 0.8 mm Ø 5 mm (sphere)

Particles in
prin. direction 160 x 160 x 12 320 x 320 x 12 40 x 40 x 40

Ratio
[mm/particles] 0.125 x 0.125 x 0.067 0.250 x 0.250 x 0.067 0.125 x 0.125 x 0.125

Total number
of particles 241,246 965,424 33,552

Table 4.1: SPH Mesh parameters in Whipple shield HVI simulation.

As discussed in Section 3.7, to ensure uniformity in SPH behavior, particularly concerning the
propagation of stress waves generated by the HVI, a quasi-isotropic lattice was also proposed
in this scenario. This approach has been implemented for both the first and second plates. Both
SPH zones use 12 particles to discretize the plate thickness. In order to achieve a quasi-isotropic
lattice, as both the SPH zones use 12 particles to discretize the plate thickness, the lay-up strat-
egy depicted in Fig. 4.6 has been implemented.

By ensuring symmetry with respect to the mid-plane of the plate and balance of the lattice, this
approach allows for greater uniformity of stress propagation within the plane.
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Figure 4.6: Lay-up strategy of the quasi-isotropic SPH lattice in the Whipple shield (side and top view).

4.2.3. Model Simulation Parameters
The present model leverages the previous results obtained from the single-plate simulation. Con-
sequently, many of the modeling parameters and simulation characteristics have been deter-
mined through a comparative analysis of the results obtained from previous simulations. While
this section aims to provide the reader with a comprehensive overview of the most important
LS-DYNA keywords related to the Whipple shield HVI simulation, in order to avoid unnecessary
repetitions, it will often refer back to the single-plate model described in Section 3.2, highlighting
similarities and differences. For further details, please refer to Appendix B.

For the proposed simulation, a clamping boundary condition was applied along the outer edges
of both plates using the *BOUNDARY_SPC_SET card. This choice was made because no sym-
metry plane of the model was exploited. Although this does not fully replicate the experimental
conditions, it does not significantly stiffen the plates or affect the size of the generated craters,
given the distance of the edges from the impact area. There have been no changes to the sim-
ulation control parameters for either the SPH or FEM domains. However, to prevent software
crashes, the initial number of neighbors per particle was increased to 850.

To fully observe the HVI phenomenon on a Whipple shield, the termination time, defined by the
*CONTROL_TERMINATION card, had to be extended. Based on simulations conducted on a
single plate, the estimated value for the time required to travel the stand-off distance relative to
the analyzed Whipple shield, and the average shock wave propagation velocity within the plates
was conservatively set at 100 μs. No other simulation termination parameters were used. Fur-
thermore, the initial velocity of the projectile, defined by the *INITIAL_VELOCITY_GENERATION
card, was adjusted accordingly, allowing the projectile to impact the bumper at a velocity of 7.1
km/s.

Considering the material model employed in this simulation, given the favorable performance re-
ported in single plate tests and its widespread utilization in literature, the Johnson-Cook material
model and Grüneisen EOS were adopted. As outlined in Section 4.1, the original experimental
test envisaged the use of two different aluminum alloys for the plates and the projectile, Al 2024-
T3 and Al 2007, respectively. Due to a lack of values in scientific literature for the Johnson-Cook
material model and Grüneisen EOS parameters for Al 2007, it was decided to model all three
components using Al 2024-T3 aluminium alloy.
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This choice has been taken, considering the fact that in HVIs the material’s strength properties
become negligible due to the immense pressures generated during impact, surpassing the mate-
rial’s strength limits, and the penetration capability is mostly ruled by the density of the projectile
material [17]. Al 2024-T3 and Al 2007 not only have comparable densities but they also show
overall similar material properties. For the aforementioned reason, the Johnson-Cook model for
Al 2024-T3 to represent the projectile instead of the Al 2007 model has been considered valid.
It is also noteworthy that in this simulation, the Johnson-Cook damage model was not employed
due to its tendency to overly estimate crater formation on the second plate [38].

Detailed input parameters for the LS-DYNA *MAT_JOHNSON_COOK and *EOS_GRUNEISEN
keywords are provided in Tables 4.2, 4.3, and 4.4.

Material Property Symbol Value
Density ρ 2.785 g/cm3

Elastic Modulus E 73.1 GPa
Shear Modulus G 28.6 GPa
Poisson’s Ratio ν 0.33

Melting Temperature Tm 775 K
Reference Temperature T0 294 K

Specific heat cp 875 J/kgK

Table 4.2: Material properties of Al 2024-T3 aluminum alloy [11].

Johnson-Cook parameters Symbol Value
Yield Stress A 369 MPa

Strain Hardening parameter B 684 MPa
Strain Hardening exponent n 0.73
Strain Rate parameter C 0.0083

Thermal Softening exponent m 1.7
Pressure Cut-off σp −1200 MPa

Spall type SPALL 2.0
Damage Constant 1 D1 0.13
Damage Constant 2 D2 0.13
Damage Constant 3 D3 −1.5
Damage Constant 4 D4 0.011
Damage Constant 5 D5 0

Table 4.3: Johnson-Cook material model parameters for Al 2024-T3 aluminum alloy [11].

Grüneisen parameters Symbol Value
EOS Constant 0 C 5240 m/s
EOS Constant 1 S1 1.338
EOS Constant 2 S2 0
EOS Constant 3 S3 0

Grüneisen parameter Γ0 2.00
A factor A 0.48

Table 4.4: Grüneisen EOS parameters for Al 2024-T3 aluminum alloy [11].

Finally, as previously mentioned, an adaptive contact using hybrid SPH/FEM elements has been
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implemented in both plates to ensure a smooth connectivity between the SPH and FEM do-
mains. This contact method, as explained in Sections 4.2.1 and 3.2.3, requires the creation of
a transition domain consisting of hybrid SPH/FEM elements, defined by the LS-DYNA keyword
*DEFINE_ADAPTIVE_SOLID_TO_SPH.

The keyword DEFINE_ADAPTIVE_SOLID_TO_SPH allows users to specify the number of SPH
particles generated per element. In the transition zone that bridges the SPH and FEM domains
of the Whipple shield simulation, 27 SPH particles are generated for each hybrid hexahedral
element (3 along each direction). This quantity represents a balanced compromise between
computational efficiency and accuracy. It should be noted that the transition zone is located
well away from the point of impact, which eliminates the need for a higher number of particles.
However, to ensure optimal connectivity, it is recommended to aim for a SPH particle density in
hybrid elements similar to that of the pure SPH zone that is intended to be interconnected.

Figures 4.7 and 4.8 show a detailed view and a top-down perspective of the SPH/FEM adaptive
interface within the bumper and the second plate, respectively. The hybrid domain, consisting
of solid elements and SPH particles, is rendered in yellow. For clarity, some elements have
been blanked out to show the presence of brown SPH particles within. Once the number of
particles per hybrid element along each direction is set in the adaptive elements control options,
in order to ensure a similar SPH particle density both within the SPH impact domain and across
the hybrid interface, the original mesh size of the finite elements within the bridging domain is
halved.

Figure 4.7: Detail of the SPH/FEM adaptive contact through hybrid elements in the 1st plate.

Figure 4.8: Detail of the SPH/FEM adaptive contact through hybrid elements in the 2nd plate.
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The transition domain is linked to the finite elements domain side utilizing the *CONTACT_TIED_
SURFACE_TO_SURFACE keyword, whereas on the SPH domain side, the *CONTACT_TIED_
NODES_TO_SURFACE keyword is employed.

4.3. Results
The results obtained from the Whipple shield HVI simulation are shown. Initially, in Section 4.3.1
the simulation outcomes will be compared with the post-impact experimental geometrical data
of the crater dimensions on the first and second plate to validate the simulation methodology.
To evaluate the effectiveness of the Whipple shield system in protecting space structures from
HVI, this study analyzes the changes in the velocity profile of the impacting debris before and
after passing through the second plate. By examining these velocity changes, we can assess
the shield’s ability to mitigate the kinetic energy and potential damage caused by the debris. As
performed in the single plate scenario, the energy conservation is also monitored in Section
4.3.2.

Subsequently, in Section 4.3.3 stress propagation analysis is undertaken through a comparison
of stress levels observed in the first and second plates. Additionally, insights concerning the
vibration behavior induced by the impact are discussed in Section 4.3.4.

4.3.1. General Behaviour
In the context of the current simulation, validation of the methodology can only be achieved
through comparison with experimental data. However, unlike the single plate test, the available
data solely pertains to the post-impact crater dimensions, with no accompanying information
regarding the velocity or geometry of the debris cloud following the impact.

Figure 4.9 shows the craters caused by the projectile and by the resulting debris cloud on the
bumper and second plate, respectively.

Figure 4.9: Craters detail in Whipple shield HVI simulation (Bottom View - pictures from LS-DYNA Pre-Post V4.8).

In accordance with the simulation methodology, both craters display a circular shape, with their
edges located far away from the hybrid coupling domain. Table 4.5 presents a comparative
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analysis of the diameter size of the craters and the corresponding relative errors.

1st Plate 2nd Plate
Experimental

data 9.3 mm 58 mm

Simulation
data 8.9 mm 50.1 mm

Relative
Error 4.49 % 15.77 %

Table 4.5: Crater diameter results and relative errors in the Whipple shield HVI simulation. Experimental data courtesy
of Airbus Defence and Space [18].

By comparing the dimensions of the experimental and simulated craters and analyzing the rela-
tive errors, it is observed that the error in the first plate is consistent with the errors observed in
the single plate simulations. Regarding the crater in the second plate, the 15% discrepancy may
be due to several factors. One possibility is that the limited duration of 100 microseconds does
not allow for the complete development of the crater, or it could be due to inaccuracies in the
input and output data. Additionally, this discrepancy could be indicative of the inherent uncer-
tainties and non-deterministic nature of HVI phenomena. It is also possible that a combination
of these factors contributes to the observed error.

In addition to the aforementioned observations, the simulation confirmed the effectiveness of
the Whipple shield system in protecting spacecraft from HVI. Although penetration occurred in
both the first and second plates, the velocity decreased significantly, resulting in a substantial
reduction in the associated kinetic energy of the impact.

The velocity profile at different time steps is displayed in Fig. 4.11. It can be observed that the
first plate has a limited effect on reducing the velocity of the projectile. Although the projectile is
fragmented after the initial impact, it still retains the majority of its initial kinetic energy. However,
the subsequent impacts of the fragments within the debris cloud on the second plate result in
a significant reduction in velocity. The trend is demonstrated by analyzing the average velocity
of the debris cloud during the simulation, as shown in Fig. 4.10. The largest reduction in ve-
locity occurs as a result of the impact with the second plate, accounting for an 87.7% reduction,
whereas the impact with the first plate only contributes to a 14% reduction.

Figure 4.10: Average debris cloud velocity in Whipple shield HVI simulation.
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Figure 4.11: Resultant velocity [m/s] profile at different time steps in Whipple shield.
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Similarly, plotting the variation of kinetic energy over time, as shown in Fig. 4.12, reveals that the
impact with the second plate absorbs most of the kinetic energy (82.5% reduction). Therefore,
the primary purpose of the bumper is to fragment the projectile and increase the following impact
area.

Figure 4.12: Kinetic Energy in Whipple shield HVI simulation.

While the pattern remains consistent for both kinetic energy and the average velocity of the de-
bris cloud, with major significant reductions occurring during impacts with the plates — of which
the second one far exceeds that of the first — it is important to justify why the overall reduction in
the advancement velocity of the debris cloud (89.4%) is larger than that recorded for the kinetic
energy (83.3%).

This difference can be explained by the fact that each impact sets a greater mass in motion. As
a result, the velocity, which parabolically governs the value of the kinetic energy, sets the trend,
and the mass, which is set in motion by subsequent impacts, defines the differences.

4.3.2. Energy consideration
As already discussed in the Section 3.4, LS-DYNA, being an explicit dynamic solver, prioritizes
mass and momentum conservation over energy conservation when simulating short-time, high-
intensity events. Therefore, it is crucial to monitor energy conservation throughout the simulation
process to ensure the validity and accuracy of results.

Minimal total energy variation indicates effective error management and error minimization strate-
gies. Energy fluctuations can be quantified using either Energy Error or Energy Ratio. Their
formulations are given in Eqs. (3.1) and (3.2), respectively. However, an energy imbalance
does not necessarily signify incorrect results. If the user comprehends the sources and sinks of
energy within the system, and can account for these variations appropriately, the simulation can
still be considered reliable. For example, during metal machining, if there is forced movement of
the tool during the simulation that introduces additional energy into the system as external work.
Understanding and accurately modeling this external energy input allows the resulting energy
imbalance to be correctly interpreted, ensuring the validity of the simulation results.

In Fig. 4.13 the Total, Kinetic and Internal Energy evolution of the Whipple shield HVI simulation
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is shown. Similarly, in Fig. 4.14 the Energy Ratio is displayed.

Figure 4.13: Total, Kinetic, and Internal Energy in Whipple shield HVI simulation.

Figure 4.14: Energy Ratio in Whipple shield HVI simulation.

The simulation in this chapter shows that there is significant energy dissipation, especially during
the impact of the debris cloud with the second panel, resulting in a total energy loss of about
70%. As expected, some of the kinetic energy is converted to internal energy during both im-
pacts. However, most of it is dissipated. This behavior is similar to the observations made in
Section 3.4 related to the single panel simulations, but it is more severe in the Whipple shield
scenario. It should be noted that the hourglass energy is not displayed in Fig. 4.13, as it is
deemed to be negligible. In fact, it does not exceed 0.15 J until the termination time set for the
current simulation.

A previous study attributed the error to a flaw in the solver’s energy calculation logic [38]. Specif-
ically, instead of using a dedicated SPH methodology, the energy calculation was carried out
using finite element logic. As we are utilizing the same software version (LS-DYNA R13.0.1), it
is probable that the same underlying solver error is impacting our simulation. However, develop-
ers have observed that the introduced error primarily affects only the energy calculation and not
the entire simulation results [38]. Despite previous efforts to mitigate this issue through interven-
tions such as including thermal simulation and changing the artificial viscosity formulation, the
primary cause remains related to interactions between SPH particles from different parts, and
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thus no improvements have been achieved [38]. While single plate experiments remain within
acceptable energy loss levels (as described in Section 3.4), double plate simulations highlight
the magnitude of this issue.

4.3.3. Stress-Wave Analysis in the Plates
This section discusses the stress induced by hyper-velocity impact and its propagation from the
impact region to the rest of the model. Both the first and second plates will be analyzed, consid-
ering their differences and similarities.

The analysis of HVI induced stress waves in satellites is critical to ensure continued structural
integrity and operational reliability. As instruments become more sensitive, the need for stable
platforms capable of withstanding external disturbances gains emphasis. The effects of micro-
meteoroids and space debris impacts should not be underestimated.

HVI stress waves can cause localized plastic deformation and structural damage that can de-
grade the performance of critical spacecraft equipment, especially when located near hinges,
moving elements, optics, or electronic subsystems. The impact usually generates a single pulse
in the direction of the projectile’s trajectory into the spacecraft wall, with a peak velocity similar
to that of the impacting projectile itself. The shock wave’s amplitude decreases considerably as
it moves away from the impact point and decays into an elastic wave as it propagates through
the surrounding structure.

By conducting a thorough analysis of stress wave propagation after impact, researchers can
identify vulnerable areas in spacecraft structures and develop targeted mitigation strategies to
increase resilience against the increasing threat of HVIs. Simulations are crucial in bridging the
gap between experimental analysis and real-life impacts, significantly reducing the costs asso-
ciated with HVI testing while also improving reliability.

In Figs. 4.15 and 4.16, the von Mises stresses detected on both the first (left column) and sec-
ond (right column) plates are depicted. The most significant instants of the initial phase of the
HVI phenomenon have been selected for representation. The first and second plates have been
juxtaposed to allow for comparison, enabling the appreciation of differences and similarities. For
certain instants during which the region affected by the shock wave was still confined within the
SPH domain, and thus less clear from the images, a zoom of the area of interest has been pro-
vided.

The debris cloud’s impact with the second plate is observable. Indeed, the stress in the second
plate is null for the initial two instants, followed by the shock caused by the impact that occurs
at about 7 microseconds. This observation is consistent with the lateral view of the simulation
evolution shown in Fig. 4.11. The final time step of the results shown in figure has been chosen
to observe until the reflection, induced by the boundary conditions, of the first shock wave in
the second plate. The maximum stress value shown in the figure (depicted in red) roughly
corresponds to the ultimate tensile stress value of the material. A black background has been
applied to enhance image clarity.
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Figure 4.15: Von Mises Stress in Whipple shield HVI simulation (from 3 to 15 μs).
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Figure 4.16: Von Mises Stress in Whipple shield HVI simulation (from 21 to 36 μs).
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The findings suggest a distinct response of the two plates to the impact event, with the first
plate exhibiting a more localized and transient stress distribution, whereas the second plate
experiences a broader and lasting deformation. The images allow for the observation of stress
level evolution, which is higher in the first plate immediately after the impact and in the vicinity
of the perforation zone compared to the second plate. However, while in the first plate the
stresses diminish as the shock wave propagates towards the outer regions of the structure, with
a progressive decrease in intensity highlighted by the transition from green to light-blue color, in
the second plate, the perforation caused by the debris cloud results in a more extensive local
permanent plastic deformation, inwardly bending a wide domain of the plate (Fig. 4.17). Since
the first plate was the first to be involved in the impact phenomenon, the stress induced in the
top plate reaches the edges more quickly and are mirrored on them.

Figure 4.17: Post-impact geometry of the second plate. Representation of the displacement in x3 scale.

Further investigation into the temporal evolution and spatial distribution of stresses could yield
profound insights into the behavior of the Whipple shield under HVIs. To conduct both qualita-
tive and quantitative analyses of the induced stress propagation, the temporal variation of von
Mises stress values throughout the simulation duration at specific points on both the first and
second plates is studied. Indeed, by systematically examining the stress distribution over time
and across different spatial points, a comprehensive understanding of the shield’s response to
high-velocity impact scenarios can be achieved.

Figures 4.18 and 4.19 present the von Mises stress values for the bumper and second plate,
respectively. The stress values correspond to points located along a circumference with a radius
of 60 mm, within the FEM domain. By comparing equidistant points, this analysis enables the
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examination of stress wave directionality. This allows for the study of its axial symmetrical shape,
especially during the initial phase of wave propagation and before reflection at the boundary.
The analyzed plate is shown on the right side in both figures, along with a dashed circumference
from which the data are gathered. The analyzed points are marked with stars whose colors
correspond to the color of the curves. These points are located at 90°, 45°, and 0° angles relative
to the x-axis, with positive angles measured counterclockwise. In addition, both figures include
dashed vertical black lines that overlay the stress curves, corresponding to the temporal instants
shown in Figs. 4.15 and 4.16. Furthermore, within those images, a dashed circumference with
a diameter of 120 mm is discernible, which serves as a visual aid for comparing signals with the
following graphs.

Figure 4.18: Comparison of von Mises stresses measured at points equidistant from the centre on the first plate.

Figure 4.19: Comparison of von Mises stresses measured at points equidistant from the centre on the second plate.

Both the bumper and second plate exhibit a high degree of signal correspondence regardless of
the direction of stress wave propagation, especially in the early stages of the phenomenon. The
overlap between the points positioned at 0 and 90 degrees is almost 100%, but there is also a
high level of correlation with the point at 45 degrees.

Concerning the first plate, the correspondence is excellent among the three signals. However,
from 42μs onward, when the analyzed points are impacted by the waves reflected at the bound-
aries, this correlation diminishes. Reflection generates patterns that no longer adhere to the
assumption of axial-symmetry. As the simulation progresses, the recorded stress levels exhibit
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a decreasing trend, although they fail to reach zero level. It is probable that a longer simulation
duration would have allowed for the observation of this result once the plate dynamics had ter-
minated. Similar considerations can be made regarding the second plate. The initial correlation
is strong, but it diminishes as the simulation progresses and reflections occur at the boundaries.
However, as for the bumper, the correlation between the points at 0 and 90 degrees remains
even after reflection. It is plausible to assume that the increase in stress value at the end of the
simulation is consistent with plastic deformation in the vicinity of the formed hole.

Continuing the analysis, Figs. 4.20 and 4.21 depict the von Mises stress values corresponding
to points located along a specific direction at various distances on both the first and second
plates, respectively. These points are positioned at 60, 95, and 130 mm away from the plate
center along the x-axis. This analysis allows the study of the propagation and attenuation of the
stress wave by comparing points along the same direction. Again, each figure includes the plate
relevant to the analysis on the right, with stars highlighting the examined points. The colors of
the stars correspond to the colors of the curves. Additionally, a gray curve representing stress
detected at a point 15 mm away from the crater’s edge is included in the figure for comparative
analysis of stress levels in areas adjacent to the crater. Similar to the previous analysis, vertical
black lines are overlaid on the stress curves to indicate temporal instants corresponding to Figs.
4.15 and 4.16.

Figure 4.20: Comparison of von Mises stresses at increasing distances from the centre on the first plate.

Figure 4.21: Comparison of Von Mises stresses at increasing distances from the centre on the second plate.
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Analogous to the stress wave internal reflection analysis presented in Section 3.5, a similar be-
havior is observed when examining the Whipple shield. For both bumper and second plate, the
curves follow a consistent pattern, but experience a temporal shift proportional to the distance
between data points and a gradual attenuation of signal amplitude as the observation point
moves away from the impact area. Interpreting these graphs can be challenging, especially for
the bumper, due to the impact of boundary conditions. Such boundary conditions, by reflecting
the stress waves, reverse their temporal order in the subsequent stress wave sequence.

The stress data collected from points adjacent to the crater in the first and second plate are sig-
nificant. By analyzing these curves, it is possible to highlight the different types of phenomena
that hit the two plates during HVI. In the first plate, the stress profile is consistent with an impul-
sive shock-type excitation, characterized by a sudden high-amplitude spike. In the second plate,
the signal still exhibits a larger amplitude compared to the signal observed at other distances,
but it seems to be caused by an excitation that is prolonged in time. In either case, the stress
waves travel with equal velocity through the surrounding structure. To assess the speed of wave
propagation, the time required for a stress wave peak to reach a subsequent data sampling point
was measured and the distance between the two sites determined. The results indicated a prop-
agation velocity of 5.83 mm/μs, which is consistent with values documented in the published
literature on the topic [26, 11].

In the final comparative analysis aimed at assessing the structural behavior of the first plate in
contrast to the second plate, stress signals gathered at various distances along the x-axis are
juxtaposed in Fig. 4.22 in three different plots. Each plot presents stress signals from equidistant
points relative to both plates. Maintaining continuity with the previous analysis, the red curves
represent points located 60 mm from the center. Similarly, the green and blue curves corre-
spond to points positioned at 95 mm and 130 mm from the center, respectively. The solid line
pertains to the bumper, while the dashed line refers to the second plate.

Comparing stress patterns can be challenging. However, it is crucial to highlight that peak stress
levels are significantly higher in the first plate, and stress attenuation over distance occurs at a
slower rate compared to the second plate. This comparative analysis is further elucidated in
the Table 4.6. In the first plate, the highest peak experiences a gradual reduction of 7.94%
when comparing the maximum value recorded at a distance of 60 mm from the center with that
recorded at 95 mm. Conversely, in the second plate, the highest peak undergoes a reduction
of approximately 30%. Similarly, transitioning from 95 mm to 130 mm, a reduction of 9.5% is
observed in the first plate, while in the second plate, a reduction of approximately 20% is evident.

Max VM stress
at 60 mm

Max VM stress
at 95 mm

Max VM stress
at 130 mm

1st plate 74.3 MPa 68.4 MPa 61.9 MPa
% reduction / -7.94 % -9.50 %
2nd plate 63.9 MPa 44.7 MPa 37.2 MPa

% reduction / -30.0 % -20.2 %

Table 4.6: Von Mises Stress Max Peak in the plates and percent reduction over two consecutive sampling points.
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Figure 4.22: Von Mises Stress plot comparison in 1st and 2nd plate.

4.3.4. Induced Vibration
This section examines the phenomenon of vibrations induced by HVI and outlines the primary
dynamic characteristics that emerge from such events. While a detailed analysis of the stresses
caused by these impacts has been previously discussed, the focus now shifts to vibrations, which
are equally significant in the design and structural safety assessment of space missions.

Understanding the field of vibrations induced by hyper-velocity impacts plays a crucial role, es-
pecially in designing and maintaining the structural integrity of next-generation satellites. This
importance is heightened by the increasing sensitivity of space instruments, which require highly
stable support platforms, and the dramatic increase in orbital debris.

In order to address this analysis, two distinct computational methodologies have been developed
in the literature. The first methodology gathers information about the excitation signal through
a simulation of the impact alone, and then allows the evaluation of the satellite’s vibrational re-
sponses through finite element analysis using the previously obtained excitation signal [87]. In
this approach, the initial impact is simulated to obtain the induced forces, which are subsequently
applied to the FEM model of the satellite to analyze its global vibrational response. This method-
ology is advantageous because it separates the problem into two distinct phases, simplifying
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the analysis and reducing the overall computational load. However, it may be less accurate in
cases where the impactor shape and the satellite structure are complex.

The second method aims at modeling the entire system, including the complete satellite and the
projectile, within a unified simulation procedure [32]. This approach uses the SPH technique to
model the impact zone. At the same time, it uses finite element to represent the remaining part
of the satellite. By integrating both techniques, using the methodology extensively studied in
the previous sections, this approach does not distinguish between the study of the local effect
and the overall vibrational response of the system, ensuring higher accuracy. However, it also
entails a significantly higher computational burden due to the complexity of the integrated model
and the need to solve both regions simultaneously with different techniques [32].

In the current case, although the FEM model surrounding the impact point is limited to a simple
flat plate, we will focus on the second approach, demonstrating its potential implementation for
more detailed future studies. Again, the analysis refers to the test case described in Section 4.1,
which uses data courtesy Airbus Defence and Space. However, as in the case of stress analysis,
there is a lack of experimental data to validate the simulation and the collected vibrations.

An analysis of the vibration signals along the z-axis (parallel to the plate normal) on the first and
second plates was performed to obtain a detailed description of the vibration field induced by a
hyper-velocity impact. As shown in Fig. 4.23, four points were chosen on each plate, located at
varying distances and in different directions from the impact site. Specific points were identified
and sequentially numbered from 1 to 4 on both plates at distances of 60, 85, 110, and 130 mm
from the impact site. The measurement points were arranged in a spiral configuration, which is a
common practice for similar experimental tests [66]. This allows for later experimental validation
of the collected data.

Figure 4.23: Analysed points in the Whipple shield HVI vibration study. Bumper on the left; second plate on the right.

In Fig. 4.24, the recorded signals are displayed through a matrix of graphs, allowing comparison
of vibration levels both within the same plate and between different plates with respect to the
same point.
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Figure 4.24: Vibration Signals retrieved at the analyzed point in the Whipple shield HVI study (z axis parallel to the
plate normal and travelling speed for the satellite).

The analysis of the acquired signals reveals a significant difference in the clarity of the velocity
data recorded for the first and second plates of the Whipple shield. Specifically, the data for the
second plate, particularly at analysis points 1 and 2, are likely affected by their proximity to the
perforation zone, where the impact caused large plastic deformation. This effect diminishes as
the distance from the plate center increases, resulting in a vibration signal without anomalies
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at analysis point 4. Notably, the signal amplitude scale remains constant across all analyzed
points, except for points 1 and 2 of the second plate.

The analysis of the first plate shows comparable signal amplitudes at various distances, except
for an initial peak at point 1. This trend aligns with findings from prior studies documented in
Section 2.3 of the Literature Review chapter. Additionally, the analysis identifies three distinct
waveform phases: longitudinal (1), shear (2), and flexural (3). Longitudinal waves, which are
compressional waves, propagate faster through the medium and appear as an initial impulse in
the vibration graph. Shear waves, which involve perpendicular motion to the direction of propa-
gation, follow the longitudinal waves. Flexural waves, associated with the bending of the plate,
have higher amplitudes, lower frequencies, and slower propagation velocities. However, in this
particular case, the flexural waves on the bumper do not exhibit the largest amplitude. This
phenomenon could be attributed to the sampling frequency used, the short duration of the sim-
ulation, or the boundary conditions affecting the plate’s post-impact dynamics.

The second plate also exhibits initial high-frequency disturbances (longitudinal waves) followed
by subsequent low-frequency oscillations (flexural waves). This phenomenon is particularly no-
ticeable at analysis point 4 but is generalizable to other points closer to the impact site. In
contrast to the first plate, as expected, the second plate’s flexural waves exhibit larger ampli-
tudes.

It is important to note that the data may be affected by the sampling frequency. Indeed, due to
computational limitations, the sampling frequency was set to 2 MHz. The overall computation
time depends on several factors, including the simulation termination time, time step, and the
time required to calculate the solution at each step. Additionally, the duration of each computa-
tional cycle is influenced by the accuracy of the proposed model and the density of the mesh,
particularly the SPH one. Increasing the number of SPH particles extends the computation time
but enhances the accuracy of the solution until convergence. Therefore, conducting a trade-
off study to determine the optimal combination of parameters is advisable. Despite executing
the current simulation in parallel using 32 MPP processors due to the significant computational
burden, the CPU time amounted to 100,140 seconds (27 hours and 49 minutes).

4.4. Summary
The chapter entitled “Simulation Methodology for Whipple Shield Hyper-Velocity Impacts” out-
lines a modeling approach for simulating hyper-velocity impacts within a Whipple shield config-
uration. The proposed model benefits from comparative studies conducted on the single-plate
scenario. Specifically, it employs a circular SPH domain, an adaptive SPH/FEM contact algo-
rithm, and a quasi-isotropic SPH initial lattice that has shown superior results in the single plate
configuration.

The proposed model was validated using experimental data obtained in the frame of an hyper-
velocity impact campaign test of Airbus Defence and Space under ESA contract, and are cour-
tesy of Airbus Defence and Space. The comparison parameters were limited to the diameters
of the craters in the first and second plates. These parameters were useful for validating the
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simulation, but highlight the need for further experimental campaigns to obtain a more compre-
hensive understanding of the phenomenon.

The model accurately predicted the crater on the first plate with a relative error of approximately
4%. However, it was less accurate in predicting the crater on the second plate, with an estimated
error of about 15%. Possible reasons for this discrepancy include the limited duration of the sim-
ulation, potential inaccuracies in material models, inaccuracies in input and output data such as
impact velocity, or the inherent uncertainty and non-deterministic nature of HVI phenomena, or
a combination of these factors.

An analysis of the simulation’s energy revealed a loss of approximately 70% compared to the
initial stage. The majority of this loss occurred during the second impact of the debris cloud with
the second plate. Although concerning, this result is consistent with previous studies and should
not compromise the validity of the current simulation. The software developers are currently in-
vestigating the issue.

A stress and vibration wave analysis induced by the impact of space debris against the Whipple
shield was also performed. The study revealed both similarities and differences between the
first and second plates. Regarding the stress, it reaches higher values and decays more slowly
in the first plate than in the second plate. However, the velocity of propagation is comparable
for both. While the impact effects in the bumper are local, in the second plate the absorbed en-
ergy contributes to the plastic deformation. This deformation extends over a relatively large area
compared to the size of the projectile. In terms of vibration patterns, both plates have similar
characteristics, but the amplitude of the flexural waves is significantly higher in the second plate.
These waves have the potential to propagate through the satellite platform and cause deviations
in the payload line of sight. Understanding these dynamics is essential for future modeling ef-
forts to ensure satellite stability and reliability in the case of an impact.

Although not directly correlated with experimental data, the results seem to be consistent with
those obtained from similar cases described in the literature. Although the FEM domain of the
proposed model is limited to a flat plate with dimensions of 300 x 300 mm, the simulation carried
out demonstrates the possibility of applying the proposed model to more complex geometries,
ensuring a more accurate and detailed analysis of hyper-velocity impacts in space.



5
Conclusions and

Recommendations

In the next chapter, the key findings are summarized and future research directions are sug-
gested. Section 5.1 discusses the results of the hyper-velocity impact simulation analysis on
single and double-plate systems, while Section 5.2 outlines proposed paths for further investi-
gation based on the research outcomes.

5.1. Conclusions
The research for this thesis began with a comprehensive literature review to explore the mul-
tifaceted topics related to hyper-velocity impacts. Impacts were first examined by defining the
speed range that characterises them as hyper-velocity and identifying a threshold value that
is determined not only by the dynamic properties but also by the mechanical properties of the
materials involved. Subsequently, constitutive models, failure criteria and equations of state
commonly associated with materials subjected to hyper-velocity impacts were analysed, reveal-
ing extensive and satisfactory use in the literature of the Johnson-Cook model and the Mie-
Grüneisen equation of state.

Having identified the limitations associated with experimental testing, including high cost, max-
imum achievable impact velocity and minimum projectile dimensions, the main numerical mod-
elling techniques for HVIs, including the Finite Element Method (FEM) and Smoothed Parti-
cle Hydrodynamics (SPH), were then reviewed. The advantages and disadvantages of both
techniques were highlighted, and the possibility of developing hybrid models that combine both
methodologies was also considered. Such coupling could be achieved either by using hybrid
SPH/FEM elements or by implementing an interface between a domain modelled by SPH and
another modelled by finite elements. The literature review concludes with an analysis of numer-
ical techniques for investigating vibrations and stresses induced by HVIs on satellites.

Subsequently, a study of the effects of a hyper-velocity impact on a single-plate system oriented
perpendicular to the velocity direction of the projectile was carried out. A comparative analysis
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was performed to identify the optimal settings for the contact methodology between FEM and
SPH zones, the shape of the SPH domain, the implemented boundary conditions and the SPH
particle lattice of the plate. The results were compared with experimental data for model vali-
dation. The study evaluated the mutual influence of these parameters not only on post-impact
geometric parameters such as crater diameter, dimensions and debris cloud propagation veloc-
ity, but also on effects related to the homogeneity of the stress field induced by HVI. It was found
that a configuration without symmetry planes, with a circular SPH domain and an initial spatial
arrangement of particles in a quasi-isotropic lattice configuration, connected to the surrounding
FEM zone by hybrid elements, yields the best results both in terms of post-impact geometric
parameters (exhibiting the lowest absolute average error of 2.81%), and in terms of uniformity
of stress propagation in the area surrounding the impact.

A comprehensive analysis of a hyper-velocity impact on a Whipple shield was then carried out,
using data courtesy of Airbus Defence and Space for validation. The implemented model, based
on the results of previous comparative analyses, achieved a high degree of accuracy, particularly
with regard to the crater formed on the first impact plate. The study showed the effectiveness
of the Whipple shield in fragmenting and slowing down the projectile, thus dissipating its kinetic
energy. Despite limited frequency resolution, a detailed analysis of the propagation of stress
and vibration waves induced by the HVI was carried out.

The study demonstrated that the higher stress levels are primarily transmitted through the bumper
to the rest of the satellite structure. In contrast, the second plate is more involved in the trans-
mission of higher amplitude vibrations. These higher amplitude vibrations, which occur at low
frequencies, are considered to be the primary cause of the loss of stability in the impacted satel-
lite. This distinction highlights the different roles each plate plays in the overall effectiveness
of the Whipple shield. The bumper is primarily responsible for stress transfer, while the second
plate is more involved in the transmission of vibratory effects. This observation can provide valu-
able insights for the design phase of satellites, potentially leading to improved structural integrity
and resilience against hypervelocity impacts.

Although the stress and vibration wave propagation studies lack experimental correlation and
validation, significant analogies with other studies published in the literature were observed. De-
spite the limitation of the size of the FEM domain surrounding the SPH impact zone, it is possible
to extend the developed methodology to more complex geometries, allowing the assessment of
the effects of a hyper-velocity impact on a real satellite and the development of vulnerability
maps for the analysed space platform.

5.2. Recommendations
The thesis results indicate significant opportunities for developing a coupled SPH/FEM model-
ing methodology to analyze hyper-velocity impacts on satellites and space structures. However,
challenges and areas of development still accompany the path towards a more comprehensive
application of this methodology.

One of the main barriers identified is the need for experimental data to further validate the numer-
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ical approach. Therefore, experimental test campaigns are recommended, which, in addition to
the geometry during and after the impact of the plates and the debris cloud, should include the
collection of data on induced stresses and vibrations using high-frequency acquisition sensors
such as accelerometers, laser Doppler vibrometers or high-speed cameras for the implementa-
tion of digital image correlation techniques.

Another important area of development is monitoring the software’s capabilities to ensure the
conservation of total energy during calculation steps. This is crucial to ensure the validity of the
results and requires careful analysis and control.

Furthermore, it is of paramount importance to develop a mathematical approach to investigate
the effect of the SPH particle lattice on stress wave propagation. It is of significant consequence
to understand how the distribution of SPH particles in simulations affects stress propagation
through the modeled material. A mathematical approach could facilitate the implementation of a
more efficient method of particle distribution, thereby ensuring more uniform and realistic stress
propagation. This will allow for a deeper understanding of the mechanisms underlying the de-
veloped numerical models.

Finally, it is necessary to investigate the methodology’s applicability to materials with more com-
plex mechanical characteristics, such as composite materials, ceramics, fabrics, and metal
foams, used in space subsystems like solar panels or deployable and inflatable structures. This
study would improve our understanding of real structures’ behavior and make it possible to adapt
the methodology accordingly, further enhancing its applicability and effectiveness in the space
context.

In summary, implementing these recommendations would refine the coupled SPH/FEM mod-
eling methodology and advance the understanding and analysis of hyper-velocity impacts on
satellites and space structures.
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A
LS-DYNA keywords: Single-Plate

HVI

In this appendix, additional supporting material relevant to the main text is provided for further
reference. The screenshots below show the keyword configuration used in the simulations de-
scribed in Chapter 3 using LS-DYNA Pre-Post V4.8.

Dimensional consistency is critical for correct simulation. The simulation uses the following di-
mensional set: [mm, kg, ms, KN, GPa, J, Kelvin].

Boundary Conditions
Figures A.1, A.2 and A.3 show the screenshots from LS-DYNA Pre-Post V4.8 concerning the
keyword configuration used in the simulation discussed in Chapter 3 to implement the model
boundary conditions. Regarding the symmetry planes, only the keyword for the plane with nor-
mal X is shown, while the one with normal Y can be easily implemented. The SPH symmetry
plane should stand at half the interparticle distance (0.125 mm).

Figure A.1: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the X-normal symmetry plane for solid elements
(*BOUNDARY_SPC_SET).

Figure A.2: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the X-normal symmetry plane for SPH particles
(*BOUNDARY_SPH_SYMMETRY_PLANE).
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Figure A.3: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the external clamped edges
(*BOUNDARY_SPC_SET).

Control setting
Figures from A.4 to A.8 show the screenshots from LS-DYNA Pre-Post V4.8 concerning the
keyword configuration used in the simulation discussed in Chapter 3 to implement the model
control setting.

Figure A.4: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the control setting for SPH (*CONTROL_SPH).

Figure A.5: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the control setting for SPH (*SECTION_SPH).

Figure A.6: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the control setting for FEM (*SECTION_SOLID).

Figure A.7: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the hourglass control setting for FEM
(*CONTROL_HOURGLASS).
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Figure A.8: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the termination time control
(*CONTROL_TERMINATION).

Initial setting
Figure A.9 displays the LS-DYNA Pre-Post V4.8 screenshot concerning the keyword configura-
tion used in the simulation discussed in Chapter 3 to set the model initial setting.

Figure A.9: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the projectile initial velocity
(*INITIAL_VELOCITY_GENERATION).

Material Properties
Figures A.10 and A.11 show the LS-DYNA Pre-Post V4.8 screenshots related to the configura-
tion of the keywords used in the simulation discussed in Chapter 3 to set the material model and
its equation of state, respectively.

Figure A.10: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the implemented material model
(*MAT_JOHNSON_COOK).

Figure A.11: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the implemented material equation of state
(*EOS_GRUNEISEN).

Output Setting
Figures A.12 and A.13 show the LS-DYNA Pre-Post V4.8 screenshots related to the configura-
tion of the keyword used in the simulation discussed in Chapter 3 to set the model output.
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In the Fig. A.13, only the default time interval between outputs and the instruction for storing
information are displayed. The output data to be selected depends on the purpose of the simula-
tion. However, those generally selected and used for analyzing the results of similar simulations
are: BNDOUT, ELOUT, GLSTAT, MATSUM, NCFORC, NODFOR, NODOUT, RCFORC, SEC-
FORC, SPCFORC and SPHOUT.

The time interval between outputs shown has been used for most of the analysis in this thesis.
However, to fully capture the behavior of certain wave propagation phenomena, it was necessary
to increase the output frequency to 100MHz (or DT = 1.000e-05 in LS-DYNA keyword according
to the dimensional set used in the simulation).

Figure A.12: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the D3PLOT output setting
(*DATABASE_BINARY_D3PLOT).

Figure A.13: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the ASCII output setting
(*DATABASE_ASCII_OPTION).

Contact Setting
In Chapter 3, two contact settings between SPH and FE plate parts have been implemented:
SPH/FEM tied contact, and transition zone made up of hybrid adaptive solid to SPH elements
tiedly connected with the SPH plate part (internally) and with the FE plate part (externally).

The following figures show the LS-DYNA Pre-Post V4.8 screenshot related to the configuration
of the keyword used to set the tied contact. In particular, keywords in Figs. A.14 and A.15 re-
spectively connect nodes to solid elements or solid elements to solid elements.

Figure A.14: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the tied contact setting
(*CONTACT_TIED_NODES_TO_SURFACE).
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Figure A.15: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the tied contact setting
(*CONTACT_TIED_SURFACE_TO_SURFACE).

Figure A.16 show the LS-DYNA Pre-Post V4.8 screenshots related to the configuration of the
keyword used in the simulation discussed in Chapter 3 to define the characteristic of the hybrid
adaptive solid to SPH elements. In the hybrid transition contact scenario, it is related only to the
transition part.

Figure A.16: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the adaptive solid elements to SPH particles
setting (*DEFINE_ADAPTIVE_SOLID_TO_SPH).



B
LS-DYNA keywords: Whipple Shield

HVI

In this appendix, additional supporting material relevant to the main text is provided for further
reference. Below is the screenshot from LS-DYNA Pre-Post V4.8 illustrating the keyword con-
figuration used in the simulation described in Chapter 4.

Dimensional consistency is critical for correct simulation. The simulation uses the following
dimensional set: [mm, kg, ms, KN, GPa, J, Kelvin].

Boundary Conditions
In the HVI Whipple shield simulation, the external edges of the two plates are clamped in the
same way as for the external edges of the single plate simulations in Chapter 3. Please refer to
Fig. A.3 in the previous Appendix.

Control setting
The control settings for the Whipple Shield simulation are mostly the same as those for the
single-plate simulation. Therefore, the settings displayed in Figs. A.4, A.5, A.6, and A.7 remain
valid.

However, to investigate the impact of a hyper-velocity impact on both the first and second plates,
the termination time was extended to 100 microseconds, as illustrated in Fig. B.1.

Figure B.1: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the termination time control
(*CONTROL_TERMINATION).

Initial setting
Figure B.2 displays the LS-DYNA Pre-Post V4.8 screenshot concerning the keyword configura-
tion used in the Whipple shield simulation to set the projectile initial velocity.

113



114

Figure B.2: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the projectile initial velocity
(*INITIAL_VELOCITY_GENERATION).

Material Properties
Figures B.3 and B.4 show the LS-DYNA Pre-Post V4.8 screenshots related to the keywords
used in the simulation discussed in Chapter 4 to set the material model and the equation of
state.

Figure B.3: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the implemented material model
(*MAT_JOHNSON_COOK).

Figure B.4: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the implemented material equation of state
(*EOS_GRUNEISEN).

Output Setting
The output settings remain the same as those defined in Appendix A, specifically in Figs. A.12
and A.13.

Contact Setting
A hybrid SPH-FEM zone, which links the SPH and FEM zones, is implemented in the simulation
described in Chapter 4. Figure B.5 shows the settings for this zone. It is connected to the SPH
domain through the *CONTACT_TIED_NODES_TO_SURFACE card, and to the FEM domain
through the *CONTACT_TIED_SURFACE_TO_SURFACE card. Please refer to Figs. A.14 and
A.15.
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Figure B.5: LS-DYNA Pre-Post V4.8 screenshot of the keyword for the adaptive solid elements to SPH particles
setting (*DEFINE_ADAPTIVE_SOLID_TO_SPH).
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