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Abstract

Electrical energy is one of the most common forms of energgeatdays. Conse-
quently, electric power system is an indispensable pamy&aciety. However, due to
the deregulation of electricity markets and the growth snghare of power generation
by uncontrollable renewable energies such as wind and, qmbarer system simula-
tions are more challenging than earlier. Thus, new tectesidar simplifying these
simulations are needed. One important example of such icapion techniques is
the power system reduction.

Power system reduction can be used at least for four differerposes: a) Sim-
plifying the power system simulations, b) Reducing the cotaponal complexity, c)
Compensating the data unavailability, and d) Reducing tiigieg uncertainty. Due
to such reasons, power system reduction is an important eceksary subject, but a
challenging task to do. Power system reduction is even mesential when system
operators are facing very large-scale power systems and tiieerenewable energy
resources like hydro, wind, and solar have a high share irepgeneration.

This thesis focuses on the topic of large-scale power systeinction with high
penetration of renewable energy resources and tries tag@ting following goals:

e The thesis first reviews the different methods which can Il der simplifying
the power system studies, including the power system remuch comparison among
three important simplification techniques is also perfatritereveal which simplifica-
tion results in less error and more simulation time decrémen

e Secondly, different steps and methods for power systenctiehy including net-
work aggregation and generation aggregation, are intextjudescribed and discussed.

e Some improvements regarding the subject of power systeuottied, i.e. on both
network aggregation and generation aggregation, are ajse!

e Finally, power system reduction is applied to some powetesyproblems and the
results of these applications are evaluated.

A general conclusion is that using power system simplificatiechniques and
specially the system reduction can provides many imporadrantages in studying
large-scale power systems with high share of renewabl@gigenerations. In most of
applications, not only the power system reduction hightjures the complexity of the
power system study under consideration, but it also resukimall errors. Therefore,
it can be used as an efficient method for dealing with curralit power systems with
huge amounts of renewable and distributed generations.



Sammanfattning

Elektrisk energi ar nufértiden en av de vanligaste formemwnanergi. Foljaktligen
ar elkraftsystem en oumbérlig del av varje samhélle. | ocl elemarknadens avre-
glering och tillvaxten av icke styrbar férnybar energi, sbex. vind och sol, sd &r
simuleringar av elsystem mer komplicerade &n tidigaref@drehdvs nya metoder
for att forenkla dessa simuleringar. Ett viktigt exempesddana forenklingsmetoder
ar reducerade modeller.

Reducerade modeller kan anvandas for atminstone fyrasjitan: a) forenkla si-
muleringar av elsystem, b) Minska berakningskomplexdgKompensera for saknade
data, och d) Minska den befintliga osédkerheten. Reduceradeltar for elsystem ar
darfor ett viktigt och nddvandigt @mne, som dock innebakigka utmaningar. Redu-
cerade modeller ar annu viktigare nar systemoperatoreingtd storskaliga elsystem
och nér fornybara energikallor som vattenkraft, vindkeeth solenergi har en hdg an-
del av elproduktionen.

Denna avhandling fokuserar pd temat reducerade modelttoeskaliga elsystem
med hog andel av fornybara energikéllor och forsoker upijaifde mal:

e Avhandlingen granskar forst de olika metoder som kan aragfidr att forenkla
studier av elsystem, inklusive reducerade modeller. Erfgéstse mellan tre viktiga
forenklingstekniker utfors ocksa for att visa vilka fordéingar som resulterar i minst
fel och den stdrsta minskningen av simuleringstiden.

e For det andra introduceras, beskrivs och diskuterasaldgach metoder, inklusi-
ve elnats- och kraftverksaggregering for att ta fram rechd® elsystemmodeller.

o Vissa forbattringar utvecklas avseende reducerade neoddlv.s. bade natverks-
och kraftverksaggregering.

o Slutligen tillampas reducerade modeller pautvalda edsgptoblem och resultaten
av dessa tillampningar utvarderas.

En generell slutsats ar att forenklingstekniker - och da ningyhet reducerade
modeller - ger manga viktiga fordelar vid studier av stoligikaelsystem med en hdg
andel fornybara energikallor. | de flesta tillampningar dereducerade modellerna en
ansenlig minskning av komplexiteten fér det studeradelprobt, samtidigt som de or-
sakar mindre fel. Darfér kan de anvandas som en effektiv diétoatt hantera dagens
och framtida elsystem med stora mangder fornybar och bligtrad elproduktion.
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Chapter 1

Introduction

In this chapter, the background and necessities behindithgli§ication of the power sys-
tem analyses as well as the goals of this project are giveenTthne differences between
the project purposes and the previous studies in the areafideration are described.
Finally, the outline of the dissertation and scientific ailmitions of the project are pre-
sented in terms of publications.

1.1 Background

The power system is one of the largest and most complicatgidegring systems in the
world. The main task of the system is to generate, transmd, distribute the electri-
cal energy to consumers while satisfying some technicalep@ystem constraints. Three
important example of such constraints are 1) keeping themloalbetween the power gen-
eration and consumption, 2) limiting the bus voltage inwa#ble range, and 3) restraining
the lines’ overloading.

The first steam powered power system was developed by ThouliasrEon Pearl
Street in New York City in 1882. The Pearl Street Stationafif powered around 3,000
lamps for 59 customers and its size was limited to 800 mears.to its unique properties
like high transmission efficiency, easy usage, simple astldhanging to other energy
forms, and etc., electrical energy became the most comnergeform within a few years.
Consequently, the number of electric power companies agid $fize have dramatically
grown and resulted in traditional power systems.

Traditional power systems are very complicated and intareoted systems and con-
sist of three main sections called and responsible for geioer, transmission, and distri-
bution of electric power. The predominant power generatiomany of these systems is
the thermal power generation coming from burning the fdssils.

Introduction of electricity markets in the last decadeshaf 20st century changed the
structure of the traditional power system by unbundlinggbaeration, transmission, and
distribution sections. Therefore, unlike the traditiopailver system, in which the system
operator monitors and controls all three sections simattasly, in the market environ-

1



2 CHAPTER 1. INTRODUCTION

ment, generation and distribution sections are operatir@ugh competition of different
companies. The Independent System Operator (ISO) is regperor handling the elec-
tricity market to insure the power system constraint, e gnegation/consumption power
balance, voltage restrictions, and transmission flow imiThe 1SO, sometimes called
TSO (abbreviated for Transmission System Operator), shalso guarantee the power
system security and reliability through scheduling the pogenerations and establishing
the ancillary service’ markets.

The need for higher technical efficiency together with thenpetition for lowering
the electricity price motivate the neighboring electsiaibarkets to connect their power
grids and harmonize their market rules. As a result, contpréhe conventional power
systems, the size of the modern power systems has signi§iéaateased. To sum up,
power system restructuring not only imposes the economigess in power system, but
it also increases the size of power systems by connecting] sysgdems. By doing so,
electricity market increases the complexity of power systmalyses and raises the need
for new power system simulation methods.

On the other hand, due to the concerns regarding the clirhateges and lack of fossil
energies, the share of power generation by renewable eresgyrces such as wind power
and solar power has rapidly increased in recent years [1do#iing to [2], renewable en-
ergy resources have the potential to produce 68% and 100%eabdéetricity consumed in
Europe by 2030 and 2050, respectively. Nevertheless,hlareand uncontrolled behavior
of these new power generation resources can cause manycdhplications and incor-
porate a wide range of interesting questions, e.g. weati@ysis, to the power system
studies [3-5].

In conclusion, to study the contemporary power systemsgpaystem engineers are
facing bulk power systems with very high penetration of vegiale energy resources. This
thesis considers such power systems and discusses thengeallin simulation of them. It
is, then, tries to suggest some techniques for moderatesgtbhallenges.

1.2 Challenges and Motivation

Simulation of power system has always required many eldiooisa Two important exam-
ples of such challenges in the traditional power systemsha@&eomputational complexity
and response time requirement of power system simulatienwgel as unavailability of
detailed information of the studied and neighboring systerfihe main reasons for the
computational complexity and response time requirementlathe large size of power
system, 2) numerus components in the system, and 3) largeeruhiinterconnections
to neighboring systems [6—15], while, data unavailabibtyesulted from 1) restriction of
the information to a certain control area and 2) lack of détseovability by neighboring
systems.

As it was mentioned in the previous section, in comparisdhedraditional power sys-
tems, modern power systems have two important differenb&dwmnake their simulations
even more challenging. First, the size of them has signifigamown and, second, the
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amounts of uncertainty and variability have considerabtyeéased. These characteristics
are described more clearly in the following.

The first characteristic of recent power systems is the Igimgeof them. This is firstly
due to the growing electricity consumptions. Secondlylifexation of distributed genera-
tion and associating networks enlarge the size of poweesst Thirdly, by introduction
of electricity market to power system and integration ofresmaic issues to the technical
aspects of power system, the need for higher economic eiffigiand competition was
further felt. In addition, it is also technically more efgécit to have connections among dif-
ferent power systems since, e.g., it increases the totemsydynamic inertia and reduces
the needed reserve in each system. Thus, neighbouring@tyanarkets start connecting
to each other and result in large-scale power systems. Tampbes of such bulk sys-
tems are the western interconnection of North America aaeddbional group Continental
Europe. The western interconnection of North America casegrl4 US states, two Cana-
dian provinces, and a Mexican state. Its coordinator is thstévn Electricity Coordinating
Council (WECC) who monitors the compliance of its operateith reliability standards.
Figure 1.1 shows the WECC as a region of the North AmericaatiteReliability Corpo-
ration (NERC) [16]. The regional group Continental Eurape, grid of which is depicted
in Figure 1.2 [17], includes the power system of 24 Europeamtries, each with one
or more system operators while the European Network of Tnisson System Operators
for Electricity (ENTSO-E) plays a monitoring and coordioatrole [18—20]. The trend
of the regional group Continental Europe is even to biggenketa and 15 EU-states and
12 Mediterranean countries have agreed to form a free enexdy area [18]. These two
example systems clearly show that the size of modern povstersys has considerably

NERC REGIONS

Figure 1.1: The territory of WECC connected to other regiofithe NERC [16].
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grown.

The second characteristic of modern power systems is thatrtfounts of variability in
short-term power system studies as well as the amounts eftaiaty in long-term power
system studies have significantly increased. Some of therizut reasons for such high
variability and uncertainty are described in the following

Penetration of renewable energy resources is the mainnméasimcrement in the level
of variability and uncertainty in power system generatibj?[1-24]. When compared to
thermal power generations, variable renewable energyiress have low operation cost
and low pollution. In addition, unlike the fossil fuels, tieeis no concern regarding the
termination of these energies. Due to such advantageshtre &f renewable energy
resources in generation of electric power has considembigased in modern power sys-
tems. However, there are many dynamic and static techrssaés related to integrating
variable renewables into power systems that should beestudirom a dynamic point of
view, integrating large amounts of renewables can leadatuilityy and power quality prob-
lems due to the unpredictable and uncontrollable natutessit resources [3,25,26]. From
a static view point, on the other hand, renewable energyrftasased the variability of net
loads [4, 5]. This is mainly due to the unpredictable and mivadlable behaviour of these
resources. In addition, renewable energies are mostlyemied to the distribution sector
and high penetration of these resources may change the hdineetion of power flow.
This means that the electric power flows from generationosaotthe consumers in the
distribution sector in traditional power systems. Howeirethe predominantly renewable
generated power systems, the structure of distributioresysas changed due to connec-
tion of renewable generations to this section. This meaatshaddition to short-run load
and equipment availability scenarios, scenarios of rebyaower production also need
to be considered for systems with high renewable penetrfti®, 25,27]. In order to cap-
ture the spatial and temporal variability and correlatiohsenewable production across
a large region, hundreds or even thousands of hours per y@aneed to be simulated.
Otherwise, estimates of the impacts of new generation nsinéssion investments may be
distorted.

Flexibility of power consumptions, also known as demangoese programs, is the
second important source of variability and uncertainty iodern power systems. This
variation capability has resulted from the smartness dfilligion grids and consumers’s
tendency to participate in electricity market. Higher gtaty of consumers to the elec-
tricity price, more variability and uncertainty in powerségm consumption. Thus, these
resources increase short-term forecast errors and nevéwebility in power systems.

Longer term uncertainties in technology costs and perfageafuel prices, demand
growth, and public policies are also other reasons for asirey the variability and uncer-
tainty in power systems.

Extensive variability and uncertainty mean that the sygpdgmners have to simulate
and analyze hundreds or even thousands of scenarios fofatyg-scale power system.

To sum up, simulations of modern power systems not only hawehallenges of tra-
ditional power system simulations, but their complexitiéso have even multiplied due to
expansion of electricity markets and renewable energiesirtg a very large size, lack of
observability, high amounts of variability and uncertgjrihe need for studying numerus
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scenarios, and nonlinearity of power flow equations are samamples of existing compli-
cations in simulation of modern power systems. The maindaduhis thesis is to study,
apply, compare, and improve the possible techniques foplgioation of power system
studies.

1.3 Aims and Scope

The main objective of this thesis is to study the efficientgifitation techniques used
for simulation of current bulk power systems with multi-sa€io simulations as well as
large share of renewable generation. In this regard, we tni investigations only to
static power system analyses rather than the dynamic onesldition, we consider both
planning and operation analyses in our research.

There are a number of methods for simplifying the power sgstémulations in the
literature. Four effective example of these methods, useddaling with the current large
and multi-scenario power systems, are 1) reducing the nuaflseenarios, 2) obtaining an
aggregated equivalent for the system, 3) simulating a gmyarsion of the system by re-
laxing some of the constraints, and 4) decomposing the enobi consideration and using
the parallel simulations [28—39]. Each of these methodsitiescted the attention of many
researchers. For instance, different algorithms and Setecriteria are used and compared
regarding the scenario reduction method in [31-35]. Refa@s [28-30, 36] study various
procedures and measures for aggregating the network adriipe power system in order to
obtain a small equivalent one. Making the power system dpétions simpler, using dif-
ferent relaxations or neglecting some of the constraigtsittoduced as an useful method
for large power system studies in [37-39]. In [40], differdacomposition methods, used
in engineering and science applications, are fully describased on their application in
for example linear, nonlinear, and mixed integer prograngmi

Itis, of course, obvious that using any of the simplificatmathods would cause some
errors in the simulation results. For instance, decreaseduracy resulting from high
scenario reduction is mentioned in [35]. An assessmentdegathe usefulness of DC
linearization and the validity of its simulation resultsysde in [41]. In [42] and [43], the
accuracy of some network aggregation methods is evaluatgdigeas for improvement
are suggested. However, since these different simplifioaé¢ichniques have not previously
been evaluated together, they still need to be comparddmoiiiate which of them leads to
more errors in power system simulations. Therefore, in tisedtep, this thesis attempts to
fill the void by studying and comparing some of these methodbke study of large-scale
power systems with numerous scenarios.

In the next steps, due to very wide scope of each simplifindgdohnique, we limit the
outlook of our research only to the second technique anatiryestigate different power
system equivalents and develop further equivalencingagmbres . In this regard, network
aggregation and generation aggregation, as two imporggtiogs of equivalent determi-
nation, are explained in the second and third steps, ragplyctin the second step, where
we consider the network aggregation, network partitiorsind network equivalencing are
studied.
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Step three explains the generation aggregation in termsrafrgtion types, i.e. conven-
tional and renewable generations. Wind power is considasegh example of renewable
energy resources and its total production is estimatedgdeegation approaches.

In the last step, the thesis focuses on the applicationegbdlver system equivalents.
In this respect, applications of network aggregation tgdiency control and storage allo-
cation are assessed.

1.4 Scientific Contributions

The scientific contributions of this thesis in terms of diffet studied areas can be summa-
rized as follows:

Power system simplification techniques:

e C1 An extended comparison of three important simplificaticshteéques, i.e. scenario
reduction, network aggregation, and DC linearization, ésfgrmed and a multi-
dimensional power system reduction technique is proposeddo so, the three
simplification techniques are applied to four common tydgmaver system studies,
namely optimal power flow, stochastic unit commitment, gatien expansion, and
transmission expansion. The results are compared in tefrgisialation errors and
simulation time.

Network aggregation theory:

e C2 A new partitioning algorithm based on graph theory is preygoand its simulation
results on Power Flow (PF) and Optimal Power Flow (OPF) arepared to the
ones of an optimization-based partitioning method. The firsthod uses research
carried out in spectral partitioning, whereas the seconthatkis formulated as a
constrained min-cut problem, ensuring connectednes#nlie areas and balanced
areas and is solved as a linear optimization program.

e C3 Animproved version of the previously used Radial - Equinaldndependent (REI)
equivalent is developed for multi-area modeling of powestegns. The REI method
is improved by taking into account the uncertainties in gatien units and trans-
mission lines and by defining an optimization method formgrthe features of buses
and lines in the reduced system. Having made these imprawsmee can obtain
an adaptive REI equivalent which will adjust itself accoglio the availability of
generators and lines.

e C4 An ATC-based system reduction for planning power systentls earrelated wind
and loads is suggested and tested on a realistic large pgstens The method
is based on partitioning the original large system into $mnalreas and making a
reduced equivalent for each area. The partitioning is basedvailable transfer
capability (ATC) between each pair of network buses. BeeaAlRC depends on
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net load conditions, separate partitions are defined fosesstof similar load and
wind conditions, significantly enhancing the accuracy dairopl power flow solu-
tions. Compared to the single-equivalent system, acclisaicyproved with only a
negligible increase in simulation time.

Generation aggregation theory:

e C5 An algorithm for estimating the total wind power productiohsome wind units
with correlated wind speeds is proposed. It is assumed iprthigosed method that
only historical data for produced power of these wind poweitsuare available,
which is usually the case in reality. Unlike the previous keom this area, the
proposed method suggests not only a simple process, butrabsceptable accuracy
for calculating the total wind power production.

Network aggregation application:

e C6 An algorithm for calculating the required amount of spinpiaserve in large multi-
area power systems is proposed. Using this algorithm, eszhaf the system is
first modeled by an equivalent system, obtained by the REhatkténd a multi-area
REI equivalent is obtained for the multi-area system. A-txsiefit analysis is then
performed to determine the spinning reserve requiremdriistb the original and
equivalent multi-area systems. The cost-benefit algoritikas into account the se-
curity constrained unit commitment (SCUC) and the secwatystrained economic
dispatch (SCED). Finally, the proposed multi-area REI egjent is evaluated by
comparing the spinning reserve in the original multi-argstem with that in the
equivalent system.

e C7 Athree-stage algorithm for AC OPF based storage placemdautje power systems
is suggested. The first step involves network reduction elinen small equivalent
system that approximates the original power network isinbth The AC OPF prob-
lem for this equivalent system is then solved by applying ami€Definite Relax-
ation (SDR) to the non-convex problem. Finally, the resiutim the reduced system
are transferred to the original system using a set of repgaptimizations. The ef-
ficacy of the algorithm is tested through case studies usilnglEEE benchmark
systems and comparing the solutions obtained to those of PE laased storage
allocation.

1.5 List of Publications

Most parts of this doctoral thesis is based on the materisth@fappended publications.
These publications are listed as follows.
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Systemgs\vol. 60, pp. 283-292, 2014.

Publication IV
E. ShayestehB. Hobbs, M. Amelin, and L. Soder, "ATC-Based System Reiduct
for Planning Power Systems with Correlated Wind and LoalsZE Transactions
on Power System¥ol. 30, pp. 429-438, 2015.

Publication V
E. Shayesteh M. Amelin, and L. Soder, "Power system equivalents for spig
reserve determination in multi-area power systems”, stibthtoEnergy

Publication VI
E. ShayestehD. Gayme, and M. Amelin, "System Reduction Techniques for-S
age Allocation in Large Power Systems”, submittethternational Journal of Elec-
trical Power & Energy Systems

Table 1.1 shows in what publications various generatiomcas) prices, and mathe-
matical tools are considered.

Table 1.1: Items considered in the various publications.

Publication
| 1] 11l v \ Vi
Wind power v v v

Electricity market v v v
Deterministic modeling v v

Stochastic modeling v v v v
Time series v v v

Linear optimization v v v
Nonlinear optimization v/ v v v
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1.6 Thesis Outline

The outline of thesis is based on a partition into four partee first part includes chapters
2-5 and mostly deals with the theoretic issues regardingepswstem simplification and
specially the power system reduction theory (which is tharfacus of this thesis), while,
the second part, including chapter 6, evaluates the apiplisaof power system reduction.
The third parts is indicated in chapter 7 and provides theclesions and future works,
whereas, publications are given in the last part.

The chapters can be summarized as follows:

Chapter 2 reviews different techniques, previously used for sinyitifj the power sys-
tem studies. Then, a representative of each technique idatiea and the errors
resulted from applying different categories to four comnpower system studies
are compared.

Chapter 3 focuses only on one of the simplification techniques revikirethe previ-
ous chapter which is the main goal of this thesis. This sificplion technique is
the power system aggregation, also known as power systeivaggncing, meth-
ods. In this chapter, generation aggregation and netwagkeggtion are introduced
as two important sections for obtaining an approperiateguaystem equivalent.
Then, different steps, needed to be considered, in powamonletaggregations are
introduced. These steps can simply be divided into netwarkitipning and net-
work equivalencing. Different methods for any of these ttaps are also presented
in this chapter. Finally, the generation aggregation mdshio terms of generation
types are discusses. In this regard, generation sourceévated into conventional
(thermal) power generations and renewable energy ressuand, the aggregation
process for each type is described.

Chapter 4 introduces three important contributions of this thesisase of network ag-
gregation, as the first section of power system aggregafioese contributions are:
a) Comparison of two new network partitioning methods, lm@sing an improved
REI equivalent for network equivalencing, and c) Suggegsén improved network
aggregation algorithm for planning power systems with eated wind and loads.

Chapter 5 reviews the contribution of the thesis on generation aggjreq topic, the sec-
ond section of power system equivalencing. This contrdwis to develop an algo-
rithm for approximating the total wind power production ofige wind power units
with correlated wind speeds.

Chapter 6 investigates two applications of network aggregation me@shin large-scale
power systems, studied in this thesis. These applicatiocisde: a) Frequency
control via spinning reserve determination and b) Stor#igeation. The simulation
results of these applications are also discussed in thigeha

Chapter 7 closes the thesis by summarizing the conclusions and stiggebe future
possible areas of extending and continuing the work.
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The contributions of the appended publications are spreemhg the different chapters
of the thesis in Table 1.2.

Table 1.2: Distribution of the contributions of appendebimations among different chap-
ters of the thesis.

Publication

| 1l 1l v A/ |
Chapter2 v
Chapter 3
Chapter 4 v v v
Chapter 5
Chapter 6 v v
Chapter 7

Additionally, figure 1.3 provides a review on different asfseof power system simpli-
fication studied in this thesis. In this figure, the contribntsubject of each publication
is also emphasized. The red color in this figure indicatesctmribution in the area of
power system reduction theory, while the green color shbesbntribution regarding the
application of power system reduction.
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Figure 1.3: A review on different aspects of power systenpéfination studied in this thesis including the contrilmrtisubject of
each publication.
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Chapter 2

Power System Simplification Techniques

In this chapter, some of the important and common technipresimplifying the power

system studies are explained. Then, the simulation regfiiscomparison among them
are reviewed and advantages and disadvantages of eachifsoafpbn technique are dis-

cussed.

2.1 Background

As it was mentioned in the previous chapter, power systediesipresent computational
challenges due to the growing size of systems, the increadedf variable renewable
production, and the presence of important long run unagiéa in economic, technical,
and policy conditions. As a result, various simplificatiame made to power systems mod-
els to make their solution practical for large systems withitiple renewable and long-run
scenarios. Scenario reduction, system aggregation, goldformulation, and problem
decomposition are some important simplification techrsghet have been widely inves-
tigated in the literature. However, in order to minimizeogsrfrom simplifications, it is
important to compare and understand the errors that eactecese in power system anal-
yses.

This chapter, first, reviews the aforementioned simplificatechniques. Then, a
multi-dimensional power system reduction technique basedome of these simplifica-
tion techniques is proposed and different aspects of it@amgared. In this regard, we use
forward scenario selection since it is a suitable exampkeehario reduction algorithms
for the selection of a limited number of scenarios. For sységgregation, a two-stage
aggregation algorithm is used. In the first stage of thisritlgm, we partition the power
network into a number of areas, based on a so-called sityilawatrix, which shows the
strength of connection between each pair of the networkshu$ee partitions obtained
are then used to aggregate the original network. Finally,f@@wlation of power flow
equations is chosen as a widely used power system reforiomulat

The main focus of the proposed comparison is on the statialations of power sys-
tem studies, especially in relation to power system opamadind planning. In order to

15
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widen the scope of the comparison, different power systeutiet such as Optimal Power
Flow (OPF), Stochastic Unit Commitment (SUC), Generatigpdhsion Planning (GEP),
and Transmission Expansion Planning (TEP) are comparebthenresults of the multi-
dimensional power system reduction applied to all thesdiestlare evaluated with respect
to the accuracy of the results and the simulation time requir

2.2 Scenario Reduction

The first technique for simplifying power system studie®igdécrease the number of sim-
ulated scenarios needed to be considered due to high |duefeertainty. One important
reason for power system uncertainties is variability angredictability in the generation
of renewable energy resources, such as wind and solar pomigch are subject to weather
conditions [44—46]. In addition, the flexibility of systemdds in relation to the electricity
price has caused more uncertainty [23, 24]. Given such tainées, we need to increase
the number of scenarios taken into account in power systetiest However, scenario re-
duction technique can suggest a set of scenarios with sadafte to the results of all initial
scenarios. Different algorithms have been suggested aaitosdecrease the number of
scenarios. Some examples are: backward scenario redufcierard scenario selection,
scenario tree construction, and clustering-based saeretuction [31-35].
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Backward Scenario Reduction

In the backward scenario reduction, the most unimportagnado is deleted in a loop
until a predefined number of scenarios are removed [34]. dligarithm will be efficient
if the number of preserved scenarios are higher than the auoflbremoved scenarios.
Figure 2.1 shows the algorithm of the backward scenarioatmlujust for those who are
interested in the detailed information about this techeif4].
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Step 0: Compute the distances of scenario pairs:
ckj = cr(EF,€9), k5 =1,...,8.

Sort the records {c; : j = 1,...,S5},
k=1,...,8

Step 1: Compute
c}ll] = minClj, | = ]_7 .. .,S and
i

21[1] = plcE,l], I=1,...,8.

Choose l; € argl min 21[1]-

{1,...,5}
Set JU := {1 }.
Step i: Cgmpute
cE:} = jeﬂ‘nlillllum o

for ! ¢ JUi-1, k € JE-1 U {i} and

zl[i] = > pkcz}, 1 g i1,
keJiE-1ufi}

Choose [; € arg min zl[i].
1gJGi=11

Set JUI = Jli=11y {1,}.

Step S-s+1:  J := JI5—4] s the index set of deleted sce-
narios.

Figure 2.1: The algorithm of the backward scenario redudtd].

Forward Scenario Selection

On the other hand, if the number of preserved scenarioslateedy small when compared
to the total number of the original scenarios, it will be mefécient to use the loop for
selecting the most important scenario [34]. This stratsgndeed the basic fundamental
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of the second conceptual algorithm, named the forward simeselection algorithm. The
algorithm of the forward scenario selection is presentdijinmre 2.2.

Step 0: Compute the distances of scenario pairs:
[ ._ Eoew) by=1 S
¢, =cr(€®, "), kbu=1,...,8S.

Step 1: Compute
21[}] = Z:;l kaE:u],’ll, = 1,. ,S

Choose u; € arg min zE'].
ue{l

Set J = {1,..., S\ {w}.

Step i: Compute
c%lu = min{c%u_”, c‘[,:;‘,ljl } k,u € Ji-1

and

A1 .= ) pkcgﬂl, u € Ji-1,
keJi-1\{u}
Choose u; € arg min zg].
ueJE-1]

Set JU = Jl-11\ {u;}.

Steps+l: J := JI5~% is the index set of deleted sce-
narios.

Figure 2.2: The algorithm of the forward scenario selecf84.
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Scenario Tree Construction

The scenario tree construction algorithm finds an abstexsion of the scenarios accord-
ing to the uncertainty behaviour over time. This algorittnspecially useful for approx-
imation of scenarios in a multi-stage stochastic programgmiodel, in which an optimal
decision for each node of the scenario tree is determined tise given information avail-
able at that point. Figure 2.3 describes the algorithm osttemario tree construction [34].
In this algorithm, the scenario tree is constructed by raduthe number of nodes, for
which the maximal reduction strategmrs) is used as a similarity measure at each time
interval of the time horizon. The readers are referred te-B%] for the detailed informa-
tion.



2.2. SCENARIO REDUCTION 21

Let tolerancese; > 0,t = 1,...,T, be given.

Step k=1:  Apply the maximal reduction strategy (mrs)
to determine the index set Jy C
{1,...,8} = Iy such that

E p; min er (&4, &) <er
) j€Jr
i€Jp

Set It := IT+1 \ Jr and f.ipp = fi, 1€ IT
Calculate optimal probabilities 77,
1 € Ip, for the (preserved) scenarios.

k=T-t+1: Reduction:
Apply (mrs) to determine the in-
dex set J;y C I;41 such that

S pi min  ¢(€,¢) <e.
ied, J€lita\J:

Set It = Il+1 \ Jt'

Scenario bundling:

For each j € J; select an index

i* € argmingey, ¢ (€%, &%), add 7,

to 7y, and bundle scenario j with i*, i.e.,
Eapp =& forr=2,....t,

& opp =& forr=t+1,...,T.

Set & app = &1 apps Ty = Myq,1 € Iy

Step k=T:  Set ff’app := &} and consider the tree consist-
ing of the scenarios {&} ., }/=; fori € Ir.

Figure 2.3: The algorithm of the scenario tree construdtidi.

Clustering-Based Scenario Reduction

In the clustering-based scenario reduction, the similanardos, which have the distance
smaller than a predefined tolerance, are first classifiechint@nario sets. The scenarios of
each scenario set are, then, merged and define a clustelty Fin@presentative (or focal
scenario) is associated to each cluster. The probabiligaoh cluster is also determined
based on the number of scenarios in each cluster.

The flowchart of the clustering-based scenario reductipndsented in figure 2.4 [31].
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START

Input set X containing M,
scenarios

v

Define the admissible
tolerance e

}

Initialization:
M= My,i=1

1
Find the pattern y =
{Y1, ..., Yy} able to aggregate
the maximum number Ny, , of
scenarios w(™ such that
d(y,wm) <e

NO
YES
A 4
Create the cluster k& with the The remaining
subset W c w(™ set X is
Calculate the representative constituted by
scenario ¢® with the relative outliers
probability Ymax
Mtot
X=X-Ww
M =M — Nyqy ¥
i=it+1 END

Figure 2.4: The flowchart of the clustering-based scenadaoction [31].

Among these algorithms, the forward scenario selectiomfeful method for selecting
a limited number of scenarios out of a large number of théainscenarios, i.e., the idea
behind this algorithm is to select a small group of the sdesarhich should provide a
solution as close as possible to the one given by the initeharios. Thus, this algorithm
is selected as a representative of scenario reductionitpesifor the sake of comparison
among different power system simplification techniquesiagresent study.
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2.3 System Aggregation

The large size of the power systems is another challengeirfariation of them which
increase the complexity of power system studies. The maigores for the increasing
size are the growing demand for electricity, the planninghefv lines and generators,
and the interconnection between different electricity kets to attain higher technical and
economic efficiencies. An important simplifying technidfoe studying the large power
systems is system aggregation.

Another important application of this technique against tther simplification tech-
nigues is that it can also be used in cases detailed infosmafi system is not available
or necessary to used [47]. In such cases, the computatidfialildy of the simulations
may be not a problem, while, data unavailability may incesth& simulation complexity.
One example of such cases is the planned but not construetedtajors and lines. For
instance, construction of a new generator in an area maydeéeatkbut its exact location
may still be unknown. In this case, many scenarios for theegsar’s location should be
considered while using an aggregated version of the systeéheistudied area can prevent
multi-scenario analysis.

Power System aggregation can be divided into differensstegch of which has vari-
ous methods. These steps together with their corresponaitigods are explained in the
next chapter in detail. Thus, in this chapter we skip thedaildeand only emphasize on
the implemented method in the considered multi-dimensiomaer system reduction.

The considered multi-dimensional power system reductiothis research uses the
Available Transfer Capability (ATC) values among differbases as the partitioning crite-
rion for network aggregation in the multi-dimensional powgstem reduction technique.
The reason for using ATC is that the main goal of this studyisdmpare different sys-
tem simplification methods for technical studies such as @RFSUC, and/or economic
studies such as GEP and TEP. Therefore, the selected guairdicriterion should have
a bearing on both these aspects. ATC values show the addipossible power transfer
between different system buses. Thus, they are physidables, and can be used for OPF
and SUC studies. Meanwhile, if the ATC between two busesgh,tit means that extra
power can transfer between them, and the electricity psdbe same for both of them.
Therefore, even for GEP or TEP analyses, such buses can bethatsame sub-system.

2.4 Problem Reformulation

The third important simplifying method, which is used torease the efficiency of the
power system computations, obtains a simpler version ofpewstem problems by using
physical rules, mathematical equations, or optimizat&axations. One of the most com-
monly used approximation methods for power system studiB€ilinearization, that is to
use the DC power flow equations (instead of the AC ones). Thedwer flow equations
are given in equations 2.1 and 2.2 as follows:
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N
A= 3 I [Vi| (Gkjcos(6k— 6;) + By;sin(6— 6))) (2.1)
j=
N
Q=Y M|V (Grjsin(6k — 6;) — Byjcos(6k— 6))) (2.2)
=1
Where:

Py Active power of bug.

Qx Reactive power of buk.

[Vk| Voltage magnitude at bus

By  Susceptance (the imaginary part of admittance) betweerskiagdj.
Gy Conductance (the real part of admittance) between buaed j.

Oy Voltage angle at buk.

N Total number of buses.

Through the use of DC linearization, all the transmissi@istances are approximated
to zero, the voltage magnitude of all buses fixed to one pdr(pri), and all the sine
functions replaced by their angles [48]. Thus the equati®risand 2.2 are replaced with
equation 2.3 as follows:

N

R = B.: — 06 2.3
;kj(ek i) (2.3)
17k

The most important advantage of such approximation is theawakes the nonlinear
power system equations into a linear formulation. The satiom of this linear formulation
is much easier and faster than that of original nonlineaaigns. This method is used in
this study as a representative algorithm for the third pasystem simplifying technique.

2.5 Problem Decomposition

Problem decomposition can also be used as a useful simptifid@chnique in power sys-
tem studies. Different decomposition techniques are ifledsn [40] based on their ap-
plications in different programming models. In this regdhg:se techniques are discussed
in terms of a) linear programming with complicating constts, b) linear programming
with complicating variables, 3) nonlinear programmingd at) mixed-integer program-
ming. Reference [49] also reviews and provides the algmstiof some of the common
decomposition methods, used for solving the mixed inteigpeial programming. These
explained methods in this reference includes: a) Cuttiaggmethod, b) Dantzig-Wolfe
method, and c¢) Lagrangian method.
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Although it would be more interesting to include one of therafentioned decom-
position methods in our comparison, we decided to excludesimplification technique
from our multi-dimensional reduction comparison and s@gtf@s inclusion in our future
work.

2.6 Validating Studies for the Proposed Multi-DimensionalPower
System Reduction

In order to compare the three techniques for power systerplisication, they need to be
applied to different power system studies and the resulisb@ievaluated to see which
simplification technique causes more errors than the othexach of the studies.

Four different power system analyses are chosen for thizsgsar A short description
of these studies is given below.

Optimal Power Flow (OPF)

The main idea of OPF is to determine the generation of diffegenerators such that
all loads are supplied and an objective function, such ad tgieration costs and total
system losses, is minimized. In the electricity market ysial the objective function of
the OPF problem is to maximize social welfare based on g&ratand demands’ bids.
The formulation of this OPF problem in hour t is as follows.

M d S g
o, gg%x 0 {.Z [bi ()R (t)} - J; [b,- (P (t)} } (2.4)
N
Rt = PY(0) + Re{vka)_zmvi*(t)} (2.5)
N
Q) = k() + lm{Vk(t)ZlYiM*(t)} (2.6)
k()Y Vi™ (1] < S5 (2.7)
VM < Vi ()] < (2.8)
PN < PA(t) < P (2.9)
Q" < Qf(t) < Q™ (210)

Where:

bi(t) Bid of demand at timet.

bj(t)  Bid of generatorj at timet.

Ij(‘e((t) Consumed active power at blkstimet.
Qg(t) Consumed reactive power at bggimet.
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P'g‘(t) Generated active power at bagimet.
'g‘(t) Generated reactive power at Hygimet.
ki Admittance between bus&sandi.

Total number of load buses.

G Total number of generator buses.

Q
Y
N

The objective function 2.4 is social welfare, defined as tia sf the demands’ bids
minus the sum of generators’ bids. Constraints 2.5 and 2 Kee active and reactive
power balance at each bus. The line flow limits, bus voltagédi and generation limits
are guaranteed by 2.7- 2.10, respectively.

Stochastic Unit Commitment (SUC)

The second power system study under consideration is SUC.iS&h operation/planning
problem associated with the scheduling and the generapatthing of the generators in
some load/renewable scenarios, and has a time horizomiafrgim hours to days. The
outcome of the SUC problem determines which generatordéhetavailable at each time
interval of the time horizon. The formulation of SUC probléras follows [21,50-52].

max RIS 2D 3ty CF {CjZ(Pjg(tvS))z+lepjg(ta3)+Cj0} (2.11)
Vi), F(t9), (0 + Y1 Y [(wsi(t).wsg) + (cs (t).csq)]

PI(t,s) = RA(t,s) + Re{vk(t,s) iyﬁi\/i*(t,s)} (2.12)
N

Ql(t,s) = Qk(t,5) +Im {Vk(t,8> _Zlvﬁi\/i*(t,8>} (2.13)

Vk(t, s)¥iaVi" (. 5)] < S§*° (2.14)

VM < Vit )] < W (2.15)

uj(t).PM" < P(t,s) < uj(t).P" (2.16)

uj(t).Q"™ < Q(t,s) < uj(t).QP™ (2.17)

csi(t) > uj(t) — 5 uj(h) (2.18)

h:t*Tcsj

wsj (t) > uj(t) —uj(t — 1) —csi(t) (2.19)
i uj(h) < Ton (2.20)

h=t=Tmax
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S Index of scenarios, running from 1 &

Co,12 Costfunction constants of generajdn timet.

y(t)y  Binary variable, equal to 1 if generatpis on in timet and O otherwise.

cs(t) Binary variable, equal to 1 if generatprhas a cold start-up in timeand 0O
otherwise.

wg(t) Binary variable, equal to 1 if generatpthas a warm start-up in timteand 0
otherwise.

rn(s) Probability of scenaris.

S Total number of scenarios.

The objective function 2.11 is to minimize the operationatowvhich is the expected
cost of all generators and the start-up costs. Constraibh®s-2.17 are similarto 2.5-2.10,
but are updated for the SUC problem. Constraints 2.18 arildefine the terms related
to the cost of cold and warm start-ups. It is assumed in 2.882ah9 that the generator
will have a cold start-up if it is off for a period longer thags j. The maximum on-time for
each generator is assured in 2.20. In this formulation, tilénmum on-time, the maximum
and minimum off-time, and the shut-down cost are ignoredHersake of simplicity.

Generation Expansion Planning (GEP)

Like the SUC problem, the last two studies under considemathamely GEP and TEP
problems, are related to power system planning. The scoffeesé studies is, however,
larger than that of SUC. The goal of these studies is to etatha economic feasibility of
constructing a new line or generator. For an economic etiatuaf GEP, for instance, the
candidate buses for constructing a new generator are adlant the price outcomes are
patterned by simulating the system in all scenarios. Theidate bus with a higher price
outcome will then be selected for the location of the plangeagkrator.

Transmission Expansion Planning (TEP)

Inthe TEP problems, some candidate lines are consideréscéiarios are then simulated
for each candidate twice, one with the line itself and ondeuit. Next, the reduction in the
system operating costs by adding the line is calculatedllyjra diagram of these reduced
costs is drawn for each line, and the lines which reduce thesycosts most significantly
should be built.

2.7 Simulation Results and Discussion

In this section, the proposed multi-dimensional powereysteduction technique is ap-
plied to two IEEE test systems [53] to compare the resulthefdifferent simplification
techniques on the four power system studies in question.

For a comparison of the OPF, GEP, and TEP studies, the IEEfBH148ystem with 200
scenarios of renewable generation and loads is applied.syistem is, however, too large
for the SUC study, with its formulation being a mixed integeograming problem and its
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use of many scenarios. Instead, we use the IEEE 30-bus systkif2 scenarios of wind
generation and loads to compare the impact of simplificagohniques on the SUC. Load
scenarios are generated through normal randomizing tllevidlaes in these two standard
IEEE systems. Correlation coefficients used for wind powenario generation vary from
0.7 to 1 based on the distance between wind units.

The SUC problem is optimized using GAMS 23.6 while the othedies are executed
with MATLAB R2010. These are run on a PC with an Intel Core i5WCP.53 GHz
processor and 4.00 GB installed memory (RAM).

In order to compare the effects of the different simplifyteghniques on OPF, GEP,
and TEP, the following steps are required. First, the IEE&fds system with the original
200 scenarios is simulated and the result of this simulasionnsidered as a benchmark for
the evaluation of the simplifying techniques. In the secstieg, forward scenario selection
is applied three times to the original set of 200 scenaridding three sets of scenarios
with 20, 5, and 1 scenarios, respectively. In the third sieyr, different levels of network
aggregation are applied on the IEEE 118-bus system, naguftifour equivalent systems
with 66, 46, 26, and 15 buses, respectively. Thus, in toidetare 5 network systems
and 4 scenario sets, including the original network and 2@Mharios, and 20 different
combinations of networks and scenario sets. In the last stah of these 20 combinations
is simulated two times, once with an AC formulation and ondtnthe linearized DC
simplification (without losses), resulting in 40 cases.aflin the results of all the cases are
compared with those of the baseline system (AC formulaf260,scenarios, 118 buses) in
order to assess which simplifying technique causes mooeseim the results of the OPF,
GEP, and TEP problems.

A similar procedure is followed to compare the effects of $hmaplifying techniques
on SUC in IEEE 30-bus system. This means that the SUC prolsdepglied to the IEEE
30-bus system with the original 22 scenarios and the rebtdiied is used as the baseline
to validate the results of the simplification techniquedimmext steps. Three scenario sets
including 12, 6, and 3 scenarios are then selected, and tgwegated networks, which
have 15 and 6 buses, are obtained. The SUC is used to simlila& @ossible combi-
nations of scenario sets and aggregated networks. With &Xeeptions, which will be
explained below, all these are run with the DC approximadiome. The reason for this is
that we are unable to solve to optimality the stochastic thiréeger nonlinear AC SUC
problem in all cases . The results are then compared to sethevlieis scenario reduction
or network reduction that has a greater effect on the sinomain relation to the baseline
(30 bus, 22 scenario) system.

A summary of the simulation results are presented in Taldletbwever, the readers
are the extended version of them as well as information ahewtcenario sets and aggre-
gated networks can be found in Publication I. The simplifaratechniques are compared
in terms of both simulation errors and simulation time. Timewation results, for which
the errors resulted from the simulation are compared, dechaainly the economic indices
such as total system costs, plant construction profits,iaeccbnstruction savings. How-
ever, technical indices such as system losses, EENS, gemécammitment of generators
are also considered in this comparison. In this table, STRRL&RE are abbreviated for
Simulation Time Reduction and Low Resulting Error, respety.
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Table 2.1: The comparison summary of applying different @osystem simplification
techniques to considered power system studies.

Simplification technique Scenario reduction  System aggieg  DC linearization
Time Error Time Error Time Error
OPF (Cost, Losses, Generation) +++ -- ++ --- +
SUC (Cost, EENS, Commitment) + --- ++ - +++
GEP (Prices, Plant Profits) +++ -- ++ -- +
TEP (Line Cost Savings) +++ -- ++ --- +
Computational time reduction: + + + is best
Error in estimation of performance indices: - - - is worst

The following conclusions, strictly speaking, apply ondydur particular case stud-
ies, which were based on two IEEE reliability test systemsl, might not apply to other
situations.

First, the table shows that scenario reduction yields aeeable level of accuracy
while decreasing computation times in power flow studies elbag generation and trans-
mission investment analyses that use OPF models for priodumbsting. However, sce-
nario reduction is more distorting and results in less camaponal efficiency gains in SUC.
Second, given present computational capabilities, D@lization is essential for stochas-
tic unit commitment, although advances in parallel compamteand decomposition may
make AC-based SUC more practical in the future. Third, nétvaggregation can also be
useful in OPF and SUC for reducing simulation times withdnet tisk of making major
errors.

Although our results are system specific, we can nonethelags the following gen-
eral conclusion: depending on the type of study and on thiécplar system, any of the
simplification methods can either cause large errors, gibdgi errors, or something in be-
tween. Which simplification method is most appropriate Vikiély depend on the power
system study under consideration, and so users of econondelsishould test for the
impact of simplifications on their conclusions.






Chapter 3

A Review on Power System Aggregation

This chapter describes the different procedures and stepded for aggregation of large
power system. The provided review is based on the previeuatlire in the area of power
system aggregation and equivalents.

3.1 Background

Before the introduction of competitive markets, systemrafms modeled all connections
between their power system and external systems as someonéer buses and they were
faced with a system of the same order as that of the intersédsy[54]. However, as it
was explained in detail in the chapter 1 (i.e. the introdarctihapter), the competitive en-
vironment in power systems and international power traitmashave resulted in a general
trend in the electrical power industry towards harmonizheymarket rules and analyzing
all tightly connected systems as one bulk power system.

In addition, the increasing penetration levels of renewallergy sources such as wind
and solar, and their corresponding uncertainties have pader systems modeling and
simulation more challenging. For instance, generatiohegé renewable units is a random
variable since it is influenced by weather conditions, an theeds to be modeled using
different scenarios.

Although modeling these scenarios means a considerabésisein the computational
burden, there is no doubt that large-scale power systemsbawsmulated and analyzed.
This may be done using supercomputers with detailed modeistter solution, however,
is to find an aggregated equivalent system which can appedgithe behavior of the actual
system itself, especially if many scenarios (e.g. expangianning and/or solar or wind
power installations) need to be studied. The main focus isf¢hapter is to study and
classify the previously presented equivalent system.

31
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3.2 The History of Power System Equivalents

The basic concepts of equivalent power systems are deddrijé, 54]. These concepts
have been widely adopted and used in different power systedies. The following ref-
erences give some examples of the implementation of sysjeimadents in power system
studies.

In [9,55], power system equivalents are developed for pe-dind off-line power sys-
tem security analysis. Reference [56] considers using pey&em equivalents for sim-
ulation of power system contingencies. Reference [57]udises load flow equivalents,
which are used for approximating power flow studies in lasgale power systems. State
estimation issues are combined with power system equitsalera so-called state esti-
mation based equivalent [58]. In [59], different power systequivalencing techniques
are compared and modified. Reference [60] reviews the pedakperience with power
system equivalents, assessing the advantages and dramfaging power system equiv-
alents at a number of utility control centers.

In [13,29, 61-64], the equivalent of a large-scale powetesyds obtained based on
multi-area modeling. In these investigations, some gatéke reliability and security
indices are selected. The original system is consideredatkgower system consisting
of some interconnected areas, each of which is then reptacad equivalent with fewer
buses and lines. The objective is that the multi-area mdu®lld give results as close
as possible to the results of the original system for thecsedecriteria. For example,
reference [61], using an analytic characterization of §ystesn failure modes, explains a
model for reliability evaluation of multi-area generatisystem. Reference [29] proposes
an algorithm to determine the equivalent reactance of tter-area lines of a reduced
system, based upon the zonal power transfer distributictiorfa of the original system.

It is suggested in [62] to use a steady-state equivalent adveep system for real-
time operation, obtained by applying Radial Equivalenelpehdent (REI) method for the
reduction of the electrical network. [63] introduces anraggh, for total transfer capability
(TTC) computation, for multi-area power system modelimgjrig line contingencies into
consideration. The solution is to use a network decompostipproach based on REI
equivalents. Some methods regarding power system paitijaare suggested and used
in [13,64-66].

3.3 Power System Aggregation Steps

Generally, finding an appropriate aggregated power systarivaent involves two im-
portant sections. First, aggregating the power network s@cbnd, aggregation of power
system generators.

The first section, network aggregation, is also known as gsegation and network
reduction and means finding a smaller network for the powstesy which includes less
number of buses and lines. As a result of this section, gésrsrand loads in the omitted
buses are only shifted to the retained buses. The secondstépe other hand, is genera-
tion aggregation and means obtaining an equivalent foréneiators which after network
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aggregation are located at the same bus. It also includes#as in which the power net-
work is ignored and overall generation capacity in the systeeds to be approximated.
An example of such cases for total wind power production béligiven in Chapter 5.

A review on any of two aforementioned sections of power sysiggregation are ex-
plained in the following.

3.4 Network Aggregation

Network size reduction through aggregation, the focus of thesis, involves replacing
the original large-scale power system by a reduced equitjaldnich has many potentially
valuable applications [67].

A common strategy for reducing the size of large power ndtw/@s to first partition
the system into smaller areas. Then equivalent electriGaiacteristics are determined for
aggregate buses within each partition and connections gut@npartitions [68]. These
steps are separately explained below.

Network Partitioning

The first step for aggregation of a large-scale power syssaim partition the power net-

work into some sub-networks (also called areas). Thistparihg can be done through
different methods. Some network reduction methods asshengea borders known. This
can be either done through assuming the geographic borsierga borders or using the
expert experiences for doing the partitioning without aaicalation. However, the more
efficient ways is to use 1) reasonable partitioning critend 2) appropriate partitioning

tools to define the area borders.

e Power system partitioning criteria

Different criteria can be used for partitioning the netwoflka bulk power system.
These criteria can be classified into different types. Orn@ftommon classifica-
tions is to, first, divide the aggregation algorithms intodsnic- and static-based
partitioning criteria. Then, to create a further divisiar finy of these two main
groups. The static-based criteria can be used for power fidgulations as well as
power system operational and planning analysis, whiledgimamic-based ones are
used for studying the dynamic effects, e.g. a) off-linesrant stability analysis with
large disturbance, b) off-line dynamic stability analysith small disturbance, and
¢) on-line security assessment in large scale power systems

According to this classification, the static-based pantitig criteria are, then, di-
vided again into market- and technical-based types. Atfthdhere are some differ-
ence between the properties of various system aggregatimysall have the same
basic principle, which is to find a similarity measure for gystem buses and then
to partition the system into some sub-systems based onithilasty criterion. The
similarity criterion varies according to the purpose of #malysis in question. For
instance, the LMP-based or PTDF-based aggregations aadleufior the electricity
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market analyses, while aggregated systems based on voltaglenittance matrices
are applicable to power flow or OPF studies [28].

e Power system partitioning tools
In addition to the partitioning criterion, one should alsavé a partitioning tool
for splitting the network of the power system. Similar to thertitioning criteria,
there are also a number of tools which can be used for netwamtiipning. Two
important examples of them, more emphasized in this thagéspptimization- and
graph theory-based tools.

In the optimization-based method, the partitioning ciiteiwhich defines the sim-
ilarity between each pair of the system buses is used as an i&pd, it is tried to
maximize the intra-area similarities or minimize the iréeea similarities. However,
the slow convergence speed and stocking in the local optienéna main challenges
of this method. An extended optimization-based tool for pometwork partitioning
is proposed in the next chapter.

The graph theory-based partitioning tools, on the othedhase the buses and lines
of the power system as vertices (V) and edges (E) of the graspectively, and
define the set o6=(V,E) for identifying the network. The network partitioning can
then, be formulated as minimizing the sum of all cut valued @@ minimum cut
is found through, e.g., clustering methods. A new graphrihéased method for
network partitioning in the large power system is develojpetthe next chapter. As
it will be explained in detail, the main disadvantage of drépeory-based tools is
their inflexibility. For instance, it is not possible to couitthe size of partitions or
minimize the number of border buses by these tools.

Network Equivalencing

Once the network of the large power system is partitionetihgrsecond step, each partition
needs to be modeled through a smaller equivalent networl. riEtwork equivalencing
can be done in different ways. Three important and populahats for obtaining the
equivalent network is presented here.

e Multi-area equivalent with DC tie-lines
Multi-area equivalent with DC tie-lines is an easy methoddbtaining the equiv-
alent for the power system, the network of which was previopartitioned. Ac-
cording to this method, the intra-area transmissions oérahs are ignored and it
is assumed that the unlimited power can flow between the afsesch area. In
addition, it is assumed that the power transfer among area®tally controllable,
i.e., the areatie-lines are assumed to be DC links. Figdrst®ws how the network
of a power system is, first, partitioned into three areas #reh, modelled with a
multi-area equivalent.
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It should be noted that the multi-area model mentioned hemnly a particular
type of the power system equivalents, while, the word maréa is a general ex-
pression and can be applied to a variety of power system moéer instance, an
interconnected power system that includes more than onteot@nea and a corre-
sponding system operator for each area is also defined astbamad power sys-
tem [18-20, 69]. Each control area can itself be divided mtwe than one area.
In this multi-area power system, each operator is resptang&ib controlling flows
within their area’s grid as well as monitoring and coordimgtpower transactions
with other control areas. Moreover, there is usually a coatdr for the entire
system who plays different roles in different multi-areatsyns. The western inter-
connection of North America and the regional group ContiakBurope, explained
and depicted in chapter 1, are two examples of these meéi-systems.

A
"n Area Al e AreaAY A

(a) Network partitioning

A3

_!_—l Al A2|—_!_

(b) Multi-area equivalent

Figure 3.1: Steps for obtaining the multi-area equivalenah example power system [70].
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¢ REI equivalent

The usual procedure for obtaining the REI equivalent (abated for Radial, Equiv-
alent and Independent) for a power system is to partitiorsylséem into an internal
and an external system. The former is the part of the poweesys/hich should
be modelled in detail, while, the latter should be reducedREl equivalent. The
connecting buses between the internal and external sysieensonsidered as the
border buses. In order to obtain the REI equivalent of therext system, first, the
results of a Power Flow (PF) or Optimal Power Flow (OPF) issidered as the ini-
tial point. Then, two new virtual buses, known as virtual g@etor bus and virtual
load bus, are added to the system and all generators andreatiifted to the vir-
tual generator and virtual load buses, respectively. Teitt@hces connecting the
virtual buses to the other buses of the system are deterrbinduk initial PF/OPF
results. Finally, the buses of the external system are rethela admittance reduc-
tion techniques. Figure 3.2 shows different steps for obngithe REI equivalent.
An improved REI equivalent, including the detailed destiwip of all steps, will be
provided and compared to the existing REI equivalents imthe chapter.
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Figure 3.2: Steps for obtaining the REI equivalent for amepd@ power system.

e Ward equivalent
Similar to the REI equivalent, a Ward equivalent is also t#d through an initial
PF/OPF. In addition, the buses in the original power systend&ided into internal,
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external, and border buses. Nevertheless, the differezteeslen the REI and a Ward
equivalents is that there is no virtual buses in a Ward edgrivand all generators
and buses will also be modelled through admittances. Taexrebn the one hand,
a Ward equivalent can provide a simpler equivalent for therewal system, while,
on the other hand, its accuracy may be less than the REI deniv&n example of
Ward equivalent is illustrated in figure 3.3.

External system [W @}

E Border buses [ Y Z o= J

/\ ]

Internal system

a) Network partitioning

______________________________________________

External system [ ]

Internal system

b) Ward equivalent

i Border buses [

/\ l]i

Figure 3.3: Steps for obtaining the Ward equivalent for eamegle power system.

It should be noted that we only explained the basic multaaREI, and Ward equiv-
alents here and the extended version of these equivalevesie@n investigated in many
studies, some of which were mentioned in the literaturessg\df section 3.2.

3.5 Generation Aggregation

The second section of power system aggregation is generagigregation. Generation
aggregation may be done because of different reasons andeguaently, via different
procedures. After network aggregation, for instance, softiee generators may be shifted
to the same bus. This is specially the case in REI equivalarguch cases, one may use
the generation aggregation to merge the generators at e Isas. Another application
of the generation aggregation is a power system study intwthie transmission system is
ignored and total generation capacity of a system is neefied.examples of such cases
are obtaining the total generation capacity of each areauiti-area equivalent and power
system reliability analysis considering only the generatiection.
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The generation aggregation can be divided into two partsrdatg to the generation
type, i.e. conventional generations and renewable georsat These parts are briefly
explained in the following.

Conventional Generation Aggregation

Power generation in the conventional generation is usualhtrollable. Thus, if some
conventional generators are located at the same bus oyifitleeat different buses but we
ignore the transmission limitation between them, the payesreration capacity of them
can simply be summed and used as the aggregated genergamitgalt should, however,
be noted that a new cost function based on the cost functitthe @ggregated generators
needs to be obtained for the obtained generator. Nevestied@ important observation
in this case is the type of power system study in which theegged generation is used.
This means that if the total generation capacity is the omlgdrtant parameter in the
considered power system study, the above generation aggnegan be used, while, in
power system studies in which the on/off status of each geoeis also important, the
original generators cannot be replaced by only one gerrasdtto the generation capacity
equal to the aggregated generation capacity of all origjgakrators. An example for the
latter is power system unit commitment study. The purpog@@iinit commitment is to
determine which generator should be on in each time intexfle studied period. Thus,
not only is the generation capacity of original generataysartant in the unit commitment,
but the on/off status of them also is a required output in $higly. As a results, more
advanced generation aggregation methods are needed istudis On the other hand,
in the PF/OPF studies, the on/off status of generators isaut irather than an output.
Therefore, only the generation capacity is important irs¢hstudies and the summation
of the generation capacity of all the original generatorstoa used to replace the original
generators.

Renewable Generation Aggregation

Unlike the fossil fuels (the power source in conventionatgicity generation), the renew-

able energy sources (such as run-of-the-river hydro, wand, solar energies) cannot be
stored. Thus, the produced electric power by renewableggregiurces are not fully con-

trollable and, therefore, aggregation procedure destffitneconventional generation can-
not be implemented for them. In addition, due to concernandigg the climate changes
and lack of fossil fuels, the penetration od renewable gnezgources has considerably
increased in the modern power systems. Thus, it seems aegéadind an appropriate

aggregation method for the renewable generations. Gémeeaigregation of three impor-

tant renewable energies is discussed in the following.

¢ Hydro power aggregation
Hydro power plays an important role in providing electsidit countries like Nor-
way, Brazil, Canada, and Sweden. These countries genaeatadjority of their
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electricity from hydro systems and include very large hypdower systems. An-
other challenge which increase the complexity of theseelasgiropower systems is
that their hydro power plants are also highly linked. As aaregle, the schematic
of a Swedish hydropower system is presented in figure 3.4.

The different methods used for simplifying hydropower syss$ in the literature
can be classified into three categories as a) Energy-bageegagion, b) Optimiza-
tion/Heuristic methods, and c) Aggregation-decompasiti@thods.

In energy-based aggregation, hydro power plants of thénalipydropower system
are aggregated in a single plant. This equivalent hydro pleat represents the
whole system inflows, reservoir contents, and outflows by@n@2—74]. The sum
of energy production capabilities of all plants are thenduwedefine the potential
energy of the equivalent plant. Similarly, the potentiatiyy inflow to the equiv-
alent reservoir is defined as the sum of all reservoir enarfigvis in the original
hydropower system [74—77]. The advantage of this technigjthe large reduction
in complexity and simulation time. However, its drawbackgisoring the individ-
ual constraints of the original hydro power plants [78]. $hilne application of this
method is limited to the cases in which the aggregated hyoln@pplants have sim-
ilar reservoir and inflow characteristics [78]. Otherwithes hydro power generation
may be overestimated. Another disadvantage of this methtitht representing all
variables of the hydro power plants with just energy valwesiot properly represent
the fluctuations of them [75]. The flexibility of a single-eegoir equivalent may be
limited by ramping constraints, but implementation of saohstraints can rise new
challenges.

In the second method, optimization and heuristic methodish is dynamic pro-
gramming, network flow, fuzzy techniques, and genetic éligars, are used to
change the problem formulation or the solution procedute{8-82]. The advan-
tage of these methods is that detailed representation lojatb power plants can be
used. However, most of these approaches do not guarantgeatity of the solution
attained [78]. Specifically, many of these methods, sucteastic algorithms, only
provide local optima and global optimality is not guarawt§e8]. Also, using dy-
namic programming for systems with many reservoirs may bemely challenging
because of dimensionality issues [79].

In aggregation-decomposition methods, the optimizatiba bydropower system
with N reservoirs is decomposed intd sub-problems. In any of thed¢ sub-
problems, one of the reservoirs in the original system isetied in detail and opti-
mized assuming known the energy contents of the dth&mreservoirs [78, 80, 83].
The advantage of this method over the aggregation methda@iddcal constraints
of each hydro power plant can be represented. However,asittdl heuristic ap-
proaches, global optimality cannot be guaranteed. Anatrevback of this method
is that its computational burden increases linearly Wtland, therefore, it is not
efficient to use the method for hydropower systems with Idmagjrc of hydro power
plants [80].
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A new type of aggregation approach was proposed in [74], iithvan equivalent
hydropower system was considered and its parameters edljiostnimic the work-

ing of the original hydropower system. In order to model foydottlenecks, one of
the original hydro power plants is kept and an equivalentiferrest of hydro power
plants is obtained. Similar to the traditional aggregatipproach, this two-station
equivalent has the advantage of complexity reduction wigfgFesenting some of
the local constraints, e.g. hydro bottlenecks. In addjtiorike the heuristic and
aggregation-decomposition approaches, the proposedtation equivalent has no
limitation for approximating large hydropower systems.

¢ Wind power aggregation

Unlike the hydro power, which can be stored in reservoirgfsiort time and sched-
uled over a time period, there is no control on wind power gatien. Thus, usually
all power generated by wind turbines are used by the cond@cteer system. Due
to this reason, wind power can be modelled as a negative toagolver system stud-
ies. By doing so, having the wind power in the system onlydases the challenges
in forecasting the load uncertainties. However, considgthe correlation coeffi-
cients among the wind speeds of different wind turbines,icarease the forecast-
ing challenges. Thus, approximating the total wind powedprction of some wind
power units with correlated wind speeds still is valuable.dd so, an algorithm is
developed and tested in chapter 5.

e Solar power aggregation
Similar to the wind power, the traditional method for modgjlthe solar power is
to consider it as a negative load. However, as it is demaestia [84], obtaining
a separate aggregated model for a number of solar cells hotemuces active and
reactive errors compared to the traditional way but alsoesgnts a more accurate
trajectory behavior.






Chapter 4

Contributions to the Network
Aggregation

This chapter reviews the performed studies of this thesth®mopic of network aggrega-
tion and explains the improvements which have been suggegthis thesis in the field of
network aggregation.

Three important studies are performed in this thesis forawipg the previous network
aggregation methods. The first one focuses on the netwotkigaing and compares
the application of two common partitioning techniques fefiing the network partitions
(or areas) in a large-scale power system, while, the secnadnvestigates the network
equivalencing issue and suggests some improvements fandiyg the application of the
REI equivalent. The third study considers both networkipaning and equivalencing and
proposes an improved network aggregation for planning peystems with correlated
wind and loads. These three studies are fully explaineddridtiowing sections.

4.1 Introduction

Simulations of production costs, flows, and prices are atuoputs to generation and
transmission planning studies. To calculate averagemysézformance for many alterna-
tives over long time periods, it is necessary to simulatgdartumbers of hourly combina-
tions of renewable production and loads across large registhis is usually impractical
for full network representations of such systems, aggregatf buses and lines is desir-
able.

As it was mentioned in the previous chapters, network agdieg includes two key
steps. The first step is power network partitioning, whetbassecond one is network
equivalencing. These two steps are more clearly reviewehisnchapter and some im-
provements in these regards are suggested.

Several methods have already been applied to the partiicofi power systems into
areas (the first step of network aggregation). For existmggy systems, a natural parti-
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tion is to use the price areas in countries where these ameeddfiy the system operators.
These coincide with geographical borders or control areasden the countries and, usu-
ally, with bottlenecks inside a country if a national powgstem has several price areas.
This partitioning is well adapted for, e.g. market studiescause the price areas share
common rules. However, the geographical areas encomplbgdkd price areas are wide,
and are not necessarily adapted to other types of studibsssubhe example given above.
Therefore, systematic methods to partition power systeses o be investigated. Addi-
tionally, the multi-area modeling may produce better rissifithe area regions are defined
according to the system’s physical conditions such as lmesf| line capacities, and line
admittances.

If the system’s physical conditions are concerned, metiisdd for power system par-
titioning can be divided into two groups based on whethey #re used for dynamic re-
duction or static reduction [28]. (See [85] for a review othbgroups, as well as exist-
ing software tools.) Dynamic reduction methods are defirgetthase that try to obtain an
equivalent for synchronous machines whose transientisyedghavior is close to the orig-
inal machines [85]. Coherency- and synchrony-based methoelexamples of dynamic
aggregation approaches, in which partitioning is done lgregating machines that have
tendency to swing together [68]. However, as mentioned@bweg focus here on static ag-
gregation, in which network topology and economics and #fé&ct on congestion instead
are crucial for partitioning the system.

Partitioning methods for static reduction of large powestegns can be further subdi-
vided into system- and market-based methods. System-bastads use physical prop-
erties of power system such as admittance, line flow, voltaagnitude, and voltage angle
for partitioning, while market-based methods base partitig on economic outputs such
as electricity prices [15,28,29]. Ward and REI methodsgitie load flow results are men-
tioned as two examples of system-based partition methokie WMP (Local Marginal
Price) and PTDF (Power Transfer Distribution Factor) t@stsused for market-based par-
titioning in [15, 28, 29, 63, 86].

Besides a partitioning criterion, the core of any aggregethethod is its algorithm
for system partitioning. Optimization is used for that pasp in [87,88]. The choice of
objective function is important in designing the algorithm [87], for instance, a multi-
objective approach attempts to minimize the largest nur(d&oss areas) of buses and
lines in any single area, as well as to minimize the largestlyer of tie lines between
any two areas. The intention is to create a partition withilaiy sized areas and similar
numbers of tie-lines between areas. In [88], on the othed hase of one of two partition-
ing objectives is proposed. In the first, total intra-area#é@dnce is maximized, while the
second minimizes the differences among bus voltages wathith area. Unfortunately, all
the optimization aggregation approaches are computdifjdnadensome.

The objective of getting partitions of balanced sizes and ifger-area links is used
in [89] and [90], which solve the associated non-linear mization problem with simu-
lated annealing and genetic algorithms, respectively.therapproach is proposed in [13,
14,64], where the electrical network is seen as a graph wliegghted connectivity matrix
is taken as being the admittance matrix. For partitionimgibtwork intdk areas, the firdt
eigenvectors of the connectivity matrix are calculatedteduses are distributed into the
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areas according to their coordinates in the state spacestbby thesd first eigenvectors.
The studies differ in what algorithm they use to sort the busecording to their coor-
dinates: [64] uses the leader algorithm and [13] and [14]auseodified centroid sorting
method, based onkameans algorithm.

The partition problem as formulated in [64] could also bevedldirectly as a linear
optimization problem, but the computational time incrsadeamatically when dealing
with large systems, and the identified areas may not be iltgroonnected. Besides,
in the three articles [13, 14, 64], the obtained partitioas be unbalanced in size (with
areas containing very few buses) and, thus, some postgsingestep is necessary. To
overcome such shortcomings, some other partitioning nasthehich have been applied
in other fields, can be used. These methods give promisindtsea partitioning with
balanced sizes while ensuring internal connectednesseddras. In particular, a class
of methods called spectral clustering was used with sudoegsiage segmentation, data
clustering and design of integrated circuits, [91-93], lbas not been applied to power
systems before.

In the studies performed in the next sections of this chapterpropose partitioning
methods based on both the optimization and the graph thechnigues. In addition,
we mainly use the power system technical criteria such adt&ghoe and transmission
capacity for partitioning the power network.

The second step after identifying the areas is to model theantequivalent network.
Some of the common methods for equivalencing the origiredsasuch as REI and Ward
equivalents were reviewed in the previous chapter. In thapter, however, we mainly
focus on the REI equivalents and implement and modify trassbf equivalents.

It should be noted that in all three studies of this chapteth the network partitioning
and network equivalencing steps need to be implementederttmless, in the first study,
the focus is on the first step and two new partitioning metresdscompared, while in the
second study, the focus is on the second step and improvength equivalent. The third
study, on the other hand, uses both the network partitioaird) network equivalencing
steps, but suggests to model a power system with more thagguiealent when enormous
scenarios should be considered. Table 4.1 summarizes ttigoping tools, partitioning
criteria, and contribution focuses of the three studiefopered in this chapter.

Table 4.1: A summary on the partitioning tools, partitianieriteria, and contributions
focuses of the three studies performed in this chapter.

Study Partitioning Partitioning Contributions Contrilmuts Other
tool criterion on step 1 on step 2 contributions
Study 1 Both optimization Admittance Comparing two
(Section4.2) and graph theory partitioning methods
" " Study2 =~~~ Optimizaton =~ ~ Admittance” ~ ~ ~ =~~~ T T T improving RET ~— — — 7 7 7
(Section4.3) equivalent
" " Study3~ ~ " Graphtheory ~ ~ Bothadmittance ~ ~ ~ ~ ~ ~ ~ ~ " T T T T T 7 Proposing mufti-"

(Section4.4) and power flow equivalents
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4.2 A Comparison on Two Partitioning Methods

Motivation

In the first study, application of spectral clustering to powystems will be introduced.
Compared with [13, 14, 64], the method presented here malesfiadvances in the math-
ematical theory lying behind spectral partitioning, andde directly to partitions with
balanced sizes. In addition, an extension of the formutédtiom [64] as a linear optimiza-
tion problem is proposed. It ensures balanced areas anc:ctmumess within the areas
while keeping the computation time reasonable. In boths;abe admittance matrix is
taken into consideration, which has the advantage, cordpaith [89] and [90], of not
only considering the connectivity of the network but alse #imittances of the electrical
lines defining this connectivity.

As it was mentioned earlier, the REI equivalents are uselérsecond step (network
equivalencing) in this study.

The use of these equivalents in multi-area studies is, jostified by previous works
that have been carried out using them, for example in [94}estiee equivalents were vali-
dated by comparing reliability indices, in [95] where it wased in interchange scheduling
and in [96] for calculating the total transfer capacities.

Together with the use of REI equivalents, the two partitigninethods developed in
this study are comprehensive ways of developing multi-anedels, starting from a de-
tailed electrical network; gathering nodes that are togicklly close in the sense of the
admittance matrix into areas; and applying REI equivalegtd each of these areas to fi-
nally obtain a simplified model of the electrical network.eldontribution of this research
lies in the first step: partitioning a power system into aréashe second step, the existing
REI equivalencing method has been chosen in the scope ahtlulg, but other equivalents
may be chosen for other purposes.

Problem Description

In the following, we consider a power system witbuses and we want to identifaareas,
Ag,... Al

The topological structure of a power system is determineolisgs and electrical lines.
LetV be the set of all buses affitibe the set of all lines. The lines are described by their
admittance and by which buses they connect: each(tima) of E connecting busesand
m has an admittancg,m. LetG = (V, E) be the graph defined by the vertices (buses) in
and the edges (lines) . In the following, vertices, nodes and buses on the one hadd a
edges and lines on the other hand will be used interchangeabl

The connectivity between two vertices can be described byatimittance connect-
ing them. A long electrical line has usually a large impeaaand, therefore, a small
admittance, which is why the absolute value of the admittarman be used as a connec-
tivity measure. In graph theory terms, the admittancesespond to the weights of the
edges [97].
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Given the topology of the system, identifying areas in the/grosystem is identical to
identifying areas in the grapB. This can be done by using partitioning techniques from
graph theory. However, before deciding upon which techatquise, a criterion to identify
which buses to aggregate in the same area must be definedh Bé&zadmittance matrix,
it is natural to seek after gathering buses that are strac@iyected in the same area, and
to identify inter-area lines as the ones that link weaklyreted buses, which are likely
to be long lines, by our definition of connectivity. This déifion of areas has been used in
power systems and other fields in the previously cited watBs]4,64,91-93]. In the case
of power systems, the long lines are also the ones likely téagge voltage drops and to
be run close to the transmission limits under operation.ddethe buses in one given area
must be as connected as possible to one another, whereamiiections between buses
in different areas must be as weak as possible. This meanwé¢haant to minimize the
sum of the admittances of all inter-area lines and maxintizesum of the admittances of
all intra-area lines. Because the sum of the admittancel liries in the system takes a
given value, independent of any partitioning, the two peoti are equivalent.

Mathematically, the value of the cut between one afgaand the restA; can be
defined as, [64],

cut(A;,A_q) :% z Yam (4.1)

neA;,meA

The problem can then be formulated as minimizing the sumlafutlvalues to find the
minimum cut, or MinCut in the following,:

minicut(Ai,A_q). 4.2)

Two issues may arise from this formulation as described @bothe introduction:

1. “Unbalanced area” issue: the objective function in (4i) naturally lead to one
large area and all the other areas with just one node, threrefeating very uneven
areas [98].

2. “Non-connectedness” issue: the obtained areas may nottémally connected,
thus leading to more areas than initially wanted.

Two approaches to solve (4.2) while addressing these twessare presented in the
next sub-sections.

Approach 1: Spectral Partitioning

The first partitioning approach considered here is a grapbrihbased method, called the
spectral method. We briefly summarize the method here;ldeta available in [98, 99],
and Publication Il. The basic concept of spectral partitigmests on the analogy that the
second vibrational mode of a vibrating string divides thimgtinto two parts [99].
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The first step in spectral partitioning is to define a simijarhatrix for the studied
system showing the strength of connection among differedea of the system graph.
"Strength of connection," however, can be defined in varigags, and here we use ad-
mittance values among buses. Defining the similarity vaheraeen each pair of system
buses, the weighted adjacency matix= (Wnm)nm=1n iS calculated as follows. If buses
n andm are not connected, them, »=0, otherwisew, m is equal to the similarity values
(here admittance value) between the two buses. Diagonmakeliss oW are assumed to
be zero and the matrix is symmetric, i.@ym=Wmn. The degree matri® is then defined
as a diagonal matrix with elements eqdal= $N_, wnm. Using theD andW matrices,
the unnormalized graph Laplacian mattixs then defined ak = D —W. After that, the
normalized graph Laplacian matiixymis calculated aD~Y2LD~Y/2, Itis provenin [98]
that Lsym is positive semi-definite and h&s nonnegative real-valued eigenvalues. In the
second step, the populemeans clustering algorithm is applied to the first a eigetors
corresponding to the first a eigenvalues of the graph’s IcétamatrixLsym to partition
the system int@ partitions. Reference [98] compares alternative graphdcign matrices
and algorithms.

It can be noted that the unnormalized Laplacian mattras the same structure as the
admittance matrix in case of power systems, where the skaatars, the shunt capacitors,
the line chargings and the phase shift angles of transfarimare been omitted: the diag-
onal elements are equal to the opposite of the sum of all eleenents in the considered
row (and column) of the admittance matrix. Therefore, bypngshe admittance matrix as
the unnormalized Laplacian matrixto then calculate the normalized Laplaclagm it is
completely reasonable to apply the spectral partitionietghmod to power networks.

Approach 2: Constrained Optimization

The second approach seeks at dividing a large power systenmia areas in a way that the
total internal admittance be maximized, or, equivaletitigt the total inter-area admittance
be minimized. It is actually a constrained formulation af thin cut given in (4.2). Here,
constraints to ensure balanced area sizes and connedenitiga the areas are added to
address the two previously mentioned issues.

In this approach, we use the power system’s admittancexrestrihe weight function
in the optimalk-decomposition algorithm introduced in [64]. Since the #@thnce value
between two buses shows the electrical connectivity betwleem, using the admittance
values as the weight function will cause the buses with |&@esmission capacity to be
placed in the same area, and those with low transferringoiigpta be placed in different
areas. The goal of the optimkidecomposition algorithm is to decompose a weighted,
undirected graph int& clusters, such that thegeclusters are weakly connected [64]. In
order to solve the optimd-decomposition problem, it is suggested in [64] that one may
approximate this problem by a spectral approach, relyinthereigenvalues of the Lapla-
cian of the graph. However, this approximation results irul-gptimal solution [64].
Instead, we adopted the following approach which solvesotténal k-decomposition
problem in [64] without any approximation. Two binary vdries, A and S matrices, are
introduced. TheA matrix shows which buses belong to each area, an&thatrix deter-
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mines if two buses belong to the same area. For example, ésblis2, and 3 belong to
areas 1, 1, and 2, respectivel, 1, Az 1, andAg » as well asS; , ; are equal to one, while
the other elements of these two matrices related to busesate Zero. Using these two
matrices, th&k-decomposition problem in [64] can be formulated as a lirgdimization
problem as follows

a N N
max ShmiYn, (4.3)
St Ani+Ami <25 mi+1,Vn,m,i, (4.4)
An,i JrAm,i > 231,m,i7vn7 mvia (45)
a
Anj=1,¥n, (4.6)
2,
N
Z Anl Z NmimVi, (47)
n=1

N
Com+ Y (ApyiCnpiCpym)
p1=1

N N (4.8)
+ Z Z (Spl,pz,icmplcpl,pchzﬁm)

p1=1p=1
Z S1,m,i ) Vn, m7 ia

where
a is the desired number of areas;
Nmin is the minimum of buses per area;

S is a binary matrix whose elemerfis,,; are equal to 1 if busesandmbelong to area,
and O otherwise;

A is a binary matrix whose elememg; are equal to 1 if bus belongs to are@ and 0
otherwise;

Ynm is the admittance between buseandm;

C is a binary matrix whose elemeris, are equal to 1 if there is an electrical line between
busesn andm, and 0 otherwise.

The number of areas and the minimum size of the areas can IBercli@ely in this
method, whereas the only parameter for the spectral anitiiy method of section 4.2 is
the number of areas. Equation (4.3) defines the objectivetium which is the sum of
all intra-area admittances. Equations (4.4) and (4.5) defia relation between tH&and
A matrices. Equation (4.6) guarantees that each bus belamgsooone area, while (4.7)
makes sure that the total number of buses in each area is haoratgiven minimum size,
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thus preventing cutting out only one node.Equation (4.8uess the internal connected-
ness of each area, in the sense that, for every pair of nodesédnea, there exists a path
between these nodes using only nodes of this area. Withisutdinstraint, areas can be
cut in several disconnected components, thus leading ttuicsoof the problem in (4.3)
with more areas than decided. In this equation, the corvityds defined either by a direct
connection, or one bus between two considered buses, orusestbetween two consid-
ered buses. However, for having large areas, this conssfadnuld be expanded to consider
longer pathes between the buses in each area. Constraintsaud (4.8) are what differ-
entiates this formulation with the original one in [64]: yhensure balanced sizes across
the areas and connectedness within each area.

The partitioning problem formulated as a linear programegzifile, in the sense that
the objective function can be changed or more constrairdedtb tune the methods and
refine the partition if this is wanted. This distinguishe&@m the spectral partitioning
method where no constraints could be added.

In order to illustrate the flexibility of the constrained opization formulation, the
problem of finding the partitions with as few border busesa@ssible can be considered.
This problem cannot be solved by the spectral partitionimghmd. The corresponding
formulation as a constrained optimization problem is:

N
min B 4.9
n; n (4.9)
s.t. constraints (4.4} (4.8) (4.10)
a
Knm= _lem,m,i,Vn, m, (4.11)
N
Bo=Y (Cam(1—Sm),vn. (4.12)
m=1

In (4.9), B, refers to the number of buses connected torbbat which are not in the
same area as bus So,By, refers to all border buses, connected to hasd should be kept
in the reduced system. Als, in (4.11) is a binary matrix, whose elemeiisn, are one
if busesn andm are located in a same area. Constraint (4.12) also defin&, thesed on
the elements of andK matrices.

Simulation Results and Discussion

Different simulations are performed in Publication Il or ttavo partitioning methods de-
scribed above to clarify the advantages/drawbacks of eathod. A summary of these
simulations are provided in the following, while, the reedlare referred to Publication II
for the detailed results.

The two partitioning methods are used to get the two three-partitions of the IEEE
118-bus system. The results of both partitioning methoegeesented in figure 4.1.
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4, Area 1

(a) Spectral partitioning (b) Constrained optimization

Figure 4.1: Partition of the IEEE 118 bus system into threasrby spectral partitioning
and constrained optimization

The REI equivalencing method is then used to model the thesssdor the two parti-
tions and the equivalent systems are evaluated througkiagdl000 PF and OPF studies.

To summarize the results of these evaluations, the spqmrétioning method uses
steps that can be carried out very rapidly on a modern commuteh as the computation
of the eigenvalues, and is therefore much faster than theti@ined optimization method.
However, partitioning by solving the optimization problésnmore flexible, since con-
straints on the areas can be added and the objective furtatied in the formulation of
the problem as was shown in border bus minimization fornanat

4.3 Improved REI Equivalent

Motivation

Despites the advantages of using REI equivalents, theseaegal issues that are not prop-
erly addressed in previous studies. The first one is abouttheacteristics of the new lines
and buses created during the calculation of the equivadanh as their voltage limits and
line capacities. Second, previous studies rarely consigaiges of the system components
in obtaining former REI equivalents. Finally, the impactdigh wind penetration on REI
equivalents are not studied, nor are the resulting uncgigaiwhich increase the variabil-
ity in power generation and transmission. The above coscgrggests that there is a need
for a systematic method for system partitioning as well asafpower system equivalent
which is fine-tuned and which includes the system compongapes.

In this study, the power system will be partitioned into a-getermined number of ar-
eas through optimization, using admittance matrix. Usimgn@roved REI method, each
area will then be modeled by a reduced system. The REI methimdproved by taking
into account the uncertainties in generation units andtrassion lines and by defining an
optimization method for tuning the features of buses areklin the reduced system. Hav-
ing made these improvements, we can obtain an adaptive Risladgnt which will adjust
itself according to the availability of generators and éinEinally, the obtained equivalent
will be evaluated in one thousand Monte Carlo scenariosrevtihee generators’ and lines’
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availability as well as changes in load and wind generatiensampled. Discrepancies
between the results of original system and those of the nelwéthe old REI equivalent
systems are used as accuracy indicators to highlight tHeeh@ccuracy of the proposed
REI method.

The proposed equivalent can be used by system operatordeantidcety market par-
ticipants to analyze their power systems. In order to useptbposed REI equivalent,
however, the system data should be available, includingdngittance matrix of the orig-
inal system, as well as the information regarding the ua@#iés in generators, lines, and
the demands of the system. In addition, since the proposgdadent is obtained by using
the admittance matrix and power flow studies, applicatiothisf equivalent is limited to
static power system studies rather than dynamic issues.

Partitioning Method

The focus of this study is on the second step of network agdiey i.e. network equiva-
lencing rather than the network partitioning. However, fir& step of any power system
analysis based on network aggregation is to use a suitajnetaim for splitting the power

system into areas. Thus, we also need to use one of the nepaditioning methods for

defining the area borders. In this study, the network panitig is performed using the
constrained optimization formulated in the previous setti.e. optimization (4.3) - (4.8).

However, it is also possible to use other partitioning mdto

Former REI Equivalent

After partitioning the system into a certain number of ayeash of these areas should be
modeled with an appropriate equivalent. In this study, Ritliealent is chosen.

The basic concepts of the REI equivalent were mentionedapten 3. Nevertheless,
since the contribution of this study is to improve this eglent, we need to review the
process of obtaining the REI equivalent for a multi-area @osystem more precisely.
Thus, in this sub-section, we first review the previous REliegjent, named former REI
in this study, and then explain the suggested improvements.

The REI equivalents were originally developed by Paul Dih0d, 101]. They have
also been used in previous multi-area studies, for examplsi, 94]. In order to obtain the
REI equivalent for a multi-area power system, the followpmgcedure should be followed.

Border buses are defined as buses which have at least oremtection with a bus
in another area. In each area, the border buses are kepe alhithe other buses are
aggregated and replaced by one new load bus and one newi@mbtes. The buses to be
aggregated will be referred to as non-essential buses. tépe ®© create the former REI
equivalent of one area, whose border buses and non-essrrsigs have been identified,
are as follows. Starting from a solved power flow, the firsp$$eto calculate all injections
at the non-essential busésand replace them by admittanc¥s;. These admittances and
the corresponding injected currents are:
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Yon = (4.13)

[Val?

In= V% (4.14)

The superscript * denotes the complex conjugate. At someshukere can be both
load and generation injections. In this case, the two iigestare separated, and thus two
admittances are computed for the buses in question. Aletadmittances have one end
connected to one non-essential bus, and the other end grdumbese grounded ends are
conceptually gathered into two common buses: one for allit@inees coming from loads
and one for those coming from generators. The second stepcigate two new buses,
the first one aggregating all productions and the second ggeegating all loads. The
apparent power injections at these two buses are define@ asithh of the apparent power
injections at all the non-essential buses they replace:

Nga

Sytot = Z S (4.15)
=1
Nd.a

Sitot = Z S (4.16)
=t

Where:
Nga Total number of generator buses in agea
Nga  Total number of demand buses in agea

The injected currents from the two newly created buses majselspectively:

Ng.a

lgtot =3 In (4.17)
n=1
Nd.a

ldtot = Z In (4.18)
n=1

In order for the currents to have these values, the voltagéedwo new buses must
be, respectively:

Vatot = h (4.19)

Vi tot = I*— (4.20)



54 CHAPTER 4. CONTRIBUTIONS TO THE NETWORK AGGREGATION

Finally, the new generation bus is connected to the commmungted end of the admit-
tances from the non-essential generation buses througtraittanceYgot, and the new
load bus to the common grounded end of the admittances fremah-essential load buses

throughYy 1or. The currentsytor andlg tor must flow through these admittances whose val-
ues must then be:

Ygtot = Shot . (4.21)
Vg ot

Yd tot = imz (4.22)
|V tot

The zero power balance network is defined by the two new comgnoand buses
with the admittances linking them to the non-essential uaad the two new load and
generation buses with the admittances linking them to threngon ground buses. This
network is lossless for the injections defined in the powev fised to build it. An example
of the creation of a zero power balance network for an ardatwib border buses and three
non-essential buses can be found in figures 4.2 and 4.3.

Non-essential
buses

Border
\ buses

Figure 4.2: Original area system.

During the creation of the zero power balance network, thections at the non-
essential buses are aggregated and moved to the two nevatienend load buses. Fur-
thermore, there is no injection at the new common groundsudéderefore, the non-
essential buses and the ground buses can be eliminatedvgrketduction, leaving an
equivalent network where only the border buses and the twdyrereated generation and
load buses are retained. For the example in figure 4.3, theeadirer network reduction is
illustrated in figure 4.4,

The reader who is interested in getting further details alo® REI equivalents is
referred to [62, 85, 102]. One important observation reiparthe equivalent calculation
is the conflict between its accuracy and its efficiency. Ifdhiginal system is partitioned
into a large number of areas, each area will contain feweesasd the total number of
border buses will be larger. As a result, fewer buses wilhpjgar when computing the
REI equivalents. The overall equivalent of the power systemuestion will therefore
provide more accurate simulation results. In contrashefdriginal system is partitioned
into a small number of areas, it will lead to a smaller eq@malkystem and therefore a
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Lossless

Border
buses

Figure 4.4: Area after network reduction.

lower computational burden when simulations are perforfoethis equivalent. Thus, the
selection of the appropriate number of areasnd the appropriate size of the equivalent
system depends on the desired accuracy and efficiency. athe-tiff between these two
factors should be considered when defining the suitablevalguit.

Extended REI Equivalent

e Considering uncertainty in the REI equivalent
The REI equivalent presented in the previous section,c&dlener REI in this study,
does not consider the uncertainties in the statuses ofrthe #ind generators, which
may arise as outages in these components or fluctuationsdfgeineration. In our
study, the REI equivalent has been extended to take such raseaccount. To do
so, the power flow results of a number of probable states ofyiseem - instead
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of only one - are used for replacing the generators and lodilscmrresponding
admittances. Accordingly, l;, andS in equations (4.13) - (4.18) are replaced by
the following values:

K
Vh= z Pk X Vnk (4.23)
k=1
K
In= Z Pk X In,k (4.24)
k=1
K
Si=) Px Sk (4.25)
k=1

In the former REI equivalent, power flow results of one ogatppoint are used
to obtain the admittance values of the equivalent systenilevibllowing (4.23)

- (4.25), K operating points of the original system are involved in obtey the
REI equivalent. ThesK operating points are obtained by sampling the probability
distributions for the loads, wind power, and the outagesratetransmission lines
and generators. The outage rates are supposed to be indepehnthe probability
distributions of the loads and wind power. Lebe one of th&K cases, and assume
that the outage rate in this casajisvhile the outcomes of wind power and the loads
occur with a joint probability equal tag. Then, the probability of this scenario
is px=0xTk- The outcome of the outage rates determines the statusée tihes
and generators. A power flow is solved with these statusegtendutcomes of
the loads and wind power, giving the vallég, lix andS x in equations (4.23) -
(4.25). This improvement makes it possible to use the REIvatgnt model not
only for the base case of the system but also for all possilnebinations of lines
and generators. It should, however, be mentioned that ésyktem partitioning, it
is assumed that a fixed admittance matrix is used, with adkliavailable, and line
outages do not change the system partitioning. With thisrapon, when updating
the REI equivalent due to the unavailability of lines or geters, one does not need
to change the topology of REI equivalent, but to adjusts theittance values in this
extended REI equivalent.

¢ Fine tuning the component properties in REI equivalent
When the REI equivalents are computed for the areas, nea+améra lines with new
admittances appear, with the transmission limits not tlesat. The common ap-
proach in multi-area modelling is to neglect the internahmission constraints
within the areas [61, 103]. Although such an approach mayelasanable, our
method obviously increases the accuracy of the REI equivdle taking into ac-
count the transmission limits of the intra-area lines ofréduced areas.

Moreover, in the former REI method, there is no mechanisnd&iermining the
voltage limits in new generator and load buses. These twessare addressed in this
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study via the following mechanism. Since power transfenieen two neighbouring
buses is a direct function of the admittance value betweemttsee (4.26)), the
elements of the admittance matrix of the reduced equivaletiem could be used to
define the internal transmission limits in each area.

Where:

Pnm Transferred power from bugo j.

Vh \oltage phasor at bus

Ynm Admittance value between busesndj.

For this purpose, aax a matrix, calledV matrix, is introduced and its elements are
multiplied by the admittances of the corresponding areatoutate the maximum
line capacities in that area. For example, element (1,1)isM matrix will be mul-
tiplied by the admittance values of each internal line infirgt area to define the
line limits of the area. Furthermore, element (1,2) of khenatrix can be similarly
multiplied by the admittance values of the lines betweeriiteeand second areas to
determine the limits of the lines between areas one and twe clear that this ma-
trix should be in the order af x aand its off-diagonal elements are symmetric. The
elements of this matrix as well as the voltage limits in gatmrand load buses can
be considered as optimization variables and will be adjgteough a kind of opti-
mization, namely adjusting optimization. The objectivadtion and the constraints
of this optimization are expressed in equations (4.27)33%.

K a a - B .
min 3 Ao | VT LFUZJOT'L'Z* BT (4.27)
k=1 Wc X |OO,(—EOK|+W|_>< |OLk—ELk|
N N . - - -
st. OTii,k= Y > ORumk Vis,iz K (i1 #1i2) (4.28)
n=1m=1
neiy neis
N N . . . .
ETiiok= > > ERumk Vis,iz,K (i1 #1i2) (4.29)
n=1m=1
neiqnei2
N
Olc= Y (OFS, — ORY) (4.30)
=
N
ELc= Y (EFS,—ERY) (4.31)

n=1
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Where:

EC Operation cost of the equivalent system for contingdacy

EFﬁk Demand ofi-th bus of the equivalent system for contingekcy

EPﬁk Active generation of-th bus of the equivalent system for contingekcy

Engk Reactive generation a@fth bus of the equivalent system for contingekcy
ESjmax Maximum apparent power transferred from btrs j in equivalent system.
ELy Loss in the equivalent system for contingetkcy

EPjx  Active transferred power from bugo j for contingencyk in equivalent
system.

EQ,jk Reactive transferred power from bu® j for contingencyk in equivalent
system.

ETa1,a2 k Total transferred power from ar@é to a2 for contingency in equivalent
system.
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OC Operation cost of the original system for contingekcy
OF{”k Demand ofi-th bus of the original system for contingency

OF’{”k Active generation of-th bus of the original system for contingency

OQﬁk Reactive generation @fth bus of the original system for contingericy
OS’j”maX Maximum apparent power transferred from buis j in original system.
OLk Loss in the original system for contingenicy

OP;jx Active transferred power from buiso j for contingenci in original system.

OQjk Reactive transferred power from buto j for contingencyk in original
system.

OTa1,a2. Total transferred power from ared to a2 for contingencyk in original
system.

Wc Cost weight factor used in adjusting optimization to setdbeuracy of
getting the same operation cost in original and equivalgstems.

Wi Loss weight factor used in adjusting optimization to setdleuracy of
getting the same total losses in original and equivaleresys.

Wr Transmission weight factor used in adjusting optimizatmset the accu-
racy of getting the same transferred power among areasdinatiand equivalent
systems.

The objective function (4.27) is to caculate the weightesbéilte deviation between
the results of AC OPF in the original system and those in thivatent system. The

first term concerns the difference between the transferogebs among the areas,
the second one shows the difference in operation costsharldgst one exhibits the
difference between the losses in both systems. Three vimjgtatctors can be used
to normalize the objective function items. Constraint2@}.and (4.29) define the
transferred powers among the areas in the original and aguit/systems, respec-
tively, while in (4.30) and (4.31) the same applies for systesses.

One essential point regarding adjusting optimization & there are two internal
optimizations as the constraints on this optimization. sehimternal optimizations
are the AC OPF in the original and equivalent systems, asf@gget (4.32) and
(4.33), respectively. In these two internal optimizatioosnstraint (a) defines the
objective function of AC OPF which is the sum of all generatamsts and should
be minimized. Equations (b) and (c) keep the active and ikeapbwer balance at
each bus. Equation (d) guarantees the line flow limit whije(fg and (g) check the
limitations of the voltage magnitude, active power, andttiga power at each bus.
It can be seen that the second internal optimization, eguéi.33), has two more
constraints. Constraint (h) of equation (4.33) defines th@imum apparent power
transferred from buse to min the equivalent system by multiplying the admittance
value between these two buses by the element oltheatrix which corresponds
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to the areas of these two buses; j». It should be noted that the elements of Me
matrix and the maximum apparent powers are fixed parametéhng iinternal opti-
mization, while being optimization variables in the extdroptimization. Likewise,
in constraint (i) of equation (4.33), which controls thetagle magnitude in the new
generator/demand buses, the maximum and minimum voltageitndes are fixed
parameters in the internal optimization, and optimizatianables in the external
optimization.

¢ A review of the advantages of the extended REI equivalent
The advantages of the extended REI equivalent over the fdRBBEeequivalent can
be summarized as follows:

» The parameters of the former REI equivalent are obtaineddan one oper-
ating point of the original system, whereas various opegapioints are used
in the extended REI equivalent. This allows the latter tositer variations in
power generation and consumption as well as outages imtiasisn lines and
generators.

» Unlike the former REI, the proposed method takes into astthe intra-area
transmission limits, and consequently increases the acgwf the REI equiv-
alent for estimating the behaviour of the original system.

» An adjusting optimization is introduced for defining thekaown parameters
of the REI equivalent, such as the voltage limits of new gateerand load
buses. Thus, compared to the former REI equivalent, thendgteREI equiv-
alent can be better tuned so as to provide more accurateagionutesults.

The whole procedure of the proposed method in this study easummarized in
three steps. First, the number of areas and the minimum nuofittbeises per area
were selected. The area borders were then defined througitiopémg optimiza-
tion. Finally, each area was modeled by the improved RENadgemt, and adjusting
optimization was used to define the properties of the REhadgmt obtained.

Simulation Results and Discussion

The suggested methodology was applied to two IEEE testragsieevaluate its effective-
ness. Both the former and the extended REI equivalents veenputed so as to assess the
new extended REI equivalent. For simulation of partitignaptimization, solver CPLEX
in GAMS software was used, while adjusting optimization wsab/ed with the help of
MATPOWER toolbox as well as some other minimization funet@f MATLAB [53].
Since two importantimprovements have been introduced(herepplying contingen-
cies and tuning the properties), three systems were substygaonsidered in simulations
to examine the results of these improvements separatelthdde involves only the first
improvement, which means the REI equivalent is obtainddngainto account possible
contingencies, whereas no adjusting optimization beirgiieg. Method 3 involves only
the second improvement, using the adjusting optimizatioabtain the REI equivalent,
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while no contingency being considered. Method 4 considetis bf these improvements
at the same time. Finally, method 1 deals with the former Rftivalent and is applied to
evaluate the three methods suggested above.

Detailed simulation results of all methods, including & tonsidered load/wind sce-
narios, b) the simulation results of power network pantitig and adjusting optimization,
and c) comparison of the simulation times of all methods aegsented in Publication IlI.
However, a summary of these results is give in the following.

Simulations results for all of the considered methods amdéth case systems are
summarized in Tables 4.2 and 4.3. These results includergoavisfers across areas, total
operation costs, and total system losses. For each of thetsed, the average values of the
differences between the results of the proposed methodhense of the original system
in Monte Carlo scenarios are presented. Correlated sagnf@ohnique [104] is used for
calculating the average differences. According to thisimégue, we first calculated the
simulation results of the original system and of all RE| egiént systems, obtained by
the four methods, for each Monte Carlo scenario. Next, weutatled the absolute values
of the differences between the results of all the four edeivasystems and those of the
original system for this special Monte Carlo scenario. Hynahe average of all these
absolute values was computed for each outcome.

Table 4.2: Normalized difference between the results oftingvalent systems and those
of the original system for the IEEE 30-bus system obtainedliopnte Carlo simulation
(%).

Variable Method 1 Method 2 Method 3  Method 4
Power Transfer from area 1 to 2 14.87 2.71 2.84 2.23
Power Transfer from area 1 to 3 65.69 3.91 5.30 4.81
Power Transfer from area 2 to 3 58.65 11.93 11.66 7.94
Total Operation Cost 3.33 0.09 0.22 0.06
Total Loss in the System 12.29 4.37 10.42 2.60

Table 4.3: Normalized difference between the results oktingvalent systems and those
of the original system for the IEEE 118-bus system obtainetbnte Carlo simulation
(%).

Variable Method 1 Method 2 Method 3  Method 4
Power Transfer from area 1to 3 95.40 36.97 9.55 11.38
Power Transfer from area 2 to 3 11.71 3.13 7.59 7.29
Total Operation Cost 1.90 0.46 1.02 0.79
Total Loss in the System 12.07 7.99 5.50 3.75

To summarize, for the IEEE 30-bus system, method 4 givesebeRE| equivalent for
all outputs except power transfer between areas 1 and 3. nidess that both improve-
ments considered in the study result in a better equivaterthis system. The same can
be said of the IEEE 118-bus system in terms of system lossewever, if total opera-
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tion costs or power transfer is considered important, tiselte are different. Therefore,
to choose among methods 2-4, one should prioritize the rdetinich has the best result
regarding the variable considered as the most important.

Although there is variation in terms of the accuracy of thiéedént output variables,
with the use of methods 2-4, they have all provided much begteilts than those produced
by the former REI method. This means that both improvemerdpgsed in this study
provide better equivalent models for the original system#eims of estimating system
losses, operation costs, and power transfer across areas.

4.4  An Improved Network Aggregation for Planning Power Sysems
with Correlated Wind and Loads

Motivation

In this study, we propose an improved power system aggygatethod for creating multi-
area representations of power systems that yields moreateastimates of the quantities
required by planners when they need to consider enormoususos. To do so, similar
to the previous studies, a large power system is first pamttl into areas. An equivalent
for each partition is created. And, finally a complete eqlertfor the original system is
obtained. Nevertheless, an important difference betwssistudy and the previous studies
is that the mentioned process is repeated for each of sesemaario groups that represent
similar scenarios of renewable output, loads, and outadesioring the equivalent for
different conditions increases the fidelity of the appraiion to the original full network,
as we show in the case studies.

To summarize, the partitioning and equivalencing methat@eds as follows in this
study. First, the large scale power system is divided intalkemareas based on a suitable
partitioning criterion that accounts for renewable, loadg outage conditions. The crite-
rion is based on available transfer capability (ATC) betweach pair of buses. Next, the
internal system of each area is replaced by a smaller eguitzalo create the equivalents,
the border buses of each area are kept and the internal Inesebnainated by a network
reduction method. Then, the whole reduced system is sigdilatlculating the generator
dispatch, power transferred among areas, electricitgpiiy area, total system losses, and
total operations cost. The results of this simulation asmtbompared to a simulation of
the original network in order to assess the accuracy of ti&imdd equivalent.

The contributions of our method relative to previous work,p18,29,63,67,86] concern
both power network partitioning and power network redut{iequivalencing). Regarding
system partitioning, the first innovation of our method isttih does not require the user to
prespecify certain information. It is unnecessary for theruo pre-define the partitioned
areas (unlike [15,63,67]), as our procedure automaticgitimizes the areas based, in part,
on congestion patterns. Nor is the user required to prestsetmtested lines (unlike [86]
which iteratively uses expert judgment to choose congdsted to retain in the system
prior to aggregating buses into areas), although, as waiexplow, the user has the option
of doing so. The second innovation regarding partitionfnpe use of ATC as the criterion
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for dividing the system into areas (unlike [28] and [29]).i§ hllows both economic and
technical aspects of the system to be considered. The timaVation is that our method
uses an efficient and effective graph partitioning approsgéctral method [98], to analyze
the ATCs and partition the system buses into subareas.

Turning to innovations regarding equivalencing of substyst, they include the follow-
ing. First, unlike previous studies that consider just ae@at a time and create a network
equivalent that consists of a detailed model of the areahegeith aggregations of neigh-
boring areas, we obtain an equivalent subsystem for eackvefa areas and then create
one equivalent for the whole system by joining the area edeints. This allows us to study
the interactive effects of areas on each other more actyrathe second innovation of
our method is its differentiation of the aggregation by egstoad, wind, and/or equipment
availability conditions, which affect ATC and thus the eoaoric coupling of different ar-
eas. We do this by clustering hours with similar conditiong abtaining various scenario
groups. By creating separate network reductions for eaateso group and modeling the
original system with more than one equivalent system, mocairate simulation results
are obtained.

Problem Description

In this study, similar to the previous studies, the pantisiare determined based on electri-
cal and other characteristics and then an equivalent isnautéor each partition. However,
this partitioning can be constrained by the user, for instdhthe system operator is con-
cerned with power transfers or potential lines between tamiqular areas of the system.
In such cases, the partition can be constrained so that &as af concern are preserved
as separate areas; further, even particular buses or lirghg be prohibited from being
aggregated with others. An example of such a case is givenrinase study, below.

Additionally, unlike the partitioning methods in [15, 28,53, 67] which consider one
area at a time and simulate only generators and loads inddedtarea while generators
and loads in neighboring areas are modeled just with admi#sand buses, our method,
in contrast, models generation and loads in all areas samedtusly.

For the sake of network partitioning, Papaemmanouil andefssbn [28] argue that a
combination of market- and system-based methods is theapgsbach to power system
partitioning. We agree, and in order to reflect both of thegzeeats, we use ATC values
between different buses as the partitioning criterion etiethod of this study. ATC rep-
resents possible power transfers between buses and ttesiseéofunction of the network’s
physical properties. However, network economics are gtyoted to ATC, because if the
ATC between two buses is high, power transfers between thefacilitated, and therefore
their electricity prices will tend to be similar.

We propose to use the ATC matrix, which includes the ATC valelsveen every pos-
sible pair of buses, as the similarity matrix in spectratiianing, an approach that has
not been proposed previously for power system aggregation.

Figure 4.5 is a flow chart for our implementation of this géstiing algorithm. In
addition, our overall procedure is shown in figure 4.6. ThosvEihart includes steps for
identifying the scenario groups, calculating the ATC mator each scenario group, sys-
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tem partitioning by the spectral method, and reducing tterival system of all obtained
partitions for calculating the final equivalent.

]

Input 1: Similarity matrix ATC
Input 2: Number of areas a

]

Compute the Laplacian matrix L

1

Compute the first a
eigenvectors of L

]

Let U be the matrix containing
the first a eigenvectors of L

l

Use the k-means algorithm to
cluster the vectors of
normalized U matrix

!

Output: a different clusters of
the vectors of U matrix

!

Figure 4.5: Flowchart for power system partitioning pantif the proposed aggregation
method.

Proposed Algorithm Description

The proposed overall aggregation method for making eceitalfor large scale power
systems, suitable for static power system studies, ingolwar steps as follows (figure
4.6).

e Step 1: Group Scenarios
Due to variability in power system loads, equipment avdlilgband renewable en-
ergy production, system planners often study hundreds em #gwusands of load
and production scenarios. In addition, since we obtainesystquivalents using
ATC which in turn depends on system conditions, the set desyscenarios should
be divided into similar groups by clustering or other apprass. A distinct network
aggregation can then be created for each group (Steps 2 - 4).
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1) Identify the scenario groups using historical data, maintenance
records, and weather conditions

I

Follow these steps for all scenario groups:

2) ATC matrices calculation using the means values of all scenarios
in the considered scenario group

g

3) Use the partitioning flowchart for the considered scenario group
with corresponding A7C matrix and selected area numbers a

g

4) Move generators and loads to border buses and reduce the intra-
area systems for all areas of the scenario group

Figure 4.6: Complete flowchart of the proposed method forintga&quivalents for large
power systems.

Historical load and wind data and maintenance records campogs to developing
scenarios [32, 34, 105, 106]; experimental design methadsbe used to define a
set of scenarios that matches the statistical moments er oktaracteristics of past
data [107,108] or to reduce the required number of randorahetated scenarios
[32,33]. Itis crucial, for instance, to consider relatibips among wind outputs at
different sites (e.g., based upon correlations of wind dpgeas well as among loads
at different buses. In the case studies of this paperseegtioonsider past wind and
load data over a study period and divide the study periodsnbperiods according
to the level of load and wind production. Then the correlatoefficients among
differentloads and wind power generators are calculatédmdlifferent subperiods.
Finally, wind and load scenarios for each scenario grougianerated based on the
corresponding correlations [105, 109]. The number of sdéerggoups depends on
the study period and the desired accuracy. The longer thg gteriod or the greater
the variability in system conditions, the greater the nundfescenario groups that
should be considered to attain the desired accuracy of metggregation results.

An important observation regarding the scenarios in déffiescenario groups is that
they are obtained based on the historical data of the systehae used by the
method to partition the system and develop the equivalestesys. Then for each
equivalent system, optimal power flows are solved usingdaaa renewable gen-
eration patterns that are similar to the patterns assumeefining the equivalents.
In order to obtain accuracy improvements from tailoring dggiivalent system to
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system load and variable generation conditions, it is reezgg0 assume that data
used in the OPF calculations are comparable to the histalata.

e Step 2: ATC matrices calculation: Group Scenarios

After identifying the scenario groups, an expected ATC iragrcalculated for each
group. One way to do this is to calculate the ATC matrix forreacenario in a
group and calculate the probability-weighted average twerscenarios. But this
calculation requires a significant effort, which conflict#hwour goal of making
the system analysis faster. So, instead of calculating e for each scenario
in the group, we suggest that only one ATC calculation be doneach group,
using the mean load, wind, and perhaps equipment availakdiues within each
scenario group. This limits the number of ATC matrices to biwated to the
number of scenario groups. The obtained ATC values betwaeim &f the pairs of
buses for a group defines the ATC matrix to be used as that greinglarity matrix
in the power system partitioning procedure of figure 4.5. &igun (4.34) is used to
calculate the ATC between buseandmin scenario groupg[110,111].

AT Gsg(n,m) = T T Gsg(n,m) — T RMsg(n, m) — CBMsg(n,m) — ET Gsg(n, m), Vsg,n,m
(4.34)

In (4.34), TTC stands for Total Transfer Capability, referring to the kqiawer
which can be transferred between two buses that causes moaiheverloads, volt-
age limit violations or voltage collaps&.RM, for Transmission Reliability Margin,

is the amount of transfer capability reserved, accountorgte reliability of the
transmission systen€BM, the Capacity Benefit Margin, is the amount of the trans-
fer capability kept to ensure access to generation betweerconnected systems,
considering generation reliability requiremertsl C (from [111] and [112]) stands
for existing transmission commitments which denotes thstiex) flows in MW. To
make the ATC calculation easier, it is suggested in [112] idl8pproximate (4.34)
with (4.35):

AT Gg(n,m) =~ TT Gg(n,m) — ETGgy(n,m), ¥sgn,m (4.35)

The result of this step is an expected ATC matrix for each efdbfined scenario
groups.

The potential importance of extreme or worst case scenaripianning can be re-
flected in the above procedure in two ways. First, it is pdedib define scenario
groups that include only extreme scenarios, or even to dafgiegle extreme sce-
nario of interest as a separate scenario group. This reésui@ving some scenario
groups with extreme mean values, which ensures that ATGxtéflose conditions.
Second, although the conditional means for load and windaéh group are used for
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ATC calculations, more extreme conditions (from among tenarios in the group)
would be considered in the OPF or other studies conductet)uke equivalent
system.

Security criteria can be readily considered when calaudgttie ATC matrix for each
scenario group by constraining the network flows in the ATIEdation through di-
rect imposition of amN — 1 criterion, or by randomizing the availability of genenato
and line [111,113]. However, for simplicity, security ieds are not considered in
the ATC calculations of this study and we only consider \#ies in winds and
loads in those calculations.

e Step 3: Partitioning the system for each scenario group: Grap Scenarios

In this step, the calculated ATC matrices are used as inputiset power system
partitioning procedure summarized by the flowchart of Figlnladdition, for each
scenario group, the number of aresisito which the system should be divided also
needs to be defined. Selection of this number depends on ethesired accu-
racy and available computational capability. Accuraceisvant because the higher
the desired accuracy, the greater the number of areas shewddlected, while the
computational capability limits the number of areas that lba considered. If the
original system is partitioned into a larger number of areash area will contain
fewer buses and the total number of border buses will be larfeerefore, fewer
buses will be eliminated in the equivalent system and thévabtpnt should provide
more accurate simulation results. On the other hand, arlargévalent system will
impose more computational burden in the simulations. Ttinegse is a trade-off be-
tween the desired accuracy and computational effort whiectsgg the appropriate
number of areaa.

e Step 4: Reducing intra-area systems and obtaining the finalguivalent

After the areas for a particular scenario grosp) @re defined, the next step is to
reduce the internal system of each area to a smaller set af)(egquivalent buses.
To do so, all the buses in each area are divided into two stsh-sssential and
non-essential buses. The essential buses are predefinkd bgdr and include all
border buses and critical buses that the user has a partintdeest in and wishes
to preserve, while all other buses go to non-essential grAugitical bus might be
selected because flows on one or more of its lines might berafesa (for instance,
to monitor flows and exchanges between two areas of intavedtecause a line
might be added to that bus). Then, in order to reduce the-ara system as much
as possible, the generators and loads in non-essential dreseach allocated to their
closest border bus, defined as the border bus to which it leasttbngest electric
connection based on the admittance matrix of intra-arei@sysFor instance, this
means that for each non-essential generator bus, the bmrsler its area that has the
highest connecting admittance to the generator’s bus igifée and the generator
is moved to that border bus.
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A network reduction method is then used for each area andreltes all non-border
buses by updating the admittance matrix elements of thet-area system as fol-

lows [15, 28].
Yi Yi
YOriginal = (YEE YE’z) (4-36)
Yreduced= (YE,E —YenYy. ﬁYN,E) (4.37)

TheYg g andYy n represent the parts of admittance matrix of the originaiesysn-
cluding the essential and non-essential buses, resplgciie Yg y (andYy g) also
includes the connecting admittances among the essential@nessential buses.

By removing the non-essential buses in all areas, only teergial buses remain
in each area. So, the number of the total remaining busessatbareas depends
both on the number of areas to which the whole system is divadewell as the
number of essential border buses in each area. The finahebtaystem is used as
the equivalent for the original large scale power systentdticsstudies.

Simulation Results and Discussion

To evaluate the proposed method, the IEEE 118-bus testsystd Polish 3120-bus power
system are aggregated below and the quality of the resydtinguction cost estimates are
assessed relative to the original network. Historical étatan the Swedish system are used
to generate simulated wind power time series for theseysgtmis [114]. Simulations are
done using the MATLAB R2010a software.

Three cases are considered for each of the two systems, maalking a different
method. Their results are then compared to the origindin&tivork.

e Case 1: Admittance-based fixed partitions
This case is based on [68], in which the admittance matrisédias the similarity
matrix when partitioning the system.

e Case 2: ATC-based fixed partitions
The proposed ATC matrix-based method here is applied toettesystems but all
the system scenarios are contained in a single scenarip ¢8G 1).

e Case 3: ATC-based changing partitions
This case divides the system scenarios into three scenaupg SG= 3), and one
equivalent system is obtained for each group based on thenddi@x of that group.

Thus, the first two cases each yield one network reductioecapiwhile the third case
yields three reductions. Comparing the three cases allen® @xplore the impact of
partition method on the accuracy of results, as well as tlee&df tailoring the aggregation
to subgroups of scenarios.
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For all three cases, we simulate production costs, prioas, flows, and losses for the
equivalent systems. We then compare those results witle flooghe original network to
assess the error resulting from aggregation. The detaiteglation results of this study
can be found in Publication IV, however, a review on this lsda given here.

As an example of the results, figure 4.7 shows the best perditf the IEEE test case
for the first two scenario groups of Case 3 (ATC-based chagamtitions). They are very
different because the ATC matrices resulting from Step 2dgreatly.

The first scenario group
------- The second scenario group

Figure 4.7: The best partitioning for Case 3 (ATC based chmangartitions), the first and
second scenario groups, area hungers..

The obtained equivalents for the three cases are testeddesatheir accuracy relative
to the original unaggregated net-work for both the IEEE &t Polish systems. In this
comparison, we use an AC optimal power flow (OPF) to simulaté Ithe original and
equivalent systems for each of the sampled 150 hours. Bastbse results, we calculate
the normalized error resulting from the approximation,resged as the average (absolute
value) percentage of the original (unaggregated netwakjes. Tables 4.4 and 4.5 show
the normalized error for the three cases for the IEEE 118pstem and Polish 3120-bus
system, respectively.

It can be seen from these tables that methods based on auraisad ATC-matrices
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Table 4.4: normalized error in the results of equivalenteays obtained for IEEE 118-bus
system using different partition methods.

Case Total operation cost  Total losses of Average intea-are Bus electricity =~ Reduction in OPF
number of the system (%) the system (%) transferred power (%) prices (%) solution time (%)
Casel 0.64 12.07 52.43 3.71 9.4
Case 2 0.58 11.82 18.54 2.18 6.7
Case 3 0.31 4.75 2.20 0.56 1.2

Table 4.5: normalized error in the results of equivalentesys obtained for Polish 3120-
bus system using different partition methods.

Case Total operation cost  Total losses of Average intea-are Bus electricity =~ Reduction in OPF
number of the system (%) the system (%) transferred power (%) prices (%) solution time (%)
Casel 0.06 13.67 64.28 1.39 92.4
Case 2 0.53 27.12 29.78 8.44 91.5
Case 3 0.02 0.26 8.97 0.34 90.8

with fixed partitions (Cases 1, 2) yield different resultsor Ehe IEEE 118 bus system,
using ATC-based fixed partitions (Case 2) gives much bettrults, especially for power
transfers. But for the Polish system, the admittance-bassttiod (Case 1) is more accu-
rate in most cases, particularly for total cost and priceswéiser, for both systems, Case
3 is most accurate: using ATC-matrices with changing paniit reduces errors by up to
an order of magnitude or more relative to Cases 1 and 2. Thibeaue to very different
power flows in different scenario groups, which results stidct system partitions among
the scenario groups. This effect can clearly be seen in figifrevhere the areas change
considerably between scenario groups 1 and 2.

To compare the computational speed of the three simulapproaches, the last col-
umn of Tables 4.4 and 4.5 shows the percent reduction in aiioaltime of the equivalent
systems compared to AC OPF for the original system. Thisatioluis net of the time
required to obtain the equivalent network, which is grefdethe ATC method because of
the need to obtain pairwise ATC values to populate the ATCimdut for large systems,
this disadvantage of the ATC methods is negligible becausétprovements in OPF so-
lution times dwarf the times needed to obtain the reducetésys This is most evident
for the large, Polish system, where computation times wedeiced by more than 90%;
for the 118 bus IEEE network, however, time savings were lsindicating that the effort
required to reduce the network in that case is difficult taifus

To conclude, the examples showed that whether (1) adméthased or (2) ATC-based
partitioning (same for all scenarios) is better dependsersystem. However, (3) ATC-
based partitioning with different partitions for diffetescenario groups yielded large re-
ductions in errors for network flows, production costs, Hqu&es, and resistance losses.
This is because the congestion patterns for different datetoload conditions can dif-
fer tremendously. These results imply that system paniitip should be differentiated by
system condition, and that ATC-based partitioning canlt@slarge improvements in es-
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timates of system behavior while significantly lowering gartation times relative to the
original network.






Chapter 5

Contributions to the Generation
Aggregation

This chapter discusses the performed study of this thediseotopic of generation aggre-
gation by reviewing the analysis completed in this area.

Regarding the generation aggregation, we have focusedeoagtregation of renew-
able energy resources in this thesis, rather than the ctiomahgeneration. An important
analysis is considered in the area of renewable energygaipa. This study considers the
total wind power calculation and suggests an algorithm fmraximating the total wind
power production of some wind power units with correlateddvspeeds. This analysis is
summarized in the following.

5.1 Simulation of Total Wind Power Production

Background

Nowadays, wind power is considered as an important optioel&rtricity generation in
many power systems and any power system study needs to iskgph of production into
account when designing the future system. However, mogléiia wind power production
is more challenging than other power plants since it dependsind speed and, there-
fore, includes more uncertainties. This means that wherpeoed to the thermal power
generations, wind power has not the possibility of storind eontrollability which result
in more challenges for modeling it. In addition, in many powgstem simulations like
Monte Carlo study, many random scenarios should be gewddi@téhe production of all
system power plants and in case of wind power plants, difterénd speed correlation
among various sites should be considered in generatingnaisdenarios for wind power
production and only few measurements cannot be directlgt ugeen future wind power
will be spread out over larger areas. So, to be able to estithatwind power production
variability as precisely as possible, wind speed distrisutor all wind units as well as the
correlation coefficients among them should be clearly known
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One important application of having such estimation of ttaltwind power production
for some wind power units is power system reliability analy/and in particular multi-area
reliability calculations. The concept of multi-area rélity was investigated by Pereira in
[61] and especially by Singh in [103,115-118]. Accordingitese papers, different power
production levels and their probability distribution fasadh generator should be known
and considered in reliability indices calculation. In ca$evind generation, not only the
wind speed probability distributions but also the coriielatcoefficients among all wind
power units should be known to obtain the probabilisticriistion of total wind power
production. This issue is more challenging in multi-ardabdity simulation because in
addition to considering the wind correlation inside eackaamwind correlations among
different areas should also be considered in obtaining tblegbility distribution for total
wind power production of each area.

It should be mentioned that like other natural phenomenaaat, two types of correla-
tion can be defined for the wind speed, called temporal antib$jgarrelation [119-122].
The temporal correlation defines the coherency betweenahes of a wind speed at an
especial wind site in different time moments. In contrast, dpatial correlation describes
the relationship among wind speeds at different wind sit@?]. In this study, we have
only focused on spatial correlation and the time-seriesdbasrrelations are not of inter-
est while the method can be further developed to includegimporal correlations also in
future works.

Different issues related to wind power production are aber&d in many papers and
reports, previously. For instance, wind speed forecastirtgprobability distributions, used
for wind speed modeling, are introduced in [123] and [1244s&d on these references,
there are various distribution functions which can be usedvind speed approximation
though Rayleigh and Weibull distributions are the usualritiistion functions, used for
wind speed simulations. According to [123], selecting oraslei for wind speed depends
on the application and, therefore, different models gifeedknt results for various wind
power studies.

Some techniques for generating correlated Rayleigh anetleted Weibull random
numbers are presented in [125-127]. These techniqueshwiostly generate correlated
random numbers for the communication theory purposes, shaty unlike the Normal
distribution, it is not so easy to generate correlated randombers based on Rayleigh and
Weibull distributions. This difficulty is due to complicatenathematical and programing
processes, required for simulating mentioned algorithmtkése papers.

In [128] and [129], the impacts of wind power production miiatgon power system
operational analysis like economic dispatch and thermaégadion unit commitment are
investigated. The former has used the estimated Weibutlllitions for wind speed simu-
lation while in the latter, historical data of 18 locationdNetherland are used for modeling
the wind power production.

In [130-133], wind power modeling, suitable for reliahjlistudies, is described. It
is emphasized in [130] that, firstly, finding suitable windeeg model is very important
to obtain the wind power production model for wind power uniteliability evaluation.
And, secondly, there is a need for a significant amount oblisl data and effort to do
this wind speed simulation and to develop a realistic wineesbmodel for a geographic
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site. The wind speed, in a one year period, is modeled by dptaiktates Markov process
in [132]. But, because of the large number of wind speed siatan annual time series,
K-means clustering technique is used to classify the wirekdpstates and decrease the
numbers of model situations.

According to the literature, wind power production modglas well as evaluation of
its impacts on power system studies cannot thoroughly bieimeed unless wind speed
behavior is truly simulated. In addition, although it seetimst wind power production
modeling and its impacts on different power system studiesdequately discussed in the
literature study, the lack of a simple and straightforwaettmod for simulating the corre-
lated wind power units is highly felt. This means that if wipdwer production impacts
on power system studies want to be acceptably analyzedoitidbe easily possible to
generate simulation scenarios for correlated wind powedyctions. Furthermore, since
the wind power production correlation is resulted from wapeed correlation, a simple al-
gorithm, simpler than the ones introduced in [125-127]usthbe proposed for correlated
wind speed modeling. However, as it was mentioned above speed distribution is usu-
ally simulated by either Rayleigh or Weibull distributigrigr both of which it is not easy
to generate correlated random numbers based on some pegtiedimelation coefficients.

In this section, total wind power production of correlateid@vpower units is approxi-
mated by a simple but exact algorithm. To do so, first, wincedpdistribution function of
each unitis approximated by a normal distribution functather than Rayleigh or Weibull
distributions. The mean value and standard deviation efrtbhimal function will be deter-
mined such that wind power production of this unit, calcedaby sampling the obtained
normal distribution for wind speed and applying this normiistribution to wind power
curve, becomes as close as possible to the original wind ppreeuction of this special
unit, computed by historical data. By finishing the first stegoch wind power unit has one
normal distribution for its wind speed, which gives approately the same wind power
production as historical data for that unit. The next stefinding the correlation coeffi-
cients among wind speeds of all units and calculating tred veind power production. In
this study, it is suggested to consider the correlationfaiefits among computed normal
wind speeds equal to correlation coefficients among windgegwoductions, calculated
based on historical data. By this consideration, it is gmesio calculate the total wind
power production of all units. Once total wind power productis calculated by simu-
lating the proposed algorithm, it should be compared to dke tvind power production,
computed by historical data, to illustrate the algorithfeetiveness.

Also, the wind speed correlation coefficient versus distanove will be plotted, as an
additional testing survey, and compared with the resultsroflar studies like [134-137]
to clarify the accuracy of the considered assumptions gb@sed algorithm for modeling
the wind power unit behavior.

The difference between total wind power production, sirredaising the method pro-
posed in this section, and the one obtained in previouseduitte [130—-133] is that here,
historical wind power productions rather than historicaddvspeeds, which are often avail-
able in power systems records, are used for calculatinbwartd power production. Also,
there is no need to use the Markov model for enumerating alipte combined statuses
of wind power turbines for obtaining the production probipidistribution of all wind
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sites. And finally, unlike the introduced algorithm in sonfeéhtese papers, which should
have some assumptions for the correlations among wind sp#eg correlations among
wind power productions are used here, which make more seosethe accuracy and
obtainability viewpoints.

Overview of the Proposed Algorithm

To simulate the wind power production, the wind power cuwieich determines the pro-
duced wind power versus wind speed and is shown in figure &ripe used [138]. To
be able to use this curve for calculation of wind power prditun; wind speed distribution
for all wind power units and wind farms should be known. Thegel speed distributions
can be obtained based on historical data. However, caileglatind speed distribution
based on historical data is not so easy since historicaldatally include generated wind
power rather than wind speed. This means that the humber agunement tools and
resources on wind power production, measured in MW, is muckerthan wind speed
measurements and resources, measured in m/s, from bottitg@ed availability view-
points [114,139-142].
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Figure 5.1: Wind power curve which determines the produciedywower in percent ver-
sus the wind speed in m/s.

The more important problem arises from the need for simngatorrelated wind power
production, which is the case in reality. The real producaagy of wind units come from
correlated wind speeds and the generated scenarios folasiimguwind power production
should also be calculated based on correlated wind sperdrsze Nevertheless, as it can
be seen in figure 5.2 and equations 5.1 and 5.2, wind speeibdigins are usually ap-
proximated either by Rayleigh distribution or Weibull distition [123] and defining cor-
relation coefficient for these distributions and generptiarrelated wind speed scenarios
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based on these two distributions can be a very complica@trizky task to do [125-127].
Equations 5.1 and 5.2 describe the mathematic formulatibRayleigh and Weibull dis-
tributions, respectively:

Original wind speed++--+ Rayleigh estimation

= = Weibull estimation
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Figure 5.2: Approximating the wind speed distribution byyR&gh distribution and
Weibull distribution.

2
T WS T WS
fralleigh(Ws) = EWeXp[_Z (m) 1 (5.1)
ean
k swsyk-1 Wsh K
fweibul(Ws) = A (X) eXp[ (X) } (5.2)
Where:

ws Wind speed value over the time.

WSnean Mean value of wind speed.

k Shape parameter of Weibull distribution.

A Scale parameter of Weibull distribution.

Approximating the wind speeds of different sites with sorenmal distributions and
generating correlated wind speed scenarios using thesganhdistributions is introduced
in this chapter as another but much easier solution whidheitliscussed in following.

In this method, it is assumed that the historical data of vaionder production for some
units as well as wind power curve for all of these units arelabbe. First, the expected
value and variance of produced wind power is calculateddoheinit using historical data.
Then, for each unit, the corresponding wind speed is estithlay a normal distribution.
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The mean value and standard deviation of this normal digtdb is determined through
an optimization such that the expected value and variangeaefuced power, obtained
by simulating considered normal distribution, are as clasgossible to the calculated
expected value and variance, obtained by historical datah#&t unit. After finishing this
step, one normal distribution is found for the wind speedaafhewind unit. Generating
some sample scenarios for wind power production of eachamdtapply them to this
normal distribution, the probability density function (PPof wind speed and amount of
production for that unit can be simulated. However, if tatéhd power production of all
units is needed, the correlation coefficients among all es¢normal distributions should
be known.

It should be noted that produced power for each wind unitrsadly related to the wind
speed of that unit; so, it is suggested in this thesis to denghe correlation coefficients
among wind power productions as correlation coefficientsragwind speed distributions.
This means that the correlation coefficients among wind p@neaductions are calculated
from historical data and used for generating correlatedivgimeed scenarios. Figure 5.3
demonstrates the complete flowchart of the proposed adigotitsed in this section.

Proposed Algorithm Formulation

It was mentioned in the previous part of this section thatntlean value and standard de-
viation of normal distribution function which approximatthe wind speed distribution of
each unitis determined through an optimization. This ojatition is presented in the fol-
lowing equations. The letter O in these equations standfiéword original which refers
to obtained variables based on historical data. Letter $h@other hand, is stands for the
word simulated and refers to variables which are calculaiedampling the considered
normal distribution for the wind speed of each unit.

min [(o pmu— spmy? + (o pvr— spvn? (5.3)
wsmuywssd
P
st.  spmu= Z a(p)-p (5.4)
p=0
° 2
Spvr= ZOCI(IO) -(spmu-p) (5.5)
p:
1 7(WS—WSmL)2
g(ws) = mexp 2wss® | YWS (5.6)
ws
ap = > a(ws),vp (5.7)
ws=0
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Expected value and variance
calculation for wind power
production of all wind units

!

Normal distribution calculation
for all wind power units

!

Calculating correlation
coefficients among all historical
wind power productions

!

Total wind power calculation
using considered normal
distributions and correlation
coefficients for wind speeds

!

Algorithm evaluations I

!

Figure 5.3: The complete flowchart of the proposed algoritised for for estimating the
wind speeds with normal distributions and using correfatioefficients among historical
wind power productions for these normal distributions fémavpower production simula-
tion.

Where:

opmu Mean value of original wind power production.
spmu Mean value of simulated wind power production.
opvr Variance of original wind power production.

spvr Variance of simulated wind power production.

p Power production of the unit which varies from ORo
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a(p) Probability of producing p (MW) by the unit.

P Maximum wind power production of the unit.
ws Wind speed value which varies from 0\éS
WS Maximum value of wind speed for the unit.

wsmu  Mean value of considered normal distribution function fanav

wssd Standard deviation of considered normal distribution fiomcfor wind.

q(ws) Probability of wind speed equal tas (m/s).

wpc(ws) Produced power based on wind power curve when wind speedi& eowvs
(m/s).

The objective function 5.3 is the sum of squared differermetsveen the expected
value and variances of original wind power production, oteed from historical data, and
the expected value and variance of simulated wind powernymtamh, obtained from using
considered normal distribution function for wind speed ina@vpower curve.

Constraints 5.4 and 5.5 define the expected value and varianthe simulated wind
power production while wind speed probability and produetprobability are given in
5.6 and 5.7, respectively. According to 5.6, the wind speetability is obtained by a
normal distribution function; andssmuandwssdare the corresponding mean value and
standard deviation of this normal distribution function.

Proposed Algorithm Evaluation

The proposed algorithm, presented in the previous suliese@stimates the wind speed
of each wind turbine with a normal distribution function aaldo suggests considering the
correlation coefficients among these functions equal teetation coefficients among wind
power productions. However, these considered assumpiangd be somehow evaluated
to reveal the algorithm effectiveness. To do so, two difiésirveys are performed. The
first one is to calculate the PDF for whole produced wind pomtgte the second one is to
calculate the wind speed correlation based on distance.

The PDF can be calculated either from the historical datayarding the considered
normal distribution functions for wind speed and correlattoefficients among them. The
former is done by adding the historic production of all ufiiiseach hour and computing
the PDF of historic aggregated production. The latter, erotiher hand, can be performed
by sampling the computed normal distributions for wind speéall units, calculating
the corresponding produced powers by wind power curve fosahpled wind speeds,
adding produced powers of all units for each hour, and, finetimputing PDF for sampled
aggregated production. The difference between these twesRDows the accuracy of
algorithm for correlated wind power simulation.

Calculating the wind speed correlation versus distanceantparing it with the result
of other references is considered as another measure ofaagcin this study. To do
so, the location distances among all studied units are leadaiand sorted. According
to these sorted distances, the corresponding correlatiefiicients among wind speeds,
which were considered equal to correlation coefficientsragnoduced wind powers, are
sorted as well. Then, the obtained correlation versusriistaurve can be compared with
other similar research.



5.1. SIMULATION OF TOTAL WIND POWER PRODUCTION 81

The results of applying all of the above evaluating studies test case are presented
in the next sub-section.

Simulation Results and Discussion

Proposed Algorithm Implementation Results

Data of Swedish wind power plants from 1992 to 2002 are useihtalate the pro-
posed algorithm in this thesis [114]. To do so, these windqrgwants are divided into
four areas according to Nord pool spot market divisions rédu4. Five units are selected
from each area to test the algorithm. Equations 5.3 - 5.7@heal to each of these units
to calculate the mean value and standard deviation of theasd normal distribution
function for wind speed of that unit. Table 5.1 gives the lssof this application for the
selected five units in the first area. In this table, WPP and @Nbabbreviated for wind
power production and obtained normal distribution, retipely.

.....
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Figure 5.4: Four Sweden electricity areas according to o spot market [143].

Proposed Algorithm Evaluation Results

In this part, approximating wind speeds with normal disttibns and considering wind
speeds correlations equal to correlations among produnedrs is evaluated. To do so,
total produced power in each area is calculated twice; ogcsampling the computed
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Table 5.1: Results of implementing equations 5.3 - 5.7 tditleewind power units in the
first area for estimating the wind speed of each unit with armaddistribution function.

Variable Unitl Unit2 Unit3 Unit4 Unit5
Mean value for the OND (m/s) 6.94 6.48 6.09 6.77 5.92
Standard deviation for the OND 3.89 3.96 4.18 3.93 4.72
Expected value for the historical WPP (MW) 9435.07 2829.58 348106 3030.95 1242.86
Variance of the historical WPP 10814353.50 1163056.74 3004 1190519.67 253722.73
Expected value for the simulated WPP (MW) 9435.07 2829.50 48108 3031.01 1242.86
Variance of the simulated WPP 10814347.10 1163121.10 333 1190544.55 253724.44

normal distribution for wind speed and once again based @higtorical data. The result
is shown in figure 5.5.
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Figure 5.5: Probability distribution functions for histcall and simulated wind power pro-
ductions of all 20 wind power units.

By comparing the simulated total wind power production aniginal wind power
production in this figure it can be seen that the obtained abdistribution function for
wind speeds and considered correlation coefficients antoerg have resulted in a very
good results and these two curves have at most only 5% differe Therefore, using
the proposed algorithm for produced wind power simulationanly makes wind power
analyzes much easier, but also it provides an adequatesayduarthe obtained results.

On the other hand, it was mentioned earlier that the cofoslaersus distance curve is
depicted and compared with the similar studies as anoth@ngesurvey for the proposed
algorithm. Since 20 wind power units are involved in simiaias, there are totally 190
possible bilateral correlations among them. Figure 5.6vsttbese correlation coefficients
based on their corresponding distances as well as thed &ttee.

For the sake of evaluating the obtained curve for wind cati@h versus distance, this
curve is compared with some similar results from other &tsifli34—-137]. Comparing this



5.1. SIMULATION OF TOTAL WIND POWER PRODUCTION 83
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Figure 5.6: Correlation coefficients of wind power genenatamong all 20 wind power
units based on their corresponding distances in km as wéllefitted curve.

curve with, e.g., figure 5.7 from [134], clarifies the goodwecy of considered assump-
tion regarding wind speed correlation coefficients.
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Figure 5.7: Correlation coefficients of wind speed amonéediint wind sites based on
their corresponding distances in km as well as the fittedecurv

Another interesting point regarding the obtained fittedveuor wind correlation ver-
sus distance is that not only it can be used for calculatiagtirelation coefficients among
wind speed at different sites, but it may also be used fomesing the correlations among
total wind power production of different areas. To checlstissue, the correlation co-
efficients among total wind power production of four Swedishas at each year of the
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considered 10-year period as well as the fitted curve oldadyecorrelation coefficients
among all 20 wind power units in figure 5.6 are plotted and carag in figure 5.8. Since
six possible correlations can be obtained among four aneds$a each of these possi-
ble correlations 10 different years are studied, totallycéfrelations versus distance blue
points exist in figure 5.8. In this figure, the distance betw® areas is calculated as the
average distances among each pair of wind power units il tinesareas.

4 Correlation coefficients among the total wind power production of areas
= The fitted curve obtained by correlation coefficients among all 20 wind power units
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Figure 5.8: Comparing the correlation coefficients amomgdial wind power production
of areas and the fitted curve obtained in figure 5.6.

One important advantage of this estimation is that in ordestudy the total wind
power production in different areas, there is no need to kitawall the wind power units
and calculate the correlation coefficient among them.
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Chapter 6

Applications of the Network
Aggregation

Two important applications of the network aggregation atedged in this chapter. The
considered problems, to which the network aggregation f#diag, are a) Frequency con-
trol through spinning reserve provision, and b) Storageedition.

Network aggregation can be used for many purposes sucheasimgj the complexity
of the problem, reducing the amount of uncertainties, ampEmsating the data unavail-
ability. Due to these reasons, network aggregation may pkeapto different power sys-
tem studies, specially the ones which suffer from high caxip}, high uncertainty, and
data unavailability. Two important example of such powestegn studies are considered in
this chapter and application of network aggregation on tisdnvestigated. The first study,
for which the network aggregation is used, is frequencyrobwia the spinning reserve
determination, while the second one is storage allocatibmese studies are separately
discussed in the following sections.

6.1 Frequency Control

Background

According to NERC, security, as a part of reliability, refdéo the ability of the power
system to withstand unexpected disturbances [144]. Bydgimition, it is not possible
to maintain system security unless there are sufficienngpgnreserves. Calculating the
amount of spinning reserve needed in a power system is, leywaeehallenging task. This
section focuses on spinning reserve calculation in muétagower systems.

Different methods for determining spinning reserve regmuients have been proposed
in previous studies. For example, [145] describes an offtmst-benefit method, which
is based on the cost of reserve provision and the benefitatkfiom its availability to
determine the required spinning reserve. In [146], Loss @dd Probability (LOLP) is
used in a hybrid deterministic-probabilistic approachdbtke optimal amount of reserve.

87
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A fixed amount of reserve is imposed by some market operatote@basis of operator
experience [147]. Some other markets use the determinigtibods, based on N-x crite-
rion [148]. Reference [149] employs probabilistic indic8he combined deterministic-
probabilistic method and the cost-benefit method are atilip determine the reserve value
in [150] and [151], respectively. In the use of these methodstioned above, however,
there is a tradeoff between accuracy and computational lexityp This means that, on
the one hand, some of these methods, such as the experiroeesaldo not require great
computational capacity, and thus give fast results, whieh aevertheless, not based on
accurate analyses. On the other hand, those involvingragsiteprocedures may provide
more reliable results, but they require complicated mattencalculations. The cost-
benefit method, for instance, solves a mathematical opitioiz problem at the expense of
high computational complexity, which in turn may jeopasgdike efficiency of the method
when it is applied to large power systems.

It is also questionable whether the cost-benefit methodpticgble to a large multi-
area power system which comprises a humber of large submgsfcontrol areas). In
the multi-area system, each control area has a system operiitch is responsible for
controlling its own power grid and power transfers to theeotireas, while a central co-
ordinator organizes all system operators [18], e.g. Ewanpeetwork of Transmission
System Operators for Electricity (ENTSO-E) in Regional GrcContinental Europe. In
such a multi-area system, it is economically efficient toed®ine the spinning reserve
requirements that consider the coordination of all cordrelas. To do so, all the areas
of the original multi-area system should be simulated siamdously, which leads to high
computational complexity.

To test the efficiency of the cost-benefit method, we carrigdhdSecurity Constrained
Unit Commitment (SCUC)-based cost-benefit analysis toutale the reserve value for
the IEEE 30-bus system. In this analysis, only 12 scenarie®wonsidered, and the
simulation was run over a 24-hour time period. The test wasedm a PC which has
processor Intel Core i5 CPU with 4 GB RAM. Simulation of thisal system took around
7 hours. In addition, it was not possible to test this methodh@ IEEE 118-bus system
using the same PC. The results of the test highlight the ehgdis of determining spinning
reserve requirements in large multi-area systems with at gwamber of scenarios.

In this section, we propose a solution to the problems agttiwith the cost-benefit
method through obtaining an equivalent model of the mukiagpower system in question,
which can be used to accurately estimate the reserve vathe ioriginal system. For the
sake of network aggregation, following steps are consdleFérst, since the purpose of
this study to suggest a solution method for reserve calonlat large multi-area systems,
it is assumed that the partitions are pre-determined aedefibre, no network partitioning
is performed in this study. In order to obtain the equivalgygtem for each partition,
as the second of network aggregation, the REI method is us#uis study [8, 15, 85,
101,152, 153]. This means that unlike the previous studi@siwuse one equivalent for
the whole system, we keep the border buses between areadtan ane equivalent for
each of the areas in the multi-area power system. Then, wthasteveloped multi-area
REI equivalent system to estimate the amount of spinningrvesequired by the original
system.
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To summarize, the main contributions of this study are devid. First, power system
equivalents are applied to decrease the complexity and atatipnal burden involved in
determining spinning reserve in large multi-area systedasond, a multi-area REI equiv-
alent is obtained for the original multi-area power systéast but not least, the proposed
multi-area REI equivalent is utilized to approximate theak@mount of spinning reserve
required by the original multi-area system as a whole anchtheunt needed by each of
the areas within the system.

Proposed Method Description

This study presents a cost-benefit analysis that takes oneideration Security Con-
strained Unit Commitment (SCUC) and Security Constraineah®mic Dispatch (SCED)
in order to determine the spinning reserve required by aivargt power system. Accord-
ingly, the objective function of the cost-benefit methoddisethis study considers the
cost of the power system both in its normal state of operdtidrere all components of the
multi-area power system are available) and under varioosragencies.

The objective function and constraints of reserve cal@miaby SCUC-based cost-
benefit analyses can be formulated as follows:

St 31 [0 Calt, D) + Y g TRCi(t,i,K)]
min +50 SN 5K [GENS(t,i,k).VOLL(t, )] (6.1)
+ 31 Y [Cault, ) +Csa(t, )]
st.  ENX(t,i,k) = Dn(t,i) — D(t,i,k), vk, t,i (6.2)
Pk(t,i,K) = Pa(t,i) + Rg(t,i,k), VK, t,i (6.3)
Li

Pa(t,i) = Dn(t,i Pa(t,1)],Vt,i 6.4
(t.0) (I>+|;[(>] i (6.4)

L
Pk(t,i, k) = Dy(t,i,k) + Z [Pk(t,],K)] + ENK(t,i,K), VK, t,i (6.5)

I=1
P(i).u(t,i) < Pa(t,i) <P(i).u(t,i),vt,i (6.6)

P(i).u(t,i) < B(t,i,k) <P(i).u(t,i),vkit,i (6.7)
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Pa(t,1) < P(I),Vt,1

R(t,1,k) <P(1),Vk,t,I

Ca(t,i) = a(i).Pa(t,i) + b(i), vt,i
Cu(t,i,K) = a(i).R(t,i,K) + b(i), VK t,i
Cau(t,i) = sut,i).sudi), vt,i

Caq(t,i) = sd(t,i).sddi), Vt, i

su(t,i) —sd(t,i) = u(t,i) —u(t—1,i),Vt,i

t
Y u(hi) < T0). i
h—t-TRa()

t
su(h,i) <u(t,i), vt,i
h=t—THih()+1

t
u(h,i) > 0,Vt,i
h=t—Tromx (i)

Z sd(h,i) < 1—u(t,i),vt,i
off

(6.8)

(6.9)

(6.10)

(6.11)

(6.12)

(6.13)

(6.14)

(6.15)

(6.16)

(6.17)

(6.18)
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Cn(t,i) Generation operation cost in tinh@nd in bug for normal state of system.

Ck(t,i,k)  Generation operation cost in timm@nd in bud for contingency.

Csq(t,i) Shut-down cost in timéand in bus.

Cau(t,i) Start-up cost in timé and in bud.

Dk(t,i,k) Demand value in timéand in bud for contingency.

Dn(t,i) Demand value in timeand in bud for normal state of system.

EN(t,i,k) Energy not supplied in timeand in bug for contingency.

Px(t,lLk)  Transferred power in timeand in linel for contingency.

Pn(t,l) Transferred power in timeand in linel for normal state of system.

Px(t,i,k)  Generated power in timteand in bus for contingency.

Pn(t,i) Generated power in timeand in bug for normal state of system.

R«(t,i,k)  Generated reserve in timand in bug for contingency.

S Apparent power in load bus

S Apparent power in generation biis

u(t,i) Binary variable equal to 1 if generator of hbius timet is on and 0 otherwise.

sd(t,i)  Binary variable equal to 1 if generator of biusas a shut-down in timeand
0 otherwise.

su(t,i) Binary variable equal to 1 if generator of buisas a start-up in timeand 0
otherwise.

a(t,i Coefficient of squared power for generator of bus
b(t,i) Coefficient of power for generator of bus

Tl Probability of contingenci.

o Probability of normal state of system.

sdc(i)  Shut-down cost for generator of bus
suc(i)  Start-up cost for generator of bus

Tmax(i)  Maximum on time for generator of bils
Tgﬁn(i) Minimum on time for generator of bus
T (i) Maximum off time for generator of bus

Toft (i) Minimum off time for generator of buis
VOLL(t,i) Value of lost load in time and in bus.

The objective function 6.1 represents the sum of systens eogter normal and con-
tingency operations plus the cost of load disconnectioe. firet term is the operation cost
of the power system in its normal state multiplied by the jatality of this state plus the
sum of system operation costs under different contingsmwegighted by their correspond-
ing probabilities. The second term represents the valuesobdnected load by the sum of
expected energy not supplied, multiplied by the correspanaalue of lost load. The last
term corresponds to the start-up and shut-down costs ofGheCS

Constraints 6.2 and 6.3 specify the calculation of ENS amhépg reserve, respec-
tively. 6.4 and 6.5 present power balance equations at aésunder normal and con-
tingency situations. Constraints 6.6 and 6.7 ensure theg#nerator is running, it runs
within the minimum and maximum limits of power output undermal and contingency
operations. Constraints 6.8 and 6.9 limit the I-th line flamd constraints 6.10) and
6.11 provide linear definitions for the operation cost of$lgetem in different conditions.
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Start-up and shut-down costs are given in 6.12 and 6.13.tlequé.14 defines variables
related to system start-up and shut-down [154]. Finallg5&nd 6.16 guarantee the max-
imum and minimum on-time for each generator, while constsai6.17 and 6.18 ensure
the maximum and minimum off-time.

The SCED-based cost-benefit method for calculating thengpinreserve is similar
to the SCUC-based one; the only difference between the twioatsall constraints and
terms related to on/off states of generators that are ceresidn the latter are absent in the
former. The formulation of reserve determination using-¢xnefit analyses considering
SCED is as follows:

: St [ Calti) + T g T Ci(t,i,K)] }
min Lzﬁzhzﬁ1m.ENska,i,k).vou(t,i)] (6.19)

s.t. 6.2- 6.5, 6.8- 6.11

P(i) < Pa(t,i) < P(i),Vt,i (6.20)

P(i) < R(t,i,k) < P(i), vk, t,i (6.21)

SCUC differs from SCED in that the former is used for long tipeeiod frames and the
latter for short-time periods. In addition, SCED provideschl Marginal Prices (LMPSs)
using the dual variables, which are not considered by SCU8][IThe reason is that the
problem solved by formulations 6.1 - 6.18 is dealt with as gediinteger programming
(MIP) and prices in electricity markets, which are given bg tual variables associated
with the optimization problem (in SCUC), are not provideddny MIP solversince it is
not easy to define the dual formulation for a MIP problem.

Multi-Area REI Equivalent

This section proposes to use a multi-area REI equivalerppooximate the spinning re-
serve required by each of the areas which the original nandta system comprises. To
obtain such a multi-area REI equivalent, the REI methodss fised to produce an equiv-
alent of each area, and the border buses between areas anet&ep All the equivalents
thus obtained are then connected to form a multi-area REVaigunt.

Simulation Results and Discussion

The proposed multi-area REI equivalent is applied to twoBE&sSt systems to determine
the spinning reserve requirements by the SCUC- and SCEBdlmst-benefit method. To
do so, the REI equivalent is used to obtain an equivalentdoh @f the areas in these two
systems and the multi-area REI equivalent correspondeadio EEE system is obtained.



6.1. FREQUENCY CONTROL 93

Next, the cost-benefit method is used to calculate the spgmeiserve requirements in both
the original and equivalent power systems. Finally, theinted reserve values for all the
areas in the original system are compared to those in thevagot system to examine
whether the equivalent system should have similar behagithat of the original system.
The SCUC-based cost-benefit method is tested on the IEEES86ystem and the SCED-
based one on the IEEE 118-bus system. As it was mentioneidreanl this study, we
do not consider the network partitioning step and differamas of the original multi-
area power system are assumed as the partitions. Neveghfdethe case studies, it is
assumed that the IEEE test systems are multi-area systetmshnée areas, whereas in
realistic multi-area power systems, the area boundaréekraown.

Detailed simulation results of our study including theitery containing all the areas
under consideration for the two test systems, obtainedi+arga REI equivalents, and
computed spinning reserve in original and equivalent rarkia systems can be found in
Publication V. However, a summary of the results is providelbw.

Figures 6.1 and 6.2 present the total amount of reserverezhy the IEEE 30- and
118-bus systems, respectively, at each time interval.

===(Qriginal System = = Reduced System
25

20

Amount of reserve (MW)

-

1 234567 89101112131415161718192021222324
Time intervals

Figure 6.1: Reserve amount in IEEE 30-bus test system.

It is clear from the results of both test systems that thewadgmt systems can accu-
rately estimate the amount of reserve requirements in tiggnat systems. However, in
order to examine the accuracy of the algorithm for calcntathe spinning reserve needed
in each area, the results of one area from each test systgmnesented in figures 6.3 and
6.4.

According to the results, it is clear that for each area ustlaty, the equivalent system
provides results close to those of the original system. élBEE 30-bus system, the error
rate in estimating the reserve value needed in one area ikstm that required by the
whole system. Nevertheless, in the case of the IEEE 118ystisra, the error rate in one
area is higher than that in the whole system.
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====Qriginal System = =Reduced System
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Figure 6.2: Reserve amount in IEEE 118-bus test system.
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Figure 6.3: Reserve amount in area 3 of IEEE 30-bus testrayste

To conclude, one can see that not only does the use of powensgxjuivalents de-
crease the complexity and computational burden in sinaratbut it also estimates the
amount of reserve requirements in the original system veiisonable accuracy.

Regarding the simulation time needed for calculating tlsemee, it should be noted
that applying the equivalents on the IEEE 30-bus system &sthUC-based cost-benefit
method has reduced the simulation time by around 65%. Thelaiion time is reduced
by around 33% for the IEEE 118-bus system with the use of thHe[BGased cost-benefit
method. Therefore, even in a small system such as the IEH&IS®ystem, which is
replaced by a 15-bus equivalent, the simulation time has beasiderable reduced. In
other words, it is efficient to use equivalents for reserndeutation by the SCUC-based
cost-benefit method. Likewise, the reduction in the sinioilatime needed for the IEEE
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Figure 6.4: Reserve amount in area 3 of IEEE 118-bus testrayst

118-bus system shows that it is also desirable to use theadgni system for reserve
calculation by the SCED-based cost-benefit method. It shbelnoted that the ratio be-
tween the number of buses in the multi-area REI equivaleshbaiginal multi-area system
decreases as the size of the original system increasesn$tance, this ratio is around
0.5 and 0.19 for the IEEE 30- and 118-bus systems, respbctivberefore, it may be
more valuable to apply the proposed method to larger medé@ower systems such as
the realistic ones, given that it reduces the simulatiom tmore significantly.

6.2 Storage Allocation

This section provides an approach for reducing the comipatatcomplexity of an OPF
based storage allocation problem. In this regard, the m&taggregation method ex-
plained earlier in chapter 4 is used to simplify the OPF basadhge allocation problem.

Background

Optimal Power Flow (OPF) plays an important role in poweteysplanning and opera-
tions. It is used for determining operating parametersh siscbus voltages as well as real
and reactive power flows, such that an objective functioa tital system losses or gen-
eration costs are minimized. One important application BFQvhich has recently been
studied in e.g. [155-159] is energy storage scheduling Bocktion. This application can
help maintain the power balance against uncertainty in delnaad generation variation
caused by the addition of renewable energy [156, 157]. Hewdavwcluding energy storage
in OPF increases the complexity of the OPF problem by addieglimension of time to
the optimization.

Nevertheless, even the basic OPF problem is nonlinear anetoiovex, thus direct
applications of nonlinear optimization methods providegnarantee that the obtained so-
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lution is the global optimum [160, 161]. Sub-optimal sodumis can lead to higher costs
and inefficiency in power system operations. There has besat geal of research into
different solution techniques for the OPF problem. Linggpraximations, for example,
use operational knowledge and mathematical approxinatmfinearize the OPF prob-
lem. The most common linear approximation is the DC OPF, isissumes that the
voltage angle differences between different buses in tiwark are small, the lines are
lossless (i.e. their resistances are negligible) and teavoltage magnitudes are constant
(usually 1 p.u.) [48]. On the other hand, heuristic alganh such as branch and bound al-
gorithms (B&B) seek the global optimal solution of OPF bytgaming the search space
of the problem [37]. Some other heuristic methods like dgoosgition techniques use
the structure of the problem to subdivide it into some simpléb-problems [40]. Con-
vex relaxations, such as Second-Order-Cone Relaxati@SR} or Semi-Definite Relax-
ations (SDR) [65,162-165] approximate the original OPfm by relaxing the problem
search space to a larger convex space that is known to hasballgloptimal solution, un-
der some technical conditions [164]. However, the glob&hopm of this relaxed problem
does not necessarily lie in the solution space of the orighF problem. Sufficient con-
ditions for the relaxed problems to have the same solutioth@®riginal problem (i.e.
for the relaxation to be exact) are described in [165]. Th&®SIDd SOCR have recently
been shown to be equivalent [166]. These relaxations aret éxtaa number of different
network topologies including all of the IEEE benchmark epées [165, 167-169].

One important challenge to the wide spread application@3BR approach to solve
the OPF problem is that semi-definite programming (SDP)rélgns can be computation-
ally intensive [170]. Thus, solving SDPs for large systemeranultiple time steps will
require decomposition algorithms or other fast solutiorihods such as those discussed
ine.g.[171,172].

SDP based approaches have been generalized to solve the R@i@Fstorage prob-
lem [155] and to determine optimal allocation of storagehi@ hetwork [173]. However,
this application adds to the computational requirementabge it requires an optimization
both over the network and a time horizon.

This section provides an alternative approach for redutiagomputational complex-
ity of an OPF based storage allocation problem. Rather thanyw@a distributed algorithm
to solve the OPF with storage problem, as is proposed in fi72], for the static OPF
problem, we instead propose using a system reduction tgeéniThe storage allocation
problem is particularly amenable to system reduction bseau many situations there is
a small set of candidate buses for locating the energy staespurces in a large system.
Thus, it is not necessary to consider the rest of the systesmstin the allocation problem
and a technique that allows merging the rest of the systeeslinghe candidate buses and
evaluating this reduced system may prove valuable.

The proposed procedure involves a three-stage algorithmerewve first reduce the
original large system to a smaller equivalent system. Irstteond stage, this equivalent
system is solved using an SDP. Finally, the solution obthioe the equivalent system
is transferred to the original system using a set of repgaijtimizations for all of the
merged buses. In each of these optimizations, one of theeddrgses is replaced by
its original network and the storage assigned to this mehyedis distributed over this



6.2. STORAGE ALLOCATION 97

network.

Proposed Method Description

Detailed description and formulation of the proposed thetegye algorithm used to solve
the OPF based storage allocation problem discussed abpxesisnted in Publication VI.
Nevertheless, this sub-section summarizes these thigessaa follows.

e Stage 1: Power System ReductiorThe system reduction that comprises the first stage
of the three-stage algorithm proposed herein requiregalseipartitioning criterion
and an associated algorithm. In what follows, we provideatstescription of the
criterion and algorithm.

The first step in partitioning the system is finding a funcéibrelation among the
system buses. This relationship can be represented by allsd-similarity matrix
which shows the strength of connection between each paieaftstem buses. This
similarity matrix can be obtained based on static, dynamiceconomic aspects
of the power system [28]. In this study, we select two staitigilarity matrices
because they consider not only the generation and consumgiteach bus but also
the underlying structure of the power network. The netwamkcture is particularly
important for power system allocation problems. The cagrgid similarity matrices
are the admittance matrix and available flow capacity fosydtem lines.

e Stage 2: The Storage Allocation ProblemOPF based storage scheduling and alloca-
tion throughout the network has been previously addressstilidies such as [155—
157,173]. Unlike the typical OPF problem, the OPF with sgeraroblem requires
a simulation over a time period. In the second stage of thpqeed algorithm, the
AC OPF with storage problem is considered and solved fordfoé/alent system by
applying an SDR to the non-convex problem, in order to guaeaa global optimal
solution of the problem.

e Stage 3: Transferring the Solution of Equivalent System tohe Original System The
third stage of the proposed three-stage algorithm obtamstorage allocation so-
lution for the original problem from that of the equivaleystem. The procedure
involves a set of repeating optimizations whereby the nettyeses are replaced
with their original systems one at a time and then combinet thie remainder of
the reduced system. At each step, the storage allocatiomiaption is repeated
to obtain a solution that distributes the storage capadith® merged bus over its
disaggregated. Thus, the number of repeating optimizatimeded to obtain the
storage allocation for the original system is limited to thember of merged buses
in the equivalent system.

The proposed three-stage algorithm can be applied as ®ll8uppose that a system
has 100 buses and its reduced equivalent system has fivedrmrges, each made up of
20 buses from the original system. The second stage of tleithion solves the storage
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allocation problem for the 5 bus reduced system. The saidticthe original system is
obtained by performing, five repeating optimizations fartea4 bus system resulting from
replacing the each merged bus with its original 20 bus systdrarefore, instead of having
one SDP with 100 buses and 24 time steps, the algorithm leagits $maller optimization

problems. Although the number of SDPs that need to be sof/ettieased to six in this
example, the total computation time is much less. In addjtibmay be impossible to

solve the SDP for original 100 bus system with a large numibéinmee periods. These

advantages will be made more concrete in the case studieslisin the next section.

Simulation Results and Discussion

In this part, the proposed three-stage algorithm is evatliadll the simulations are per-
formed using MATLAB 2010a using the YALMIP toolbox with theD® solver SeDuMi
of [174,175]. The computational speeds are based on a PGwithtel Core i5 CPU 2.53
GHz processor and 4.00 GB of RAM.

Detailed simulation results of our study including accyragaluation of the power
system reduction step as well as application of the fullgkstage algorithm to the storage
allocation problem in two IEEE test systems are given in Ratibn VI. Nevertheless,
simulation results of two buses of the IEEE 30-bus systemchosen as examples to
illustrate the results; the results at other buses showaijreement. Figures? and ??
compare the storage flow and storage level at buses 29 andtB@ lEEEE 30-bus system
obtained after applying the three-stage algorithm to theesmcomputed from solving the
full system using both the AC and DC OPF formulations.

These figures show that the AC OPF based storage allocattbe equivalent system
(represented by the dashed red line) provides closer sesuthe ones of AC OPF based
storage allocation in the original system (representechbysblid blue line) in compare
with the results of DC OPF based storage allocation in thgirmal system (represented by
the dotted green line). Thus, more accurate simulatioriteeare achieved when using the
three-stage algorithm than with the DC OPF formulation.

Regarding the simulation time, both the DC approximatiod #re three-stage algo-
rithm can significantly reduce the computational burden BF®ased storage allocation.
However, the computational time reduction achieved udigDRC formulation is much
higher than that obtained by the three-stage algorithm.irfstance, the simulation time
for the three-stage algorithm applied to the IEEE 30 busesyss around 140 seconds
while the simulation time of the original is 3126 seconds aiséconds for the AC and DC
OPF formulations, respectively.

To summarize the simulation results, it should be notedihpliementing the proposed
algorithm provides more accurate results than using the @@dlation while the latter
results in a higher reduction in the simulation time. Thhere is tradeoff between the
accuracy and computational time that one has to make inidgdietween the approaches.
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Figure 6.5: The final storage flow and final storage levels atA8uof the IEEE 30 bus test
network and the corresponding equivalent system.
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e Storage flow into bus 30 of original system
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Figure 6.6: The final storage flow and final storage levels at3fuof the IEEE 30 bus test
network and the corresponding equivalent system.
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Chapter 7

Conclusions and Future Work

In this final chapter, conclusions of this thesis are drawnl &teas for future work are
discussed.

7.1 Conclusions

The main focus of this thesis is studying large-scale powstesn with high penetration
of renewable energy resources. The thesis, therefors,ttrieeview, evaluate, and com-
pare the existing methods for simplifying analysis of cdesed systems. In addition, the
thesis suggests some improvements on the existing metimoldgraposes efficient algo-
rithms for simplifying the simulation of bulk power systemvih high share of renewable
energies. Among all existing methods for simplifying theveo system studies, the thesis
concentrates on the system aggregation and develops sartrdgtions both on theory
and application of the selected method. To do so, a numbé¢ndies are performed in this
thesis. Accordingly, each study resulted in some conchssi®herefore, these conclusions
are classified based on different studies as follows:

e A comparison among different power system simplification tehniques: In the first
study, an extended comparison of three important simpifinaechniques, i.e. sce-
nario reduction, network aggregation, and DC linearizatis performed by apply-
ing these three techniques to four common types of poweessystudies, namely
optimal power flow, stochastic unit commitment, generaggpansion, and trans-
mission expansion. It can be concluded from the simulagsnlts that the selection
of an appropriate simplification technique depends to atgnei@nt on the power
system study under consideration, and there is no consist&uit concerning which
type of simplification distorts study results more. For amste, DC linearization ig-
nores system losses in OPFs, resulting in erroneous tadtlestimates, but in our
examples linearization causes relatively little error IdCSand expansion studies.
Scenario reduction reduces OPF computational times witl &rror but is less ef-
fective for SUC. Network aggregation reduces computatiortemore than DC
linearization in OPF and expansion studies, but inducts distortion unless there

103
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are few scenarios. Therefore, the general conclusion {déf@ending on the type
of study and on the particular system, any of the simpliftcatnethods can either
cause large errors, negligible errors, or something in eetw Which simplifica-
tion method is most appropriate will likely depend on the posystem study under
consideration, and so users of economic models shouldotetstef impact of simpli-
fications on their conclusions.

e A comparison between two network partitioning methods: In this study, the simula-

tion results of two partitioning methods, in which the graipéory and optimization
are respectively used, for studying the Power Flow (PF) aptin@al Power Flow
(OPF) are compared. It can be concluded that the graph tHesm®d partitioning
method seems more adapted to quickly identify buses that&aatural connection
due to the topology of the system. Used with appropriatevadgmcing methods,
it allows for quick and systematic creation of multi-areadals. The constrained
optimization formulation can also be used when computatitme is not an issue,
or when more flexibility (e.g. controlling the partition’&es) is needed in the def-
inition of the areas. Hence, wide application and speedreradvantages of using
the graph theory-based method, while the simple applicatia flexibility are the
benefits of applying constraint optimization-based one.

e Improving the REI equivalent: In the third study, an improved version of the previ-

ously used Radial - Equivalent - Independent (REI) equivaie developed for
multi-area modeling of power systems. To do these improvespéne uncertainties
in generation units and transmission lines are taken irtowt and an optimization
method for tuning the features of buses and lines in the \tisgstem is proposed.
The results of the simulated case systems show that the REmmeended esti-
mated the original system more effectively than did the farfiREIl. However, the
time needed for simulation by the proposed method is lorigar that by the former
REI method. This issue becomes especially challengingfiaticase systems, such
as the IEEE 30-bus system, in which obtaining and simuldtiegproposed equiv-
alent may need even more time than does the original system.s@ggestion for
reducing this problem is to update the partitioning teche&jused for defining the
areas of the system. Nevertheless, for power systems BkHBE 118-bus system
or larger ones, using the proposed equivalenting methadtsdn a reduction in the
simulation time of the system. It is thus worthwhile to use giroposed method
in modeling the emerging large power systems, resulted fnd@n-connections be-
tween different electricity markets with high risk rates.

e ATC-based power system reduction:This study suggests an ATC-based system re-

duction for planning power systems with correlated wind &atls. The method
partitions the original system into smaller areas basedTdD Between each pair of
network buses and makes a reduced equivalent for each ateatoDATC depen-
dency to net load conditions, separate partitions are dkfiesubsets of similar
load and wind conditions, significantly enhancing the aacyrof optimal power
flow solutions. These results imply that partitioning thegral system using the
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ATC values between each pair of network buses as well as af@atige system

partitions based on system conditions can result in largearrements in estimates
of system behavior while significantly lowering computatiimes relative to the

original network.

o Total wind power estimation: This study proposes an algorithm for estimating the total
wind power production of some wind units which have coresdatvind speeds, in
which the only input to the method is the historical data farduced power of these
wind power units. According to the results of this study,ahde concluded that
it does not make high errors if wind speed distribution fockeavind power unit
is approximated by a normal distribution function. Additadly, it is acceptable to
assume the correlation coefficients among these normalbdisbn wind speeds to
be equal to corresponding correlation coefficients amostical produced wind
powers.

e Spinning reserve determination using network aggregation Spinning reserve calcu-
lation in large multi-area power systems is consideredi;gtudy and an algorithm
is proposed for simplifying this purpose. According to thigorithm, each area of
the system is first modeled by an equivalent system, obtdigetie REI method
and a multi-area REI equivalent is obtained for the mukiaasystem. Then, a
cost-benefit analysis is performed to determine the spinréserve requirements
of both the original and equivalent multi-area systemsalymnthe proposed multi-
area REI equivalent is evaluated by comparing the spinrésgrie in the original
multi-area system with that in the equivalent system. Itlcartoncluded from the
results that the spinning reserve value calculated for thevalent system accu-
rately approximates that for the original system, with tise of both SCUC- and
SCED-based cost-benefit methods. Moreover, network agjoegesults in a con-
siderably longer reduction of simulation time for the SCUGkgems compared to
SCED problems.

e Storage allocation in large-scale power systemdn the last study, network aggrega-
tion is used to reduce the computational burden of AC OPFdsteeage placement
in large power systems and a three-stage algorithm is stegheln the first stage,
network reduction is used whereby a small equivalent sysatrapproximates the
original power network is obtained. Secondly, the AC OPFofm for this equiv-
alent system is solved by applying an Semi-Definite RelaxaSDR) to the non-
convex problem. Finally, the results from the reduced sysiee transferred to the
original system using a set of repeating optimizations. fiitlealgorithm is vali-
dated using the two IEEE networks and compared to the resoésned using a DC
OPF formulation. The simulation results suggest that thetesy reduction based
algorithm provides very accurate results for the OPF basethy storage allocation
problem and can greatly reduce the computational complexit
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7.2 Future Work

Challenges and studies associated with simulation of lacgée power systems have been
studied for quite a long time. However, high penetration méantrollable renewable en-
ergy resources and inclusion of economic topics into thiertieal issue of power systems,
have increased the complications of these challenges arstittded ground for further re-
search and more studies in this area. Consequently, tho# fisture work can be long. For
instance, developing the flexible equivalents and furthmarovement to multi-equivalent
techniques, which can follow the deviations in the origisgdtem conditions, are inter-
esting topics which can be further studied in the future. ifddally, proposing multi-
objective equivalents which can be used for more than onkcatipn is acknowledged.

Performing many simulations on the topics of system agdi@yand renewable en-
ergy modelling allows us to suggest some future works ininoetto the works performed
in this thesis as follows:

e In our first study, where we compared different simplificattechniques, we did not
include all of these techniques and only selected threeiitapbones, i.e. scenario
reduction, system aggreation, and DC linearization. Hanethere are other sim-
plification techniques like problem decomposition and eticiv can be included in
the proposed comparison. Therefore, a more general cosopasimong different
simplification techniques may be performed.

e Again, in the first study, we compared the simplification taéghes by applying them
only to four power system studies, i.e. OPF, SUC, GEP, and NeRertheless,
other power system studies such as Power Flow (PF) and etzeciamolved in the
proposed comparison. Thus, it is suggested to use otherrgystem studies for
evaluation of the considered simplification techniques.

e Regarding the power system equivalents, we mainly focuseti® REI equivalent in
our simulations. However, it is suggested to use the othaivatgnts like the Ward
equivalent in system aggregations and compare the resiti®ur results.

e On the topic of generation aggregation, we only worked orregggtion of renewable
generation since aggregation of thermal generation is stoagghtforward. How-
ever, it is also appreciated to consider the thermal geioaraggregation and pro-
poses the structured method for it.

¢ In this thesis, we study some applications of the power aystggregation. However,
the application of system aggregation may be even moreestlmwi using the aggre-
gation methods for other power system studies like relighghlculations.

e In our power system modelling, we mainly considered thesmginsion and generation
levels. Nevertheless, the power distribution system at¢sala to be aggregated and
suitable equivalents for it should be obtained.

e Last but not the least, we only focuses on power system statityses, while dynamic
equivalents for the system can also be obtained.
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