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Abstract

In the quest for renewable energy for tropical islands, Ocean Thermal Energy Conversion (OTEC) has
revealed itself as one of the most promising technologies. OTEC stands or falls with the performance
of the condenser. Plate Heat Exchangers (PHEs) have proven their selves as effective heat transfer
equipment for low enthalpy cycles such as OTEC. Nowadays, the design of PHEs mostly relies on
models based on experimental data. This is deemed time-consuming and non-generic. Enormous
successes in the application of Computational Fluid Dynamics to single-phase flows have raised the
interest to use CFD as a predictive and generic tool for the design of PHEs. Moreover, CFD yields a
picture of the complete flow field, enabling the designer to better understand the fundamental flow
structures that are relevant for the heat transfer and pressure drop performance of the PHE.

First, a comprehensive review of literature on condensation models is presented. Thereafter, the
practicality of the phase change models in terms of real computation time needed is investigated. It is
concluded that the stability issues associated with the vapor-liquid interface poses the biggest problem.
That is, for the simple Nusselt condensation problem, an extremely long computation time is needed
for reasonable accuracy. Finally, the ability of the phase change models to cope with wave evolution,
flow circulation and flow separation is investigated. The multiphase model is found to properly predict
the flow field. However, the heat and mass transfer predicted by the condensation models is estimated
poorly.

In the end, until the stability issues of the current phase change models are solved, or a significant
improvement in computational performance is made, the application of CFD to the design of conden-
sation PHEs is questionable. Yet, using CFD only to find trends in heat transfer and pressure drop in
PHEs might prove to be fruitful.
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1
Introduction to OTEC & Research

Justification

1.1. Ocean Thermal Energy Conversion

Ocean Thermal Energy Conversion (OTEC) has emerged as one of the most promising technologies
to supply tropical islands of renewable energy. As diesel generated energy is relatively more costly on
islands than conventional energy sources on the main land, OTEC can be developed into a profitable
and clean alternative to diesel generated electricity. Compared to other renewable energy technologies,
OTEC is able to generate a so-called baseload energy (around the clock energy without big fluctuations)
[15]. In addition, the total surface area needed for an OTEC plant is considerably less compared to
either energy from sun or wind. Also, typically the sea surrounding tropical islands is deep, making
it unsuitable for conventional non-floating wind parks. For OTEC it is the other way around. Namley,
OTEC needs a deep sea to extract it’s cold water from. Therefore islands with deap surrounding waters
are extra suitable for OTEC.

Figure 1.1 shows the basic OTEC cycle. One may notice that it is very similar to a normal Rankine
cycle. However, the boiler and condenser are replaced by two heat exchangers. Moreover, the working
fluid is characterized by a low saturation temperature. The kind of working fluid normally used in
refrigeration cycles is of an organic nature. Therefore, this cycle is also referred to as the Organic
Rankine Cycle (ORC). The main advantage of an ORC compared to a water-steam Rankine cycle is it’s
capability of recovering heat from relatively low temperature sources. These low temperature sources
are normally referred to as low enthalpy energy sources. Examples of low enthalpy energy sources are
geothermal energy, bio-combustion waste heat and ocean energy.

1
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Figure 1.1: Basic OTEC cycle, from [1]

The tropical oceans are characterized by relatively high surface temperatures, while low temperature
water is available at a depth of around one kilometer. The ORC is capable of using this temperature
difference to generate energy. By using high temperature surface water, the organic working fluid is
vaporized and (partly) superheated in the evaporator. Next, the vapor is directed to the turbine where it
is expanded, and, by doing so, energy is extracted and converted to electrical energy in the generator.
The saturated vapor is sent to the condenser where cold sea water is used to extract energy from the
vapor and generate a phase change. Finally, the liquid working fluid is pumped to the evaporator and
the cycle starts all over again. In summary, the ocean’s temperature difference is the driving force
for the entire OTEC cycle. Therefore, the heat exchangers used to extract the ocean’s energy are of
utmost importance to the cycle’s efficiency.

1.2. The condenser
Almost forty percent of the total cost on an OTEC plant is due to the heat exchangers [16], where

the costs of both heat exchangers costs are more or less equal. However, since the condenser uses
sea water from one kilometer of depth, condenser performance is very important for sizing of the cold
water pipe. Therefore, the costs of the cold water pipe is directly related to the condenser performance.
Meaning that condenser optimization yields a very big potential in cost savings.

In other low enthalpy applications as geo-thermal energy or waste heat energy, it is the other
way around. The performance of the evaporator is the leading factor in cost savings for the power
plant. Since most low enthalpy applications have an evaporator-driven design, most research has been
directed into boiling models.

So, from the OTEC point of view, it is most interesting to look into condenser performance and
optimization. Additionally, since research has mostly been directed to the evaporator, the academic
challenge will be big.

Basic principle
After the vapor is ideally fully expanded in the turbine, the vapor is directed towards the condenser.

Condensation is needed to increase the working fluid’s density. Due to the higher density of a liquid,
far less work is required to transport the working fluid through the system. When the expanded vapor
reached the condenser, the relatively lower condenser wall temperature cools the vapor. At some point,
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the vapor temperature drops below it’s saturation temperature and parts of the vapor molecules will
stick together and start to form liquid droplets on the cooling surface. So-called dropwise condensation
is the preferred type of condensation, since high heat transfer is obtained. However, in practice it is
very hard to sustain dropwise condensation. As more vapor molecules impinge into the droplets, the
droplets will grow until eventually a liquid film is formed. After a while the cooling wall is fully wetted
and the heat transfer will be governed by the liquid film: so-called filmwise condensation. The liquid on
the wall increases the heat transfer resistance between the vapor and the cooling wall, therefore when
the wall is fully wetted the heat transfer will be less compared to dropwise condensation. Because
dropwise condensation is hard to sustain, and is rather unpredictable, condensers designed for general
purposes are mainly focused on filmwise condensation [17][18].

Depending on the quality and speed of the mixture, several flow regimes can be distinguished.
These flow regimes will be thoroughly discussed in section 1.2.1. However, as is pointed out in literature
filmwise condensation will be of most interest to industrial condensers.

Condensers for OTEC
Compared to the classical Rankine cycle where large temperature differences between the working

fluids are available, the OTEC cycle is characterized by low enthalpy differences in the evaporator
and condenser. As a consequence, condensers should be designed accordingly. For instance, the
heat transfer per square meter is relatively lower for low enthalpy systems compared to high enthalpy
systems. The effective cooling surface of the condenser can be increased to obtain the same heat
transfer capabilities as high enthalpy systems. A large benefit of plate heat exchangers compared to
shell and tube heat exchangers is the larger heat exchanging surface. Therefore, in organic Rankine
cycle applications, mainly PHEs are employed [19]. Moreover, PHEs are easier to maintain than shell
and tube heat exchangers, while they are also less prone to fouling [18]. Particularly being less prone
to fouling is important since the PHEs used in OTEC will be subjected to highly contaminated sea-water.

Plate heat exchanger design
Condenser performance is mainly governed by the heat transfer capabilities of the condenser and

the accompanying pressure drop across the condenser. For fully laminar film condensation Nusselt
derived an analytic solution for the heat transfer across the film. In this solution, the heat transfer is
entirely governed by the liquid film resistance, or so to say, by conduction. A linear temperature profile
exists which can be described by Fourier’s law. However, when flow rate is increased, the laminar flow
regime will become turbulent. As turbulence is characterized by three-dimensional flow structures, the
analytic Nusselt solution is not applicable anymore. Moreover, other flow phenomena as circulation and
vortex shedding come into play. As turbulence enhances the heat transfer, the turbulent flow regime
is preferred. As no analytic solution is available, heat transfer and pressure drop is mainly predicted by
the fitting of experimental correlations. In the work of Garcia [20], it is pointed out that already in the
modeling of single phase flow PHEs the available correlations are only applicable to a specific geometry.
The large amount of combinations of geometrical parameters makes it impossible to develop a general
correlation theory for the design of PHEs. For a thorough assessment of heat transfer and pressured
drop correlations in PHEs, the reader referred to the work of Garcia.

1.2.1. Flow Regime
The so-called flow regime or flow pattern represents the geometrical and topological configuration

of the interface between the vapour and liquid phase. Making a distinction between flow regimes helps
us to describe the fundamental processes in an heat exchanger. Both heat transfer and pressure drop
are directly related to the geometrical configuration of the flow. As pointed out previously, the film
that forms on the wall during filmwise condensation is the main obstruction to heat transfer in laminar
flow. Being able to relate other than laminar heat transfer characteristics to certain flow regimes will
be of high value. But, before one can relate heat transfer characteristics to flow regimes, one should
know what flow regimes exist in heat exchanges, and what defines them. The research into flow
regime during condensation has mainly been focused on condensation in vertical and horizontal tubes.
Therefore, first a review of flow structures present in tubes during condensation is conducted. After,
the available literature of condensation in plate heat exchangers is reviewed. Finally, the flow regime
of most interest will be presented.



4 1. Introduction to OTEC & Research Justification

Tubes - Vertical Upflow
According to Yadigaroglu & Hewitt [2], five main flow regimes in vertical upflow tubes can be

distinguished. Namely: Bubbly flow, Slug flow, Churn Flow, Annular flow and Wispy annular flow.
While according to Thome [21], also Mist flow should be considered.

• Bubbly flow: Bubbly flow is characterized by discrete gas bubbles dispersed in the continuous
liquid phase. Different sizes may be observable, but their size is always smaller than the pipe
diameter.

• Slug flow: As the void fraction increases and multiple bubbles coalesce, the slug flow pattern can
be witnessed. The coalesced bubbles form the typical shape some refer to as a bullet. As the
diameter of the bullet is almost the same as the tube diameter only a small liquid film is present
between the bullet and the tube wall.

• Churn flow: When slug flow becomes unstable due to a velocity increase, the slugs break up and
churn flow will develop. The instability is caused by a balance between the shear force and the
gravitational force acting on the liquid film in opposite direction. Churn flow also characterizes
a transition between a flow where gas and liquid are axially separated to a flow where gas and
liquid are radially separated.

• Annular flow: Annular or film flow is developed when the shear force on the liquid film starts
to dominate the gravitational force and therefore pushes all liquid to the outer region. A further
increase in velocity causes large amplitude waves at the liquid-gas interface. The waves may
break-up and form little bubbles that move into the core, are driven out again and redeposit on
the film.

• Wispy annular flow: Again an increase in gas velocity causes the flow pattern to change. Due to
the amplitude waves more droplets will dispatch from the liquid film and form transient coherent
structures also known as wisps.

• Mist flow: Very high gas flow induces a high shear on the liquid film until it becomes unstable
and subsequently destroyed.

Figure 1.2: Schematic visualization of flow regimes in vertical upflow, from [2].

Tubes - Horizontal Flow
The flow patterns in horizontal flow will be different than the ones in vertical upflow. The apparent

reason is the change in the effect of the gravitational force. For instance, the gravitational force causes
the liquid and gaseous phase to separate in a way that the liquid is in the bottom part of the tube and
the gas in the upper part. This is also referred to as stratified flow. As the velocity of the gas increases
and the inertial forces start to dominate the gravitational forces, the gravitational effect will become
less important and the flow patterns will be similar to those of vertical flow.
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• Bubbly flow: Bubbly flow is still characterized by discrete bubbles dispersed into a continuous
liquid phase. However, due to buoyancy, more bubbles will be present in the upper half of the
tube.

• Stratified flow: Stratified flow is characterized by a complete separation of the liquid and gas
phase, with the liquid in the bottom part of the tube. This flow regime is mainly witnessed at low
flow rates. When the flow rate increases, the interface will become wavy.

• Plug flow: Plug flow occurs when the flow rate is relatively small and elongated bubbles form in
the upper part of the tube. The liquid phase stays continuous along the bottom part of the tube.
Plug flow is also referred to as elongated bubble flow.

• Slug flow: Due to a velocity increase, the flow becomes more chaotic causing gas bubbles to be
dispersed throughout the liquid phase while also liquid bubbles will be present in the gaseous
phase.

• Annular flow: At high velocities the tube core will be dominated by gas while a liquid film will
form on the tube wall. The main difference with annular flow in vertical tubes is that the liquid
film in the bottom part will be thicker than in the top part.

• Mist flow: At very high velocities, all liquid will detach from the wall and form a mist throughout
the tube. Similar as in vertical upflow

Tubes - Vertical Downflow
Compared to vertical upflow and horizontal flow, less work has been done to investigate the flow

regime in vertical downflow. However, according to [22] and [23] , the flow regimes show similar
behavior as in vertical upflow and can be divided into bubble, annular, plug, and churn flow. [22]
stated that at high flow rates also mist flow can be observed. Finally, [23] mentions the existence of
falling film flow, where films move along the wall and gently flow over one another as sheets. According
to Gou et all [24], the condensation of pure downflow starts from the annular flow regime. This regime
is characterized by a thin liquid film that flows on the pipe surface while the vapor flows in the core
region. Also it is stated that a transition from laminar to turbulent film flow occurs when the thickness
of the film increases.

Flow regime in PHEs
While the two-phase flow regime in tubes has has been thoroughly investigated, much less work

has been done in plate heat exchangers (PHEs). One of the first steps towards flow visualization in
PHEs has been done by Focke and Knibbe [25]. They studied the flow path of a one-phase liquid flow
in parallel-plate ducts with corrugated walls. It was concluded that at high chevron angles the flow
will continue to the side walls (unidirectional flow), while at lower angles the flow is reflected at the
crossing furrow (helical flow). The main reason for the reflection presented in the paper is the high
interaction level between the main flow and the flow in the crossing furrow. Later, Gaiser & Kottke [26]
show similar results. The first step towards qualitative flow regime definition was made by Gradeck
& Lebouché [27]. They did a flow visualization study of a two-phase gas liquid flow in horizontal
corrugated channels. The working fluids they used were water and nitrogen. In the end they identified
two main flow regimes: for low liquid mass fluxes the stratified flow regime was observed, while for
greater mass fluxes they witnessed the bubbly flow regime. The work of Tribbe & Muller-Steinhagen
[28] is particularly interesting. They were the first to investigate the flow patterns in an industrial
type PHE. In this paper five different flow patterns are proposed and described in order of increasing
gas flow rate: regular bubbly flow, irregular bubbly flow, churn flow, film flow, and partial film flow.
In more recent work by Tao et al (2017) [29], a comprehensive overview of multiphase downward
vertical flow patterns present in plate heat exchangers is given. In this paper, four main flow regimes
are distinguished: bubbly flow, slug flow, churn flow and film flow. The four flow regimes are depicted
from left to right in Figure 1.3.
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Figure 1.3: Four main flow regimes in downward two-phase flows in PHEs. From left to right: bubbly flow, slug flow, churn flow
and film flow.

Flow regime consideration
As one can imagine, the widely varying flow regimes pose many different problems in terms of

numerical modeling. For this reason, modeling of a full PHE should be taken step by step. As will
become clear later on in this report (see Section 3.5), condensation phase change modeling is still in
it’s ”infancy”. As many authors focus on the modeling of the falling film flow regime, in this work this
flow regime will also be taken as a starting point. Moreover, as continuous dropwise condensation is
very hard to sustain, most condensers are designed under the assumption of film-wise condensation
[17]. This also attributes to the consideration of modeling filmwise condensation.

1.3. Research Focus
Developing case-specific correlations for condenser design has been proven very time consuming.

In addition, the correlation restricts the designer to work within a certain set of geometrical parameters.
While the restrictions to condenser design using correlations are very apparent, no real alternative has
presented itself yet. From a practical point of view, a designer wants to have a model at his disposal
that is capable of modeling any condenser configuration. This means being able to change geometrical
parameters as well as inlet and outlet conditions or working fluids. In other words, we are looking for
a generic way of modeling.

A model can only be generic when the leading physics are described in a fundamental manner.
One approach to fundamental modeling is so-called Computational Fluid Dynamics (CFD). In CFD, the
model aims to numerically solve the fundamental equations of flow, heat and mass transfer. By doing
so, the model will not only be generic, but also the complete solution of the flow field will be known to
the designer. Imagine that you know exactly what a flow is doing up to the millimeter or micrometer
scale. New insights in condenser design may be developed, and optimization will be easy.

So what is the status quo in CFD modeling in general, and in particular to condenser modeling?
These are the first two questions that need to be answered. Chapter 2 will be devoted to the basic
concepts of multi-phase modeling. That is, the numerical models available in the software package
Fluent will be discussed. Hereafter, chapter 3 will focus on one of the most challenging aspects of this
topic: phase change. Available phase change models will be discussed. In addition, a comprehensive
review on literature will be presented. Subsequently, findings of chapter 3 will be leading in the next
two chapters. In any case, chapters 4 and 5 will assess the state of the art CFD models applied
to condenser modeling. The distinction between chapter 4 and 5 is made by focusing chapter four
on the practicality of the models, while chapter five will focus on the models’ capability of modeling
fundamental flow structures and accompanying heat transfer. Finally, chapter 6 will present the overall
conclusions & recommendations for future studies.
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Numerical modeling of multiphase

flows

2.1. Introduction
This chapter aims to explain the basic concepts in the modeling of multiphase flows using the

commercial soft-ware package Fluent. Other basic models of CFD employed in this work will not be
discussed. For an explanation of the basic models, the reader is referred to the Fluent user manual
[30] or the Fluent theory guide [3].

2.2. Governing equations
The present work is restricted to the numerical modeling of two-dimensional incompressible conden-

sate film flow with constant fluid properties evaluated at a reference temperature (see section 4.2.2).
Two-dimensional film flow can be evaluated as a boundary layer flow (see Appendix B). The governing
equations for 2D incompressible film flow are the 2D continuity equation (2.1), the 2D Navier-Stokes
equations and the energy equation (2.4) and are taken from [11]:
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𝑅𝑒ኺ

(𝜕
ኼ𝑣∗
𝜕𝑥∗ኼ

+ 𝜕
ኼ𝑣∗
𝜕𝑦∗ኼ

) + 1
𝐹𝑟፲,ኺ

(2.3)

𝜕𝑇∗
𝜕𝑡∗ + 𝑢

∗ 𝜕𝑇∗
𝜕𝑥∗ + 𝑣

∗ 𝜕𝑇∗
𝜕𝑦∗ =

1
𝑅𝑒ኺ𝑃𝑟

(𝜕
ኼ𝑇∗
𝜕𝑥ኼ∗

+ 𝜕
ኼ𝑇∗
𝜕𝑦ኼ∗

) (2.4)

where 𝑢∗, 𝑣∗, 𝑝∗, 𝑥∗, 𝑦∗, 𝑡∗ represent the dimensionless x-velocity, y-velocity, x-distance, y-distance,
pressure and time, respectively. The variables are non-dimensionalized using a reference film thickness
𝛿ኺ and reference film velocity 𝑢ኺ, according to:

𝑥∗ = 𝑥
𝛿ኺ
, 𝑦∗ = 𝑦

𝛿ኺ
, 𝑢∗ = 𝑢

𝑢ኺ
𝑣∗ = 𝑣

𝑢ኺ
, 𝑝∗ = 𝑝 − 𝑝፯

𝜌𝑢ኼኺ
, 𝑡∗ = 𝑡

𝛿ኺ/𝑢ኺ
(2.5)

The dimensionless temperature 𝑇∗ is non-dimensionalized using the wall temperature 𝑇፰ and the sat-
uration temperature 𝑇፬ፚ፭ according to:

𝑇∗ = 𝑇 − 𝑇𝑤
𝑇፬ፚ፭ − 𝑇𝑤

(2.6)

7
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The important dimensionless number are the Reynolds number, Froude numbers, Weber number and
Prandtl number:

𝑅𝑒ኺ =
𝑢ኺ𝛿ኺ
𝜈፥

(2.7)

𝐹𝑟፱,ኺ =
𝑢ኼኺ

𝛿ኺ𝑔𝑠𝑖𝑛𝜃
(2.8)

𝐹𝑟፲,ኺ =
𝑢ኼኺ

𝛿ኺ𝑔𝑐𝑜𝑠(𝜋 − 𝜃)
(2.9)

𝑊𝑒ኺ =
𝜌𝑢ኼኺ𝛿ኺ
𝜎 (2.10)

𝑃𝑟 =
𝐶፩𝜇
𝑘 (2.11)

where 𝜇 represents the dynamic viscosity, 𝐶፩ the specific heat, 𝑘 the thermal conductivity, 𝜎 the surface
tension and where 𝜃 represents the inclination angle and 𝜃 = 90∘ corresponds to a vertical plate in
alignment with the gravitational acceleration 𝑔. When 𝑢ኺ is considered the film surface velocity, the
following relation exists between the surface velocity and the film thickness:

𝑢፬,ኺ =
𝑔𝛿ኼ𝑠𝑖𝑛𝜃
2𝜈፥

(2.12)

When 𝑢ኺ is considered the film bulk velocity, the following relation exists between the surface velocity
and the film thickness:

𝑢,ኺ =
𝑔𝛿ኼ𝑠𝑖𝑛𝜃
3𝜈፥

(2.13)

An alternative version of the film Reynolds number used by Incropera [9] and by Mills[31] is adopted
in this work:

𝑅𝑒᎑ =
4𝑢,ኺ𝛿
𝜈፥

(2.14)

2.3. Governing equations in Fluent
In FLuent [3], the governing equations of mass, momentum and energy are discretized using a

fininte volume method. The governing equations are cast in integral Cartesian form for an arbitrary
control volume 𝑉 with differential surface 𝑑𝐴 according to:

𝜕
𝜕𝑡 ∫ፕ

𝑊𝑑𝑉 +∮[𝐹 − 𝐺] ⋅ 𝑑𝐴 = ∫
ፕ
𝑆𝑑𝑉 (2.15)

where the vectors𝑊, 𝐹 and 𝐺 are defined as follows: 𝑊 = ⎛⎜

⎝

𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝜌𝐸

⎞
⎟

⎠

𝐹 =
⎛
⎜⎜

⎝

𝜌𝑣
𝜌𝑣𝑢 + 𝑝 ̂𝑖
𝜌𝑣𝑣 + 𝑝 ̂𝑗
𝜌𝑣𝑤 + 𝑝�̂�
𝜌𝑣𝐸 + 𝑝𝑣

⎞
⎟⎟

⎠

𝐺 = ⎛⎜

⎝

0
𝜏፱።
𝜏፲።
𝜏𝑧𝑖

𝜏።፣𝑣፣ + 𝑞።

⎞
⎟

⎠
where 𝜏 represents the viscous stress tensor, 𝐸 the total energy per unit mass and 𝑞 the heat flux. The
vector 𝑆 contains source due to external forces or energy. The total energy 𝐸 is found with the help of
the total enthalpy 𝐻:

𝐸 = 𝐻 − 𝑝/𝜌 (2.16)

𝐻 = ℎ + |𝑣|
ኼ

2 (2.17)

2.4. The Volume Of Fluid method
Instead of solving conservation equations for multiple phases, often only one set of conservation

equations is solved for the entire flow field. Color functions are employed to reconstruct the interface
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between the two phases. The color function is advected by the flow. This way of representing a two-
phase flow is also known as the ”one-fluid” method [32]. Well known methods which are based on this
principle are the Volume Of Fluid method (VOF), Level Set methods (LS), Coupled Level Set Volume Of
Fluid method (CLSVOF), the Phase-Field method (PF) and the Constrained Interpolation method (CIP).
Fluent only provides sharp interface modeling with the ability of mass transfer between the phases for
the VOF method. Therefore only the VOF method will be discussed.

The VOF method makes use of a color function 𝐶 to track the interface position. The color function
represents the volume fraction 𝛼 and therefore the color value is between zero and one. Using the
color function for the volume fraction allows one to use the material properties in a volume averaged
manner:

𝜌 = 𝛼ኼ𝜌ኼ + (1 − 𝛼ኼ)𝜌ኻ (2.18)
𝑘 = 𝛼ኼ𝑘ኼ + (1 − 𝛼ኼ)𝑘ኻ (2.19)
𝜇 = 𝛼ኼ𝜇ኼ + (1 − 𝛼ኼ)𝜇ኻ (2.20)

Where 𝜌, 𝑘 and 𝜇 represent the volume averaged density, volume averaged thermal conductivity and
volume averaged dynamic viscosity, respectively. For incompressible flow without phase change a
simple advection equation for the color function is solved, hence.

𝜕
𝜕𝑡𝐶 + ∇ ⋅ (⃗⃗⃗𝑢𝐶) = 0 (2.21)

A major advantage resulting from the use of the color function is its conservative nature.
The VOF method originates from the famous work by Hirt & Nichols[33]. The time evolution of the

volume fraction is calculated using the advection equation of 2.21. For the integration of the second
term (the advective term) cell-face values of the volume fraction are needed. The determination of
these cell-face volume fraction values can be approached in two ways. Either in an algebraic approach,
or a geometrical approach.

In the algebraic approach, the face volume fractions have to be interpolated. The basic scheme for
interpolation of the volume fraction face values and subsequently the face volume flux is the so-called
Donor Acceptor scheme (DA). In this scheme a ’donor’ cell and an ’acceptor’ cell are identified, as
shown in Figure 2.1.

Figure 2.1: Schematic representation of the Donor Acceptor interpolation scheme, Donor cell (left), face (middle) and Acceptor
cell (right).
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The allocation of donor or acceptor cell is dependent on the normal velocity at the face, i.e. the
normal velocity at the face is always pointing from the donor to the acceptor. By introducing the limi-
tation that the accepted volume fraction never exceeds the donated volume fraction or vice versa, the
conservation of volume is satisfied. In order to know the maximum volume fraction to be donated,
the scheme needs to know the minimum available void to be filled (downwind data). Additionally, the
scheme needs to know the maximum amount of volume that is available in the upwind cell. There-
fore, the DA-scheme is said to use a combination of upwind and downwind schemes. Nowadays, the
classical DA-scheme is considered obsolete, yet this scheme still forms the basis of widely used VOF-
discretization schemes as the CICSAM scheme (Compressive Interface Capturing Scheme for Arbitrary
Meshes [34]) or HRIC scheme (High Resolution Interface Capturing [35]).

In the geometrical approach, the face volume fluxes are simply calculated using the geometrical data
from the reconstructed interface. One way of geometrically inferring the interface is by a Piecewice
Linear Interpolation Calculation (PLIC). The exact steps of PLIC are discussed in Section A.1. The
physical interface, the interface yielded by the Donor-Acceptor (DA) scheme, and the interface yielded
by a Piecewise Linear Interpolation Calculation (PLIC) scheme is shown in Figure 2.2, respectively.

Figure 2.2: (a) Actual interface, (b) Interface representation in DA-schemes, (c) Interface representation by PLIC, from [3]

In addition, Figure 2.3 shows on the left hand side a DA-scheme yielded interface, and on the right
hand side a PLIC yielded interface. Due to the discontinuity in the interface yielded by the DA scheme,
an interpolation between the two cells is needed to extract the cell face value. In the case of the
PLIC scheme, the volume fraction is known at each point on the line. Therefore, also the face volume
fraction is known. Thus no interpolation is needed. Due to the interpolation step in the DA scheme no
interface reconstruction is needed. The user simply infers the interface position by identifying where
the volume fraction equals 0.5. In the geometrical approach, the interface has to be reconstructed in
each time step. Appendix A.1 gives a step by step overview of the geometrical interface reconstruction.
List 2.1 and List 2.2 show the steps involved during one time step for the algebraic approach and the
geometrical approach, respectively.

Figure 2.3: Left: Interface representation in DA-based schemes. Face volume fraction has to be interpolated. Right: Interface
representation in PLIC schemes. Face volume fraction is known.
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List 2.1: Calculation steps during one time step in algebraic approach

1. Volume fraction gradient is used to infer if the interface in the cell is either vertical or horizontal

2. The face volume fractions are interpolated

3. The advection equation is integrated and solved, yielding the new volume fractions

List 2.2: Calculation steps during one time step in geometrical approach

1. Face volume fractions are known from reconstructed interface

2. Geometric interface is discarded

3. The advection equation is integrated and solved, yielding the new volume fractions

4. Reconstruction of interface using the new volume fractions

2.4.1. Normalized Variable Diagram
In order to find the face values of the volume fraction needed to solve the transport equation for

the volume fraction, many discretization schemes can be employed. In the original article by Hirt
& Nichols, 𝛼፟ is approximated using a second order central difference scheme. However, since the
central difference scheme does not care about the flow direction, this representation may pose some
problems (does not satisfy transportiveness). Trasportiveness indicates the ability of the scheme to
’sense’ in what direction the solution is traveling. This can be illustrated by the simple example of a
small particle traveling (advecting) with a constant velocity from left to right in an equidistant grid, as
shown in Figure 2.4. When the particle has reached point ’P’, the flux through ’e’ can be interpolated

Figure 2.4: Schematic representation of equidistant computational grid

using a central difference scheme (2.22) or a first order upwind scheme (2.23), hence

𝜙፞ =
𝜙ፏ + 𝜙ፄ

2 (2.22)

𝜙፞ = 𝜙ፏ (2.23)

Thus, the velocity yielded by the central difference scheme will be the average of the velocity in point
’E’ and point ’P’. This seems a reasonable approximation. However, due to the spatial dependency of
the particle’s velocity, the velocity in point ’E’ is zero. Subsequently, the velocity will be interpolated
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as the average of its original value and zero. Therefore, an error is introduced that is defined by
the difference between the value from the previous iteration, in this case the eastern value, and the
boundary conditions. Depending on the Peclet (Pe) number the error will reduce or grow indefinitely.
The Peclet number tells us the ratio of advective transport to diffusive transport and this case will be
infinity (no diffusive transport), hence:

𝑃𝑒 = 𝜌𝑈Δ𝑥
𝜈 (2.24)

In short, a Peclet number above two indicates that using a central difference scheme will pose stability
issues.

With the upwind scheme this problem is solved by simply setting the flux equal to the ’upwind’ (the
opposite direction of the velocity) value. However, by doing so an artificial diffusion is added tot the
solution. This phenomenon is also called numerical diffusion. When the flow direction is aligned with
the grid the transport of entities is overpredicted in the flow direction. When the flow is not aligned
with the grid, the error also spreads diffusively through the domain. This process is depicted in Figure
2.5. For this reason, many authors switched to higher order upwind schemes or a combination of

Figure 2.5: Schematic illustration of numerical diffusion (right), from [4]

upwind and downwind schemes, the so-called QUICK scheme, for the discretization of 𝛼፟. Although,
higher order schemes do address the artificial smearing (caused by numerical diffusion) of the interface,
they do not preserve a monotonic distribution of the volume fraction. Therefore, they are said to be
non-monotonic. Monotonicity is explicitly defined as:

”The numerical solution should have a monotone behavior, whereby the new solution 𝜙፧ዄኻ። at time
index (𝑛 + 1) should not reach values outside the range (𝜙፧።ዄ፣) at time step 𝑛.”[36]

In general, experience showed that the first order upwind scheme is extremely artificially diffusive
depending on the flow to grid angle. Second order upwinding solves this issue, but exhibits high
overshoots at some flow to grid angles. Although QUICK gives a steeper resolution of discontinuous
profiles, it still introduces angle dependent overshoots and oscillations [37].

Now, lets return to the example of the DA-scheme and add an upwind cell as depicted in Figure 2.6.
For the purpose of checking monotonicity, a Convective Boundedness Criterion (CBC) is formulated as:

𝜙ፃ ≤ 𝜙፟ ≤ 𝜙ፀ (2.25)

Where 𝜙 represents any convected variable and boundedness previously is referred to as monotonicity.
In addition normalized variables are introduced:

𝜙፟ =
𝜙፟ − 𝜙ፔ
𝜙ፀ − 𝜙ፔ

(2.26)

𝜙ፃ =
𝜙ፃ − 𝜙ፔ
𝜙ፀ − 𝜙ፔ

(2.27)

Using the normalized variables, a schematic representation of schemes that satisfy CBC is con-
structed in Figure 2.7.
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Figure 2.6: Schematic representation of Donor Acceptor scheme with extra upwind cell. Upwind cell (left), Donor cell (middle-
left), face (middle-right) and Acceptor cell (right).

Figure 2.7: Normalized Variable Diagram, grey area indicates CBC satisfaction.

The diagram of Figure 2.7 is also referred to as the Normalized Variable Diagram (NVD) and aims
to continuously connect the upwind and downwind schemes. By doing so, the diffusive behavior of
the first order upwind schemes can be minimized. The NVD-diagram is used to check whether the
combination of downwind and upwind schemes satisfy the CBC-criterion. Switching to higher order
upwind schemes decreases the degree of numerical diffusion, while the downwind schemes are used
to counteract the numerical diffusion, also called anti-diffusion. Moreover, the first order upwind scheme
forces the solution to remain monotonic. In practice, the aim is to produce sharp, but also monotonic
solutions. The grey area represents the region where CBC is satisfied.

One of the most widely employed NVD-schemes is the High Resolution Interface Capturing scheme.
This scheme is also available in Fluent. For extra elaboration on this scheme, the reader is referred to
Appendix A.2.
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2.4.2. Setting up the VOF model in Ansys Fluent
Throughout this work the explicit time integration VOF formulation is used. Fluent provides a sharp

interface modeling, a dispersed interface modeling and a combination of both. Since the annular flow
regime is assumed, a sharp interface between the vapor and liquid phase is expected. Therefore,
the sharp interface model is chosen. When using the sharp modeling type, the option of interfacial
anti-diffusion can be enabled. This option tempers the numerical diffusion originating from the volume
fraction advection schemes and therefore enhances accuracy. However, using this treatment also leads
to convergence problems. It is recommended by Fluent to use the implicit body force formulation.
This formulation will enhance convergence speed. In multiphase flows, often the body forces due to
surface tension and gravity as well as the pressure gradient are large compared to the forces due to
convection and viscosity. Therefore, most of the time the body forces are almost in equilibrium with the
pressure gradient. Taking this partial equilibrium into account enhances convergence speed. For the
discretization of volume fraction transport, either the modified HRIC scheme or the Geo-Reconstruct
scheme are used in this work. Extra information on both schemes can be found in Appendix A.2 and
Appendix A.1, respectively. In addition, some elaboration on the modeling options in Fluent is given in
Appendix A.3.

2.5. Surface tension effects
Surface tension stems from the fact that liquid molecules attract each other, also referred to as

cohesion. However, only at an interface cohesion results in tension. In the bulk of the liquid, all
molecules attract each other with the same force and therefore the net result is zero. However, at
the interface the the difference between the adhesive forces (attraction force between molecules of
different sort) and cohesive forces results in so-called surface tension.

Dimensionless numbers are helpful in estimating if the surface tension will be important. First, the
Reynolds number (the ratio between the inertial and viscous forces) will define if one needs to check
either the Weber number or the Capillary number. The Weber number represents the influence of
inertial forces to those of the surface tension forces. The capillary number is the ratio between the
viscous forces and the surface tension forces. From this one can conclude that if 𝑅𝑒 << 1 the capillary
number will be important, while the Weber number will be of significance if 𝑅𝑒 >> 1.

𝑊𝑒 = 𝜌𝐿𝑈ኼ
𝜎 (2.28)

𝐶𝑎 = 𝜇𝑈
𝜎 (2.29)

Many authors have investigated the effect of surface tension on the liquid film behavior. In the study
performed by Liu et al[38], the surface tension effects on a liquid film in the wavy laminar regime was
investigated. This study showed that the magnitude of the surface tension has a significant effect on the
surface wave formation. Since surface waves play an important role in the heat transfer performance,
the surface tension coefficient 𝜎 has to be chosen carefully.

2.5.1. Continuum Surface Force model
One of the most widely used surface tension models, is the Continuum Surface Force model devel-

oped by Brackbill [39]. In Fluent, this model is available in combination with the VOF model. The extra
force as the result of surface tension is included in the momentum equations using a source term. Key
features of this model consist of no need of interface reconstruction and accurate modeling of two-
and three- dimensional flow driven by surface forces. Moreover, no restrictions are set to the number,
complexity, or dynamic evolution of fluid interfaces.

From theory we know that the surface tension force normal to the interface depends on the radii
of the curvature of the interface according to Equation 2.30

𝑝ኼ − 𝑝ኻ = 𝜎𝜅 (2.30)

𝜅 = 1
𝑟ኻ
+ 1
𝑟ኼ

(2.31)

As shown in Equation 2.30, the force is actually a pressure drop across the interface, 𝑝ኼ−𝑝ኻ. By making
use of the volume fractions to determine the surface interface curvature, there is no need for interface
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reconstruction. First, the interface normal 𝑛 is determined by taking the gradient of the volume fraction
𝛼።. Where 𝑖 represents the phase-indice. Thereafter, the curvature of the interface 𝜅 is deduced as the
divergence of the normal interface unit vector.

⃗⃗⃗𝑛 = ∇𝛼፪ (2.32)

̂⃗⃗⃗𝑛 = ⃗⃗⃗𝑛
|⃗⃗⃗𝑛| (2.33)

𝜅 = ∇ ⋅ ̂⃗⃗⃗𝑛 (2.34)

Now the force is defined as volume force using the divergence theorem.

𝐹፯፨፥ = Σ።ጺ፣𝜎።፣
𝛼።𝜌።𝜅፣∇𝛼። + 𝛼፣𝜌፣𝜅።∇𝛼።

ኻ
ኼ(𝜌። + 𝜌፣)

(2.35)

When there are only two phases, 𝜅። = −𝜅፣ and ∇𝛼። = −∇𝛼፣. Therefore Equation 2.35 can be written
as:

𝐹፯፨፥ = 𝜎።፣
𝜌𝜅።∇𝛼።

ኻ
ኼ(𝜌። + 𝜌፣)

(2.36)

Another surface tension model available in Fluent is the Continuum Surface Stress (CSS) model by
Lafaurie et al [40]. The considerable advantage of this model over the CSF method is the conservative
nature of the surface tension force definition when surface tension 𝜎 is variable. However, since surface
tension is taken as a constant throughout this work, only the CSF model is discussed. One of the major
setbacks of surface tension models is the development of spurious currents. These currents are the
result of an imbalance of the surface tension force and the pressure drop across the interface. The
currents are characterized by non-physical vortexes close to the interface, and cause the interface to
take unrealistic deformations [41].

2.5.2. Wetting behavior,contact angle and wall adhesion
As stated in [42] the wetting behavior of liquids can be classified as non-wetting (90∘ < 𝜃 < 180∘),

partially wetting (0∘ < 𝜃 < 90∘) or completely wetting (𝜃 = 0∘). The wettability of a liquid can have a
considerate influence on the heat transfer. This is shown in an article by H. El Mghari et al. [43], where
the influence of the contact angle (wettability) of the liquid film is assessed for flow condensation in
square micro-channels. The trend is found that increasing the contact angle form 6∘ to 15∘ enhances
the heat transfer up to 100%. In [10] this is also shown for film condensation on a vertical short plate.
In this paper the contact angle 𝜃 is varied from 0∘ to 10∘ yielding heat transfer coefficient increasing
from ≈ 2500𝑊/𝑚ኼ𝐾 to ≈ 2575𝑊/𝑚ኼ𝐾. The wetting behavior also depends on the interaction of the
material of the contact surface with water. The material can either be hydrophilic or hydrophobic.
When a material is hydrophilic, it has an affinity for water and allows the water to form a film while
hydrophobic materials have a natural tendency to repel water. This results in the formation of multiple
droplets on the surface.

Throughout this work the liquid films flowing over the walls will be thicker than a few computational
cells thick. Meaning that wall adhesion effects can be neglected. However, when not, wall adhesion is
taken into account by enabling the wall adhesion model in conjunction with setting the contact angle
(𝜃፰). The contact angle determines the near wall shape of the interface by imposing a dynamic bound-
ary condition. The dynamic boundary condition is constructed by adjusting the interface curvature of
Equation 2.34 trough the wall surface normal according to:

̂⃗⃗⃗𝑛 = ̂⃗⃗⃗𝑛፰𝑐𝑜𝑠(𝜃፰) + ̂⃗⃗𝑡፰𝑠𝑖𝑛(𝜃፰) (2.37)

Where ⃗⃗⃗𝑛፰ and ⃗⃗𝑡፰ are the unit vectors normal and tangential to the wall, respectively.
As shown by Ishikawa [13],where a wavy liquid film is flowing over a corrugated wall, wall contact

angle does not influence the flow field when fully wetted. However, at the inflow or outflow boundary
the contact angle might have an effect.





3
Phase Change Modeling

3.1. Introduction
In this section results from a literature study to phase change modeling focused on condensation

in plate heat exchangers is presented. The main purpose of this section is to present the status quo
in phase change modeling and the theory behind it. First, phase change models widely employed in
literature will be discussed. Secondly, modeled geometries and accompanying flow features reviewed.
Finally, a short summary and remaining questions will be presented.

3.2. Heat Flux Balance approaches
3.2.1. Theory

The energy jump condition stems from the Hugeniot jump condition for shocks. The first jump
condition states that the mass flux 𝐽 must be constant across the shock front:

𝜌ኻ𝐶፧ኻ = 𝜌ኼ𝐶፧ኼ = 𝐽 (3.1)

Where 𝐶፧ represents the velocity component normal to the shock. Now, one can imagine the vapor-
liquid interface as a shock front. The only difference with a shock front is that the density now changes
due to phase change instead of a shock. Now, when the interface is considered to be non-quiescent,
the jump condition reads as follows:

𝜌፥(𝐶፧,፥ − 𝐷) = 𝜌፯(𝐶፧,፯ − 𝐷) = 𝐽 (3.2)

Where 𝑙 and 𝑣 represent the liquid and vapor phase respectively and 𝐷 represents the normal compo-
nent of the interface velocity. Now consider the interface in Figure 3.1. In this figure, a simple heatflux
balance across the interface is depicted according to:

⃗⃗⃗𝑞፥˝ ⋅ ̂⃗⃗⃗𝑛 = ⃗⃗⃗𝑞፯˝ ⋅ ̂⃗⃗⃗𝑛 (3.3)

𝜌፥ℎ፥(𝐶፧,፥ − 𝐷) − 𝑘፥∇𝑇፥ ⋅ ̂⃗⃗⃗𝑛 = 𝜌፯ℎ፯(𝐶፧,፯ − 𝐷) − 𝑘፯∇𝑇፯ ⋅ ̂⃗⃗⃗𝑛 (3.4)

Reorganization of 3.4 and substitution of 3.2 yields the following energy jump condition for the
mass flux:

𝐽 = 𝑘፯∇𝑇፯ ⋅ ̂⃗⃗⃗𝑛 − 𝑘፥∇𝑇፥ ⋅ ̂⃗⃗⃗𝑛
ℎ፟፠

(3.5)

where ℎ፟፠ = ℎ፯ − ℎ፥ represents the latent heat of phase change. In order to obtain the mass transfer
per unit volume (�̇�), the mass transfer rate per unit area (𝐽) has to be multiplied by absolute volume
fraction:

�̇�፥፯ = 𝐽|∇𝛼| (3.6)

̂⃗⃗⃗𝑛 = ∇𝛼
|∇𝛼| (3.7)

17
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Figure 3.1: Control volume considered in an heat flux balance approach.

�̇�፥፯ =
𝑘፯∇𝑇፯∇𝛼፯ − 𝑘፥∇𝑇፥∇𝛼፥

ℎ፟፠
(3.8)

where �̇�፥፯ represents the volumetric mass transfer in 𝑘𝑔/𝑚ኽ𝑠. The heat flux balance across the
interface is often written as:

⃗⃗ ⃗⃗𝑞”። = ( 𝑘፥
𝜕𝑇
𝜕𝑛 |፥

− 𝑘፯
𝜕𝑇
𝜕𝑛 |፯

)⃗⃗⃗𝑛 (3.9)

Nichita and Thome [44] simplified the model relating the temperature gradient to the liquid volume
fraction gradient. Resulting in the following definition for the mass source term:

�̇�፥፯ =
(𝛼፥𝑘፥ + 𝛼፯𝑘፯)(∇𝑇 ⋅ ∇𝛼፥)

ℎ፟፠
(3.10)

According to Sun, the mass transfer at the interface should only depend on the conductivity of the
unsaturated phase. For the reason that the entire energy flow only interacts with the unsaturated
phase, lying between the saturated phase and the wall. In line with this theory, Sun [45] further
simplified the model by assuming one of the phases is completely in saturation state. For this reason,
no change in temperature is expected and hence the heat conduction in the saturated phase is zero.
In addition two extra assumptions were made:

• The thermal conductivity 𝑘፮፧፬ and specific heat 𝐶፩,፮፧፬ of the unsaturated phase are considered
physical parameters.

• Since the temperature throughout the saturated phase is constant, the specific heat of the satu-
rated phase is assumed equal to the specific heat of the unsaturated phase: 𝐶፩,፬ = 𝐶፩,፮፧፬

Now, equation 3.9 is written as:

⃗⃗ ⃗⃗𝑞”። = 𝑘፮፧፬
𝜕𝑇
𝜕𝑛 |፮፧፬

⃗⃗⃗𝑛 (3.11)

With ⃗⃗⃗𝑛 pointing towards the saturated phase. This results in the redefinition of Equation 3.10:

�̇�፥፯ =
(2𝑘፥)(∇𝑇 ⋅ ∇𝛼፥)

ℎ፟፠
(3.12)
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Although a mass source term based on Fourier’s law does not take into account kinetic effects, the
physical base of the model makes it a popular method throughout the literature.

3.3. Kinetic Gas Theory based models
3.3.1. Schrage model

The kinetic theory of gases states that the macroscopic properties of a gas are a result of the
microscopic random collisions of the gas its molecules. Before the kinetic theory of gasses can be
applied to evaporation or condensation, several assumptions have to be done. First the particles
considered are assumed to interact as rigid not attracting spheres with a finite diameter. Also it is
assumed that all particles move randomly in each direction. The water vapor molecules are assumed
to act like an ideal gas. In addition, the vapor is assumed to be in equilibrium except for a small region
near the liquid phase. This region has the dimension of few molecular mean free path thick and is also
referred to as the Knudsen layer, and is the physical domain considered.

Boltzmann used statistical analysis to describe that the probability that any one molecule has an
energy 𝐸 decreases exponentially with energy. Since the number of possible energy states decrease
when a molecule has an energy state higher than average and the probability an energy state exists
is proportional to the number of possible energy states, energy states lower than average are favored.
The mathematical form of the Boltzmann distribution is:

𝑓(𝐸) = 𝐴𝑒ዅፄ/፤ᑓፓ (3.13)

𝑓(𝐸) represents the probability function that a particle (molecule) has an energy 𝐸, 𝐴 is a normalization
constant, 𝑘 is the famous Boltzmann constant and 𝑇 is the temperature.

The velocity distribution function for molecules stems from the situation where molecules move ran-
domly in a container. In this container exchange of momentum and energy happens through collisions.
Also it is assumed that the system is in thermodynamic equilibrium. Therefore all macroscopic quan-
tities will be constant with respect to the surroundings of the container. When a system of molecules
is considered as an ideal gas and the only energy is considered kinetic energy, the velocity distribution
function, 𝑓(𝑐፣ , 𝑥፣ , 𝑡), can be obtained from the Boltzmann equation:

𝜕𝑓
𝜕𝑡 + 𝑐፣

𝜕𝑓
𝜕𝑥፣

= 𝑆(𝑓) (3.14)

Where 𝑐፣ and 𝑥፣ represent the speed and position of the 𝑗𝑡ℎ molecule. 𝑆(𝑓) represents the collision
term. If one assumes that the interface does not influence the molecular velocity, the distribution
function for the velocity near the interface can be considered Maxwellian and the Maxwell-Boltzmann
distribution is obtained[46]:

𝑓(𝑐) = 𝑛[ 𝑚
2𝜋𝑘𝑇

]
ኽ/ኼ
𝑒ዅ

ᑞ
Ꮄᑜᑓᑋ

(ᑛዅ)Ꮄ (3.15)

We can write Equation 3.14:

𝛽 = √ 𝑀
2𝑅𝑇 (3.16)

(𝑐፣ − 𝑐)ኼ = 𝐶ኼ = [(𝑢 − 𝑢)ኼ + (𝑣 − 𝑣)ኼ + (𝑤 − 𝑤)ኼ] (3.17)

𝑓(𝑐) = 𝑛[ 𝛽
ኽ

𝜋ኽ/ኼ ]𝑒
ዅᎏᎴፂᎴ (3.18)

Where 𝑛 represents the number density of the molecules, 𝑅 the gas constant, 𝑚 the mass of a molecule
and 𝑀 the mass of the molecules per mole.

Considering the Knudsen layer in Figure 3.2, the net mass flux 𝐽 across the interface can be deter-
mined according to:

𝐽 = 𝐽፥፯ − 𝐽፯፥ (3.19)

And the rate of vaporization:

𝐽 = ∫
ዅጼ

ጼ
∫
ዅጼ

ጼ
∫
ዅጼ

ኺ
𝑚𝑢𝑓፥𝑑𝑢𝑑𝑣𝑑𝑤 (3.20)
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Figure 3.2: Physical domain considered with boundary conditions in derivation of the Hertz-Knudsen equation. Modified from
[5]

Now, since the particles move randomly in all directions:

𝑢 = 𝑣 = 𝑤 = 0 (3.21)

And using the error function:

𝑒𝑟𝑓(𝜂) = 2
√𝜋

∫
᎔

ኺ
𝑒ዅ፲Ꮄ𝑑𝑦 = 1

√𝜋
∫
᎔

ዅ᎔
𝑒ዅ፲Ꮄ𝑑𝑦 (3.22)

𝑒𝑟𝑓(∞) = 1 (3.23)

equation 3.20 can be written as:

𝐽፥፯ = ∫
ዅጼ

ጼ
∫
ዅጼ

ጼ
∫
ዅጼ

ኺ
𝑚𝑛 𝛽

ኽ

𝜋ኽ/ኼ𝑢𝑒
ዅᎏᎴ(፮Ꮄዄ፯Ꮄዄ፰Ꮄ)𝑑𝑢𝑑𝑣𝑑𝑤 (3.24)

𝐽፥፯ = ∫
ዅጼ

ጼ
𝑒ዅᎏᎴ፰Ꮄ𝑑𝑤∫

ዅጼ

ጼ
𝑒ዅᎏᎴ፯Ꮄ𝑑𝑣∫

ዅጼ

ኺ
𝑚𝑛 𝛽

ኽ

𝜋ኽ/ኼ𝑢𝑒
ዅᎏᎴ፮Ꮄ𝑑𝑢 (3.25)

Using the error function and 𝑚𝑛 = 𝜌፥:

𝐽፥፯ =
𝜌፥𝛽
√𝜋

∫
ጼ

ኺ
𝑢𝑒ዅᎏᎴ፮Ꮄ𝑑𝑢 (3.26)

𝐽፥፯ =
𝜌፥

2√𝜋𝛽
(3.27)

Using the ideal gas law, Equation 3.27 can be written as:

𝐽፥፯ = √
𝑀
2𝜋𝑅

𝑝፬ፚ፭(𝑇፥)
√𝑇፥

(3.28)

For net evaporation to take place, there has to be a small departure from equilibrium. Since a
departure from equilibrium resulting in evaporation will only take place as a result of a change in liquid
properties, the Maxwellian distribution of the vapor phase is assumed to be dependent on the pressure
and temperature of the liquid near the interface. Hence, the leaving molecules are not affected by the
vapor phase or interchange of mass, energy and momentum by the phases.

For the condensation rate the same procedure results in:

𝐽፯፥ = √
𝑀
2𝜋𝑅

𝑝፯
√𝑇፯

(3.29)
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Figure 3.3: Evaporation [5] Figure 3.4: Condensation [5]

At higher pressures than the vapor pressure, there is a departure from thermodynamic equilibrium
and water condenses. Since in a thermodynamic equilibrium the vapor pressure equals the saturation
pressure the vapor pressure is assumed to be the saturation pressure.

Now the net mass flux becomes:

𝐽 = 𝐽፥፯ − 𝐽፯፥ = √
𝑀
2𝜋𝑅[

𝑝፬ፚ፭(𝑇፥)
√𝑇፥

− 𝑝፯
√𝑇፯

] (3.30)

Results from calculations using the above equation turned out higher than results obtained from
experiments . This implies that not all emitted particles (molecules) from the first phase are absorbed
by the other phase. This is shown in Figure 3.3 and Figure 3.4 for evaporation and condensation,
respectively. In order to match experiments, two coefficient need to be added to the equation for the
net mass flux. The coefficients represent the number of molecules absorbed by phase B divided by
the number of molecules released by phase A and are commonly known as the evaporation and the
condensation coefficient:

𝛾 ፯ =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑣𝑎𝑝𝑜𝑟 𝑝ℎ𝑎𝑠𝑒
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑒𝑚𝑖𝑡𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑙𝑖𝑞𝑢𝑖𝑑 𝑝ℎ𝑎𝑠𝑒 (3.31)

𝛾፨፧ =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑙𝑖𝑞𝑢𝑖𝑑 𝑝ℎ𝑎𝑠𝑒
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑒𝑚𝑖𝑡𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑣𝑎𝑝𝑜𝑟 𝑝ℎ𝑎𝑠𝑒 (3.32)

In thermodynamic equilibrium the condensation coefficient and the evaporation coefficient are
equal. However, when there is a departure from equilibrium the coefficients do not necessarily have
to be equal [46][47]. However, this is exactly what was assumed by Schrage [48]: 𝛾 ፯ = 𝛾፨፧ = 𝛾 .
Now Equation 3.30 is rewritten as:

𝐽 = 𝛾√ 𝑀
2𝜋𝑅[

𝑝፬ፚ፭(𝑇፥)
√𝑇፥

− 𝑝፯
√𝑇፯

] (3.33)

In addition, in order to be able to account for kinetic effects of the vapor phase, a bulk velocity was
assigned to the vapor particles according to:

𝑢 ≠ 𝑣 = 𝑤 = 0 (3.34)

Resulting in:

𝐽 = 𝐽፥፯ − 𝐽፯፥ =
2

2 − 𝛾፨፧
√ 𝑀
2𝜋𝑅[𝛾 ፯

𝑝፬ፚ፭(𝑇፥)
√𝑇፥

− 𝛾፨፧
𝑝፯
√𝑇፯

] (3.35)

= 2𝛾
2 − 𝛾

√ 𝑀
2𝜋𝑅[

𝑝፬ፚ፭(𝑇፥)
√𝑇፥

− 𝑝፯
√𝑇፯

] (3.36)
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Which is also referred to as the Hertz-Knudsen-Schrage relation. The previous derivation is taken and
modified from P. Sharma [5]. A similar derivation is found in Tanasawa [49]. The volumetric mass
source term is given by:

𝑆፯ = −𝑆፥ = 𝐽|∇𝛼፯| (3.37)

On the evaporation/condensation coefficient
The evaporation and condensation coefficient of substances as water and mercury have been thor-

oughly investigated in the past. Many authors conclude that the coefficients not necessarily have to be
equal. Barret and Clement [50] state a possible explanation: the evaporation coefficient depends only
on the wall temperature and the pressure of the liquid surface. The condensation coefficient, how-
ever, depends on the wall temperature but also on the temperature of the vapor just of the absorbing
surface. The reason for this difference in dependency is not further clarified.

One of the difficulties posed by measuring the coefficients is the measurement of the interface
temperature. Since the temperature jumps across an interface of thickness of a few molecules, this
measurement is not possible, while extrapolating the temperature from bulk temperatures of vapor and
liquid is extremely prone to errors [14]. Marek and Straub [14] conducted a thorough review about the
evaporation and condensation coefficient of water. For different experimental setups and measuring
methods the evaporation coefficient can range from 0.001 to 1, while the condensation coefficient lies
in the range of approximately 0.01 to 1. Because of the extreme variation of both coefficients, it was
concluded that: ”A unique determination of evaporation and condensation coefficients as typical prop-
erty of water dependent on temperature and pressure is not possible”. However, two main categories
could be identified.

0.1 ≤𝛾 < 1.0 (𝐺𝑟𝑜𝑢𝑝 𝐼) (3.38)
𝛾 < 0.1 (𝐺𝑟𝑜𝑢𝑝 𝐼𝐼) (3.39)

Most of the evaporation coefficient data falls in group II while the data of the condensation co-
efficient tends to fall into group I. This finding clearly indicates that the condensation coefficient is
generally larger than the evaporation coefficient. In addition Marek & Straub conclude that both co-
efficients decrease with increasing temperature and increasing pressure. Finally Marek & Straub state
that, due to dynamic surface tension and a reduced sensitivity to impurities, 𝛾 (for both condensation
and evporation) lies in group I for jets and moving films, while 𝛾 will be in group II for quasi-static
stagnant films.

Marek & Straub summarized the reviewed literature very clear in a table. The published experiments
relevant for film condensation are depicted below in Table 3.1. In general, there is no clear consensus

Table 3.1: Studies on the condensation coefficient during condensation on dynamically renewing surfaces, from [14]

Year Author(s) 𝛾 𝑇∘𝐶 Method
1961 Berman [51] 1 10 Film condensation on horizontal tube, no details about temperature measurement
1963 Nabavian & Bromely [52] 0.35-1 7-50 Film condensation on horizontal grooved tube, measurement of vapour temperature with a thermometer
1967 Mills & Seban [53] 0.45-1 7.6-10.2 Film condensation on vertical copper plate, measurement of temperature distribution in the plate
1968 Tanner et al [54] >0.1 22-46 Dropwise condensation on vertical copper plate, measurement of block temperature with thermocouples
1969 Wenzel [55] 1.0 22-46 Film condensation experiments of Tanner et al. [54] measurement of block temperature with thermocouples
1986 Hatamiya & Tanaka [56] 0.2-0.6 6.9-26.9 Dropwise condensation on vertical copper cylinder, no details about temperature measurement

about the condensation coefficient but that this coefficient is bigger than 0.1. The condensation coef-
ficient proves to be very case dependent. Subsequently the application of the Schrage model will be
a tedious process. The coefficient needs to be tuned with experimental data exactly representing the
modeled configuration. Hence, when the correct value for 𝛾፯፥ is finally found, the coefficient will not
necessarily be usable in up-scaled configurations.

3.3.2. Tanasawa model
In 1991, Tanasawa [49] developed a modification of the model by Schrage for condensation. Tana-

sawa stressed that the difference between the liquid-vapor interface temperature (𝑇።, corresponding to
𝑇፥ in Schrage’s formulation) and the vapor temperature is very small except at low pressures. But, for
condensation to take place, there has to be a finite difference. This leads to the following assumption:

𝑇፯ − 𝑇።
𝑇፯

<< 1 (3.40)
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The mass transfer of Equation 3.36 is defined in the way that net evaporation has a positive mag-
nitude. Now, when condensation is the desired positive outcome, the equation can be rearranged
according to:

𝐽 = 𝐽 ፯ = −𝐽፨፧ (3.41)

𝐽፨፧ =
2𝛾
2 − 𝛾

√ 𝑀
2𝜋𝑅[

𝑝፯
√𝑇፯

− 𝑝፬ፚ፭(𝑇፥)
√𝑇፥

] (3.42)

Using the assumption of 3.40, Equation 3.42 is written as:

𝐽፨፧ =
2𝛾
2 − 𝛾

√ 𝑀
2𝜋𝑅

𝑝፯
√𝑇፯

[𝑝፯ − 𝑝፬ፚ፭(𝑇፥)𝑝፯
− 𝑇፯ − 𝑇፥2𝑇፯

] (3.43)

According to Tanasawa [49], the pressure term between the brackets is normally way higher than
the temperature term, even for very low pressures. This is a feasible assumption since the pressure
jump across the interface can be considerably higher due to the curvature of the interface. For this
reason the temperature term is neglected and we arrive at:

𝐽፨፧ =
2𝛾
2 − 𝛾

√ 𝑀
2𝜋𝑅[

𝑝፯ − 𝑝፬ፚ፭(𝑇፥)
√𝑇፯

] (3.44)

Now the Clausius-Clapyeron relation can be employed to rewrite Equation 3.44

𝑝፯ − 𝑝፬ፚ፭(𝑇፥)
𝑇፯ − 𝑇፥

≈
𝜌፯ℎ፟፠
𝑇፯

(3.45)

𝐽፨፧ =
2𝛾
2 − 𝛾ℎ፟፠

√ 𝑀
2𝜋𝑅[

𝜌፯(𝑇፯ − 𝑇፥)
𝑇ኽ/ኼ፯

] (3.46)

In this way the condensation mass transfer is linearly dependent on the temperature difference
between the interface and the vapor phase. Again, the volumetric mass source term is given by:

𝑆፯ = −𝑆፥ = 𝐽|∇𝛼፯| (3.47)

3.3.3. Lee model
The Lee model originates from the model for interface mass transfer based on the kinetic theory

of gases proposed by Schrage [48]. The model is based on the assumption that both phases are
in saturation states. However, the model allows for jump in pressure and temperature across the
interface. This resulted in the modified version of the Hertz-Knudsen relation, the so-called Hertz-
Knudsen-Schrage relation for evaporation and condensation:

𝐽 = 𝐽 ፯ = −𝐽፨፧ (3.48)

𝐽፨፧ =
2𝛾
2 − 𝛾

√ 𝑀
2𝜋𝑅[

𝑝፯
√𝑇፯

− 𝑝፬ፚ፭(𝑇፥)
√𝑇፥

] (3.49)

Since condensation is of our most interest, we continue with the derivation of the condensation mass
flux equation 3.49. The first term in 3.49 can be expressed in terms of an accommodation coefficient
𝑎.

𝑎 =
2𝛾
2 − 𝛾 (3.50)

This coefficient represents the experimentally obtained condensation velocity to the theoretical maxi-
mum condensation velocity [57].
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The Clausius-Clapeyron equation relates the pressure to the temperature at saturated conditions:

𝑑𝑃
𝑑𝑇 =

ℎ፟፠
𝑇( ኻᑧ −

ኻ
ᑝ
)

(3.51)

Integration gives:

𝑝 − 𝑝፬ፚ፭ =
ℎ፟፠

𝑇( ኻᑧ −
ኻ
ᑝ
)
(𝑇 − 𝑇፬ፚ፭) (3.52)

Substitution into the HKS-relation gives:

𝐽፨፧ = 𝑎√
𝑀

2𝜋𝑅𝑇፬ፚ፭
𝜌፯𝜌፥ℎ፟፠
𝜌፥ − 𝜌፯

𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

(3.53)

Which is normally rewritten to:

𝐽፨፧ = 𝑎√
𝑀

2𝜋𝑅𝑇፬ፚ፭
ℎ፟፠
ኻ
ᑧ
− ኻ

ᑝ

𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

(3.54)

Since the mass source term in the VOF continuity equation should be in the units of 𝑘𝑔/𝑚ኽ𝑠,
equation 3.57 has to be multiplied by the volumetric interfacial surface area 𝑎።. In literature, two
approaches for the determination of this parameter are discussed. However, both approaches are
discarded due to implementation problems [57][38]. To counter this problem, another approach is
proposed. In the approach by de Schepper et al [57], first the evaporation/condensation coefficient is
assumed to be unity, which results in:

𝑎 =
2𝛾
2 − 𝛾 = 2 (3.55)

Next, assuming spherical bubbles, the volumetric interfacial surface area is related to the Sauter
mean diameter according to:

𝑎። =
6𝛼፯
𝐷፬፦

(3.56)

Now, multiplication with 𝑎። and substitution of 𝑎 leads to:

�̇�፨፧ = 𝑎።𝑎√
𝑀

2𝜋𝑅𝑇፬ፚ፭
ℎ፟፠
ኻ
ᑧ
− ኻ

ᑝ

𝑇፬ፚ፭ − 𝑇፯
𝑇፬ፚ፭

(3.57)

�̇�፨፧ =
12𝛼፯
𝐷፬፦

√ 𝑀
2𝜋𝑅𝑇፬ፚ፭

ℎ፟፠
ኻ
ᑧ
− ኻ

ᑝ

𝑇፬ፚ፭ − 𝑇፯
𝑇፬ፚ፭

(3.58)

However, de Schepper et al [57] provides us with the following definition:

�̇�፨፧ =
6𝛼፯
𝐷፬፦

√ 𝑀
2𝜋𝑅𝑇፬ፚ፭

ℎ፟፠
ኻ
ᑧ
− ኻ

ᑝ

𝑇፬ፚ፭ − 𝑇፯
𝑇፬ፚ፭

(3.59)

Identification reveals that multiplication by the accommodation (𝑎 = 2) coefficient is missing. Liu et
al[38] arrive at the same equation as de Schepper et al. However, they assume that the accommodation
coefficient has a value of unity, which does result in Equation 3.59.

In any case, Equation 3.59 is rewritten in its final form according to:

�̇�፨፧ = 𝑟፯𝛼፯𝜌፯
𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

(3.60)
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Analogously to the vapor to liquid mass transfer source term, the liquid to vapor source term can
be deduced. Now the complete Lee model is written as:

�̇�፞፯ = −𝑟፥𝛼፥𝜌፥
𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

𝑇 ≥ 𝑇፬ፚ፭ (3.61)

�̇�፨፧ = 𝑟፯𝛼፯𝜌፯
𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

𝑇 < 𝑇፬ፚ፭ (3.62)

which is the original model proposed by Lee [58]. Here 𝑟፥/𝑟፯ are referred to as the evaporation/con-
densation frequency or the mass transfer time relaxation parameter and have the units of 𝑠ዅኻ. This
finally results in the following definitions of 𝑟፥ and 𝑟፯:

𝑟፥ =
6
𝐷፬፦

√ 𝑀
2𝜋𝑅𝑇፬ፚ፭

ℎ፟፠𝜌፯
𝜌፥ − 𝜌፯

(3.63)

𝑟፯ =
6
𝐷፬፦

√ 𝑀
2𝜋𝑅𝑇፬ፚ፭

ℎ፟፠𝜌፥
𝜌፥ − 𝜌፯

(3.64)

In the literature the above mentioned source terms are indicated with different letters, subscripts
etc. For convenience this is pointed out below:

�̇�፨፧ = �̇�፠፥ = �̇�፯፥ = 𝑆፯፥ = 𝑆፠፥ = 𝑆፥ (3.65)
�̇�፞፯ = �̇�፥፠ = �̇�፥፯ = 𝑆፥፯ = 𝑆፥፠ = 𝑆፯ (3.66)

Where 𝑆፥ and 𝑆፯ represent the source terms included in the VOF continuity equations of the liquid and
vapor phase respectively according to:

𝜕
𝜕𝑡 (𝛼፯𝜌፯) + ∇ ⋅ (𝛼፯𝜌፯ ⃗⃗⃗𝑢፯) = 𝑆፯ (3.67)

𝜕
𝜕𝑡 (𝛼፥𝜌፥) + ∇ ⋅ (𝛼፥𝜌፥ ⃗⃗⃗𝑢፥) = 𝑆፥ (3.68)

Consider Figure 3.5, in the event the wall is heated, the liquid temperature will rise. When the cell
temperature rises above the saturation temperature (𝑇፞፥፥ > 𝑇፬ፚ፭) Equation 3.61 will determine the
mass transfer. By including the liquid volume fraction in the equation, it is ensured that the mass is
’taken’ from the liquid phase. In addition, the cell temperature decreases since the enthalpy of phase
change (latent heat) is extracted from the cell. This is done by including a source term in the energy
equation which is defined as:

𝑆ፌ = 𝑆፥ = −𝑆፯ (3.69)
𝑆ፄ = ℎ፟፠𝑆ፌ (3.70)

Where 𝑆ፌ represents the source term included in the continuity equation and 𝑆ፄ the source term
included in the energy equation. By defining the evaporation and condensation source term in this
way, a boundary condition is set for both phases. This boundary condition ensures no vapor has a
temperature below the saturation temperature and analogously ensures that no liquid temperature is
above the saturation temperature. In addition mass, momentum and energy are conserved in every
time step.

On the coefficient 𝑟
In literature a wide range of magnitudes for the evaporation/condensation frequency are employed

as can be seen in Table 3.2. This table includes most of the literature published since 2000 concerning
condensation phase change modeling using the Lee model. Since all presented papers make use of
the commercial software FLUENT, the Lee model is probably introduced in FLUENT around 2008. One
should note that the condensation frequency is varied from 0.1 to even as high as 1e7. This clearly
indicates the case dependency of the condensation frequency. In the next column the interfacial
temperature deviation is depicted. This value tells us something about the accuracy of the simulation.
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Figure 3.5: Schematic of evaporation process using the Lee model in conjunction with the VOF method in Fluent.

It is defined as the deviation of the interfacial temperature from the saturation temperature. One may
note that not all authors publish this indicative figure. In addition no author states ’their’ definition of
the interfacial temperature. Since the interface is smeared across a few computational cells multiple
approaches can be taken in determining the interfacial temperature. In general there exist three
consensuses about the evaporation/condensation frequency 𝑟 which are stated frequently throughout
literature:

• 𝑟 is very case dependent and should be tuned for every configuration [59][60].

• Higher values of 𝑟 lead to more accurate solutions[57][61][60].

• Higher values of 𝑟 may lead to stability issues [57][61][60].

Table 3.2: Condensation frequencies used throughout literature

Year Author(s) 𝑟[𝑠ዅኻ] or 𝑓ኺ[𝑠ዅኻ𝑇ዅኻ] Interfacial temperature deviation Flow features Geometry
2009 Da Riva & Del Col [59] 1,000,0000 0.3 K Laminar film flow Horizontal mini channel
2009 Alizadehdakhel [62] 0.1 Film flow, mist droplet flow Thermophyson
2010 Da Riva & Del Col [63] 1,000,000 - 20,000,000 0.5 K Laminar film flow Horizontal mini-channel
2011 Da Riva & Del Col [64] 750,000 - 10,000,000 1.2K - 0.5K Laminar film flow Horizontal/vertical mini-channel
2012 Da Riva & Del Col [65] 750,000 - 5,000,000 1K Laminar film flow Horizontal mini channel
2012 Liu & Sunden [38] 5,000 1K Laminar film flow/ wavy laminar film flow Vertical parallel plates
2013 Bortolin, Da Riva & Del Col [66] 1,000,000 - 3,000,000 1K - 1.3K Laminar film flow horizontal mini-channel
2014 Qiu [61] 10,000 Stratified, annular & mist flow Spiral tube

2014 Qiu [67] 10,000
Forced convective upflow condensation:
bubbly flow, slug flow, churn flow, wispy annular flow Vertical pipe (upflow)

2014 Chen [68] 100 (𝑓ኺ) 0.1K
Annular flow, wavy annular flow,
transition flow, slug flow and bubbly flow Rectangular horizontal micro-channel

2015 Lee [60] 0.1/100/10,000 2K Film flow with droplets in vapor core Circular tube (downflow)

2015 Yin [69] 50,000 0.5K
Laminar film flow with/ wihtout
non-condensable gas Horizontal mini tube

2016 Zhang [70] 1,500,000 Film flow
Horizontal round and flattened
mini-channels

2016 Zhang [71] 1,500,000 0.5K Annular flow Horizontal round circular tube
2016 Kharangate [72] 10,000 Film (annular) flow Vertical tube (upflow)
2016 Quan Liu [10] 5,000 - 500,000 Laminar film flow, wavy laminar film flow Vertical plate

2017 Ke [73] 100,000
Droplet condensation, droplet
coalescence, droplet jump Microstructured surface

2017 Shen [6] 10,000 - 10,000,000 1.1K Film flow Vertical plate

2017 Szijarto [74] 100 - 5,000
Direct contact
condensation Horizontal channel

As the condensation process is mainly driven by the temperature difference between the interface
and the cool wall the evolution of the liquid film thickness is very important. The liquid film determines
the local heat transfer coefficient, hence the rate of condensation. However, the introduction of the
time relaxation parameter 𝑟 makes the Lee model rather non-physical, since now the heat and mass
transfer is not only driven by the temperature difference but also by an arbitrary coefficient.

From literature one can conclude that higher values of 𝑟 lead to an interfacial temperature closer
to the saturation temperature. However, no one really elaborates on why this happens. Now lets
consider 1D condensation as depicted in Figure 3.6. The region is 1D, so we assume the temperature
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only changes in the y-direction and the vapor is assumed to by quiescent. In addition the vapor
temperature is assumed to be at saturation temperature and the wall temperature is assumed to be
constant at 353.15 K. Now lets assume that the mass source term 𝑆፥ has a magnitude leading to the
complete condensation of one computational cell (situation 1), when this cell temperature drops below
the saturation temperature. Subsequently, the enthalpy of phase change is transferred from the vapor
phase to the liquid phase in one time step, but due to the efficient wall cooling, the temperature stays
below saturation temperature. The next time step, there is no mass transferred in his computational
cell since the vapor volume fraction is zero, hence the interface has moved one computational cell
(from the wall to node 1) in the positive y-direction in one time step.

The above is very logical and seems to do what is done by the Lee model. However, due to the
arbitrary coefficient 𝑟 in the Lee model, the magnitude of transferred mass from the vapor phase to
the liquid phase may be too low to ensure complete condensation. Now lets say that the magnitude of
mass transfer in cell 1 ensures the condensation of half the computational cell. Then, due to the slightly
higher temperature of cell 2, the magnitude of mass transfer in this cell only ensures condensation of
one quarter of the computational cell. So the next time step cell 1 has a liquid volume fraction of 0.5
while cell two has liquid volume fraction of 0.25. This means that there exists a multiphase layer of
two computational cells, hence an interface of two computational cells. In this way the solution gets
”smeared out”. Subsequently the interfacial temperature should be considered in two cells instead
of one. The result is that due to the lower temperature of cell 1 compared to cell 2, the interfacial
temperature decreases.

Figure 3.6: Schematic of condensation process using the Lee model in conjunction with the VOF method. Situation 1: full
condensation. Situation 2: partial condensation.

Although many authors care to note that using higher values of 𝑟 may lead to stability issues, no
one really addresses the reason. One possible explanation is that the VOF CFL condition is not satisfied
locally. According to this condition, the maximum volume that is sunk during one time step should not
exceed the volume of the computational cell. Due to the relaxation coefficient 𝑟, which is arbitrarily
chosen, the mass that will be sunk during one time step could result in not satisfying the VOF CFL
condition. Especially condensation may lead to this problem since the specific volume of a vapor is
much higher than the specific volume of a liquid.

Hardt and Wondra [75] do stress that a mass source term localized in a very narrow region leads
to numerical instabilities. This is in accordance with the previous notion that higher values of 𝑟 lead to
a thinner interface, hence the mass source term is localized, hence stability issues may occur. In their
paper Hardt and Wondra introduce a function that smears out the mass source term across multiple
neighbouring cells. By introducing an additional scalar field 𝜙, the mass transfer rate �̇� = 𝜙ኺ is
distributed over several cells. The mass source term is introduced in the neighbouring cells by solving
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a diffusion equation(3.71) that satisfies a Neumann boundary(3.72) condition:

∇ኼ𝜙 = 1
𝐷(𝜙 − 𝜙ኺ) (3.71)

⃗⃗⃗𝑛∇𝜙(Ω) = 0 (3.72)

Where 𝐷 governs the length scale of the smearing region. The Neumann boundary condition is needed
to satisfy conservation of the volumetric integral of the total condensation rate.

The smearing function as proposed by Hard and Wondra is employed several times throughout
literature for the simulation of evaporating flows. Until now only one study is known where the smearing
function is applied to condensation as well as to the Lee model [74]. By introducing the smearing
function a case with a condensation frequency of 𝑟 = 2000𝑠ዅኻ was helped to converge.

Clearly the mass source term in the continuity equation causes stability issues. So lower values
for the source term are needed to maintain stability. The question that arises is: is there an optimal
trade-of between on one hand stability/convergence speed and on the other hand accuracy. In other
words, will a certain magnitude of 𝑟 cause the solution to be stable, converge quickly and obtain a
reasonable accuracy? And will this curve be linear or non-linear (asymptotic)?

Modification by Chen
The classical Lee model was further simplified by Chen [68]. In his definition the saturation tem-

perature 𝑇፬ፚ፭ from the denominator gets included in the condensation coefficient 𝑓ኺ, resulting in:

�̇�፨፧ = 𝑆፥ = 𝑓ኺ𝛼፯𝜌፯(𝑇፬ፚ፭ − 𝑇) (3.73)

Where 𝑓ኺ now has the units of 𝑠ዅኻ𝑇ዅኻ. When compared to the classical Lee model of Equation 3.60
the modification by Chen brings nothing new, provided that the saturation temperature is constant. In
the Lee model included in Fluent the saturation temperature can be assigned by the user, as a constant
only. For this reason the modification by Chen is actually completely similar to the Lee model.

Modification by Liu
A different approach to the interfacial surface area is to assume that all vapor bubbles have the

same diameter. Now the volumetric interfacial surface can be expressed as [3]:

𝑎። =
6𝛼፯𝛼፥
𝑑

(3.74)

Where 𝑑 represents the bubble diameter. This different approach results in a different definition for
the mass transfer relaxation parameter 𝑟፯:

𝑟፯ =
6
𝑑
√ 𝑀
2𝜋𝑅𝑇፬ፚ፭

ℎ፟፠𝛼፥𝜌፥
𝜌፥ − 𝜌፯

(3.75)

Although 𝑟፯ is defined differently, this does not necessarily mean that the mass source term 𝑆፥ will
be different compared to the classical approach. The reason for this is that 𝑟፯ is chosen arbitrarily as
a constant and that Equation 3.60 remains the same.

Another approach where Equation 3.60 does change is proposed by Liu et al [10]. In this paper it is
stressed that in the traditional approach (3.60), the interfacial surface area is not determined correctly.
Namely, 𝑎። depends on the Sauter mean diameter in the following way:

𝑎። =
6𝛼፯
𝐷፬፦

= 6𝛼፯
(6𝑉ፕ/𝜋)ኻ/ኽ

(3.76)

Where 𝑉፯ represents the physical volume occupied by the vapor. In the paper it is said that the
interfacial area density should not depend on the total vapor volume, but rather on the vapor volume
in one computational cell.

𝑎። =
6𝛼፯

(6𝛼፯𝑉/𝜋)ኻ/ኽ
= (36𝜋𝑉

)
ኻ/ኽ
𝛼፯ኼ/ኽ (3.77)
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Where 𝑉 represents the volume of a computational cell. Substituting 3.77 into Equation 3.57, assuming
𝑎 = 1 and rearranging results in:

�̇�፯፥ = 𝑟፯𝛼፯ኼ/ኽ𝜌፯
𝑇፬ፚ፭ − 𝑇፯
𝑇፬ፚ፭

(3.78)

According to Liu, the results yielded by this model should be closer to ’physical results’. However,
no comparison with on the one hand experiments or on the other hand with the classical Lee model
is made. In addition, no clear statement is made in what sense the results would be more physi-
cal. Nevertheless, this alteration was implemented. Favorable results, compared to analytical Nusselt
condensation, in terms of film thickness for vertical downflow condensation were obtained.

Modification by Shen
One of the most recent developments on the Lee model was conducted in 2017 by Shen et al[6].

In this paper a correlation is found between the heat flux on one side and the interfacial temperature
difference and the time relaxation parameter 𝑟 on the other side.

𝑞። ≈ (𝑇፬ፚ፭ − 𝑇።)√𝐴𝑘፯ (3.79)

𝐴 =
ℎ፟፠𝑟፯𝜌፯
𝑇፬ፚ፭

(3.80)

This correlation was found by substituting the mass source term for condensation (𝑆፥) in the energy
equation of the vapor phase. In addition it was assumed that the time dependent term and the
convective term are negligible compared to the latent heat term.

𝑘፯
𝑑ኼ𝑇
𝑑𝑥ኼ + 𝛼፯𝜌፯𝑟፯

𝑇፬ፚ፭ − 𝑇
𝑇፬ፚ፭

ℎ፟፠ = 0 (3.81)

Subsequently, it was assumed that the vapor phase is completely vapor up to the interface (𝛼፯ = 1)
and the equation was integrated. For the full derivation the reader is referred to [6].

By finding this correlation they concluded that for any given heat flux, the interfacial temperature
difference depends in the same proportion on the vapor conductivity as on the condensation frequency
𝑟. This means that enhancing the vapor conductivity causes the interfacial temperature difference to
decrease. As this is a measure for accuracy, one could say that the solution would get more accurate
when the vapor conductivity in the two phase region is enhanced. For this reason the conductivity got
altered in the following way.

𝑘፞፟፟ = 𝛼፥𝑘፥ + 𝑛𝛼፯𝑘፯ , 𝑖𝑓 𝑇 < 𝑇፬ፚ፭ (3.82)

With 𝑘፞፟፟ the total effective conductivity and 𝑛 the enhancement factor.
One might imagine that in the undefined two-phase region the effective conductivity should not

be fraction averaged and is closer to the liquid conductivity. The two-phase region is more or less
undefined since in reality the vapor liquid interface is very thin. However, when using a finite number
of grid cells, the two phase region is at least one grid cell thick. In the case the Lee model is employed
the interface is even smeared out across a couple of grid cells. For this reason a region appears that is
non-physical. However, by enhancing the effective thermal conductivity it is claimed that more physical
results are obtained.

In the paper the model is verified by simulating classical Nusselt condensation. In addition a sim-
ulation of forced convective downflow condensation in a miniature tube is checked with the results of
Da Riva & Del Col [64]. In the Nusselt condensation problem the following five cases are assessed.

where 𝛽 is changed independently since it governs the shape of the temperature curve while 𝛾
governs the model’s performance in terms of liquid film thickness. As the ratio of the liquid conductivity
to the vapor conductivity is around 30 ( ፤ᑝ፤ᑧ

≈ 30), an enhancement factor above 30 poses the question if
the effective thermal conductivity will be physical. On the other hand, the two-phase region of multiple
grid cells is already a questionable region and what if this modeling approach results in a physical
solution? In any case, the liquid film thickness obtained by Shen’s approach is shown in Figure 3.7.

From the first three cases it is concluded that a higher condensation frequency yields an inter-
facial temperature closer to the saturation temperature. Also it is concluded that the film thickness
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Table 3.3: Cases assessed in Nusselt condensation, from [6]

𝑟 𝑘ᖣ = 𝑛𝑘፯ 𝛽 = 𝐴/𝑘ᖣ 𝛾 = 𝐴𝑘ᖣ
Case I 10, 000 𝑘፯ 𝛽 𝛾
Case II 100, 000 𝑘፯ 10𝛽 10𝛾
Case III 1, 000, 000 𝑘፯ 100𝛽 100𝛾
Case IV 100, 000 10𝑘፯ 𝛽 100𝛾
Case V 1, 000, 000 100𝑘፯ 𝛽 10, 000𝛾

Figure 3.7: Nusselt film thickness and interface temperature yielded by Shen modified Lee model for case I-V, from Shen (2017)
[6]

approaches the Nusselt film thickness as 𝑟 increases. This result indicates that a higher condensation
frequency does result in more accurate results, just as stated in section 3.3.3.

Case IV and case V achieve better results compared to the cases with the same condensation fre-
quency but without enhancement of the conductivity. The improvement in interfacial temperature can
be explained by the previously derived correlation (Equation 3.79. However, because the mass transfer
intensity is not altered, the increase in film thickness is harder to explain. Clearly, the enhancement
of the thermal conductivity enables the solution to take different thermal equilibrium compared to
the classical Lee model. It will be interesting to find out in why this equilibrium is altered. Energy
conservation at the vapor-liquid interface tells us:

𝑘፥
𝑑𝑇፥
𝑑𝑦 = 𝑘፯

𝑑𝑇፯
𝑑𝑦 (3.83)

From Equation 3.83 it can be deduced that enhancing the vapor conductivity results in more similar
temperature gradients. For this reason the temperature jump across the interface will be more gentle
which ultimately smooths the mass transfer rate curve [6]. In [6] better convergence is attributed to
the smooth mass transfer curve.

The results by Shen prove that enhancing the conductivity produces more accurate results in terms
of interfacial temperature deviation and film thickness, while maintaining stability. Still some questions
remain. For instance, does there exist a physical explanation for better accuracy due to conductivity
enhancement. Or is the explanation purely numerical? Following, what causes the liquid film thickness
to increase while the mass transfer intensity does not change? Finally, it will be interesting to see if
apart from producing a stable solution at better accuracy the convergence speed is altered.

3.4. Other approaches
3.4.1. Phase Field

The mass source term in the Phase Field model by Badillo [76] [74], is determined by a local ther-
modynamic equilibrium at the interface. The main difference with the numerical iteration technique
(Lee model), is that the coefficient that governs the mass transfer is not arbitrarily chosen (as op-
posed to 𝑟 from the Lee model). The coefficient is determined by an asymptotic analysis of the field
equations,satisfying a thermodynamic equilibrium at the interface. For the full derivation the reader is
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referred to Badillo [76]. The mass transfer rate is determined from:

�̇� =
𝜖፩፟(𝑇፞፥፥ − 𝑇፬)

ℎ፟፠
|∇𝛼| (3.84)

Where |∇𝛼| represents the gradient of the void fraction, and ℎ፟፠ is the latent heat of condensation.
The coefficient 𝜖፩፟ is governed by the diffusivity of the liquid:

𝐷፥ =
𝑘፥
𝐶፩፥𝜌፥

(3.85)

and the characteristic length 𝑤 of the interface, which corresponds to the height of a numerical cell.
Now 𝜖፩፟ can be written as:

𝜖፩፟ =
6√2
5
𝐷፥𝜌፥𝐶፩፥
𝑤 (3.86)

Or for convenience:

�̇� = 6√2
5
𝑘፥
𝑤
𝑇፞፥፥ − 𝑇፬ፚ፭

ℎ፟፠
|∇𝛼| (3.87)

Looking at Equation 3.84 one sees that the driving force of condensation is determined by the
temperature difference between the interfacial cell and the saturation temperature. So compared to the
Lee model, the relaxation of the mass source term is governed by flow and domain properties instead
of an arbitrarily chosen coefficient. For this reason it is claimed that the model is thermodynamically
more consistent and much more efficient. It is interesting to note that due to the volume fraction
gradient term the mass source term will only produce a non-zero value in the case of direct contact
condensation. This means that when a particular flow is simulated it has to be known where the vapor
will start condensing, since at this location a thin film needs to be patched.

Due to the big property difference between the two phases a correction term has to be included in
the energy equation.

𝐸፨፫፫ = (𝜌፥𝐶፩,፥ − 𝜌፯𝐶፩,፯)
𝑤
√2
( 1𝜌፯

− 1
𝜌፥
)⃗⃗⃗𝑛፥ ⋅ ∇𝑇 (3.88)

𝑆ፄ = −�̇�(ℎ፟፠ − 𝐸፨፫፫) (3.89)

Where 𝑆ፄ represents the source term in the energy equation.
Implementation of the phase field model through a User Defined Subroutine (UDF) in Fluent might

pose some difficulties since variables as the numerical cell height and the unit vector of the liquid
interface are not easily accessible. In any case this is exactly what was done by Szijártó et al. [74].
Three phase change models, including the phase field model, the classical Lee model and a heat flux
balance method based on Equation 3.8, were tested by simulating direct contact condensation of the
LAKOON experiment. In addition a smearing function proposed by Hardt and Wondra [75] was used to
enhance stability. In their study the phase field approach yielded the most accurate results. However,
the phase field method did perform only slightly better than the Lee model. However, it is stressed
multiple times that due to the arbitrariness of the Lee model, the phase field model is preferred.

3.4.2. Rattner Model
In order to avoid the computationally expensive operation of interface reconstruction, Rattner [7]

proposed a simplistic model for condensation that only acts on mesh connectivity, hence cell faces,
and volumetric field data such as temperature, enthalpy etc. Every time step a so-called graph of the
mesh is constructed which consists of nodes and edges. The nodes correspond to the cells while the
edges correspond the faces. A computationally cheap ’graph’ is created since only the volume fraction is
saved. Subsequently the graph is screened for cell pairs with a volume fraction exceeding the threshold
of 𝛼 = 0.5. Now these cell pairs get added to the interface cell set. A graphical representation is shown
in Figure 3.8

For this representation of the interface a sufficiently small mesh is needed near the interface. In
addition, cell pairs containing a wall boundary condition are added to the set. Therefore, condensation
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Figure 3.8: Interface cell identification process by Rattner [7]: The phase-fraction field on mesh cells (A) yields a graph (B) from
which cell pairs straddling ᎎ  ኺ. form the interface (C), from [7].

on a wall is also possible. Now using the data of the graph, an initially non-limited volumetric phase
change heating rate is added to the energy equation of the interface cell set.

�̇�፩,ኺ = 𝜌𝐶፩
𝑇 − 𝑇፬ፚ፭
Δ𝑡 (3.90)

By adding the physical time step (Δ𝑡) it is ensured that the interface takes the saturation temperature
every time step. To meet the mass conservation criterion, the vapor mass taken from a cell in one time
step should not exceed the vapor mass available in that computational cell.

�̇�፥።፦,፦ፚ፬፬ = −
1(𝛼 − 1)𝜌፯ℎ፟፠

Δ𝑡 (3.91)

Analogously, the VOF CFL condition needs to be met every time step. This means that the volume
condensed during one time step should not exceed the volume of the computational cell.

�̇�፥።፦,ፂፅፋ = −
ℎ፟፠
Δ𝑡 (

1
𝜌፯
− 1
𝜌፥
)
ዅኻ

(3.92)

Finally, the final source term for the energy equation can be derived from:

𝑚𝑎𝑥(�̇�፩,ኺ, �̇�፥።፦,፦ፚ፬፬ , �̇�፥።፦,ፂፅፋ) (3.93)

Since all before stated source terms will have a negative sign, Equation 3.93 will yield the smallest
(most conservative) source term. For the complete implementation of the source terms of the continuity
and momentum equation, the reader is referred to [7]. In addition the algorithm implementation in
OPENFOAM is found in [7].

The proposed phase change model is assessed by means of three tests: horizontal film condensa-
tion, smooth falling-film condensation and wavy falling-film condensation. The results for horizontal
film condensation were found to almost converge linearly to the analytical solution. Smooth falling-
film condensation yielded heat flux values within 2% of the analytical solution, while wavy falling-film
condensation yielded heat-transfer rates within 11% of the locus of values of established correlations.

3.4.3. Single Phase Approach
In an approach by Cao [77] the condensate liquid film is assumed to be very thin. By doing so only

the heat and mass transfer of the vapor phase is simulated, while the condensate film flow is modeled.
By doing so, computer resources and simulation time are said to be saved. The convective behavior
between the vapor flow and the liquid film is replaced by multiple boundary conditions. In addition,
source terms for mass and heat transfer are incorporated in the continuity and energy equation of the
vapor phase respectively. The mass transfer between the phases is based on an energy balance over a
control volume. Aside from the latent heat that is transferred from the vapor phase to the liquid phase
it is stressed that also the sensible heat is transferred to the liquid phase. By doing this they account
for the subcooling effect from the condensate.

The assumption of a very thin liquid film limits this approach to film condensation. In addition,
the model is not capable of modeling full condensation, since full liquid flow is not supported in this
method.

3.5. Geometries & flow features
In literature flow condensation is widely modeled with different success rates. When flow features

get more complicated, much less literature is available. Only a couple of studies have mentioned
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modeling more than two flow features successfully. The flow features included are: bubbly flow, slug
flow, churn flow and wispy annular flow. Following, some studies focus on modeling single droplet
condensation. An overview of the modeled flow features in available literature is shown in Table 3.4.

In two-phase vapor liquid flow, the flow phenomena highly depend on the quality of the mixture.
An interesting study that employs various inlet qualities is that of Ganapathy [8]. Ganapathy manages
to successfully model the following quality dependent flow phenomena: annular flow, transitional flow
and intermittent flow. Figure 3.9 shows the modeled flow regimes compared to experiments. It should
be noted that the comparison in Figure 3.9 is purely qualitative. The inlet conditions and geometry do
not necessarily correspond to the experimental set-up. However, the study does prove that different
condensation flow features can be modeled. In addition the numerical model is tested by comparing the

Figure 3.9: Comparison of CFD simulated two-phase condensation flow regimes with experimental visualization data in literature,
from [8].

two-phase frictional pressure drop and the two-phase Nusselt number to data extracted from empirical
correlations. The maximum absolute error (MAE) between the predicted and the empirical pressure
drop was 8.1% while the Nusselt number was predicted within 16.6 % of the MAE.

Flow features relevant for plate heat exchangers are mainly dependent on the application, since
the inlet and outlet vapor quality determine the flow regimes present. So depending on the desired
application, certain flow regimes and model capabilities are interesting. In literature most authors start
validating their model with a more straight-forward case such as Nusselt film flow. This case can be
considered more straight-forward since no complicated inflow conditions are needed. In addition, it
can be tested if the phase change model is able to produce liquid, without pre-existing liquid present.
Looking at Table 3.4, a variety of studies have been conducted modeling laminar film condensation,
wavy laminar film condensation up to fully turbulent film condensation. Also film condensation driven
by gravity with a quiescent vapor phase has been modeled.

The last column of Table 3.4 shows the geometries considered in literature. Noticeably, only rather
simple geometries such as rectangular of circular channels are modeled. Also in the case of a thermo-
physon, only a small part, which corresponds to a circular channel, is modeled.

So from literature it is concluded that, in simple geometries, CFD is capable of predicting multiple
two-phase phase change flow phenomena. However, in plate heat exchangers one can imagine that
the present corrugations might lead to separation of the liquid film. In addition, the separated liquid
might subsequently coalesce again or maybe it completely breaks up into multiple bubbles. From
literature it is not clear if the available CFD models are capable of modeling such complicated flow
features. For that reason it will be interesting to investigate the performance of available CFD models
when complicated flow phenomena as separation are triggered.
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3.6. Summary & remaining questions
In this section a small summary of the phase change models used for condensation will be presented

by answering relevant sub-questions. In addition implementation and validation of the models will
briefly be addressed. Finally two remaining questions will be discussed.

3.6.1. Summary
What phase change models are employed?

Phase change models are mainly based on two approaches. In the first one, the mass source
term is derived by conducting an heat flux balance at the interface. This approach is widely used in
literature. The second approach is to derive the mass source term from the kinetic theory of gasses.
The first one to modify the classic Hertz-Knudsen equation in order to account for kinetic effects was
Schrage. This resulted in the Schrage model. Tanasawa simplified the Schrage model by making the
mass source term linearly dependent on the temperature jump across the interface. Both models need
to be multiplied by the gradient of the volume fraction in order to obtain the source term in 𝑘𝑔/(𝑚ኽ𝑠).
A further simplified version of the Schrage model is the Lee model, also referred to as the numerical
iteration technique. Using the Clausius-Clayperon equation and the introduction of a parameter 𝑟 (con-
densation or evaporation coefficient) resulted in a model that operates at a quasi- thermo- equilibrium
and constant pressure. Mass transfer is driven by a small temperature deviation from the saturation
temperature. So when the vapor temperature drops below the saturation temperature, condensation
mass transfer occurs. A further simplified version of this model is the Chen model. Both models are
very dependent on the condensation coefficient 𝑟. This coefficient must be correctly chosen for each
case. The solution is very dependent on this coefficient in terms of accuracy and stability. Low val-
ues of r may lead to convergence but poor accuracy while high values of r lead to high accuracy but
may pose convergence problems. Since this coefficient is arbitrarily chosen, the physical base of the
Lee model is questionable. However, the Lee model is the most popular model in literature (20/29
studies employ this or a modification of this model). Some efforts have been made to overcome the
arbitrariness of the condensation coefficient (including the Chen model). However no real comparison
between these modifications have been conducted. Three other approaches emerged from literature.
In one approach, the mass source term was derived from a phase field approach. In this paper also a
comparison between the Energy jump method, Lee model and the phase field method was provided.
The phase field method was found to predict the experiments of the Lakoon experiment best. How-
ever, the experiment consisted of direct contact condensation (condensation of vapor on water) in a
horizontal channel. Also the predictions of the Lee model were close to predictions by the phase field
method. The second model (Rattner model) relates the mass flux linearly with the cell temperature
deviation from the saturation temperature divided by the numerical time step. Therefore the model
is time step dependent, but it also overcomes the arbitrariness of the Lee model. The model was as-
sessed by modeling the 1D Stefan problem. Results predicted by the model were compared with results
produced by the Lee model and an energy jump model proposed by Sun. The single phase approach
by Cao addresses the problem of computational effort by only simulating the heat and mass transfer
of the vapor phase. The condensate film flow is modeled, and the convective behavior between the
liquid phase and vapor phase are linked through multiple boundary conditions.

What flow features have been modeled?
In literature flow condensation is widely modeled with different success rates. When flow features

get more complicated, much less literature is available. Only a couple of studies have mentioned
modeling more than two flow features successfully. The flow features included are: bubbly flow, slug
flow, churn flow and wispy annular flow. Following, some studies focus on modeling single droplet
condensation.

What geometries have been modeled?
A wide variety of geometries have been modeled. Most frequent are simulations of horizontal/verti-

cal rectangular/round mini/micro channels. More complicated geometries are very rare. In two cases a
thermosyphon is modeled and in one case a wick structure. Also a microstructured surface is modeled.
Interesting to note is that the CFD calculations concerning the thermosyphon were used for optimiza-
tion purposes. In general no geometries have been modeled that represent a full PHE, however, the
thermosyphon models materialize a careful optimism about phase change modeling in full PHE’s.



36 3. Phase Change Modeling

What software is employed for implementation?
Most models are implemented through the user defined subroutines provided by Ansys Fluent.

Occasionally, OPENFOAM is employed or the model is completely self-developed.

How are the models validated?
Validation can be achieved in multiple ways. Two popular analytical approaches are to compare the

modelled solution with the analytical solutions of the Nusselt or the Stefan problem. In these cases
the interface position gets checked. Authors also use the empirical correlations provided by literature
to validate their models. Heat transfer coefficients/ wall temperatures are checked in this way. Finally,
experiments are used to check HTC’s and flow visualization. Interesting to note is that many authors
use their model to conduct parametric studies. So the model is validated with a simplified case-
study (Nusselt, Stefan) and subsequently the model is used to predict flow phenomena in a different
configuration.

3.6.2. Remaining questions
Model performance in terms of accuracy and CPU time

From literature no distinct difference in accuracy per phase change model can be derived. Often,
models are said to be in good agreement with experiments/analytical solution. However, no state-
ments concerning computational effort are made. This leads to the suggestion that all models provide
good accuracy if CPU effort is not taken into account. From own experiences, obtaining a converged
solution may prove difficult, not to mention obtaining an accurate solution. Since in literature this
problem is (almost) not addressed it will be interesting to compare accuracy vs CPU effort for various
(or modifications of) phase change models. The above can be summarized into two questions:

• How will the practicality of the phase change models be affected by accuracy requirements?

• What phase change model will perform best in terms of practicality vs accuracy?

Modeling of complicated flow features
As mentioned before, the flow features that are modeled are limited to flow features caused by flow

quality. However, in plate heat exchangers complicated flow phenomena as separation or circulation are
important for the heat transfer. For this reason it is evident that, in order for CFD to be a predictive tool,
CFD has to be capable of modeling these complicated flow features. Therefore, it will be interesting to
assess the performance of the available phase change models in simulating a flow with separation or
circulation.
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condensation in Fluent

4.1. Introduction
The main aim of this chapter is to investigate the available phase change models in terms of im-

plementation and performance and ultimately answer the questions stated in section 3.6.2. The test
environment is restricted to the commercial software package Ansys Fluent 18.1. In this package, only
the classical Lee model is available by default. Other models or modifications will be implemented
through the User Defined Function environment of Fluent. For extra information on the user-defined
functions used throughout this work the reader is referred to Appendix C.

Objectives
• Provide a comprehensive view on the difficulties to modeling condensation by examining the
implementation difficulties in terms of stability and convergence speed.

• Present a thorough comparison of the performance in terms of accuracy vs CPU effort of the
available phase change models.

Restrictions
• The phase change models must be implementable in Fluent 18.1.

• The phase change models can be employed in a finite volume VOF interface tracking environment.

Comparison
• The phase change models will be verified and compared by modeling the vertical Nusselt con-
densation problem.

• The set-up by Liu [10] will be taken as a reference case for comparison and validation purposes.

4.2. Set-up
4.2.1. Nusselt Film Condensation
Laminar film condensation on a vertical wall

In order to check and compare the available phase change models, a benchmark condensation
problem is needed. Moreover, the condensation control problem should preferably be an analytical exact
solution. In this way, no experiments have to be conducted, saving time and avoiding measurement
errors. For this reason the phase change models are checked with the Nusselt condensation problem.
Nusselt [85] was the first one to develop an analytical model on vertical film condensation along a flat
plate. This theory was further developed and is nowadays widely accepted. The theory of the vertical

37
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Nusselt condensation is taken from ”Fundamentals of heat and mass transfer” by F. Incropera [9]. In
order to arrive at the solution for the analytical film thickness four assumptions are made:

• The liquid film flow is laminar and the material properties of the liquid are constant throughout
the film.

• The gas phase is assumed to be purely vapor. Moreover the temperature of the vapor is constant
throughout the domain. So no temperature gradient is present. Energy transfer at the liquid-
vapor interface is governed by condensation.

• The shear stress at the liquid-vapor interface is negligible. Together with the assumption of
constant temperature in the vapor phase, the temperature and vapor boundary layer shown in
Figure 4.1a do not have to be considered.

• Due to the low film velocity, momentum and energy transfer by advection in the liquid film is
negligible. Heat transfer only takes place through conduction in the liquid film. Therefore the
temperature distribution is linear, as shown in Figure 4.1b.

Figure 4.1: Boundary layer effects in vertical film condensation without (a) assumptions, with (textbfb) assumptions, from [9].

The laminar liquid film flow can be treated as a boundary layer flow. A boundary layer flow is
assumed to be a steady two-dimensional flow of incompressible fluid with constant properties. In
addition the following assumptions are made:

• The boundary layer pressure gradient in the streamwise direction (+𝑥) can be approximated as
the free stream (+𝑥) pressure gradient : Ꭷ፩

Ꭷ፱ =
፝፩ᐴ
፝፱

• The boundary layer (liquid film) is assumed very thin compared to the object (plate). Therefore
the gradients along the plate are very small compared to the gradients normal to the plate:
ᎧᎴ፮
Ꭷ፱Ꮄ <<

ᎧᎴ፮
Ꭷ፲Ꮄ

Using the above assumption the Nusselt film thickness in Equation 4.1 is derived. For the full
derivation the reader is referred to Appendix B.

𝛿(𝑥) = [4𝑘፥𝜇፥(𝑇፬ፚ፭ − 𝑇፰)𝑥𝑔𝜌፥(𝜌፥ − 𝜌፯)ℎ፟፠
]
ኻ/ኾ

(4.1)
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In order to account for thermal advection in the liquid film the definition of the latent heat was
modified by Nusselt and Rohsenow according to

ℎᖣ፟፠ = ℎ፟፠ + 0.68𝐶፩,፥(𝑇፬ፚ፭ − 𝑇፰) = ℎ፟፠(1 + 0.68𝐽𝑎) (4.2)

where 𝐽𝑎 represents the Jacob number and is defined as the ratio of the sensible heat to the latent
heat absorbed or released during the phase change process:

𝐽𝑎 = 𝐶𝑝(𝑇፰ − 𝑇፬ፚ፭
ℎ፟፠

(4.3)

The local heat transfer coefficient can be expressed as

𝑞”፰ = ℎ(𝑇፬ፚ፭ − 𝑇፰) (4.4)

Using Fourier’s law and Equation 4.1 the local heat transfer coefficient can be deduced. Hence

ℎ = 𝑘፥
𝛿 (4.5)

ℎ = [
𝑔𝜌፥(𝜌፥ − 𝜌፯)𝑘ኽ፥ ℎᖣ፟፠
4𝜇፥(𝑇፬ፚ፭ − 𝑇፰)𝑥

] (4.6)

Correction for the vapor velocity
In the event of a vapor flow, the flow will act on the liquid-vapor interface and subsequently a shear

stress will be present. In order to account for the shear stress, the third assumption must be altered
to:

𝜇፥
𝜕𝑢
𝜕𝑦 |፲᎑ = 𝜏። (4.7)

𝜏። = 𝐶፟
1
2𝜌፯𝑈፞ (4.8)

Where 𝜏። represents the shear stress at the interface. 𝐶፟ is referred to as the skin friction coefficient
while 𝑈፞ represents the free stream velocity of the vapor. In the determination of 𝐶፟ it should be taken
into account that the liquid-vapor interface is permeable. Whereas normally a skin friction coefficient
is determined under the assumption of zero velocity normal to the surface. The normal component
of the velocity is also referred to as suction at the surface. At high interface suction the shear stress
exerted on the liquid interface can be interpreted as the momentum loss due to deceleration of the
impinging vapor particles from their free stream velocity 𝑈፞ to the liquid film velocity 𝑢᎑. The shear
stress due to suction can be much higher than the shear stress without suction. The shear stress at
the liquid-vapor interface is determined according to:

𝜏። = 𝜇፯
𝑑𝑈
𝑑𝑦 |፲᎑ = �̇�”(𝑈፞ − 𝑢᎑) (4.9)

Where �̇�” represents the mass flow rate per unit area. For the full derivation the reader is referred
to ”Basic Heat and Mass Transfer” by A.F. Mills[31]. Now, for 𝜌፯ << 𝜌፥ and 𝑢᎑ << 𝑈፞ the local heat
tranfer coefficient can be determined according to:

ℎᖣ = [𝑘
ኼ
፥ 𝑈፞
8𝜈፥𝑥

{1 + (1 + 16𝑃𝑟፥𝐽𝑎፥
𝑔𝑥
𝑈ኼ፞ )

ኻ/ኼ

}] (4.10)

Under the assumption of linear temperature distribution in the liquid film and using Equation 4.5
the corrected liquid film thickness can be determined by:

𝛿ᖣ(𝑥) = 𝑘፥
ℎᖣ (4.11)
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4.2.2. Material properties
Correction for Variable fluid properties

In the process of film condensation, the film temperature changes with the liquid film thickness.
At the subcooled wall, the film takes the wall temperature, while at the liquid vapor interface, the film
is near saturation temperature. Material properties as density, specific heat, thermal conductivity and
viscosity depend on the temperature. Therefore, when specifying the material properties, the non
uniformity in terms of temperature of the liquid film should be taken into account.

Denny and Mills [86] developed a reference temperature scheme to account for the subcooled liquid
variable fluid properties. The scheme is restricted to condensation of saturated vapor on a vertical
surface at normal gravity. In addition, the scheme only applies to high Prandtl number fluids. In this
scheme the latent heat is defined as:

ℎᖣ፟፠ = ℎ፟፠ + 0.35𝐶፩,፥(𝑇፬ፚ፭ − 𝑇፰) (4.12)

Where ℎ፟፠ represents the latent heat evaluated at the saturation temperature and 𝑇፬ፚ፭ and 𝑇፰ represent
the saturation and the wall temperature respectively. All variable fluid properties, like the specific heat
𝐶፩,፥, should be evaluated at the reference temperature 𝑇፫:

𝑇፫ = 𝑇፰ + 𝜁(𝑇፬ፚ፭ − 𝑇፰) (4.13)

In Equation 4.13, 𝜁 is a dimensionless parameter which defines the degree of the subcooling effect. Ac-
cording to [86], 𝜁 proved to be weakly dependent on all parameters except fluid species. Subsequently,
𝜁 values corresponding to particular fluids could be selected. Other parameters that are already ne-
glected in the Nusselt solution and that might introduce errors are the convective and inertial effects.
Due to the weak dependency of 𝜁 on all parameters except fluid specie, the use of 𝜁 only introduces a
maximum error of two percent in the local heat transfer coefficient. Values for 𝜁 can be found in ”Basic
Heat and Mass transfer” by Mills [31]. For fluids not listed by Mills, Equation 4.14 should be used for
determining the alternative latent heat:

ℎᖣ፟፠ = ℎ፟፠ ++(0.683 −
0.228
𝑃𝑟፥

)𝐶፩,፥(𝑇፬ፚ፭ − 𝑇፰); 𝑃𝑟፥ > 0.6 (4.14)

with 𝑃𝑟፥ the liquid Prandtl number and ℎ፟፠ evaluated at 𝑇፬ፚ፭. All other fluid properties are evaluated
at the mean film temperature.

Properties
The water-liquid and water-vapor properties used for all tests presented in this chapter are shown in

table 4.1. It should be noted that the driving force of condensation is a wall with a constant temperature
at 𝑇 = 353.15𝐾. Subsequently, the reference temperature for water (𝜁 = 0.33) resulting from Equation
4.13 is as follows: 𝑇፫ = 360𝐾.

Table 4.1: Material properties

Evaluated @ 𝑇[𝐾] 𝜌[𝑘𝑔/𝑚ኽ] 𝐶፩[𝐽/𝑘𝑔𝐾] 𝑘[𝑊/𝑚𝐾] 𝜇[𝑘𝑔/𝑠𝑚] H [𝐽/𝑘𝑔𝑚𝑜𝑙]
Water-liquid 360 967.1 4203 0.674 0.000324 7549089
Water-vapor 373.15 0.5956 2029 0.0248 0.000012 4.821e7

Fluent deduces the enthalpy of phase change from the difference between standard state enthalpies
at saturation temperature. Since the enthalpies have to be entered in [𝐽/𝑘𝑔𝑚𝑜𝑙], the enthalpies have
to be multiplied by the molecular weight of water. All properties presented in this section can be found
in [9].

4.2.3. Domain & Grid
The domain considered in this chapter is inspired by the domain of Liu et al[10] and is shown

in Figure 4.2. The modeled 2D domain is shown on the left while the domain that defines the 3D
structure is shown on the right. By taking a 40𝑚𝑚 width in two directions it is ensured that surface
tension effects in the corners of the physical domain do not have to be taken into account. Therefore,
the flow can be modeled as 2D. In addition, the gradients of temperature, velocity and volume fraction
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can be assumed zero at the symmetry boundary. Saturated vapor flows into the domain with a velocity
of 0.5 𝑚/𝑠.

As stated in [10] the length of the adiabatic wall in the upstream region is chosen so that influence
of the inlet boundary condition is avoided. In the paper by Liu also an adiabatic wall in the down-
stream region was included to avoid outflow boundary effects. However, no significant differences
were witnessed between cases with and without adiabatic wall. This sounds logical since no backflow
was observed. For this reason the adiabatic wall in the outflow region was discarded.

The wall that ensures subcooling of the vapor has a temperature of 353.15 𝐾, yielding a temperature
difference of 20 𝐾 between the wall and the saturated vapor temperature. One might note that the
inflow velocity profile is constant, while in reality a fully developed flow would be present. Moreover,
a fully developed inflow boundary condition is known to enhance convergence speed. But, in order to
be able to compare the results to the results of Liu et al, a constant velocity profile is chosen. Besides,
the comparison of CPU effort is not jeopardized when all other boundary conditions are kept the same.
Finally, a pressure outlet boundary condition is specified at the outlet.

Figure 4.2: Domain and boundary conditions considered in modeling Nusselt condensation problem.

In the paper by Liu a first cell width (direction normal to the wall) of 0.005𝑚𝑚 is used next to
the wall. Subsequently it is stated that the dense mesh layer grows with a grow factor of 1.05 for 30
consecutive cells. This means that the dense layer that is used to capture the liquid film has a width
of:

𝑤𝑖𝑑𝑡ℎ =
ኽኺ

∑
፧ኻ

0.005 ⋅ 1.05፧ = 0.3488 𝑚𝑚 (4.15)

Gambit 2.4.6 was used to create the dense mesh layer. In order to have a slightly denser mesh
close to the wall, the first cell width was reduced to 0.0019 𝑚𝑚. Using a growth factor of 1.1 yields the
same layer width 𝑊 as used by Liu. The specification for the cell count in the stream wise direction
was directly taken from Liu yielding the mesh in Figure 4.3.

Before incorporating the layer width of Liu an approximation of the liquid film thickness was made
using Equations 4.1 , 4.10 and 4.11:

𝛿ᖣ(𝑥 = 40 𝑚𝑚) = 0.071 𝑚𝑚 (4.16)

Equation 4.16 tells us that the liquid film will fall well within the dense mesh layer shown in 4.3.
Moreover, by specifying that the mesh close to the wall is somewhat more dense, it is expected that
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Figure 4.3: Mesh used in simulations, left: dense near-wall region, right: coarse vapor-only region.

the phase interaction will be captured accurately. In addition, the mesh near the wall is able to capture
the liquid accumulation in an earlier stage than when the mesh was uniformly sized. This is important
when no pre-existing liquid is present.

In the outer region, where only vapor is present, the mesh consists of quadrilateral elements with
sides of 0.125 𝑚𝑚. This specification yields an element count of 400 in the streamwise direction and
157 in the wall normal direction. Since no phase interaction will be present in this region a much coarser
grid is appropriate to capture the flow phenomena. Moreover, a coarser grid is less demanding to the
CPU effort. Now the total cell count yields 86800 which is slightly higher (74500) than the highest cell
count employed by Liu.

4.2.4. Model set-up
The employed models, methods and solution controls are shown in Table D.2. The multiphase

Volume Of Fluid method is used to account for the two phases. Since both phases are assumed
laminar, the viscous laminar model is used. In addition the Energy equation is turned on to account
for heat transfer.

In the multiphase model panel it is important to include the implicit body force simulation. According
to the Fluent manual [30] the implicit formulation enhances solution convergence by accounting for
the partial equilibrium of the pressure gradient and body forces in the momentum equations.

As in the paper by Liu, pressure-velocity coupling is accounted for by the PISO scheme, while the
spatial discretization of momentum and energy is accounted for by the QUICK scheme. According to
the Fluent user’s guide the PRESTO! scheme is recommended for flows in strongly curved domains.
The domain considered is flat. However, in the next stage of the research a curved domain will be
considered. Therefore the PRESTO! scheme will be employed to enhance comparability. In addition,
using the VOF method without PRESTO! proved to be prone to stability issues.

In the paper by Liu et al, the Geo-Reconstruct scheme is used for the interface reconstruction.
This scheme is said to be more accurate than the other schemes available for interface reconstruction
[3]. However, it was found that the Modified HRIC scheme yielded the same accuracy, in terms of
mean film thickness, as the Geo-Reconstruct scheme. Moreover, the calculation time needed to reach
convergence decreased when using the Modified HRIC scheme. Since the accuracy of the models will
be tested by comparing the mean film thickness with the Nusselt film thickness, the modified HRIC
scheme is chosen. Finally, time integration is handled by the explicit formulation of the VOF-method.

4.2.5. Convergence & Real Computation Time
Convergence was checked by analyzing the mean heat transfer coefficient of the subcooling wall.

The solution was found to be converged when the mean heat transfer coefficient became constant for
at least 0.025 seconds. MATLAB was used to read and process the generated HTC data. For the sake
of comparability a certain threshold for convergence was defined by analyzing the most unstable heat
transfer signal. When the mean heat transfer coefficient was constant for at least 0.025 seconds, and
the amplitude did not exceed the amplitude of the most unstable converged heat transfer signal, the
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Table 4.2: Model Set-Up

General
Pressure based, transient, 2D
Multiphase VOF, Viscous Laminar, Energy On
Multiphase model
VOF
Volume Fraction Parameters Formulation Explicit
Volume Fraction Cuttof 1e-6
Courant Number 0.25
Body Force Formulation Implicit Body Force
Interface Modeling Sharp
Solution Methods
Pressure velocity coupling
Scheme PISO
Skewness Correction 1
Neighbor Correction 1
Skewness-Neighbor Coupling On
Spatial Discretization
Gradient Least Square Cell Based
Pressure PRESTO!
Momentum QUICK
Volume Fraction Modified HRIC
Energy QUICK
Transient Formulation First Order Implicit
Under Relaxation
Pressure 0.3
Density 1
Body Forces 1
Momentum 0.7
Vaporization Mass 1
Energy 1

solution was found to be converged. When the solution did not reach this threshold, the solution was
aborted and considered ’not converged’. A fixed time step in the range of 5 ⋅ 10ዅ − 5 ⋅ 10ዅ 𝑠 was
employed in all cases. The time step was chosen so that the solution remained stable. The condensation
coefficient 𝑟 proved to be leading in the stability of the solution. Meaning that one should decrease
the time step size parallel to an increase in the condensation coefficient. Due to the small time steps
needed to ensure stability, the yielded mean global Courant number is smaller than 0.1. During one
time step, a maximum of 200 iterations was allowed, while continuity and momentum were found to
be converged when the scaled residual dropped below 1⋅10ዅኾ. The scaled residual threshold of energy
was set to 1 ⋅ 10ዅዀ.

4.2.6. Grid independence
In the grind independence tests, the condensation coefficient was 𝑟 = 5000 𝑠ዅኻ for all cases. In

conjunction with the condensation coefficient a time step of 5 ⋅ 10ዅ 𝑠 was needed to ensure stability.

Streamwise
Grid independence is checked in the streamwise direction by testing three different grids. The three

meshes are shown in Table 4.3, where the first mesh corresponds to the mesh presented in section
4.2.3. The number of cells of the ’vapor only’ and the ’dense layer’ region in both the streamwise
and the wall normal direction are depicted. Also the total number of cells is shown. By altering the
mesh resolution of the two regions independently and simultaneously, grid independence is thoroughly
checked.

Table 4.4 shows the results from the streamwise grid Independence tests. In the second column
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Table 4.3: Meshes tested in streamwise grid independence study

Grid Streamwise Vapor Region Streamwise Dense layer Region Wall Normal Vapor Region Wall Normal Dense Layer Size Vapor Region [mm] Total

800 400 800 157 30 0.125x0.125 86800
400 400 400 157 30 0.125x0.125 74800
200 200 200 79 30 0.250x0.250 21800

Table 4.4: Heat transfer coefficient and convergence time for three streamwise different grids

Grid HTC [𝑊/𝑚ኼ𝐾] Total Real Time Until Convergence [hr]

800 690.7959 8.01
400 690.5047 7.55
200 690.4552 5.15

the area averaged heat transfer coefficient of the subcooling wall is shown. Also the total real time
until convergence is listed in column three. As can be seen all HTC’s lie within 0.1% of each other.
This means that for all grids a grid independent solution in the streamwise direction is obtained. As
expected, the total convergence time decreases for coarser grids. It should be noted that the depicted
test comprises of flow phenomena that change slowly in the streamwise direction. Therefore a coarse
grid is able to capture all important flow features. However, when the flow changes more rapidly in the
streamwise direction, as for instance is the case when the formation of surface waves is of particular
interest, a coarse grid might not be able to capture all flow features.

Wall normal
A grid independence study was conducted for five different grid configurations. Since phase inter-

action acts mainly in the wall normal direction the focus was to find a wall normal independent solution.
Moreover, refinement was only performed in the dense layer region. As the flow is only expected to
change rapidly in the dense layer region, only this region subjected to a grid independence test. In
other words, the dense layer region is expected to be large enough to not to be influenced by the vapor
flow in the coarse region.

The cell size distribution in the wall normal direction is shown in Figure 4.4. The numbers in the
legend correspond to the number of layers in the wall normal direction. The base case mesh comprises
of 30 layers, like the mesh reported by Liu [10]. However, as pointed out previously (section 4.2.3),
the distribution closer to the subcooling wall is more dense compared to the original distribution by
Liu. The original distribution is also shown in Figure 4.4 under the label ’Liu’. Also, the stars in the plot
show where the sum of the layers exceeds the expected film thickness. For example, for the 60 layers
grid, the film will be captured by 45 grid cells.

In addition to the five different grids, a case is tested with a fully developed velocity profile inlet
condition. This test case has the label ’VP’ (velocity profile).
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Figure 4.4: Increase of cell size in wall normal direction in dense mesh layer for different grids. Star indicates the position of the
maximum expected Nusselt thickness.
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Figure 4.5: Grid independence tests showing liquid film thickness vs plate length for grid 15, 30, 60, 90 and grid ’Liu’. VP indicates fully developed inlet vapor velocity profile in conjunction with
grid 30. a: All grids. b: Grid 30 and grid 30 in conjunction with ’VP’. c: Grid adopted from Liu and grid 15. d: Grid 60 and grid 90.
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Table 4.5: Area averaged heat transfer coefficient and total computation time for different grids

Grid HTC [𝑊/𝑚ኼ𝐾] Total Real Time Until Convergence [hr]

30 690.7959 8.01
VP 691.2725 10.11
Liu 688.1077 7.94
15 697.2385 Not converged in 24 hr
60 693.7577 6.54
90 693.6331 7.54

All wall normal grind independence cases are depicted in the top left (a) plot of Figure 4.5. The
liquid film thickness of all cases except the case for 15 grid layers show a great similarity. To get a
better picture of the difference between the separate cases, plots b, c and d depict the cases in pairs.
In terms of mean film thickness the grid was found independent for 30 grid layers and more. Also, the
different grid configuration of Liu or the fully developed inlet velocity profile did not influence the mean
film thickness. However, some wiggles that are not observed at the 30 layer grid can be observed in
the case of Liu, 60 and 90 layers. The film Reynolds number for each case was found to be far below
the transition Reynolds number. Therefore there has to be some other explanation for the wiggles.
One possible explanation is the effect of numerical diffusion (see 2.4.1) .

Random numerical noise might disturb the liquid film, causing wave formation. Beside, the velocity
difference between the film surface velocity and the vapor velocity results in a shear stress on the liquid
film. Shear stress on the liquid film surface is known to induce surface wave formation. Numerical
diffusion acts as an extra viscosity and therefore dampens the waves. Numerical diffusion can be
mitigated by means of grid refinement. For this reason mesh 60 and 90 do show surface waves when
compared to mesh 30. In addition to this argument, mesh 90 shows even more wiggles than mesh 60.
However, mesh 30 is more dense in the film region compared to the original mesh by Liu, so why does
the mesh by Liu show wiggles and the more dense mesh not? The Modified HRIC scheme employed
in the presented simulations is a scheme which, depending on the flow variables, switches between
downwind differencing and multiple orders of the upwind schemes (see A.2). The upwind schemes are
known to produce better solutions when employed on a uniform grid. The curve of grid cell size versus
cell number (Figure 4.4) shows the highest gradient for mesh ’30’. Thus a higher numerical viscosity
can be expected in the ’30’ mesh, which ultimately results in the highest damping of the surface waves.

The geometric reconstruction scheme avoids problems of numerical diffusion by determining the
volume face fluxes a geometric approach (see section A.1). Figure 4.6 shows the liquid film thickness
on mesh ’30’ for HRIC and Geo-Reconstruct. As can be seen from Figure 4.6, the amplitude of the

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

L [m]

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

 [
m

m
]

HRIC

Geo-Reconstruct

Figure 4.6: Liquid film yielded by HRIC and Geo-Reconstruct scheme on mesh 30.

surface waves yielded by the Geo-Reconstruct scheme are less damped, meaning that the assumption
of the presence of numerical diffusion in the HRIC scheme is valid.
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4.2.7. Validation
The model is checked by comparing three cases to results obtained from Liu et al[10]. Figure 4.7

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

L [m]

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

 [
m

m
]

5000

50000

500000

Liu-5000

Liu-50000

Liu-500000

Nusselt

Figure 4.7: Comparison of liquid film thickness results by Liu[10] to simulation results for ፫  ኺኺኺ፬ᎽᎳ , ጂ፭   ⋅ ኻኺᎽᎷ, ፫ 
ኺኺኺኺ፬ᎽᎳ , ጂ፭   ⋅ ኻኺᎽᎸ, ፫  ኺኺኺኺኺ፬ᎽᎳ , ጂ፭   ⋅ ኻኺᎽᎹ.

shows the liquid film thickness yielded by increasing values of the condensation coefficient 𝑟. As can be
seen, there exists quite a deviation between the simulation results and the results by Liu. Moreover, the
simulation results show sinusoidal waves for 𝑟 = 50000𝑠ዅኻ and even roll waves for 𝑟 = 500000𝑠ዅኻ. It is
hard to think of reasons explaining the discrepancies, since the exact simulation conditions were used
as well as the same geometry and models. In addition, the mesh was found to yield grid independent
results.

The only difference to the model of Liu, is the use of the modified HRIC scheme instead of the
Geo-Reconstruct scheme. But, as pointed out earlier (4.2.6), both schemes yield the same mean liquid
film thickness in the domain size employed.

Although both simulations make use of water as working fluid, a different approach to temperature
dependency of the water may explain the deviating liquid film thickness. As we will see later, the thermal
conductivity plays a major part in the development of the liquid film. A higher liquid conductivity may
result in more mass transfer and ultimately a thicker liquid film. Another possible explanation is a
different approach to the definition of the latent heat. As the latent heat was not mentioned by the
authors, a smaller latent heat could result in a thicker liquid film. In order to tackle these problems,
the authors were contacted to supply the properties they used, but without success.

Nevertheless, the simulations are still usable to test CPU performance per model. However, mimick-
ing a relatively simple case of 2D laminar condensation flow already proves to be a challenge, indicating
that modeling condensation is extremely prone to errors.

4.3. CPU test results
4.3.1. Test cases

The only phase-change model that is provided by Fluent in the one-fluid approach of the VOF
method is the famous Lee model. As mentioned before, the condensation coefficient 𝑟 determines not
only the accuracy of the solution but also the stability and subsequently the real time until convergence.
In order for any model to be workable, the real simulation time versus the accuracy of the model must
be reasonable. Since ”reasonable” is rather subjective, the aim of this section is to show the extra real
time needed for a certain increase in accuracy. In addition to the classical Lee model, two modifications
of the Lee model, the modification by Liu[10] and the modification by Shen [6], will be tested. It will
be interesting to see if the claimed improvement in accuracy will be at the expense of simulation time,
or if it might even reduce the computation time.

In the end a total of five different models were tested. Using three different values of the conden-
sation coefficient yields the fifteen test cases shown in table 4.6. To keep the solutions stable, the time
step size was reduced in parallel with an increase in condensation coefficient. The necessity of time
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step size reduction agrees with the findings of section 3.3.3. All cases were tested on a cluster of 16
nodes while using 1.5 GB RAM.

Table 4.6: Assessed cases in CPU performance test

Case Model Condensation Coefficient Enhancement Factor Δ𝑡
1.1 Lee 5000𝑠ዅኻ - 5 ⋅ 10ዅ𝑠
1.2 Lee 50000𝑠ዅኻ - 5 ⋅ 10ዅዀ𝑠
1.3 Lee 500000𝑠ዅኻ - 5 ⋅ 10ዅ𝑠
2.1 Liu 5000𝑠ዅኻ - 5 ⋅ 10ዅ𝑠
2.2 Liu 50000𝑠ዅኻ - 5 ⋅ 10ዅዀ𝑠
2.3 Liu 500000𝑠ዅኻ - 5 ⋅ 10ዅ𝑠
3.1 Shen 5000𝑠ዅኻ 10 5 ⋅ 10ዅ𝑠
3.2 Shen 50000𝑠ዅኻ 10 5 ⋅ 10ዅዀ𝑠
3.3 Shen 500000𝑠ዅኻ 10 5 ⋅ 10ዅ𝑠
4.1 Shen 5000𝑠ዅኻ 28.25 5 ⋅ 10ዅ𝑠
4.2 Shen 50000𝑠ዅኻ 28.25 5 ⋅ 10ዅዀ𝑠
4.3 Shen 500000𝑠ዅኻ 28.25 5 ⋅ 10ዅ𝑠
5.1 Shen 5000𝑠ዅኻ 100 5 ⋅ 10ዅ𝑠
5.2 Shen 50000𝑠ዅኻ 100 5 ⋅ 10ዅዀ𝑠
5.3 Shen 500000𝑠ዅኻ 100 5 ⋅ 10ዅ𝑠

4.3.2. Results

Figure 4.8 shows the accuracy versus the total simulation time in hours of the fifteen tested cases.
Cases 1.3, case 2.2 and case 2.3 were found to be converged visually. However, these cases did not
satisfy the convergence condition stated in section 4.2.5.
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Figure 4.8: Performance of different condensation models checked in terms of liquid film thickness accuracy vs real computation
time. Case 1: Lee model, Case 2: Liu model, Case 3: Shen model, ፧  ኻኺ, Case 4: Shen model, ፧  ኼዂ.ኼ, Case 5: Shen
model, ፧  ኻኺኺ.

Regarding the condensation coefficient 𝑟, several conclusions can be drawn from Figure 4.8:

1. The film thickness accuracy is improved by increasing 𝑟.
2. The real computation time increases significantly when increasing 𝑟 from 50000𝑠ዅኻ to 500000𝑠ዅኻ,
while only a small increase in accuracy is obtained ( 5-10 % compared to 20 – 25 % in previous
step).

3. For the Lee model and the Liu model, the increase in film thickness accuracy compared to the
increase in computation time is linear.

4. For the Shen model, the increase in film thickness accuracy compared to the increase in compu-
tation time seems exponential.

Conclusion 1 is already widely discussed in literature and in section 3.3.3. However, conclusion 2,
3 and 4 are new and very interesting. Namely, these results imply that there is some threshold where
increasing the condensation coefficient leads to a negligible increase in film thickness accuracy com-
pared to computational effort. In terms of model practicality this is an extremely important conclusion.
Although the threshold might deviate for different cases, this result indicates that for every particular
case a careful consideration of the accuracy versus the computational effort should be taken into ac-
count. Especially when using the Lee model or a modification of the Lee model for design purposes,
an analysis of the accuracy versus computation time might prove to be very fruitful.

Regarding the model performance in terms of accuracy the following statements in relation to the
original Lee model (Case 1) can be made using Figure 4.8.

1. The modification by Liu (Case 2) yields a negligible increase in accuracy while the real computation
time is increased.
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2. Enhancement of the thermal conductivity in the two-phase region results in a higher liquid film
accuracy.

3. Enhancement of the thermal conductivity reduces the real computation time for 𝑟 = 50000𝑠ዅኻ, 𝑟 =
500000𝑠ዅኻ.

Liu model
Looking at conclusion 1 gives rise to the question why the Liu modification yields more or less the

same results as the classical Lee model. When the solution reaches steady state, a mass balance is
set between the mass transfer between the phases, and the liquid mass leaving the domain. Taking
a closer look to the mass flow per unit volume of both cases, the mass balance has set itself equally.
The mean vapor volume fraction, considering the entire two-phase region, is in case of the Liu model
slightly higher than that of the Lee model. But the integral of the mass transfer intensity, �̇�፯፥, is equal.
This means that the mass transfer between the phases is equal for both models, while the vapor volume
fractions in the numerical interface (the two-phase region) deviate slightly. Now, remembering that
the only difference between the models lies in the incorporation of the volume fraction in the mass
transfer equation, and taking into account that mean temperature in the two-phase region is equal for
both models, it is no surprise that the mean vapor fractions deviate. Since only by doing so, the same
balance can be reached. The higher vapor fraction in case of the Liu model is a direct consequence
of the incorporation of the 𝛼ኼ/ኽ term compared to the 𝛼 term in case of the Lee model. Because only
when the vapor volume fraction in the interface is higher for the Liu model compare to the Lee model,
the yield of both models is equal. This is pictured in Figure 4.9, where the mass transfer intensity of a
fictional process is plotted versus the vapor fraction.
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Figure 4.9: Comparison of mass transfer intensity versus the vapor fraction for the Lee model and Liu model.

Although we know that the models set their selves into the same mass balance, we do not know
exactly why. It seems that the extra mass transfer due to the way the vapor fraction is incorporated
is negligible. Only by increasing the mass transfer intensity constant 𝑟, the mass balance between the
interface mass flow and the outlet mass flow can be changed significantly.

The increase in computational effort is difficult to explain. One explanation can be that the way the
UDF-subroutine is incorporated into the software slows the program. Another perspective is that the
deviation of the mass transfer intensity curve depicted in Figure 4.9, destabilizes the solution, causing
an increase in iterations per time step. In any case, the increase in accuracy is negligible while the
increase in computation time is significant. Therefore, the modification by Liu is deemed purposeless.
In the paper by Liu, no comparison between his model and the classical Lee model is presented.
The sole motivation behind the model is that it produces ’more physical results’. However, no further
elaboration on this statement is given.

Shen model
Taking a look at the temperature profiles in the liquid film, depicted in Figure 4.10, reveals that

enhancing the thermal conductivity in the two-phase region results in a steeper temperature curve in
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the liquid region. This is also shown in the original work by Shen[6]. For this reason, the temperature
difference between the wall and the interface increases. In parallel, the heat transfer increases. The
more energy that is extracted from the vapor, the more vapor will eventually convert to liquid, mean-
ing that enhancing the heat transfer enables phase change. Therefore, enhancing the heat transfer
between the phases indirectly enhances the mass transfer between the phases. In the end, since the
energy equilibrium is set at a higher rate, the mass transfer equilibrium is also set at a higher rate. The
result is a thicker liquid film.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

y [mm]

350

355

360

365

370

375

T
 [

K
]

Case 1.3

Case 3.3

Case 4.3

Case 5.3

 = 0.5

Figure 4.10: Temperature profiles for the Lee model (case 1.3) and the Shen model with ascending increasing enhancement of
the thermal conductivity (case 3.3, 4.3, 5.3) for ፫  ኺኺኺኺኺ ፬ᎽᎳ at ፱  ኺ.ኺኾ፦. The star indicates the interface position.

The temperature profile in the Nusselt solution goes linearly from the wall temperature to the
saturation temperature [9] (see Figure 4.1b). Taking this linearity into account, enhancing the thermal
conductivity brings the temperature profile closer to the Nusselt solution. Even enhancing the thermal
conductivity beyond the highest physical conductivity present (in this case the water-liquid conductivity)
yields a more physical solution. Additionally, taking note that a two-phase region representing an
interface is actually a non-physical approximation, the enhancement of the conductivity in this region
proves to be a better model, then volume averaging the thermal conductivity.

4.4. Conclusion & Recommendations
In this chapter the real computational cost versus the obtained accuracy was revealed. By doing

so the practicality of the computational models was exposed. As practicality is rather subjective, this
study is only indicative. Nevertheless, since no explicit statements about computational effort were
made in literature, this study gives new insights.

In addition, this study showed that the increase in computational effort versus the increase in
accuracy is not necessarily linear. Meaning that depending on the model, one should always consider
if the increase in accuracy is worth the wait. Especially when one wants to use the models for design
purposes, and many different configurations are tested, taking the computational effort into account
is advisable.

Next, the Shen models (case 3, case 4, case 5) outperformed the Lee and Liu model in terms of
accuracy and computational effort. The Liu model was even found to be completely irrelevant. Because
the Shen model’s accuracy seems to increase exponentially, while the Lee model’s accuracy increases
linearly, the Shen model seems to be an improvement. Moreover, the temperature profile of the Shen
model comes closer to the Nusselt solution.

The exponential increase of the Shen model is very interesting, but this conclusion is only founded
on nine test cases. Therefore, in future work this implication needs to be validated by conducting more
tests at more different condensation frequency (𝑟) levels.

Next, only three condensation models were tested. Thereby, all condensation models were related
to the original Lee model. The performance of heat flux balance models and other condensation models
that were discussed in chapter 3 is still unknown. In this work, an attempt was made to investigate
the performance of the Tanasawa model and the heat flux balance model by Sun. However, due
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to implementation problems of the smearing function by Hardt & Wondra [75], the attempts were
suspended. Nevertheless, the accuracy versus CPU-effort performance of these models has to be
known before one could say what condensation model is deemed most practical. Therefore, in future
work the implementation difficulties have to be sorted out, after which the same sort of study needs
to be conducted on these models.

Finally, the performance of the models was only tested on CPUs. Recent literature have showed
promising results for CFD simulation acceleration for turbomachinery design on GPUs [87] (Graphics
Programming Unit). Therefore, quantifying the GPU-effort for condensation simulations will be very
interesting.





5
Condensation model performance in

’complicated’ flows

5.1. Introduction
Flow features such as circulation and separation are of high importance in heat transfer applications.

Due to these flow phenomena, heat transfer is enhanced. Therefore, most plate heat exchangers
consist of a geometry that is designed to induce separation and circulation. This chapter aims to assess
available phase change model’s performance when more ’complicated’ flow regimes as circulation,
surface wave formation and separation are induced.

Objectives
• Provide an insight in the applicability of the phase change model(s) to more complex flow phe-
nomena.

• Expose difficulties in applying phase change models in more complex flows.

Geometry
• Flat geometry to assess surface wave formation and evolution

• Flat plate geometry to assess surface wave formation and evolution on films while being exposed
to artificial perturbations

• Corrugated channel to assess the effect of the corrugations on wave formation and heat transfer
of condensate flow

Restrictions
• The phase change models must be implementable in Fluent 18.1.

• The phase change models can be employed in a finite volume VOF interface tracking environment.

Comparison
First the wave formation and evolution of a condensate flow on a flat plate will be modeled and

checked with literature. Also the effect of the waves on heat transfer will be checked and compared with
literature. Subsequently, the film flow without condensation will be compared to the condensate flow.
By doing so, differences between the two flows will be exposed. In addition, an artificially disturbed
film flow will be compared to an artificially disturbed condensate flow. The same discrepancies as in
the previous set-up are expected to be found. In this way, the influence of the phase change model
on the flow field is thoroughly assessed.

The next stage is to assess the heat transfer predictions of the phase change models in case of a
corrugated channel. First a film flow over a corrugated surface is validated with literature. Following,
the phase change models are turned on. This will be done in both the laminar and the wavy laminar
regime. The aim is to find out if the phase change model’s heat transfer predictions will adhere to
theory presented in section 5.2.1.

55
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5.2. Film flow and condensation flow in literature

5.2.1. The wavy laminar flow regime

In general, there exist three flow regimes for film flow. The laminar flow regime, the wavy laminar
regime and the turbulent regime. Each flow regime can be identified by its film Reynolds number. The
film Reynolds number is governed by the bulk velocity 𝑈 and the hydraulic diameter 𝐷፡ of the film,
hence:

𝑈 =
Γ

𝜌፥ ⋅ 𝛿
(5.1)

𝐷፡ =
4𝐴
𝒫 = 4 ⋅ 1 ⋅ 𝛿

1 (5.2)

𝑅𝑒᎑ =
𝜌፥𝑈𝐷፡
𝜇፥

= 4Γ
𝜇፥

(5.3)

The typical onset for the wavy laminar regime is around thirty (𝑅𝑒᎑ ≈ 30). Transition to turbulent
flow takes place at 𝑅𝑒᎑ ≈ 1000 in the outer region of the film. The liquid film will be fully turbulent when
the Reynolds number of the inner region reaches 𝑅𝑒᎑ ≈ 1800. When condensation occurs, the film
temperature is typically closer to the saturation temperature. According to Mills [31], the temperature
dependent transition (to turbulent) Reynolds number can be found using the following relation:

𝑅𝑒፭፫ = 5800𝑃𝑟ዅኻ.ኺዀ፥ (5.4)

Between the laminar regime and the fully turbulent regime, some extra wave phenomena can be
distinguished. Increasing the Reynolds number in the range of 20 < 𝑅𝑒᎑ < 200 causes the formation
of the first small surface waves and is referred to as the capillary wavy laminar regime [88]. Surface
tension forces play an important role in this regime. The surface tension forces are caused by the
local temperature and concentration differences and start being of significance when they equal the
viscous and inertial forces. As surface tension acts to minimize the film surface the waves occur as
high frequency, low amplitude waves, so-called ripples.

With increasing Reynolds number, the wave amplitude (crests and troughs) increases and the fre-
quency decreases. The shape of the waves is almost periodic sinusoidal. Therefore, the waves are
often referred to as sinusoidal waves.

As the Reynolds number increases further, the inertial forces start to dominate the surface tension
forces and the wave lengths increase while the wave frequencies decrease. Subsequently, the previous
sinusoidal waves turn into so-called roll waves. The corresponding flow regime is referred to as the
inertial wavy laminar regime (200 < 𝑅𝑒᎑ < 1000). From experiments it was found that roll waves
travel with an almost constant celerity. The celerity of a wave represents the magnitude of the wave
velocity, also called the phase speed. Typically, in front of a roll wave, there exists a local minimum in
film thickness. In the local minimum in front of the large wave, the surface tension forces dominate the
inertial forces, causing the formation of ripples. The multiple wave shapes that exist in wavy laminar
condensate flow are depicted in Figure 5.1.
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Figure 5.1: Schematic representation of wave formation during condensation in wavy laminar flow regime. Figure taken and
modified from [11]

In the fully laminar flow regime the heat transfer is entirely governed by the liquid film resistance
according to:

ℎ = 𝑘፥
𝛿 (5.5)

However, the analysis of the heat transfer in the wavy laminar regime is less straightforward. Due to
the complexity of the wave formation caused by surface tension and gravity, no theoretical approach
is available. Predictions in heat transfer are made by developing correlations using experimental data.
But by using correlations, no insight in the heat transfer driving forces is given. Where in fully laminar
flow, heat transfer is entirely governed by conduction, in wavy laminar flow also convection will play a
part. For instance, Stühltrager [89] [90] found that the temperature profile in the liquid film is affected
by convection. But, the enhancement of heat transfer in the wavy laminar regime is mainly attributed to
local thinning of the liquid film, meaning that conduction is still the dominant heat transfer mechanism.
Jayanti & Hewitt [91] have also investigated the influence of sinusoidal waves and solitary waves on the
heat transfer performance. They point out that although the sinusoidal waves enhance heat transfer,
the heat transfer is still governed by the liquid film thickness. Also, the effect of circulation on heat
transfer in large solitary waves is investigated. It is concluded that due to the higher cross-sectional
area under solitary wave compared to the cross-sectional area under the substrate film, the mean
velocity and circulation velocity are relatively small in the wave. Subsequently, the contribution to heat
transfer by convection is concluded to be small. Continuing the work of Stühltrager, Miyara (1999) [92]
investigated the heat transfer in roll waves with a Reynolds number of one hundred. He finds that
for low Prandtl numbers (0.1 & 1) heat transfer is determined by conduction, while for high Prandtl
numbers (10 & 100) both conduction and convection govern heat transfer.

5.2.2. Wavy laminar condensate flow
One can imagine that the heat and mass transfer caused by condensation may result in a different

wave behavior compared to falling film behavior. In order to find these differences, Stühltrager[89]
compared numerical condensate flow results with experimental falling film results. In his paper, the
evolution of a condensate film was modeled using a finite difference approach. After the liquid film was
converged, every 1/16𝑠 a snapshot was taken. From this analysis several conclusions were drawn:

1. The celerity of the modeled ripples is smaller than the celerity obtained from experiments. There-
fore, the conclusion is drawn that condensation slows the waves down.



58 5. Condensation model performance in ’complicated’ flows

2. While ripples grow into larger sinusoidal waves between 70 < 𝑅𝑒᎑ < 140, the film thickness is
decreasing. In addition, the wave celerity is strongly increasing.

3. The condensation flow is in good agreement with the experiments for falling film flow for 110 <
𝑅𝑒᎑ < 220.

4. For 𝑅𝑒᎑ > 220 the wave amplitude is almost not increasing anymore, the film thickness starts to
increase again. In addition waves start to merge. Since the Nusselt solution does not take surface
waves into account, the Nusselt film thickness is much higher in this region than the simulated
one.

The main difference between the numerical method employed by Stühltrager compared to the use of
Fluent, is the use of a prescribed solution for the liquid film thickness by Stülhtrager. In other words, in
the approach of Stühltrager, the liquid film thickness is determined from the Nusselt solution, whereas
in Fluent the liquid film thickness is estimated using a mechanistic model with a physical base (the Lee
model). Therefore, Fluent’s method is applicable to other problems, whereas Stühltrager’s method is
only applicable to the Nusselt condensation problem. Now, considering the differences in the numerical
approach, it would be interesting to see if the Lee model and descendants of the Lee model are able
to reproduce the aforementioned conclusions from Stühltrager.

5.3. Condensation flow on a vertical flat plate - wave analysis
5.3.1. Set-up

The classical Lee model in Fluent will be tested by simulating the condensate flow reported by
Stühltrager [89]. In addition, the modification of the Lee model by Shen [6] will be tested in the
same way. The condensation coefficient is set at 𝑟 = 50000𝑠ዅኻ in both cases. In this way a trade-
of between the real computation time, and the film thickness accuracy is made (see 4.3.2). The
enhancement factor in the modification by Shen is chosen so that the thermal conductivity in the two-
phase region takes the liquid phase conductivity. By doing so, the conductivity is maximized without
obtaining a non-physical total conductivity. The working fluid used by Stühltrager is the refrigerant
trichloromonofluoromethane or better known as R11. Table 5.1 shows a summary of the test cases.
A vapor flow inlet condition is applied at the inflow boundary in order to supply vapor mass for the

Table 5.1: Condensation flow waviness test cases

Working Fluid Kinematic Viscosity [𝑚ኼ/𝑠] Condensation Model Condensation Coefficient [𝑠ዅኻ] 𝑇፬ፚ፭ − 𝑇፰[𝐾]
R11 3.17 ⋅ 10ዅ Lee 50000 12.27
R11 3.17 ⋅ 10ዅ Lee modified by Shen 50000 12.27

condensation process. In Stühltrager [89] the vapor was modelled as quiescent. However, Phan &
Narain [93] showed that the influence of the vapor flow on the wave behaviour of the condensate film
is negligible. They also showed that the effect of surface tension on roll waves is negligible. Namely,
the waves are gravity driven and the surface tension only slightly assists in steepening the front of the
waves. This is in agreement with Miyara (2000) [94], where it is concluded only the wave peak height
of the roll waves is influenced by surface tension while the celerity of the roll waves is independent of
surface tension. Moreover, Stühltrager ignored surface tension altogether, therefore surface tension is
not taken into account.

The grid employed by Stühltrager is not mesh independent, but it captures at least 1/4 of the
smallest measured amplitude of the most unstable wave. In addition, the most unstable wave length
resolution is chosen at 8 points. (So at least 4 grid cells are used to capture the smallest amplitude
while at least 8 grid cells are used to capture the smallest wave length.) The mesh resolution from
Stühltrager is adopted in this work in order to assess if Ansys Fluent, and the phase change models,
are able to reproduce the reported results. The solution was considered converged when the liquid
volume, the area averaged heat transfer coefficient and the area averaged velocity became constant.
The time step was chosen as 5 ⋅ 10ዅዀ 𝑠, so that the solution remained stable. The resulting global
Courant number was 0.04.
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All presented parameters are non-dimensionalized using the theoretical Nusselt film thickness 𝛿፦ፚ፱
at the outflow boundary according to Equation 5.6.

𝑥∗ = 𝑥
𝛿፦ፚ፱

𝛿∗ = 𝛿
𝛿፦ፚ፱

𝑢∗ = 𝑢
𝑢፦ፚ፱

𝑡∗ = 𝑡
𝛿፦ፚ፱/𝑢፦ፚ፱

(5.6)

The temperature is non-dimensionalized using the saturation temperature 𝑇፬ፚ፭ and the wall temperature
𝑇፰ according to:

𝑇∗ = 𝑇 − 𝑇፰
𝑇፬ፚ፭ − 𝑇፰

(5.7)

5.3.2. Validation
Wave speed at line of inception

The first definition that needs to be considered is the so-called line of inception. This line represents
the onset of waviness and normally coincides with 𝑅𝑒᎑ ≈ 30. But what is waviness? Stainthorp & Allen
[95] define the line of inception as the point where the wave amplitude exceeds 10ዅኽ mm. However,
it should be noted that this condition is only defined by the instruments used to detect the waviness.
Waves may occur somewhat earlier, but are difficult to discern. In any case, since Stühltrager compares
his work to the work of Stainthorp & Allen, their definition is adopted in this work and is also referred
to as the line of inception.

In Stainthorp & Allen a correlation between the wave speed at the line of inception and the local
film Reynolds number is presented, see Equation 5.8:

𝐾 = 2.95 ⋅ 𝑅𝑒ኺ. (5.8)

One should note that the wave speed 𝐾 is determined in centimeter per second. In order to check
the first conclusion by Stühltrager, ”the celerity of the modeled ripples is smaller than the celerity of
experiments”, the wave speed of the first wave at the line of inception will be taken at six different
times, with a time interval of 1/16 𝑠. Subsequently, the average of the six wave speeds is taken.
To be complete, the numerical model will be checked by the simulation of three film flows without
condensation. By doing so, the difference in wave speed at inception point between condensation and
no condensation will be assessed.

Wave disturbance analysis
Due to the relative old age of the literature presented by Stühltrager and Stainthorp & Allen, also

a simple wave disturbance analysis is conducted. Nosoko [96] developed correlations to describe the
wave speed of falling liquid films which are excited by a disturbance frequency. By testing a wide range
of flow ranges and temperatures of water the correlation was validated in the range:

15 < 𝑅𝑒ኺ < 90 (5.9)

One should care to note that the Reynolds number used by Nosoko is defined in a different way than
used throughout this work:

𝑅𝑒ኺ =
𝑢ኺ𝛿ኺ
𝜈 (5.10)

where 𝑢ኺ represents the velocity at the surface of the film at 𝛿ኺ. In addition, the following dimensionless
numbers are defined:

𝑊𝑒ኺ = 𝜌𝛿ኺ𝑢ኼኺ/𝜎 (5.11)
𝑢ᖣ፰ = 𝑢፰/𝑢ኺ (5.12)
𝑓ᖣ = 𝑓𝛿ኺ/𝑢ኺ (5.13)

where 𝑊𝑒ኺ is the Weber number, 𝑢ᖣ፰ the dimensionless wave speed and 𝑓ᖣ the dimensionless distur-
bance frequency. Now, the dimensionless wave speed can be determined using correlation 5.14.

𝑢ᖣ፰ = 1.49𝑓ᖣዅኺ.ኾኾዃ𝑊𝑒ኺ.ኺዂኺ 𝑅𝑒ዅኺ.ኾኼኺ (5.14)
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The disturbance of the wave is introduced using an alternating velocity according to the relation by
Kungi[97].

𝑈 = [1 + 𝜖𝑠𝑖𝑛(2𝜋𝑓𝑡)]𝑈 (5.15)

where 𝜖 is a parameter set to 0.03 by Miyara (2000) [94]. 𝑈 represents the bulk velocity of the film
without waves and 𝑡 represents the flow time. Also the time 𝑡ᖣ is non-dimensionalized using the bulk
velocity according to:

𝑡ᖣ = 𝑡/(𝛿ኺ/𝑈) (5.16)

5.3.3. Results
Qualitative comparison with Stühltrager

The liquid film thickness yielded by the classical Lee model and the modification of the Lee model
by Shen are shown in Figure 5.2 and Figure 5.3, respectively. Also the wave speed at time 𝑡∗ is shown
for the waves starting at the line of inception. In addition, the theoretical Reynolds numbers are shown
at the right hand side of each figure.

Both films exhibit the same behavior in the sense that small ripples start to grow from the line
of inception. The ripples become larger and sinusoidal waves are formed. Eventually, the sinusoidal
waves grow into large solitary waves. This observation agrees to the observation of Stühltrager [89].
However, Stühltrager also notes that the solitary waves are merging downstream into harmonic waves.
As can be seen from the dotted line in both Figure 5.2 and Figure 5.3, the wave speed is increasing
from the line of inception and is still increasing when the end of the domain is reached. Also the wave
amplitude is increasing slightly, like reported by Stühltrager. However, due to the underpredicted film
thickness, the film Reynolds number does not exceed 𝑅𝑒᎑ = 70 for both cases. Stühltrager reports
that the wave amplitude stops increasing at 𝑅𝑒᎑ > 220. At the same moment the wave celerity does
not increase anymore, and subsequently, the film thickness increases again and waves start to merge.
Hence, the wave merging flow regime is not reached in both cases.

By analyzing the position of the line of inception at six different times for each case, it is validated
that, like in the results of Stühltrager, the line of inception is not fixed but moves up an down the
domain. Also, the same observation as reported by Stühltrager is made that the surface instability
starts with ripple waves. Next, as the ripples swiftly grow into sinusoidal waves, the film thickness
decreases and the wave celerity strongly increases, like reported by Stühltrager.

In summary, the overall wave evolution of both cases agrees to the findings by Stühltrager. This
means that in both cases the numerical model is able to predict the flow phenomena in a correct
manner. However, one should note that evolution of waves depends on both the condensation model
and the multiphase model. In order to be able to say something about the condensation models,
conclusion 1 (see section 5.2.2) will be comprehensively assessed.

In addition, the paper by Stühltrager is rather old, and therefore, the results should be compared
with more up to date literature.

Qualitative comparison with other literature
In Miyara (2001) [11], a wavy condensate film without an artificial perturbation and a wavy con-

densate film with an applied artificial perturbation are modeled. In the first case, the surface waves
develop from the spatial perturbations caused by the variations between the initial condition and the
numerical solution [11]. The perturbations grow into irregular large amplitude waves. As the solution
proceeds, the line of inception moves downstream, until almost all waves are advected out of the
domain.

When an artificial perturbation is applied, the line of inception fluctuates between 𝑥∗ = 250 − 300.
The fluctuation of the position of the inception line agrees with Stühltrager as well as with this work.
However, the x-location is different. This might be attributed to the underprediction of the film thickness
in this work. When the film thickness would adhere to the Nusselt film thickness, the film would grow
more rapidly and subsequently the Reynolds number would be higher, causing the inception condition to
be met. Miyara explicitly concludes that the location of wave inception depends on the Prandtl number.
In this work and the work by Stühltrager, the fluid Prandtl number is 4.3, in the work by Miyara the
Prandtl number is 5. Therefore, the difference in inception line position may also be attributed to this
deviation in Prandtl number. It should be noted, however, that the line of inception is not explicitly
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Figure 5.2: Dimensionless film thickness predicted by the classical Lee model at time ፭∗  ዃኼኺኽ. Dimensionless wave speed
from line of inception at same time index. From the line of inception at ፱  ዀኾኺ (indicated by a star) small ripples grow into
larger sinusoidal waves. At ፱  ኻኼኺኺ large solitary waves start to form and move down the domain.

defined in the work by Miyara, which also may lead to different results compared to Stühltrager and
this work.

In any case, the surface waves of the present simulations seem to be caused by a continuing
random numerical perturbation. Namely, the waves are continuously formed even when the solution
has reached steady state (in terms of mean film thickness).

Miyara notes that the waves that develop on a perturbed condensate film are initially sinusoidal.
Afterwards, they develop rapidly into pulse-like solitary waves, consisting of a large amplitude wave
and small amplitude capillary waves. The results by Stühltrager show a similar behavior. However, no
small capillary waves are observed. In this work, the capillary waves are only observed sporadically in
the results produced by the Shen modified Lee model (see Figure 5.3). Miyara also notes that after
the initial growth of the waves, the waves move downstream without interaction and maintaining their
shape. This was also seen in this work. The absence of wave merger in this work and the work by
Miyara can be attributed to the small Reynolds number. In this work, the domain is large enough for
the film to reach the Reynolds number mentioned in conclusion 4 (see section 5.2.2). However, due to
the underprediction of the film thickness, the Reynolds number is not reached. In the work by Miyara,
the domain (with 𝑥፦ፚ፱ = 1250) is too small to reach the Reynolds number from conclusion 4. Finally,
Miyara notes that the sinusoidal wave region is very small compared to the solitary wave region. This
agrees to both this work, and the work by Stühltrager.

Other authors that have investigated the wave behavior of falling condensate films are Aktershev
and Alekseenko [98]. In this work the solitary waves are described as:”non-linear waves of high
amplitude, which have a typical peak with steep front slope and low local maximum in front of it
(the capillary ripples).” The ripples mentioned by Miyara and by Aktersev & Alekseenko are seen more
often throughout literature. For instance, in Miyara[94], Gao[99] and Kungi[97]. In all papers surface
tension is included. Also capillary waves are known to be due to the effect of surface tension forces
dominating inertial forces (low Weber number). Since the local Weber number depends linearly on the
film thickness, the surface tension forces start to dominate the inertial forces at the local minimum
of the solitary wave. In both this work and the work by Stühltrager, surface tension is neglected.
Therefore, the capillary waves are not present. However, this does not explain why in Figure 5.3 some
capillary waves are observed.

The instantaneous dimensionless velocity field is depicted for the Lee model and Shen model in
Figure 5.4a and Figure 5.5a, respectively. In addition, the local dimensionless temperature contours
are shown. In b, c & d, the local temperature profiles at the wave rear, crest and in the substrate film
are presented for both figures. The results for both the Lee model and Shen model are very similar.
Therefore, first the Lee model (Figure 5.4) will be compared with literature. After, the differences
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between the Lee model and Shen model are assessed.
In the substrate region in Figure 5.4a, the velocity is zero at the wall and increases according to

the Nusselt solution to it’s local maximum at the interface. The wave slides with a considerable higher
wave speed over the substrate layer, causing the substrate velocity to increase locally. For instance,
the velocity under the crest already exceeds the maximum substrate velocity at 𝛿∗ ≈ 0.2. This is in
accordance with findings by Stühltrager [90]. The main difference between the present velocity fields
and the velocity field by Stühltrager is that the y-component of the velocity vector is almost invisible.
But, taking a closer look at the velocity vector in the wave rear region (3120 < 𝑥∗ < 3140) reveals that
the vector is slightly pointing into the film, whereas in the wave front region (3180 < 𝑥∗ < 3200) the
vector is slightly pointing upwards. This is also seen in the vector plots by Stühltrager[90].

The temperature contours are deformed in a way that the peaks of the contour lines near the wall
surface are upstream, compared to the peaks of the contour lines close to the film surface. This was
also witnessed by Stühltrager. The local temperature profile at the wave rear (b) has a convex shape,
the temperature profile in the crest (c) a concave shape, and the temperature profile at substrate (d) is
linear. This is in accordance with the temperature profiles found by Stühltrager [90]. Both the convex
shape and the concave shape indicate that heat transfer is not only determined by conduction, but
also by convection. In the wave rear, convection decreases the heat transfer, whereas in the crest
region heat transfer is enhanced. Compared to the results by Stühltrager, the liquid film surface does
not reach the saturation temperature. This can be attributed to the undeprediction of mass transfer
by the condensation model. As was already seen in Figure 5.2 and Figure 5.3, the film thickness in
case of the Shen model is slightly larger than the film thickness of the Lee model. In addition, the
temperature profiles in Figure 5.5b, c & d are somewhat less steeper than the profiles produced by
the Lee model (Figure 5.4). This means that the heat flux, with 𝑞∗ ∼ Ꭷፓ∗

Ꭷ᎑∗ , in case of the Shen model is
higher compared to the heat flux of the Lee model. Since the energy transfer due to condensation is
linearly dependent on the mass transfer, the higher heat flux is deemed logical.
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Figure 5.5: Instantaneous solitary wave yielded by Shen model from Figure 5.3 at ፭∗  ኾዃዀ. a: Dimensionless velocity vector plot of solitary wave, instantaneous dimensionless temperature
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By subtracting the unsteady wave speed of the solitary wave from the velocity field, one can get an
insight in the local unsteady flow mechanism. Gao [99] used this method to show that there exists a
circulation zone in large solitary waves. In Figure 5.6 and Figure 5.7 the local velocity field subtracted
with the instantaneous phase speed is depicted for the Lee model and Shen model respectively. Gao
stated that perhaps the reason for the name ”roll wave” for large amplitude waves stems from the roll
shape of a recirculation. In any case, both Figure 5.6 and Figure 5.7 show a developing circulation zone
in the top-right region of the crest. The effect of the circulation is seen in the temperature contours
of Figure 5.4 and Figure 5.5, where the contours become more dense under the circulation zone. This
is also seen in the work of Miyara (2001) [11]. However, the circulation zone in Miyara is much more
distinct than in this work. Subsequently also the temperature contours are much more deformed. In an
earlier work by Miyara (2000)[94], it is pointed out that for increasing Reynolds number, the circulation
zone also increases. This is also seen when Figure 5.4 and Figure 5.5 are compared. Namely, in case of
the Shen model (Figure 5.5) the circulation zone is slightly bigger than in case of the Lee model. Figure
5.2 and Figure 5.3 shows that also the Reynolds number is larger in case of the Shen model, agreeing
to the statement of Miyara. The extra heat transfer due to circulation is expressed in the somewhat
more, compared to Figure 5.4, deformed and dense temperature contours shown Figure 5.5 .
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5.3.4. Line of inception
As mentioned before, the line of inception is the point where the wave amplitude exceeds a thou-

sandth of a millimeter, and also represents the transition from the laminar flow regime to the wavy
laminar flow regime. The transition Reynolds number normally lies around thirty [31] and will be taken
as a reference point.

The transition Reynolds number lies in the region reported by Phan & Narain [93] for the classical
Lee model. However, the transition Reynolds number for the Shen modified Lee model far exceeds
the theoretical value of thirty, meaning that the model imposes some sort of dampening on the wave
formation. Due to the enhanced conduction in the two-phase region, the temperature profile in the
film will be different from the Shen model compared to the classical Lee model, as can be seen in
Figure 5.8. Possibly, the smooth temperature profile of the Shen model causes the random instability
to be expressed at higher Reynolds numbers. Yet, it is very hard to say something useful about an
instability caused by the numerics. Therefore, this notion should only be seen as a possibility, not a
fact. According to Phan & Narain [93], there exists a small influence of Δ𝑇 = 𝑇።፧፭−𝑇፰ on the transition
Reynolds number, where the subscript 𝑖𝑛𝑡 indicates the interface. However, the question remains if
this influence is large enough to cause the transition Reynolds number to differ with a magnitude of
around twenty.
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5.3.5. Wave speed analysis
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Figure 5.9: Wave speeds predicted by Stainthorp, wave speeds predicted by Fluent without condensation for two grid sizes and
wave speeds predicted by Fluent with the Lee model and Shen model respectively.
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The wave speeds predicted by the VOF model of Fluent are shown in Figure 5.9. In addition the
wave speeds predicted by Fluent with condensation are shown for the classical Lee model and the Lee
model modified by Shen. For comparison also the wave speed predicted by Stainthorp & Allen is shown
in the figure. Two main implications are drawn from Figure 5.9:

• The wave speed at the line of inception is lower for 𝑅𝑒᎑ = 20, 50, 100 on both grid sizes compared
to the wave speed predicted by Stainthorp & Allen.

• The wave speed at the line of inception during condensate flow is lower than the wave speed
predicted by both Stainthorp & Allen and the simulations. This is in agreement with findings from
Stühltrager (see conclusion 1 in section 5.2.2).

As it is not clear how Stainthorp & Allen have defined the film Reynolds number, an alternate version
of the film Reynolds number might be used. This Reynolds number is defined using the surface film
velocity, just like in the work of Nosoko (Equation 5.10). The yielded alternative Reynolds number
for condensation with the Lee model on Grid 2, and alternative wave speed using correlation 5.8 are
shown below:

𝑅𝑒ኺ = 13.8 (5.17)

𝐾 = 2.95 ⋅ 𝑅𝑒ኺ.ኺ = 11 𝑐𝑚/𝑠 (5.18)

By using the new Reynolds number of Equation 5.17 the wave speed predicted by the correlation (see
Equation 5.18) is now considerably closer to the wave speeds predicted by Fluent. Yet, the wave speed
is still considerably lower than wave speed in the event of condensation, agreeing to conclusion 1.
Therefore it is concluded that condensation has indeed a mitigating effect on velocity of the waves at
the line of inception. However, the wave speeds without condensation are a result of six simulations.
So for each line, only three points are used to construct the line. To be precise, each line is constructed
using data of film flow at the Reynolds (𝑅𝑒᎑) numbers 20, 50 and 100. In addition, the film flow
(no condensation) predicted by grid 2 showed separating flow in the downstream region. All data
extracted from these simulations is extracted before the film separates, and is therefore considered
relevant. Finally, grid 2 refers to the grid size used by Stühltrager while grid 1 is a coarse version of
grid 2. Although the same grid size is used as by Stühltrager, the different numerical approach from
Stühltrager compared to this work might influence the results. Therefore, we can say that Figure 5.9
only implies that condensation slows down the wave celerity.

In order to verify the previous implication the following has to be conducted:

• Obtain a grid independent solution.

• Extract sufficient data in data from at least ten Reynolds numbers in the range from 20 to 100,
to ensure that the wave speed curves are correct.

Separation during film flow
Before being able to find a grid independent solution, one has to find out why the flow is separating.

During simulations extensive research was directed to this subject. However, no decisive answer was
found. The separation of the flow was the main reason why the amount of data is minimal. During the
conduction of the grid independency study several important observations were made:

• Shear stress on the liquid vapor interface caused by non-equal surface film velocity and vapor
velocity generated the development of surface waves.

• The development of surface waves can be suppressed by mitigating the shear stress on the film
surface. In this way, a completely smooth (no waves, no separation) film was obtained, even in
the wavy laminar regime. However, this did not solve the problem of wave separation when wave
formation is of interest.

• When the mesh count in the x-direction was increased, separation of the flow was enhanced.

• Separation of the flow occurred due to the development of surface waves. The surface wave
became larger going downstream into the domain and finally the surface wave started to break
up.
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• The separation of the surface waves is governed by on one hand the grid size in the flow direction
and on the other hand by the amplitude and speed of the surface waves.

• The grid size in the y-direction was kept constant. Therefore one might think that the aspect
ratio of the grid cells would have a significant effect on the separation. However, a fully square
mesh was tested and still flow separation was present.

5.3.6. Wave disturbance analysis
One of the main conclusions reported by Stühltrager stated that in the event of condensation, the

phase velocity of the surface waves is mitigated (see conclusion 1). In order to assess this notion,
a smooth film flow is subjected to an artificial vibration. As a result, waves will form and will travel
with a well defined velocity. By excluding and including condensation in an identical case, the effect of
condensation will become clear.

The yielded wave speeds will be compared to the correlation by Nosoko (Equation 5.14). All cases
are ran until steady state. After, the wave velocity is extracted for the same grid and time step. The
test cases are set-up in a way that they adhere to the correlation’s boundaries set by Nosoko and that
flow separation is avoided as much as possible.

The grid size used to by Stühltrager will again be used as base case. Yet, since previous findings
implicated that the solution is not grid independent, five extra meshes will be tested.

Table 5.2: Wave speed predicted by correlation (፮ᑨ) compared to wave speed predicted by Fluent (ፊ). (* means with conden-
sation)

Case Mesh (Δ𝑥/𝛿ኺ) Δ𝑡ᖣ 𝑅𝑒᎑ 𝑅𝑒ኺ 𝑊𝑒ኺ 𝑓[𝐻𝑧] 𝑓ᖣ 𝑢ᖣ፰ 𝑢፰[𝑐𝑚/𝑠] 𝐾[𝑐𝑚/𝑠]
1 4.1 9.4 100 38 0.1217 50 0.035 1.19 15.46 15.0
2 4.1 9.4 100 38 0.1217 60 0.042 1.10 14.24 15.0
2* 4.1 9.4 100 38 0.1217 60 0.042 1.10 14.24 15.0
3 4.1 9.4 50 19 0.0381 40 0.036 1.44 11.76 11.9

In table 5.2 the wave speeds predicted by the correlation from Nosoko and the wave speeds from
Fluent are depicted in the two last columns respectively. Also, relevant information about the case
set-ups is shown in the table.

At first sight the wave speeds predicted by Fluent come fairly close to the wave speeds predicted
by the correlation. However, it should be noted that, while extracting the data, it was found that the
speeds are extremely dependent on the grid size. For instance, in case 2, the yielded ratio 𝜆/Δ𝑥 is
only six. As a result, the wave speed could easily be overpredicted or underpredicted to 17.5 𝑐𝑚/𝑠
or 12.5 𝑐𝑚/𝑠 respectively. By increasing the wavelength to gridsize ratio this effect is expected to
decrease.

Apart from a very grid dependent solution, the flow of case 3 also showed signs of separation.
Although case 1 did not show any sign of separation, its amplitude was almost twice that of case 2.
Since experience showed that wavy flows with high velocity and wave amplitude are prone to flow
separation, it was expected that the flow of case 2 would be more separation resistant than case 1.
Therefore, case 2 was taken as a reference case from this point onward.

Table 5.3 shows the wave speeds predicted by Fluent for case 2 on five refined meshes. This table
clearly indicates that the solution obtained in table 5.2 is not grid independent. As the wave speed
yielded by Fluent closely matches with the speed predicted by Nosoko in table 5.2, table 5.3 shows
that the wave speed tends to increase when the grid is refined in the x-direction. After case 2.3, the
wave speed only deviates with a maximum of 3.5 percent, therefore the solution is considered mesh
independent for case 2.3.

It should be noted that on grid refinement flow separation occurred. Therefore, only the waves that
did show not any sign of separation were used to extract data from. Separation flow was observed for
all meshes except case 2.1 and 2.2. To be consistent, the data was extracted from the first two waves
for all meshes. However, using the wave speeds of all waves in the case of case 2.1 and 2.2 did not
influence the result in any way. Or in other words, the wave speeds observed without flow separation
turned out to be constant. Therefore, it is found reasonable to use only the first two waves for each
case.
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Table 5.3: Grid independency study for Case 2. (∗ means with condensation)

Case Mesh (Δ𝑥/𝛿ኺ) 𝜆/Δ𝑥 𝜆[𝑐𝑚] Δ𝑡ᖣ 𝑢፰[𝑐𝑚/𝑠] 𝐾[𝑐𝑚/𝑠]
2.1 4.1 6 0.225 9.4 14.2 15.0
2.2 3.3 8.3 0.250 9.4 14.2 15.0
2.3 1.1 27 0.270 9.4 14.2 16.5
2.4 0.5 56 0.280 9.4 14.2 17.0
2.4* 0.5 53 0.263 9.4 14.2 16.8
2.5 0.27 114 0.285 9.4 14.2 16.6
2.6 0.11 280 0.280 9.4 14.2 17.1

Table 5.4: Assessment of wave speeds with and without(*) condensation.

Case Mesh (Δ𝑥/𝛿ኺ) Δ𝑡∗ 𝑢፰[𝑐𝑚/𝑠] 𝜆[𝑐𝑚] 𝐾[𝑐𝑚/𝑠] 𝜆𝑓[𝑐𝑚/𝑠]
2.4 0.5 9.4 14.2 0.280 ± 0.01 16.3 ± 1 16.8 ± 0.6
2.4* 0.5 9.4 14.2 0.282 ± 0.01 16.6 ± 1 16.9 ± 0.6

A thorough assessment of the wave speeds with condensation and without condensation is pre-
sented in Table 5.4. In this investigation, the speeds of the first two waves were extracted at five
different times. Therefore, for each case, ten data points were used in the calculation. Also, the
maximum mesh dependent error is shown. In the last column, the theoretical wave speed according
to

𝑢፰ = 𝜆 ⋅ 𝑓 (5.19)

is shown. Where 𝑓 = 60𝐻𝑧 is the forcing frequency applied in case 2.
From table 5.2, table 5.3 and table 5.4 the following conclusions are drawn:

• The wave speed tends to increase when the grid is refined in the x-direction.

• The grid independent solution (table 5.4) yields a wave speed with an error minimum of 8% and
a maximum of 22%.

• No difference outside the error region can be found in wave speed and wave length for case 2
with and without condensation.

The effect of increasing wave speed with increasing mesh accuracy in the x-direction can be explained
by looking at length of the waves. By increasing the mesh-resolution in the x-direction, the waves are
captured by more grid cells. Hence, the wave lengths are more accurately predicted. As the wave
frequency is set, the wave speed linearly increases with increasing wave length.

Now looking at the second conclusion, the question arises if the overprediction of the wave speed
is the result of the physics or if it has a numerical explanation. As it is expected that surface tension
mitigates the wave speed, the over-prediction of the wave speed in the case of a dense grid might be
attributed to the exclusion of surface tension in the simulations. The effect of surface tension on the
wave speed is included in the correlation (Equation 5.14) by Nosoko [96]. According to the correlation,
an increase in surface tension (decrease of 𝑊𝑒ኺ) results in a decrease in wave speed. Therefore,
it sounds reasonable that the wave speed is overpredicted when surface tension is excluded from
modeling.

Theoretically, as surface tension acts to minimize the surface area of a liquid, the wave amplitude
is mitigated by the surface tension. This is also seen in the simulations by Miyara [94]. But why does
this result in a decrease of the wave speed? Or is it the other way around? Do high wave speeds result
in high wave amplitudes? In any case, including the surface tension in the simulations proved difficult.
Again flow separation started to dominate the flow. But where first the two first waves could be used,
now the complete flow field was ruined by the separation.
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In conclusion, the overprediction of the wave speed, caused by the exclusion of surface tension is
deemed most logical. By including surface tension in the models this conclusion can be validated. How-
ever, until the problem of flow separation is solved, no explicit conclusion can be made. In summary,
the event of flow separation proved to be a major limiting factor.

The fourth conclusion contradicts the observation of Stühltrager. Namely, according to the results,
condensation does not slow down the surface waves. However, higher wave speeds in this case study
compared to wave speeds in section 5.3.5 might cause the difference in wave speed between with and
without condensation to be less distinct, causing it to fall within the error range. Therefore, the tests
should be conducted on a finer mesh in order to reduce the error range.

In future work, when the separation problem is solved, a set-up including surface tension, gener-
ating ripple waves, can be used to explicitly verify or falsify conclusion 1 (see section 5.2.2).

5.4. Condensate flow on a baffled surface
It should be noted that the modeling approach in this section is similar to the modeling approaches

in section 5.3.1. Only the working fluid is altered from R11 to methanol, while also surface tension will
be included. Furthermore, the same phase change models are employed, as well as the same volume
fraction discretization scheme. For the complete domain and set-up, the reader is referred to Appendix
D.1.

In literature it is said that the heat transfer between the wall and the condensate flow is mainly
governed by the film thickness. This means that baffles are mainly included to impose a disturbance on
the film flow and cause wave formation. Due to the, waves the film thickness will decrease locally, and
hence heat transfer is enhanced. This particular phenomenon is widely used to enhance heat transfer
in plate heat exchangers and therefore it will be interesting to see if Fluent and the condensation
models are able to reproduce it. Also it will be interesting to see if local circulation might play a role
in heat transfer. In relation to section 5.3.6, a baffled surface serves the same purpose as the artificial
vibration. Namely, it imposes a disturbance on the flow, causing an instability which will grow or fade
out. It will be interesting to see if a disturbance imposed by a geometry will initiate the wavy laminar
regime at the designated transition Reynolds number (so 𝑅𝑒᎑ ≈ 30).

The model is first validated using the work of Ishikawa et al [13] (see Appendix D). Next, since
surface tension will play an important role in laminar film condensation, the effect of the Weber inlet
number (𝑊𝑒᎑Ꮂ) and the effect of the baffle height to film height (𝐵/𝛿ኺ) is assessed. In this case study,
the use of methanol as working fluid, as was used by Ishikawa, solved the problem of flow separation,
implicating that fluid properties as density and viscosity are important to consider when modeling film
flows.

Seven test cases are assessed. In each case either the flow rate or inlet film thickness is altered
compared to the previous cases. Each of the seven cases is compared to an identical film flow case
without baffles. All cases and corresponding parameters are shown in table 5.5. In the last two columns
the area averaged heat transfer coefficient of a baffled surface and the corresponding flat surface are
depicted, respectively.

Table 5.5: Test cases with corresponding area averaged heat transfer coefficient for the baffled surface and the flat surface for
the classical Lee model.

Case 𝑈[𝑚/𝑠] 𝛿ኺ/𝐵 𝑅𝑒᎑Ꮂ 𝑊𝑒᎑Ꮂ ℎፚ፟፟፥፞[𝑊/𝑚ኼ𝐾] ℎ፟፥ፚ፭[𝑊/𝑚ኼ𝐾]
1 0.025 2 29 0.0045 539 655
2 0.05 2 57 0.0178 613 577
3 0.025 4 57 0.0089 612 581
4 0.05 4 114 0.0357 694 791
5 0.025 8 114 0.0178 693 784
6 0.05 8 228 0.0714 740 819
7 0.1 8 457 0.2855 781 845

At low flow rates the surface tension will dominate the flow, and will try to minimize the surface are
of the liquid film. As the flow rate increases the flow will become more dominated by inertial forces
than by surface tension forces. As a result, the effect of the surface tension on the film thickness will
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be less visible and therefore the film is expected to adhere more to its inlet film thickness 𝛿ኺ.

The ratio of inertial forces compared to surface tension forces is expressed in the Weber number.
In order to increase this number, and decrease the effect of surface tension on the flow, either the
flow velocity or the inlet film thickness can be increased. It is expected that when inertial forces start
to dominate, since the waves cause local thinning of the film, the heat transfer in of a baffled surface
will transcend the heat transfer in case of a flat surface. Now the question arises, what parameter, the
velocity or the inlet film thickness, will contribute most to the increase in heat transfer?

Besides the role of surface tension, the ratio of the inertial forces to the viscous forces also plays an
important role in the creation of the film. Namely, according to the Nusselt solution, the bulk velocity
(see Equation 5.1) and film height are directly related. Therefore, it is expected that an identical inlet
Reynolds number with differing inlet velocity/or inlet heights, will result in the creation of a more or
less identical film shape.

5.4.1. Theory behind the numerics

Before we can say something about the heat transfer, we first have to define how the heat transfer
is determined in Fluent. Fluent determines the wall heatflux by using the temperature gradient at the
cooling wall according to:

𝑞፰ = 𝑘፥
𝜕𝑇
𝜕𝑛 (5.20)

Where 𝑛 represents the normal vector to the wall. Subsequently, fluent calculates the heat transfer
coefficient using the wall heat flux and a reference temperature. In this case the saturation tempera-
ture.

ℎ = 𝑞፰
𝑇፰ − 𝑇፬ፚ፭

(5.21)

5.4.2. Heat flux validation

To be able to say something about the heat flux across a liquid film in the presence of condensation,
a fully laminar liquid film is investigated. From the Nusselt theory it is known that the heat flux across
the film in the fully laminar regime is only determined by the film thickness. Therefore, when steady
state is reached the heat flux across the film should adhere to Equation 5.22.

𝑞።፧፭ =
𝑘፥
𝛿 (𝑇፰ − 𝑇።፧፭) (5.22)

𝑞፭፡፞፨ =
𝑘፥
𝛿 (𝑇፰ − 𝑇፬ፚ፭) (5.23)

where 𝑇።፧፭ is the temperature at the interface, and in physical conditions is equal to the saturation
temperature. Figure 5.10a and Figure 5.11a show the interface temperature predicted by the classical
Lee model and the Shen modified Lee model respectively. In addition, in b, the heat flux predicted by
Equation 5.22, the heat flux predicted by Fluent and the theoretical heat (Equation 5.23) flux across
the liquid film are depicted.
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Figure 5.10: a: Interface temperature using the Lee model. b: ፪ᑚᑟᑥ: Theoretical heat flux using interface temperature. ፪ᐽᑝᑦᑖᑟᑥ:
Heat flux from Fluent. ፪ᑥᑙᑖᑠ: Theoretical heat flux using saturation temperature.
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Figure 5.11: a: Interface temperature using the Shen modified Lee model. b: ፪ᑚᑟᑥ: Theoretical heat flux using interface
temperature. ፪ᐽᑝᑦᑖᑟᑥ: Heat flux from Fluent. ፪ᑥᑙᑖᑠ: Theoretical heat flux using saturation temperature.

Both figures show that the heat flux predicted by Fluent and the heat flux using Equation 5.22 are
in accordance. This means that the flow is actually fully laminar, and that the heat flux is fully governed
by conduction. A linear temperature profile between the phases is according to the so-called Nusselt
solution, see section 4.2.1. However, the absolute theoretical heat flux is much higher than the heat
fluxes from Fluent. This can mainly be attributed to the underprediction of the energy transfer between
the phases, and partly be attributed to the low thermal conductivity in the two-phase region.

Due to underprediction of the mass source at the interface, the liquid side temperature is underpre-
dicted. Subsequently, the heatflux through the liquid film is underpredicted. The Shen model addresses
this problem by amplifying the thermal conductivity in the two phase region. However, the Shen model
only addresses part of the problem. Namely, by amplification of the conductivity, the heat in the two
phase region is transferred more easily. But since the mass transfer is still underpredicted, the la-
tent heat that is transferred from the vapor to the liquid phase remains underpredicted. Therefore,
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not enough energy is transferred to the liquid phase in order to obtain an interface temperature that
approaches the saturation temperature.

In summary, the heat flux across the liquid film is fully governed by thermal conduction, agreeing
to theory. However, the heat flux is underpredicted due to the underprediction of the mass transfer by
the condensation model. This is partly solved by the modification by Shen. Although the Shen model
performs considerably better than the classical Lee model, the Lee model will be used from now on,
since this model is widely accepted in literature and therefore is more relevant.

5.4.3. Heat transfer grid independency

In order to check the dependency of the heat transfer to the grid size, three different meshes with
increasing y-direction resolution were tested. Only the heat transfer performances were magnified,
since Ishikawa [13] already proved that the flow field without phase change is mesh independent for
mesh 1. Details of the different grid sizes are depicted in Table 5.6, where 𝛿∗ represents the local film
thickness in millimeters, and is taken from Figure 5.12.

Table 5.6: Mesh sizes and mesh counts tested in grid independency study.

Mesh Δ𝑥[𝑚𝑚] Δ𝑦[𝑚𝑚] 𝛿∗/Δ𝑥 𝛿∗/Δ𝑦 Total mesh count

1 0.1 0.02 1 5.2 22200
2 0.02 0.01 5.2 10.4 222000
3 0.02 0.005 5.2 20.5 444000

Figure 5.12 shows the steady state liquid film thickness and the local temperature profile. From
Figure 5.12a one can conclude that the is grid independent, apart from the outflow region. However,
when looking at the temperature profile in the grid independent region, the temperature profiles are
far from grid independent. With increasing grid resolution the temperature ramp in the liquid region
(liquid region is for 𝑦 < 1 𝑚𝑚) decreases. At the same time, the two-phase region temperature ramp
becomes steeper with increasing mesh resolution. First of all, the Nusselt solution shows there exists
a linear temperature profile between the phases in a laminar film flow. The temperature profiles of the
condensation model agree to this solution. In addition, from section 3.3.3, we know that the interface
temperature will increase when the mass flow intensity coefficient 𝑟 is increased. From this point
of view, we expect the temperature profile to completely agree with the Nusselt solution when 𝑟 is
increased sufficiently. However, when 𝑟 is not sufficiently high, the heat transfer between the phases is
not fully governed by the liquid phase thermal resistance. Namely, it is also governed by the two-phase
region, seen in Figure 5.12 at the point where the temperature ramp steepens. In conclusion, when
the condensation coefficient 𝑟 is not sufficiently large, the heat flux is not only governed by the liquid
film resistance, but also by the two-phase resistance.
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Figure 5.12: a: Liquid film thickness for Mesh 1: ᎑∗/ጂ፲  .ኼ, Mesh 2: ᎑∗/ጂ፲  ኻኺ.ኾ, Mesh 3: ᎑∗/ጂ፲  ኼኺ., b: Temperature
profile for Mesh 1,2,3 at ፱  ኻ፦፦.

Next, one might notice that the temperature ramp in the liquid region decreases for increasing
mesh count. Since Fluent directly deduces the heat flux from this ramp, the heat flux will decrease
with increasing mesh count. The ramp decreases due to a decreasing interface temperature. This
seems counter-intuitive, since increasing the mesh count would bring the interface relatively closer to
the vapor, and subsequently closer to higher temperatures.

By increasing the mesh count in the y-direction, the interface becomes thinner in terms of absolute
thickness. Yet, the computational interface (i.e. the two-phase region) is always covered over its
thickness by 2 to 3 mesh cells.

Now, lets take a look at a simple example of one coarse mesh (mesh 1) and one fine mesh (mesh
2), as depicted in Figure 5.13. Steady state is assumed as well as equal film thickness. Therefore,
according to the mass balance, the condensation rate for both meshes has to be equal. Subsequently,
the same amount of vapor mass goes to the liquid phase in both cases. Therefore also the same
amount of energy is transferred between the phases.
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Figure 5.13: Schematic representation of coarse mesh 1 (left) and fine mesh 2 (right).

�̇�፨፧፝,፦፞፬፡Ꮃ = �̇�፨፧፝,፦፞፬፡Ꮄ (5.24)
�̇�፦፞፬፡Ꮃ = �̇�፦፞፬፡Ꮄ (5.25)
𝑇፦፞፬፡ኻ = 𝑇፦፞፬፡ኼ (5.26)

With cell 1 being one computational cell of mesh 1 and cell 2 being one computational cell of mesh
2. While the condensation process takes place, the residual void gets filled with new vapor from
surrounding cells. Due to the fact that the cell volume of the cells of mesh 1 are bigger than of cell
volumes of mesh 2, the vapor volume fraction of cell 1 will be slightly bigger than of cell 2. Since the
vapor density is very small compared to the liquid density this difference is negligible.

𝛼፯,፦፞፬፡Ꮃ ≈ 𝛼፯,፦፞፬፡Ꮄ (5.27)

In the first step the mass transfer was assumed. Now we let the condensation model 5.28 determine
the mass transfer.

�̇�፯፥ = 𝑟𝛼፯𝜌፯
𝑇፬ፚ፭ − 𝑇፞፥፥

𝑇፬ፚ፭
(5.28)

Since the vapor fractions in case 1 and case 2 are almost identical, �̇�፯፥,፦፞፬፡Ꮃ ≈ �̇�፯፥,፦፞፬፡Ꮄ . However,
̇𝑚፯፥ is the amount of mass transferred per unit time, per unit volume. The real mass transfer, i.e. �̇�,

between the phases, is the mass transfer per unit time calculated according to:

𝑉፞፥፥,፦፞፬፡Ꮃ = 2𝑉፞፥፥,፦፞፬፡Ꮄ (5.29)

�̇�፦፞፬፡Ꮃ = 𝑉፞፥፥,፦፞፬፡Ꮃ ⋅ �̇�፥፯,፦፞፬፡Ꮃ (5.30)

�̇�፦፞፬፡Ꮄ = 𝑉፞፥፥,፦፞፬፡Ꮄ ⋅ �̇�፥፯,፦፞፬፡Ꮄ (5.31)

This means that when cell volume 1 is twice the volume of cell 2, the mass transfer between the phases
is also twice as large. Because the energy transfer between the phases is linearly dependent on the
mass transfer, there is also twice as much energy transferred in case 1. Therefore, the resulting steady
state temperature at the interface is higher for coarser meshes.

In the simulations, the same trends as mentioned above were witnessed. In summary, the poorly
defined dependency of the condensation model on the local cell volume causes the underprediction
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of the heat transfer when the mesh count in the condensation direction is increased. Although this
error is expected to vanish when the condensation coefficient is increased, this error strongly affects
the practicality of the condensation model. Namely, having to increase the condensation coefficient
brings lots of extra CPU effort, as was shown in section 4.3.2. In addition, the dependency of the mass
transfer and energy transfer on the cell size, forces one to adjust not only 𝑟 for each configuration, but
also the cell size.

5.4.4. Overall results
Film shape

The steady state film shapes for the flat cases and baffled cases (from Table 5.5) are depicted in
Figure 5.14 and Figure 5.15, respectively. In both the flat cases and baffled cases, case 1 to 6 show a
steady film profile from 𝑥 = 7.5 𝑚𝑚 to 𝑥 = 20 𝑚𝑚, whereby steady means that the mean film thickness
remains constant. Before 𝑥 = 7.5 𝑚𝑚 inflow conditions influence the film shape. After 𝑥 = 20 𝑚𝑚
the outflow condition affects the film shape. For this reason, results presented will be taken from this
inner steady region. The outflow region is affected by the outflow boundary condition. Namely, the
outflow boundary was specified with a vapor backflow. Therefore, the no liquid is present on the wall
in the outflow region and subsequently wall adhesion forces the film to take this curvy shape. This
was substantiated by the observation that increasing the domain length, forced the sinusoidal outflow
region to move with the increasing domain length. Moreover, case 7 is disposed of entirely, since no
steady profile is obtained in this domain.

0 5 10 15 20

x [mm]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

y
 [

m
m

]

Case 1

Case 2

Case 3

Case 4

Case 5

Case 6

Case 7

Figure 5.14: Film thickness for case 1 to 7 corresponding to a flat surface.

It is interesting to see that in both the flat cases and the baffled cases, the film thickness seems to
be entirely governed by the ratio of the inertial forces and viscous forces. Although, for instance from
case 2 to 3 the inlet Weber number decreases, both films show an almost identical shape. This can
mainly be attributed to the laminar film flow regime. Namely, for laminar film flow the film velocity and
film thickness are related. This is also called the Nusselt solution. Aleensko et al [100] have shown this
for smooth laminar flow, while Lel et al [101] have also shown this in terms of mean film thickness for
wavy laminar flow. As a result, noting that the film thickness decreases and the linear relation between
the bulk velocity and the film thickness, keeping the Reynolds number constant, the film bulk velocity
will increase (see Equation 5.1). Investigation of local bulk velocities agree with this finding, meaning
that the bulk velocity has indeed increased. From this, the conclusion is drawn that the flow adheres
to the Nusselt solution.
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Figure 5.15: Film thickness for case 1 to 7 corresponding to a baffled surface.

Now taking a closer look at Figure 5.15 and Figure 5.16, one can see that the crest to trough height
linearly increases for increasing Reynolds number. This is in accordance with Argyriadi [102]. However,
Argyriadi only showed this for an inclined baffled plate with angles 𝜃 = 1.3∘ to 𝜃 = 5.4∘. In this study
the corresponding angle for vertical downflow is 𝜃 = 90∘. The baffle height to baffle period tested in
Argyriadi are 1/60, 1/30 and 1/15. In this study the baffle height to baffle period is 1/30. So the baffle
geometry corresponds to Argyriadi’s geometry, while the contact angle does not agree. For complete
validation of the linear increase in crest to trough height, experiments should be conducted with a
ninety degrees inclination angle. Until then, the linear increase in the results of Figure 5.16 seems to
be in line with the findings of Argyriadi, but is not completely validated.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
0.1

0.105

0.11

0.115

0.12

0.125

0.13

0.135

0.14

C
e

s
t 

to
 t

ro
u

g
h

 h
e

ig
h

t 
[m

m
]

Figure 5.16: Crest to trough height for first wave in Figure 5.15 after ፱  ኻኺ ፦፦. Crest to through height pictured for Case 1
(Re =29), Case 2 (Re = 57), Case 3 (Re =57), Case 4 (Re = 114) , Case 5 (Re = 114), Case 6 (Re = 228)

Global heat transfer
Figure 5.17 shows the mean film thickness for the flat and baffled cases. In addition the corre-

sponding area averaged mean heat transfer coefficients (from Table 5.5) are depicted. From Incropera
[9] we know that the heat transfer in laminar flow is governed by the liquid film thickness according to
Equation 5.32.

ℎ = 𝑘፥
𝛿 (5.32)



5.4. Condensate flow on a baffled surface 79

The comparison between the mean heat transfer coefficient and the mean film thickness raises the
question why the heat transfer is increasing with increasing film thickness.
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Figure 5.17: a: Mean film thickness normalized with baffle height B for case 1 to 7. b: Mean heat transfer coefficient from
Fluent for baffled & flat case 1 to 7.
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Figure 5.18: Heat flux across interface and heat flux given by fluent for a flat surface. a: Case 1 (Re = 29) b: Case 5 (Re =
114) c: Case 7 (Re = 457)

Figure 5.18 shows that the heat flux constructed using Equation 5.22 (𝑞።፧፭) and the heat flux given
by Fluent. As can be seen, the heat flux predicted by Fluent diverges from the interface heat flux
with increasing Reynolds number. This raises the question whether this is caused by enhanced heat
transfer or if boundary conditions might influence the flow field. The inflow boundary is specified with
a constant temperature profile of 𝑇።፧ = 310.15 𝐾 (see Appendix D.1). The temperature profile at the
beginning of the domain might be affected by this inlet condition. In order to check up to what distance
the temperature profile is affected by the inlet condition, one can use an approximation for the thermal
penetration depth 𝛿፩.

𝛿፩ ≈ √4𝛼፭፡፞፫፦ፚ፥𝑡 (5.33)
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where 𝛼፭፡፞፫፦ፚ፥ =
፤

ፂ፩ᑝ፤ᑝ
and represents the thermal diffusivity. This approximation tells us what distance

the thermal energy diffuses in a certain time 𝑡. The time 𝑡 is deduced using the steady state film
thickness and therefore differs in each case. By multiplying the time 𝑡 with the bulk Nusselt velocity,
the development distance is obtained.

𝑥፝፞፯፞፥፨፩፦፞፧፭ =
𝛿ኼ፩,፬፬

4𝛼፭፡፞፫፦ፚ፥
𝑈,፬፬ (5.34)

where 𝛿፩,፬፬ represents the steady sate film thickness and 𝑈,፬፬ the bulk velocity at the steady state film
thickness. The steady state film thickness for each flat case is shown in Figure 5.14. From this figure
it already can be seen that the film of case 7 is still developing. For the other cases, taking the steady
state thickness seems reasonable, since from 𝑥 = 7.5𝑚𝑚 the mean film thickness remains constant. In
addition to the steady state film thickness (Nusselt thickness), the steady state bulk velocity (Nusselt
velocity) is used.

By making use of the thermal penetration depth, it was discovered that in case 1, the domain is
long enough for a fully developed temperature profile. This was also seen in the solution, by plotting
the temperature profile along x. For all other cases the temperature field was not fully developed.
Due to the influence of the inflow and outflow boundaries, no sensible statements can be made about
the heat transfer coefficients for case 2 to case 7. The thermal penetration depth showed that even
for a relatively low Reynolds number of 𝑅𝑒᎑ = 57, already a domain of around thirty millimeter is
needed. Taking note of the practicality that condensation models need very fine meshes in order to
show fundamental flow phenomena, such a domain would require a huge amount of computational
cells.

5.4.5. Local heat transfer behavior
One should note that the geometry shown in the figures only corresponds to the baffled case. The

film thickness for the flat surface is measured from 𝑦 = 0 𝑚𝑚.

Case 1
The film thickness for case 1 for a baffled surface and a flat surface are depicted in Figure 5.19a.

Also the corresponding heat transfer coefficient along the wall is plotted in Figure 5.19b.
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Figure 5.19: Case 1: ፑ፞Ꮂ  ኼዃ a: Steady state film shape for baffled surface and flat surface, b: Local heat transfer coefficient
for baffled surface and flat surface

The first thing that jumps out from Figure 5.19 is that the heat transfer in the case of a flat surface
is higher compared to the baffled surface. This can be attributed to the extra resistance from a thicker
liquid film. In the figure, the locations where the film thickness of the baffled case and flat case are
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equal, the heat transfer coefficient is also equal. This fact substantiates that the heat transfer is only
governed by the liquid film resistance. The heat transfer peaks shown in Figure 5.19b are a result of a
local minimum in film thickness. The local minimum in film thickness can be attributed to the baffles.

Figure 5.20a shows the absolute liquid film thickness for the baffled case. Using the absolute thick-
ness, the theoretical heat transfer coefficient can be determined using Equation 5.32. For comparison
purposes the theoretical heat transfer is normalized using the mean heat transfer coefficient predicted
by Fluent. By doing so, the exact local difference between the local theoretical heat transfer and the
heat transfer predicted by Fluent is depicted in Figure 5.20b. Looking at the figure, the influence of
the inflow boundary is clearly visible. After the thermal development length is reached (at around 15
millimeter), the heat transfer coefficients agree very well. Therefore, we can conclude that the heat
transfer is indeed entirely governed by the liquid film thickness, as is expected in the laminar flow
regime.
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Figure 5.20: a: Absolute film thickness, b: Heat transfer coefficient from fluent vs theoretical normalized heat transfer coefficient.

Next, due to the baffles, the film is not able to converge to the Nusselt solution. Therefore, the
mean film thickness is higher compared to the flat case. Although, heat transfer is enhanced locally, it
does not outweigh the effect of the higher mean film thickness. In conclusion, when using baffles in a
laminar film flow, one should be careful in choosing baffle height. Or to be more explicit, the Nusselt
thickness to baffle height 𝛿ፍ፮/𝐵 is the leading factor in the enhancement of heat transfer. Clearly
the ratio shown in Figure 5.19 is chosen poorly. Maybe heat transfer will be enhanced when this
ratio is increased from 1 to 2. However, since the mean film thickness will not decrease, the effective
enhancement of heat transfer per square meter will still be considerably small.

What is more, the extra surface due to the baffles does not seem to enhance the total heat transfer.
Looking at the lower baffle corner regions, no considerable heat transfer is witnessed. This might be
attributed to the local zero velocity in the corner region. Due to the low flow velocities, the lower part
of the liquid is almost not moving. Therefore, no mixing occurs and subsequently the temperature is
almost constant in the x-direction. Consequently, the extra baffle surface used does not contribute to
the heat transfer.

Case 2
Case 2 of Table 5.5 was re-simulated on a larger domain, to account for the thermal development

length (see Equation 5.34). Figure 5.21 shows the film shape for a baffled surface and a flat surface.
Also the local heat transfer coefficient for both surfaces is depicted. At first sight Figure 5.21 looks a
lot like the film evolution and local heat transfer coefficient of case 1 (Figure 5.19). However, taking
a closer look at the film shape at the end of the domain reveals two important difference. First, the
film shape shows unsteady behavior (sinusoidal waves are disturbed). Secondly, the local heat transfer
coefficient of the baffled surface is higher than the heat transfer coefficient of the flat surface.
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Figure 5.21: Case 2: ፑ፞Ꮂ   a: Unsteady film shape for baffled surface and steady state film shape for flat surface, b: Heat
transfer coefficient for baffled surface and flat surface

The first difference can be explained with Figure 5.23. Figure 5.23 shows the local Reynolds number
evolution of the flow over the baffled surface and flat surface respectively. In case of the baffled surface,
the local Reynolds number first remains more or less constant, but from 𝑥 ≈ 23 𝑚𝑚 the local Reynolds
number starts to show sinusoidal behavior. This behavior is an indicator for entering the unsteady wavy
laminar regime. Although the Reynolds number already exceeds the transition Reynolds number for
the wavy laminar regime, the flow over the flat surface remains in the fully laminar regime. This can
be deduced from the fact that the local Reynolds number for the flow over the flat surface remains
constant. Therefore, we can conclude that the baffles induce a disturbance on the flow, causing an
instability to continuously grow, which initiates the wavy laminar regime. Figure 5.22 shows the local
Reynolds numbers for case 1 (𝑅𝑒ኺ = 29). For both the baffled surface and the flat surface the local
Reynolds number is more or less constant (apart from the outflow boundary), meaning that both flows
remain in the fully laminar regime. Therefore, one can say that the wavy laminar regime only gets
initiated from the transition Reynolds number threshold on-wards. This agrees to the theory that in the
fully laminar regime, an instability dies out and the flow becomes steady. Whereas in the wavy laminar
regime, an instability grows indefinitely, causing unsteady flow behavior. Therefore we can conclude
that in case 1, although waves are present, the flow is not in the wavy laminar regime.
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Figure 5.22: Case 1: ፑ፞Ꮂ  ኼዃ. Local Reynolds number for baffled surface and flat surface
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Figure 5.23: Case 2: ፑ፞Ꮂ  . Local Reynolds number for baffled surface and flat surface

Figure 5.24 and Figure 5.25 show the local flow behavior and temperature contours for case 1 and
case 2 respectively. Both domains are chosen so that the development length threshold (see 5.34) is
reached. In addition, the mean film thickness over the domain, the mean heat transfer coefficient over
the domain and the mean bulk velocity are stated in the figure description. First, the heat transfer
coefficient of the flat surface in case 2, decreases with respect to the heat transfer coefficient of the
flat surface in case 1. Since both flows are fully laminar, this can be attributed to Equation 5.32, which
states that the heat transfer coefficient linearly decreases with increasing film thickness. However, the
decrease in heat transfer coefficient is almost twice as much as would be expected. At this point, it
is hard to think of an explanation. But, remembering the underprediction of heat transfer caused by
mesh size (see section 5.4.3), the numerics of the phase change model might play a role again. When
comparing baffled case 2 with baffled case 1, the heat transfer coefficient increases, even though the
mean film thickness also increases. Therefore, one can conclude that heat transfer in not only governed
by conduction, but that convection also plays a part.

The flow field for both case 1 and case 2 (Figure 5.24b & Figure5.25b) for a flat surface show to
adhere to the Nusselt velocity profile. Only, at surface the velocity points a little bit into the domain,
showing the effect of the outflow boundary on the velocity.

When comparing Figure 5.24a and Figure 5.25a, the flow field is more or less similar. The flow
decelerates when approaching the baffle at 𝑥 ≈ 15.5 𝑚𝑚 and 𝑥 ≈ 31.5 𝑚𝑚, for case 1 and case 2
respectively. Subsequently, there exists a small region near the baffle lower left corner of quiescent
fluid. Due to the quiescent fluid, the wave reaches it’s local maximum before reaching the baffle. After
the local maximum, the absolute film thickness decreases, causing the flow to accelerate over the
baffle. Again, there exists a quiescent region of fluid on the right bottom corner of the baffle. In the
flat film region, the velocity profile takes the parabolic shape of the Nusselt solution (see B.5).

Compared to case 1 only the mean bulk velocities increases for case 2. We know that for increasing
velocity, the convective heat transfer increases. However, for the flat surfaces, also the mean bulk
velocity increases for case 2 (compared to case 1), but heat transfer is not increased. Therefore, it
sounds reasonable to believe that heat transfer is not enhanced by steady convection. In order to find
the effects of the unsteady convection, one should study the time averaged behavior and heat transfer
of the flow. In unsteady wavy laminar flow, the propagating waves can consist of local circulation
zones, which enhance heat transfer. In high Prandtl number fluids, the heat transfer due to convection
can amount to a considerable portion of the total heat transfer [92][103]. However, the Prandtl number
used in this study is 𝑃𝑟 = 4, which lies exactly in between the ranges that are referred to by Miyara
(see section 5.2.1). In order to find the effect of convective heat transfer in wavy laminar flow, one
should conduct a study to the unsteady behavior of the waves. Or in other words, use the method
presented in section 5.3.3 to expose the circulation zones and other effects of unsteady convection in
combination with a baffled surface as presented in this section. In addition, one should use a high
Prandtl (𝑃𝑟 > 10) number fluid to ensure the convective effects are considerable.

The effect of unsteady convection can be seen when comparing the temperature contours of Figure
5.24a (case 1) & Figure 5.25a (case 2) at 𝑥 ≈ 18.5 𝑚𝑚 & 𝑥 ≈ 34.5 𝑚𝑚, respectively. The temperature
contours of case 2 are more horizontally oriented compared to the temperature contours of case 1.
This might be attributed to a small local circulation that pushes the contours to the bottom left, just
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as was shown in section 5.3.3. Also, the density of the temperature contours of case 2 is higher than
of case 1, indicating heat transfer enhancement. However, until the unsteady convection effects are
exposed, the existence of a circulation zone remains an educated guess.
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Figure 5.24: Case 1: ፑ፞Ꮂ  ኼዃ. Vector plot with Temperature contours.
a: Baffled surface with ፡ᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኽኽዂ ፖ/፦Ꮄፊ, ᎑ᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኺ.ኻኽ ፦፦, ፔᑓᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኺ.ኺኾኼ ፦/፬.
b: Flat surface with ፡ᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኽኺ ፖ/፦Ꮄፊ, ᎑ᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኺ.ኻኺኾ ፦፦, ፔᑓᑩᎾᎳᎶᎽᎳᎻ ᑞᑞ  ኺ.ኺኼ ፦/፬
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Figure 5.25: Case 2: ፑ፞Ꮂ  . Vector plot with Temperature contours.
a: Baffled surface with ፡ᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኽዂኺ ፖ/፦Ꮄፊ, ᎑ᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኺ.ኻዀኽ ፦፦, ፔᑓᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኺ.ኺዀ ፦/፬.
b: Flat surface with ፡ᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኻዃ ፖ/፦Ꮄፊ, ᎑ᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኺ.ኻኽኺ ፦፦, ፔᑓ,ᑩᎾᎵᎲᎽᎵᎷ ᑞᑞ  ኺ.ኺዂኺ ፦/፬.

In conclusion one can say that the baffles induce an instability on the film flow, causing the film
to enter the wavy laminar flow regime. In this flow regime, heat transfer is enhanced by convection.
However, in this study the way that convection enhances heat transfer did not become clear. In order
to find the underlying mechanism for convective heat transfer enhancement in baffled channels, one
should conduct a time-dependent study to wavy laminar flow over a baffled surface.
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5.5. Conclusion & Recommendations
The VOF model is able to properly predict the wave motion described by Stühltrager [89]. However,

due to the underprediction of the film thickness by the condensation models, not all flow features were
able to express their selves. Namely, no wave merger was observed. The VOF model is in this sense
constrained by the condensation model. In other words, there is no reason to believe that the VOF
model is not able to predict wave merger in a correct manner. In future work, it would be interesting to
see if also the wave merging can be modeled by Fluent. By making use of a larger domain or a higher
condensation frequency 𝑟 this can be achieved. However, both the increase of the domain size or the
condensation frequency will bring a considerate increase in computational effort.

One of the main conclusions by Stühltrager was partly validated and partly falsified. Namely, in the
mimicked model the condensation seemed to indeed slow down the ripple waves. However, separation
of flow in the control set up posed difficulties. Therefore, only three different Reynolds numbers could
be tested, resulting in insufficient comparing material.

The next control set up was again tormented by flow separation. Yet, Fluent was able to reproduce
the wave speeds induced by an artificial vibration reasonably. However, due to the error, the difference
in wave speed with and without condensation could not be magnified.

Altogether, the VOF multiphase model of Fluent seems to be able to reproduce physical wave flow
phenomena. However, due to the nagging effect of flow separation it was hard to thoroughly test the
condensation models performance. Apart from the underprediction of the interface mass transfer and
subsequently the film thickness, the condensation models seem to slow down the ripple waves. This
was however not explicitly validated.

In terms of heat transfer, the condensation models are able to simulate the linear temperature slope
typical for conduction driven heat transfer. However, when using the condensation models, the heat
transfer is not entirely governed by the liquid film. Namely, the total heat transfer is governed by the
liquid film and the two phase region created by the condensation model. As the condensation model
underpredicts the mass transfer, also the heat transfer is underpredicted.

Interesting to see is that the total heat transfer decreases when wall-normal mesh count is increased.
This was attributed to the definition of the mass transfer in the condensation model.

When simulating heat transfer problems, one should be aware of the thermal penetration depth.
In this work it was found that the thermal penetration depth significantly constrains the modeling
options. Namely, when increasing the Reynolds number, a much larger domain is needed. As the mesh
count used in section 5.4 was already more than 2 ⋅ 10, enlarging the domain would, again, require a
considerable amount of extra CPU effort.

By simulating fully laminar flow over a flat surface and a baffled surface, it was found that under
laminar conditions, irrespective of waves, the heat transfer is fully governed by the liquid film thickness.
This agrees to Nusselt’s theory. Therefore, one can conclude that Fluent adheres to Nusselt’s theory in
the laminar flow regime. In addition, when the Reynolds number was increased above the transition
Reynolds number, it was found that the baffles forced the film flow to enter the wavy laminar regime,
whereas the film flow over the flat surface remained fully laminar. In the wavy laminar regime, the
heat transfer seemed to be also governed by convection, rather than by conduction only. This was
however not explicitly verified.

In terms of heat transfer, future work should focus on the heat transfer’s dependency on the nu-
merical interface. After these issues are solved, the investigation to the contribution of convection to
heat transfer in the wavy laminar regime in baffled channels will be the next stage in understanding
the heat transfer mechanism in plate heat exchangers.





6
Conclusions & Recommendations

for future work

6.1. Conclusions
This study started with the investigation to the applicability of Computational Fluid Dynamics to the

design of condensation plate heat exchangers. One of the most interesting articles on the topic of phase
change modeling is the review by Kharangate & Mudawar [41]. By reading this article one is pointed
in the right direction and has a vast source of references to consult with. After a thorough research of
the available literature, it is concluded that significant progress is made in this field. However, one of
the main problems remains the phase change model itself. The phase change model turned out to be
the leading factor in the stability of the models and their accuracy. Moreover, the leading model used
throughout literature makes use of an arbitrary constant. Therefore, the physical base of the model
is questionable and the big advantage of CFD over empirical models is nullified. Namely, the arbitrary
constant needs to be fine tuned for every particular application, thereby making it less appropriate
for design purposes. Also it was found that studies have been restricted to simple geometries. For
instance, no corrugated channels in combination with phase change have been modeled.

By analyzing the accuracy of the phase change models versus the real computation time needed,
the practicality of the models was investigated. It was concluded that the accuracy of the classical
Lee model [58] and the modification of the Lee model by Liu [10] increases linearly with increasing
computation time. The Shen [6] modified Lee model showed an exponential relation between the real
computation time and the film thickness accuracy. Therefore the Shen model is deemed most practical
in the modeling of the Nusselt condensation problem. However, for all models heaps of time were
needed to reach convergence. Taking into account that only a simple two-dimensional laminar flow
was modeled, one can imagine that modeling a full plate heat exchanger will be impractical.

There is no reason to believe the multiphase VOF model is not able to track interfaces properly.
Complicated flow phenomena such as wave evolution and local circulation were properly modeled.
Yet, one should always be careful when using FLuent, since the set-ups are prone to non-physical flow
separation. Condensation seemed to slow down the wave celerity, which is in accordance with the
findings of Stühltrager [89]. However, due to the problem of flow separation, insufficient data was
obtained to validate this conclusion. What is more, Fluent was able to to show the effect of a local
circulation in wavy laminar film flow over a flat surface in accordance with the findings of Stühltrager[90]
and Miyara[11].

A mesh independency study revealed that the heat transfer prediction by the condensation models
is very dependent on mesh size. Even up to a mesh count of almost half a million cells, no mesh
independent solution was obtained. This again underlines the constraints set by the condensation
models. Increasing the mesh count in the wall normal direction leaded to a counter-intuitive decrease
of the heat transfer accuracy. This was attributed to the way the mass transfer intensity depends on
the local cell volume.

Due to slow heat diffusion, relatively large domains are needed if one wants to model beyond the
fully laminar film flow regime. Together with the dense meshes needed to account for interfacial mass
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and heat transfer, this was deemed impractical.
The effect of baffles on film flow in the fully laminar regime and in the wavy laminar regime was

investigated. It was found that baffles impose an perturbation on the flow, causing the flow to enter
the wavy laminar regime. For a flat surface, the film flow remained fully laminar, even though the flow’s
Reynolds number exceeded the wavy laminar transition Reynolds number. In the wavy laminar regime,
heat transfer was not only governed by conduction, but also by unsteady convection. In addition, heat
transfer increased with increasing film thickness, indicating that unsteady convection enhances heat
transfer. However, the contribution of unsteady convection to heat transfer was not quantified.

In the end, CFD phase change models are not mature to enough overcome the stability issues. Until
CPU performance increases significantly or the models mature, fundamental modeling of condensation
flow will be restricted to simple geometries or particular cases. In other words, a fundamental CFD
model encapsulating all flow features related to phase change in a plate heat exchanger is rather far
away.

6.2. Recommendations
Until a huge improvement is made in either the stability issues of the models, or the CPU perfor-

mance of present computer clusters, the modeling of a full plate heat exchanger with phase change
and turbulent structures will be far away. Recommendations for future work are therefore directed to
improvements in existing phase change models and developing new phase change models. The focus
has to be on developing fundamental models that can cope with the almost discontinuous transition at
the interface, which generates the instabilities. However, since the work of Lee (1980) no real alter-
natives have emerged. Therefore, the improvement of CPU performance seems more probable than
the improvement of the fundamental phase change models. Consequently, one should think of other
approaches to CFD modeling. For instance, by developing a code solely for condensation modeling,
computational effort might be saved. Finally, the work of Aissa [87] has showed that CFD-simulations
can be accelerated by using GPUs instead of CPUs. Therefore, efforts should be made to quantify the
possible decrease in real computation time when GPUs are employed.

In terms of heat transfer, improvements can be made in developing phase change models that
are able to estimate heat transfer independent of mesh size, while also the conservation of mass is
satisfied.

The next stage in the understanding of heat transfer mechanism in plate heat exchangers is the
modeling of wavy laminar film flows in corrugated channels. The study should focus on time-dependent
convective heat transfer mechanism such as local circulation. The fluid Prandtl number should be more
than 10, to make the effect of convection on heat transfer distinct. Additionally, the simulated domain
should be large enough to account for the thermal diffusion. However, by doing so, the domain becomes
computationally large, therefore limiting the the ability of modeling high Reynolds number flows.

From a practical point of view, if the fundamental flow structures are of secondary importance,
one can think of using CFD only for heat transfer predictions. It would be interesting to see if the
CFD models can reproduce the heat transfer from experiments. Since experimental data is available
for Bluerise, this seems the most logical step towards using CFD as a predictive tool. Additionally, an
interesting feature of CFD would be that it can properly predict trends in heat transfer and pressure drop
for plate heat exchangers. With already available correlations, these trends can be verified. Therefore,
future work should also focus on the prediction of trends, by CFD, in heat transfer and pressure drop
in plate heat exchangers.



A
Extra information on numercial

schemes

A.1. Geometric Reconstruction Scheme
The geometric reconstruction scheme adopted in Fluent was originally developed by Youngs (1998)[12].

In his method, the fluxes of volume fraction are determined using a geometric approach rather than an
upwind, central or downwind difference interpolation method. Therefore, classical problems such as
numerical diffusion are avoided. The interface line is reconstructed using data of 9 surrounding cells,
as explained in Figure A.1. As can be seen in Figure A.1, the side volume fractions are deduced from

Figure A.1: (a) Cells used for reconstruction of the interface line of cell 1. (b) Side volume fractions are determined using cells
2,4,6,8. Corner cells are used to detect the interface line orientation. (c) The slope of the interface line is calculated. (d) The
interface line position is altered to match respective liquid and vapor fraction. (e) Side volume fractions are known and volume
fluxes can be determined. - Schematic representation adjusted from original representation of Youngs [12].

the neighbouring cells. Subsequently, using the side volume fractions, the shape and the position of
the interface line is determined.

In another approach by Rider & Kothe [104], no neighbour volume fractions are needed. The
interface line is reconstructed in an iterative process, using an initial guess for the interface line. Before
the steps of this process will be discussed, a brief explanation of the geometric tools used in these steps
will be presented. The first tool that is employed is the line line intersection tool function. This function
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is used to find the intersection between cell edges and the interface line. The point allocation function
is employed to determine what cell vertices lie in the considered phase. The third tool, the polygon
collection function, collects all line segments that enclose the considered phase. Finally, polygon area
function computes the area (in 2D) or volume (in 3D) of the polygon. Now lets define the interface
line. The geometric reconstruction scheme assumes that an interface line is defined by Equation A.1.

⃗⃗⃗𝑛 ⋅ ⃗⃗𝑥 + Ω = 0 (A.1)

Where ⃗⃗⃗𝑛 denotes the normal to the line segment, ⃗⃗𝑥 represents any point on the line and Ω is the
unique line constant. The interface line normal is determined using the gradient of the volume fraction
according to Equation A.2.

⃗⃗⃗𝑛 = ∇𝛼
|∇𝛼| (A.2)

The iterative process starts with an initial guess for the interface line constant. Using this interface
line, the mixture cell is truncated. Now the four geometric tools come into play. Together, the tools find
the vertices and edges of the polygon and compute the area (2D). Subsequently the area or volume is
checked with the known volume fraction. If they match, the interface line is considered reconstructed.
Elsewise, a new guess for Ω is made and the procedure repeats itself. In short, the interface line
constant is determined by checking volume conservation.

A.2. High Resolution Interface Capturing
For 𝜙ፃ = 1, 𝜙፟ yields 1. Therefore, the scheme can continuously switch between UDS and DDS.

However, 𝜙ፃ = 0 produces either 𝜙፟ = 1 or 𝜙፟ = 0. The arising problem is that the scheme now
discontinuously switches between UDS and DDS which leads to stability issues [35]. For this reason,
an alternate version of the NVD is introduced in Figure A.2, including an extra line, which defines the
High Resolution Interface Capturing scheme (HRIC).

Figure A.2: Normalized Variable Diagram including HRIC scheme, grey area indicates CBC satisfaction.

The HRIC scheme was originally designed for the advection of the volume fraction by Muzaferija et
al [35]. DDS may cause an artificial alignment of the liquid-vapor interface with the grid. To counter
this problem, the angle 𝜃 between the normal of the interface and the cell face is included according
to:

𝜙∗፟ = 𝛾 𝜙፟ + 𝜙ፃ(1 − 𝛾 ) (A.3)

𝛾 = √|𝑐𝑜𝑠𝜃| (A.4)
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Where 𝜙∗፟ represents the corrected normalized volume fraction and where 𝛾 is the blending factor.
Finally, to ensure continuous switching of the schemes not only in space, but also in time 𝜙∗፟ is

corrected with respect to the local Courant number 𝐶፟ according to Equation A.5.

𝜙∗∗፟ = {
𝜙∗፟ for 𝐶፟ < 0.3.
𝜙ፃ for 𝐶፟ > 0.7.
𝜙ፃ + (𝜙∗፟ − 𝜙ፃ)

ኺ.ዅፂᑗ
ኺ.ዅኺ.ኽ for 0.3 ≤ 𝐶፟ ≤ 0.7

(A.5)

A.3. Setting up the VOF model in Fluent
In the VOF model provided by FLUENT, either an explicit or implicit formulation for the volume

fraction can be employed. While the implicit formulation is available for both steady and transient
calculations, the explicit is only available for transient calculations. Because the implicit formulation
depends on information of future time steps, it makes use of iteration. In addition, the unconditional
stability allows you to use bigger time steps than with an explicit formulation. However, this will
lead to less accurate results, due to numerical diffusion, and therefore first order upwind schemes
should be avoided. When using the VOF model, multiple ways of interface modeling can be employed.
FLUENT provides a sharp interface modeling, a dispersed interface modeling and a combination of
both. Since the annular flow regime is assumed, a sharp interface between the vapor and liquid phase
is expected. Therefore, the sharp interface model is chosen. When using the sharp modeling type,
the option of interfacial anti-diffusion can be enabled. This option tempers the numerical diffusion
originating from the volume fraction advection schemes and therefore enhances accuracy. However,
using this treatment also leads to convergence problems. It is recommended by FLUENT to use the
implicit body force formulation. This formulation will enhance convergence speed. In multiphase
flows, often the body forces due to surface tension and gravity as well as the pressure gradient are
large compared to the forces due to convection and viscosity. Therefore, most of the time the body
forces are almost in equilibrium with the pressure gradient. Taking this partial equilibrium into account
enhances convergence speed.

The explicit formulation of the volume fraction allows one to choose between five different ways
of spatial discretization of the volume fraction namely: Geo-Reconstruct, CICSAM, Compressive and
HRIC. The Donor-Acceptor scheme is only available by a text commend. As was pointed out earlier,
these can be divided in schemes based on algebraic information and schemes based on geometrical
information. In FLUENT the Geo-Reconstruct scheme is considered most accurate for reconstruction of
the interface. In addition, it performs well on grids with poor quality. However, it is more computation-
ally expensive than other volume fraction discretization schemes. Although FLUENT recommends the
use of a diffusive interface discretization schemes with the Lee model (QUICK, HRIC, Phase localized
Compressive scheme), many authors use the Geo-Reconstruct scheme ([38][60][10]). The Compres-
sive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) is mostly used in two-phase flows with
high viscosity ratios. Also, it is able to display the interface almost as sharp as the Geo-Reconstruct
scheme. Modified High Resolution Interface Capturing scheme is a scheme ,based on algebraic infor-
mation, available in FLUENT for reconstruction of the interface. The faster convergence of this scheme
is the main advantage compared to the Geo-Reconstruct scheme. In addition, it is more accurate than
QUICK scheme and other second-order schemes. However, Geo-Reconstruct is considered to be more
accurate [38]. When using the Evaporation-Condensation model in FLUENT (Lee model) with VOF, the
Fluent user manual recommends to use a diffusive interface discretization scheme for the volume frac-
tion . However, the diffusion of the interface brings other problems. Namely, surface tension modeling
needs a sharp interface. When the interface is diffuse, the surface tension modeling might result in
stability issues.

The Donor-Acceptor scheme is considered to be an ”out of date” scheme. However, no pros or cons
are mentioned. The only limitation according to the user manual, is that it is only applicable to quad-
and hexahedral meshes.

When one is interested in solving steady problems, the Bounded Gradient Maximization (BGM)
scheme can be used. The yielded interface sharpness is comparable to interface produced by the
Geo-Reconstruct scheme.





B
Nusselt Condensation Derivation

The theory of the vertical Nusselt condensation is taken from ”Fundamentals of heat and mass
transfer” by F. Incropera [9]. In order to arrive at the solution for the analytical film thickness four
assumptions are made:

• The liquid film flow is laminar and the material properties of the liquid are constant throughout
the film.

• The gas phase is assumed to be purely vapor. Moreover the temperature of the vapor is constant
throughout the domain. So no temperature gradient is present. Energy transfer at the liquid-
vapor interface is governed by condensation.

• The shear stress at the liquid-vapor interface is negligible. Together with the assumption of
constant temperature in the vapor phase, the temperature and vapor boundary layer shown in
Figure B.1a do not have to be considered.

• Due to the low film velocity, momentum and energy transfer by advection in the liquid film is
negligible. Heat transfer only takes place through conduction in the liquid film. Therefore the
temperature distribution is linear, as shown in Figure B.1b.

Figure B.1: Boundary layer effects in vertical film condensation without (a) assumptions, with (b) assumptions, from [9].
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The laminar liquid film flow can be treated as a boundary layer flow. A boundary layer flow is
assumed to be a steady two-dimensional flow of incompressible fluid with constant properties. In
addition the following assumptions are made:

• The boundary layer pressure gradient in the streamwise direction (+𝑥) can be approximated as
the free stream (+𝑥) pressure gradient : Ꭷ፩

Ꭷ፱ =
፝፩ᐴ
፝፱

• The boundary layer (liquid film) is assumed very thin compared to the object (plate). Therefore
the gradients along the plate are very small compared to the gradients normal to the plate:
ᎧᎴ፮
Ꭷ፱Ꮄ <<

ᎧᎴ፮
Ꭷ፲Ꮄ

Now the boundary layer 𝑥-momentum equation becomes:

𝑢𝜕𝑢𝜕𝑥 + 𝑣
𝜕𝑢
𝜕𝑦 = −

1
𝜌፥
𝑑𝑝ጼ
𝑑𝑥 + 𝑔 + 𝜈፥

𝜕ኼ𝑢
𝜕𝑦ኼ (B.1)

Where 𝑑𝑝ጼ/𝑑𝑥 is the free stream pressure gradient in the quiescent region outside the boundary layer.
Using the fact that the velocity is zero in the vapor region the pressure gradient can be written as:

𝑑𝑝ጼ
𝑑𝑥 = 𝜌፯𝑔 (B.2)

The momentum advection terms can be neglected due to the low film velocity (assumption four).
Now using appropriate boundary conditions the equation for the 𝑥-direction velocity profile 𝑢(𝑦) be-
comes:

𝜕ኼ𝑢
𝜕𝑦ኼ = −

𝑔
𝜇፥
(𝜌፥ − 𝜌፯) (B.3)

𝑤𝑖𝑡ℎ 𝑢(0) = 0; 𝜕𝑢/𝜕𝑦|፲᎑ = 0 (B.4)

𝑢(𝑦) = 𝑔(𝜌፥ − 𝜌፯)𝛿ኼ
𝜇፥

[𝑦𝛿 −
1
2(
𝑦
𝛿 )

ኼ
] (B.5)

Integration of the velocity profile leads to a definition of the mass flow per unit width (𝑏) Γ(𝑥):

�̇�ᖣ(𝑥)
𝑏 = ∫

᎑(፱)

ኺ
𝜌፥𝑢(𝑦)𝑑𝑦 (B.6)

Γ(𝑥) = 𝑔𝜌፥(𝜌፥ − 𝜌፯)𝛿ኽ
3𝜇፥

(B.7)

By means of an energy balance over the control volume shown in Figure B.1 the variation of Γ and
hence of 𝛿 with 𝑥 can be deduced. First, the rate of energy transfer into the liquid film must equal the
amount of heat extracted from the vapor, i.e. the energy release due to condensation at the interface.
Hence

𝑑𝑞 = ℎ፟፠𝑑�̇�ᖣ (B.8)

Because advection is neglected the heat transfer to the surface (wall) must equal the heat transfer
across the interface.

𝑑𝑞 = 𝑞”፰(𝑏 ⋅ 𝑑𝑥) (B.9)

In order to obtain the heatflux into the wall we can apply Fourier’s law, since the temperature
distribution in the liquid film is linear.

𝑞”፰ =
𝑘𝑙(𝑇፬ፚ፭ − 𝑇፰)

𝛿 (B.10)

Now, combining Equation B.8, Equation B.9 and Equation B.10 leads to:

𝑑𝑚ᖣ
𝑏 ⋅ 𝑥 =

𝑘፥
ℎ፟፠

𝑇፬ፚ፭ − 𝑇፰
𝛿 = 𝑑Γ

𝑑𝑥 (B.11)
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Next, the derivative of Γ with respect to 𝑥 can be found by differentiating Equation B.7.

𝑑Γ(𝑥)
𝑑𝑥 = 𝑔𝜌፥(𝜌፥ − 𝜌፯)(𝛿(𝑥))ኼ

𝜇፥
𝑑𝛿(𝑥)
𝑑𝑥 (B.12)

Finally, combining Equation B.11 and Equation B.12 and integrating with respect to 𝑥 results in:

𝛿ኽ𝑑𝛿 = 𝑘፥𝜇፥(𝑇፬ፚ፭ − 𝑇፰)
𝑔𝜌፥(𝜌፥ − 𝜌፯)ℎ፟፠

𝑑𝑥 (B.13)

𝛿(𝑥) = [4𝑘፥𝜇፥(𝑇፬ፚ፭ − 𝑇፰)𝑥𝑔𝜌፥(𝜌፥ − 𝜌፯)ℎ፟፠
]
ኻ/ኾ

(B.14)

In order to account for thermal advection in the liquid film the definition of the latent heat was
modified by Nusselt and Rohsenow according to

ℎᖣ፟፠ = ℎ፟፠ + 0.68𝐶፩,፥(𝑇፬ፚ፭ − 𝑇፰) = ℎ፟፠(1 + 0.68𝐽𝑎) (B.15)

where 𝐽𝑎 represents the Jacob number and is defined as the ratio of the sensible heat to the latent
heat absorbed or released during the phase change process:

𝐽𝑎 = 𝐶𝑝(𝑇፰ − 𝑇፬ፚ፭
ℎ፟፠

(B.16)

The local heat transfer coefficient can be expressed as

𝑞”፰ = ℎ(𝑇፬ፚ፭ − 𝑇፰) (B.17)

Using Equation B.10 and Equation B.14 the local heat transfer coefficient can be deduced. Hence

ℎ = 𝑘፥
𝛿 (B.18)

ℎ = [
𝑔𝜌፥(𝜌፥ − 𝜌፯)𝑘ኽ፥ ℎᖣ፟፠
4𝜇፥(𝑇፬ፚ፭ − 𝑇፰)𝑥

] (B.19)





C
User Defined Functions in Fluent

The user defined subroutine environment of Fluent enables one to alter or add numerical models
when needed. In this chapter a small guide based on experience is presented for the interested reader.
For a full explanation of the capabilities of the UDF-environment one is referred to the Ansys Fluent
UDF-manual [105].

C.1. Fluent UDF-interface
In Fluent 18.1, the UDF-environment is accessible trough the third tab in the top of the window.

This is shown in Figure C.1.

Figure C.1: Fluent’s UDF interface

A user defined subroutine can either be interpreted or compiled. In practice the main advantage
of interpreted UDFs over compiled UDFs is that they do not have to be compiled. Meaning no extra
c-compiler is needed. However, the compiled UDFs execute faster than interpreted UDFs. This can be
a major advantage when a UDF is for instance called every iteration.

For the windows platform, getting the right c-compiler can be a tedious exercise. To save you a
lot of time, watch this video carefully and make sure that you use the Microsoft visual studio 2012
professional compiler.

Function Hooks are functions that are not directly related to flow solution itself. Using function
hooks, one can for instance calculate a custom mean of every kind of variable and write it to a file.
One of the most powerful function hooks is the define adjust general purpose macro. This macro can
be used to dynamically adjust for instance flow variables or or compute integrals. The define adjust
macro is called every iteration and is very convenient to use in conjunction with other UDFs. Namely,
through the User Defined Memory, one is able to save the calculated data, and pass it to another UDF.
Finally, the User Defined Scalars are used when one wants to solve a transport equation for a custom
variable. In this work, for instance, the UDS subroutine was used to solve the smearing function by
Hardt & Wondra [75]. By making use of the smearing function, the mass transfer intensity was smeared
across several computational cells.
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C.2. UDF-subroutines used in this work
The UDF-subroutines used in this work are presented in this section. The UDFs used for the Liu

model and the Shen model are presented.

C.2.1. Liu - model subroutine
In the Liu model [10] the mass transfer is altered by adding an extra power to the vapor fraction

term. Therefore the mass transfer has to be included trough a UDF. Before the UDF becomes accessible
in the phase interaction panel, one needs to write certain text commands. These are listed below:

• solve/set/expert

• Linearized mass transfer? [yes] no

• Use alternate formulation for wall temperatures? [no]

• Save cell residuals for post-processing? [no]

• Keep temporary solver memory from being freed? [no]

• Allow selection of all applicable discretization schemes? [no]

The questions will pop up after the first expression is written in the text user interface. After completion
one is now able to specify a user-defined mass transfer mechanism in the phase interaction panel. The
code used to define the mass transfer intensity is shown in C.1.

Listing C.1: Liu c-code
/* UDF to de f ine a s imple mass t r a n s f e r based on Sa tu ra t i on

Temperature . The ” from ” phase i s the gas and the ” to ” phase i s the
l i q u i d phase . */

#include ” udf . h”
#include ”math . h”

/* Def ine constant to account f o r L iu model */
#define n 2 . / 3 .

DEFINE_MASS_TRANSFER( l iq_gas_source , c e l l , thread , from_index , from_species_index , to_index , to_spec ies_ index )
{

r e a l m_lg ;
r e a l T_SAT = 373.15;
r e a l r = 5000.;
Thread *gas = THREAD_SUB_THREAD( thread , from_index ) ;
Thread * l i q = THREAD_SUB_THREAD( thread , to_ index ) ;

m_lg = 0 . ;
i f (C_T( c e l l , l i q ) >= T_SAT)
{
m_lg = Ꮍr*pow(C_VOF( c e l l , l i q ) , n)*C_R( c e l l , l i q )*

fabs (C_T( c e l l , l i q )ᎽT_SAT ) / T_SAT ;
}

i f ( ( m_lg == 0. ) && (C_T( c e l l , gas ) <= T_SAT ) )
{
m_lg = r*pow(C_VOF( c e l l , gas ) , n)*C_R( c e l l , gas)*
fabs (T_SATᎽC_T( c e l l , gas ) ) / T_SAT ;

}
return (m_lg ) ;

}

C.2.2. Shen - model subroutine
The Shen model [6] is Incorporated in Fluent by altering the vapor thermal conductivity in the two-

phase region. When the UDF is compiled one can select the user defined vapor conductivity in the
materials panel. The UDF-code is shown in C.2.

Listing C.2: Shen c-code
/*****************************************************************
UDF fo r spe c i f y i ng a thermal c onduc t i v i t y . In t h i s UDF the vapor
conduc t i v i t y i n the twoᎽphase reg ion i s se t to the l i q u i d conduc t i v i t y .
******************************************************************/

#include ” udf . h”

DEFINE_PROPERTY( ce l l _ conduc t i v i t y _g , c e l l , c e l l _ t h r ead )
{

/* Va r i ab l e f l u i d p rope r t i e s f o r waterᎽvapor subcoo l ing @353.15 K as def ined by M i l l s */
r e a l T_SAT = 373.15;

r e a l k_v = 0.0248;
r e a l k_ l = 0.674;
r e a l ktc_ ;

/* Enhancement f a c t o r n , as proposed by Shen . Enhances the energy t r an spo r t a t i on i n the twoᎽphase reg ion . */
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r e a l n = 10 . ;
r e a l gas = 0 . ;

/* Domain parameters*/
int phase_domain_index ;
Domain *subdomain ;

Domain *mixture_domain = Get_Domain (1 ) ;
r e a l temp = C_T( c e l l , c e l l _ t h r ead ) ;

/* loop over a l l subdomains ( phases ) i n the superdomain ( mixture ) */
sub_domain_loop ( subdomain , mixture_domain , phase_domain_index )
{

/* loop i f pr imary phase */
i f (DOMAIN_ID( subdomain ) == 2)

{
gas = C_VOF( c e l l , c e l l _ t h r ead ) ;

}

}

ktc_ = 0 . ;
i f ( ( temp < T_SAT) && ( gas < 1 . ) && ( gas > 0 . ) )
{

ktc_ = k_ l ;
}
else
{

ktc_ = k_v ;
}

return ktc_ ;
}





D
Set-up & validation condensate flow

on a baffled surface

In this chapter, the set-up and validation study associated with the results presented in section 5.4
are presented. The validation refers to the work of Ishikawa [13].

D.1. Set-up
The domain, geometry and boundary conditions used in simulations of section 5.4 are schematically

shown in Figure D.1. In case of a flat surface, only the baffles and the inlet platform are removed. The
remaining set-up is exactly the same as in the baffled set-up. The bulk velocity referred to in Table
5.5, represent both the liquid velocity and vapor velocity. The liquid and vapor velocity are altered
simultaneously in order to mitigate shear stress on the liquid film surface.

Figure D.1: Geometry, domain & boundary conditions used in simulations of section 5.4
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Table D.1: Material properties (temperature related properties not used in validation study)

Methanol-liquid
Density 𝜌 = 785 𝑘𝑔/𝑚ኽ
Specific heat 𝐶፩ = 2483 𝐽/𝑘𝑔 − 𝐾
Thermal conductivity 𝑘 = 0.203 𝑊/𝑚 − 𝐾
Dynamic viscosity 𝜇 = 0.00055 𝑘𝑔/𝑚 − 𝑠
Molecular Weight 𝑊 = 32.032 𝑘𝑔/𝑘𝑚𝑜𝑙
Standard State Enthalpy 𝐻 = 0 𝐽/𝑘𝑔 −𝑚𝑜𝑙
Reference temperature 𝑇 = 310.15 𝐾
Methanol-vapor
Density 𝜌 = 0.47 𝑘𝑔/𝑚ኽ
Specific heat 𝐶፩ = 1490 𝐽/𝑘𝑔 − 𝐾
Thermal conductivity 𝑘 = 0.00154 𝑊/𝑚 − 𝐾
Dynamic viscosity 𝜇 = 0.00001 𝑘𝑔/𝑚 − 𝑠
Molecular Weight 𝑊 = 32.032 𝑘𝑔/𝑘𝑚𝑜𝑙
Standard State Enthalpy 𝐻 = 3.765496 ⋅ 10 𝐽/𝑘𝑔 −𝑚𝑜𝑙
Reference temperature 𝑇 = 310.15 𝐾
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Table D.2: Model Set-Up (condensation parameters not used in validation study)

General
Pressure based, transient, 2D
Multiphase VOF, Viscous Laminar, Energy On
Multiphase model
VOF
Volume Fraction Parameters Formulation Explicit
Volume Fraction Cuttof 1e-6
Courant Number 0.25
Body Force Formulation Implicit Body Force
Interface Modeling Sharp

Phase change parameters
Phase Change model Lee model & Shen model
Condensation coefficient 𝑟 = 50000 𝑠ዅኻ
Surface tension model Continuum Surface Force
Surface tension coefficient 𝜎 = 0.022 𝑛/𝑚
Solution Methods
Pressure velocity coupling
Scheme PISO
Skewness Correction 1
Neighbor Correction 1
Skewness-Neighbor Coupling On
Spatial Discretization
Gradient Least Square Cell Based
Pressure PRESTO!
Momentum QUICK
Volume Fraction Geo-Reconstruct
Energy QUICK
Transient Formulation First Order Implicit
Under Relaxation
Pressure 0.3
Density 1
Body Forces 1
Momentum 0.7
Vaporization Mass 1
Energy 1
Run calculation
Fixed time step 5 ⋅ 10ዅዀ𝑠
Max Iterations/Time Step 200

D.2. Validation

Figure D.2 shows the original figure of the film evolution in time by Ishikawa. The corresponding
validation study results are depicted in Figure D.3. The film evolution in both figures agree very well.
Only the outflow region differentiates from one another. This can be attributed to the different outflow
boundary condition used. Where Ishikawa has used an outflow boundary condition, in this work a
pressure outlet was chosen to represent the outflow boundary. Nevertheless, the remaining part of
the figure agrees sufficiently to the work of Ishikawa to conclude that the solution is validated. In both
Figure D.2 and Figure D.3 the contact angle between the phases was 10 degrees. Ishikawa has shown
in his work that the wavy film flow is independent of contact angle.
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Figure D.2: Original film evolution in time by Ishikawa [13]
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Figure D.3: Film evolution in time from this work
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