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Summary

Advanced high strength steels (AHSS) have been widely employed in the automotive

industry to meet the requirements of improving crash performance while reducing vehicle

weight. The excellent performance of AHSS in strength and ductility comes from a dedicated

design of alloy composition and microstructure. However, the addition of some alloying

elements may lead to poor weldability. Solidification cracking tends to occur in AHSS

containing detrimental elements such as phosphorous or sulfur under unfavorable welding

conditions.

Solidification cracking is a complex problem associated with multiple physical phe-

nomena at different length scales. During welding, with a localized heat input, the material

is heated to melt, forming a weld pool. Upon cooling, a mushy zone consisting of solid

grains and liquid channels forms behind the weld pool. As temperature drops, solid grains

in the mushy zone grow, which tends to close liquid channels in the mushy zone. However,

during solidification, detrimental elements segregate in the liquid, inhibiting the closure of

the liquid channel. Meanwhile, due to solidification shrinkage and thermal contraction,

the liquid channels experience a tensile load, which tends to open the liquid channel. If

there is insufficient liquid feeding, solidification cracking occurs. Solidification cracking

can be avoided by controlling parameters including alloy composition, microstructure and

processing conditions like power, welding velocity, laser beam shapes, etc.

Due to the complexity, an accurate prediction of solidification cracking under various

welding conditions is challenging. A full-field simulation of a welded component which

incorporates all the physical phenomena and is capable of handling various welding

conditions is not realistic with current computational power. To achieve an accurate

prediction of solidification cracking, approximations and simplifications must be made

while major physical mechanisms are still properly captured. Moreover, existing modelling

techniques should be improved or adapted to fulfill the requirements of welding simulations.

This research starts from explicitly modelling segregation and solidification during

welding. In the literature, cellular automata (CA) models and phase field (PF) models

have been widely used to simulate segregation and solidified microstructure. The CA

method is more computationally efficient compared to the PF method and thus is mainly

adopted in the current research. A cellular automata solidification model is developed,

where the growth velocity is determined based on kinetic undercooling at the interface.

The state-of-the-art model incorporates a decentered growth algorithm to suppress grid

anisotropy and a generalized height function method to calculate curvature accurately.

To remove the dependency on the mesh size, a new diffusion term is proposed to handle

the diffusion between the interface cells and liquid cells. Moreover, a solute redistribution

method has been applied for each interface cell to resolve the mass balance error introduced

by the virtual liquid cell assumption. The developed CA model is validated by simulating

single-dendritic solidification in an Al-3Cu (wt.%) alloy. The simulated tip velocities agree

with the prediction of the Kurz-Giovanola-Trivedi (KGT) model. With improvements in the
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aspects of mesh-size independency and mass balance, the developed CA model is suitable

for solidification simulation with a high undercooling, as is common in welding. It also

provides an easier way to achieve multi-component solidification simulation compared

to conventional CA solidification models, which need to solve a system of mass balance

equations in interface cells. Despite the improvements made, due to the poor discretization

of the solid-liquid interface, the CA method is less accurate compared to the phase field

method. Up to now, no CA models can reproduce the dendrite tip velocity predicted by a

Green function method in single-dendritic solidification simulations.

For better accuracy, the research was extended with a focus on PF modelling of seg-

regation in the liquid channels in the mushy zone during welding. Following the frozen

temperature gradient approximation, the complex thermal conditions during welding are

approximated with a directional solidification condition defined by a constant temperature

gradient and pulling velocity, which is the moving velocity of the liquidus isotherm. Under

directional solidification conditions, columnar dendrite grains form and liquid channels

exist in between neighboring grains, where solutes accumulate. The liquid channel struc-

ture and segregation is simulated with the PF model, while the solidification cracking

susceptibility (SCS) is then quantified by calculating the pressure drop from the dendrite

tip to the coalescence point of the liquid channels with an analytical model, the Rappaz-

Drezet-Gremaud (RDG) model. A larger pressure drop represents a larger SCS. With the

modelling setup, the influence of the temperature gradient and the pulling velocity on

SCS have been investigated. Increasing the pulling velocity or decreasing the temperature

gradient increases the pressure drop from the dendrite tip to the coalescence point, leading

to an increase in SCS. Decreasing the primary dendrite arm spacing (PDAS) decreases the

permeability of the liquid channel and the liquid channel length at the same time, resulting

in a decrease in the pressure drop and SCS when the PDAS is small. Consideration of the

PDAS dependency on the temperature gradient and the pulling velocity influences the value

of the pressure drop but does not change the tendency of the SCS. The findings indicate

that solidification cracking can be avoided by either decreasing the pulling velocity or

increasing the temperature gradient or refining the grain size, as supported by experimental

results. However, due to the high computational cost, the size of the simulation domain

is limited. Moreover, the influence of process parameters on SCS cannot be considered

directly due to the lack of macroscopic modelling.

To include the influence of process parameters, macroscopic thermal-mechanical mod-

elling and microstructure modelling of the whole weld pool are necessary. The former

is relatively easy to achieve, while the latter is, nevertheless, not achievable with the

aforementioned CA model or PF model, as both models require a fine mesh size to simulate

the liquid channel structure and segregation within the liquid channels. Simulating the

solidification microstructure for the whole weld pool or the whole mushy zone requires a

huge amount of computational resources. As an alternative to the numerical solution, the

segregation in the liquid channel can be calculated analytically with the Scheil-Gulliver

calculation, while the remaining question is how to achieve the microstructure simulation

of the whole weld pool.

Therefore, the research addressed microstructure modelling of the whole weld pool. To

this purpose, a special kind of CA model is adopted, which calculates the growth velocity as

a function of local undercooling based on analytical models (LGK model or KGT model). In
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this case, there is no need to solve the concentration profiles numerically, which permits a

coarse mesh size and thus a reduction in the requirement of computational resources. These

kind of CA models are called CAFE models, as such CA models are always coupled with a

thermal finite element (FE) model. In this research, a CAFE model which is two orders of

magnitude faster than conventional CAFE models has been developed. The acceleration

comes from three different sources. Firstly, by adopting an exact temporal integration and

a multi-layer capture algorithm, a large time step can be employed without compromising

the simulation results. Secondly, the parallelism of the simulation codes is achieved in a

shared-memory environment, enabling a more efficient load balance. Thirdly, a subdomain

activation and deactivation method is employed to reduce the computation tasks. The

proposed model is validated by simulating the grain morphology and texture of additively

manufactured samples. A good agreement is achieved between the simulations and the

experiments.

By coupling the CAFE model with a thermo-mechanical FE model and a granular

model to calculate liquid pressure, a multi-physics multi-scale modelling framework is

developed to predict solidification cracking. The thermo-mechanical FE model calculates

the profiles of temperature and strain rate for the welded component during welding; the

CAFE model simulates the solidification microstructure in the whole weld pool; and the

granular model calculates the pressure drop in the liquid channel network determined

based on the simulated microstructure and the Scheil-Gulliver calculations. The developed

modelling framework is then validated by simulating welding experiments of a TRIP

steel. With a constant ratio between the power and the welding velocity, increasing the

welding velocity increases the maximum pressure drop in the mushy zone, indicating an

increase in SCS. Grain refinement or decreasing the freezing temperature by changing

the alloy composition leads to a decrease in the maximum pressure drop in the mushy

zone, representing a decrease in SCS. The predictions from the modelling framework are

supported by experimental findings in the literature.

In conclusions, the research starts from microstructure modelling of segregation and

liquid channel structure with both the CA method and the PF method and finalizes with a

multi-physics multi-scale modelling framework of solidification cracking. In this approach,

several approximations and simplifications have been made to reach the final modelling

framework for solidification cracking. The developed multi-scale multi-physics modelling

framework incorporates major physical mechanisms at different length scales and paves a

way to understand and predict solidification cracking under various welding conditions.

It provides a theoretical basis to eliminate solidification cracking by tuning parameters

including alloy composition, microstructure and processing parameters like power, welding

velocity and laser beam shapes, etc. Moreover, with the acceleration in microstructure

simulation, the developed CAFE model contributes to the development of a digital twin of

additive manufacturing.
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Samenvatting

Geavanceerde hogesterktestaalsoorten (AHSS) worden op grote schaal gebruikt in de

auto-industrie om te voldoen aan de eisen van het verbeteren van de crashprestaties en

tegelijkertijd het verminderen van het voertuiggewicht. De uitstekende prestaties van

AHSS op het gebied van sterkte en ductiliteit zijn te danken aan een speciaal ontwerp van de

legeringssamenstelling en microstructuur. de toevoeging van sommige legeringselementen

kan leiden tot een slechte lasbaarheid. Stollingsscheuren hebben de neiging op te treden

in AHSS die schadelijke elementen zoals fosfor of zwavel bevatten onder ongunstige

lasomstandigheden.

Stollingsscheuren zijn een complex probleem dat verband houdt met meerdere fysische

verschijnselen op verschillende lengteschalen. Tijdens het lassen wordt het materiaal, met

een plaatselijke warmte-inbreng, verwarmd om te smelten, waardoor een smeltbad ontstaat.

Bij afkoeling ontstaat een papperige zone bestaande uit vaste korrels en vloeistofkanalen

vormt zich achter het smeltbad. Naarmate de temperatuur daalt, groeien vaste korrels in

de papperige zone, waardoor de vloeistofkanalen in de papperige zone worden gesloten.

Tijdens het stollen scheiden schadelijke elementen zich echter af in de vloeistof, waardoor

de sluiting van het vloeistofkanaal wordt belemmerd. als gevolg van stollingskrimp en

thermische samentrekking ondergaan de vloeistofkanalen een trekbelasting, waardoor

het vloeistofkanaal de neiging heeft te openen. Als er onvoldoende vloeistoftoevoer is,

treden stollingsscheuren op. Stollingsscheuren kunnen worden vermeden door parameters

te controleren, waaronder de samenstelling van de legering, de microstructuur en de

verwerking omstandigheden zoals vermogen, lassnelheid, laserstraalvormen, enz.

Vanwege de complexiteit is een nauwkeurige voorspelling van stollingsscheuren onder

verschillende lasomstandigheden een uitdaging. Een full-field simulatie van een gelast on-

derdeel dat alle fysieke verschijnselen omvat en in staat is verschillende lasomstandigheden

aan te kunnen, is met de huidige rekenkracht niet realistisch. Om een nauwkeurige voor-

spelling van stollingsscheuren te bereiken, moeten benaderingen en vereenvoudigingen

worden gemaakt terwijl de belangrijkste fysieke mechanismen in kaart worden gebracht.

Bovendien moeten bestaande modelleringstechnieken worden verbeterd of aangepast om

aan de eisen van lassimulaties te voldoen.

Dit onderzoek vertrekt van het expliciet modelleren van segregatie en stolling tijdens het

lassen. In de literatuur worden cellulaire automaten (CA)-modellen en faseveld-modellen

(PF) op grote schaal gebruikt om segregatie en gestolde microstructuur te simuleren. De

CA-methode is computationeel efficiënter vergeleken met de PF-methode en wordt daarom

toegepast in het huidige onderzoek. Er is een stollingsmodel voor cellulaire automaten

ontwikkeld, waarbij de groeisnelheid wordt bepaald op basis van kinetische onderkoeling

op het grensvlak. Het state-of-the-art model omvat een gedecentreerd groeialgoritme

om roostervorming te onderdrukken. anisotropie en een gegeneraliseerde hoogtefunc-

tiemethode om de kromming nauwkeurig te berekenen. Om de afhankelijkheid van de

maaswijdte weg te nemen, wordt een nieuwe diffusieterm voorgesteld om de diffusie tussen
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de grensvlakcellen en vloeibare cellen te behandelen. Bovendien is voor elke cel een her-

verdelingsmethode voor opgeloste stoffen toegepast. interfacecel om de massabalansfout

op te lossen die wordt geïntroduceerd door de aanname van virtuele vloeibare cellen. Het

ontwikkelde CA-model is gevalideerd door het simuleren van single-dendritische stolling

in een Al-3Cu (wt.%) legering. De gesimuleerde tipsnelheden komen overeen met de voor-

spelling van het Kurz-Giovanola-Trivedi (KGT)-model. Met verbeteringen in de aspecten

van maaswijdte-onafhankelijkheid en massabalans is het ontwikkelde CA-model geschikt

voor stollingssimulatie met een hoge onderkoeling, zoals gebruikelijk is bij lassen. Het

biedt ook een eenvoudiger manier om multi-component stollingssimulatie te bereiken in

vergelijking met conventionele CA-stollingsmodellen, die een systeem van massabalansver-

gelijkingen in grensvlakcellen moeten oplossen. Ondanks de aangebrachte verbeteringen

is de CA-methode, als gevolg van de slechte discretisatie van het vast-vloeistofgrensvlak,

minder nauwkeurig vergeleken met de faseveldmethode. Tot nu toe kunnen geen enkele

CA-modellen de dendriettipsnelheid reproduceren die wordt voorspeld door een Green-

functiemethode in single-dendritische stollingssimulaties.

Voor een betere nauwkeurigheid werd het onderzoek uitgebreid met een focus op

PF-modellering van de segregatie in de vloeistofkanalen in de papperige zone tijdens het

lassen. Na de bevroren temperatuurgradiëntbenadering worden de complexe thermische

omstandigheden tijdens het lassen benaderd met een directionele stollingsconditie gedefi-

nieerd door een constante temperatuurgradiënt en treksnelheid, wat de bewegingssnelheid

is van de liquidus-isotherm. Onder directionele stollingsomstandigheden vormen zich

kolomvormige dendrietkorrels en bestaan er vloeistofkanalen tussen aangrenzende korrels,

waar opgeloste stoffen zich ophopen. De vloeistofkanaalstructuur en segregatie wordt gesi-

muleerd met de PF model, terwijl de gevoeligheid voor stollingsscheuren (SCS) vervolgens

wordt gekwantificeerd door de drukval van de dendrietpunt naar het escentiesteenpunt van

de vloeistofkanalen te berekenen met een analytisch model, het Rappaz-Drezet-Gremaud

(RDG)-model. druppel vertegenwoordigt een grotere SCS. Met de modelleringsopstelling

is de invloed van de temperatuurgradiënt en de treksnelheid op SCS onderzocht. Het

verhogen van de treksnelheid of het verkleinen van de temperatuurgradiënt verhoogt de

drukval van de dendriettip naar het coalescentiepunt, wat leidt tot Het verkleinen van de

primaire dendrietarmafstand (PDAS) vermindert tegelijkertijd de permeabiliteit van het

vloeistofkanaal en de lengte van het vloeistofkanaal, wat resulteert in een afname van

de drukval en SCS wanneer de PDAS klein is. de PDAS-afhankelijkheid van de tempera-

tuurgradiënt en de treksnelheid beïnvloedt de waarde van de drukval, maar verandert de

neiging van de SCS niet. De bevindingen geven aan dat stollingsscheuren kunnen worden

vermeden door de treksnelheid te verlagen of de temperatuurgradiënt te vergroten of door

te verfijnen de korrelgrootte, zoals ondersteund door experimentele resultaten. Vanwege

de hoge rekenkosten is de omvang van het simulatiedomein echter beperkt. Bovendien

kan de invloed van procesparameters op SCS niet direct in aanmerking worden genomen

vanwege het gebrek aan macroscopische modellering.

Om de invloed van procesparameters mee te nemen zijn macroscopische thermisch-

mechanische modellering en microstructuurmodellering van het gehele smeltbad nood-

zakelijk. Het eerste is relatief eenvoudig te realiseren, terwijl het laatste met het eerder

genoemde CA-model of PF-model niettemin niet haalbaar is. aangezien beide modellen

een fijne maaswijdte vereisen om de vloeistofkanaalstructuur en de segregatie binnen de
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vloeistofkanalen te simuleren. Het simuleren van de stollingsmicrostructuur voor het hele

smeltbad of de hele papperige zone vereist een enorme hoeveelheid computerhulpbronnen.

Als alternatief voor de numerieke oplossing kan de segregatie in het vloeistofkanaal analy-

tisch worden berekend met de Scheil-Gulliver-berekening, terwijl de resterende vraag is

hoe de microstructuursimulatie van het hele smeltbad kan worden bereikt.

Daarom heeft het onderzoek zich gericht op het modelleren van de microstructuur van

het hele smeltbad, waarvoor een speciaal soort CA-model wordt gebruikt, dat de groei-

snelheid berekent als functie van lokale onderkoeling op basis van analytische modellen

(LGK-model of KGT-model). In dit geval is het niet nodig om de concentratieprofielen

numeriek op te lossen, wat een grove maaswijdte mogelijk maakt en dus de behoefte

aan computerhulpbronnen vermindert. Dit soort CA-modellen worden CAFE-modellen

genoemd, omdat dergelijke CA-modellen altijd gekoppeld zijn aan een thermisch eindige

elementenmodel (FE). In dit onderzoek is een CAFE-model ontwikkeld dat twee ordes

van grootte sneller is dan conventionele CAFE-modellen. De versnelling komt uit drie

verschillende bronnen. Ten eerste door een exacte temporele integratie en een multi- Layer

Capture-algoritme kan een grote tijdstap worden gebruikt zonder de simulatieresultaten in

gevaar te brengen. Ten tweede wordt de parallelliteit van de simulatiecodes bereikt in een

omgeving met gedeeld geheugen, waardoor een efficiëntere belastingsverdeling mogelijk is.

Ten derde wordt er een subdomeinactiverings- en deactiveringsmethode gebruikt. gebruikt

om de rekentaken te verminderen. Het voorgestelde model wordt gevalideerd door de

korrelmorfologie en textuur van additief vervaardigde monsters te simuleren. Er wordt

een goede overeenkomst bereikt tussen de simulaties en de experimenten.

Door het CAFE-model te koppelen aan een thermomechanisch FE-model en een granu-

lair model om de vloeistofdruk te berekenen, wordt eenmultifysisch modelleringsraamwerk

op meerdere schaal ontwikkeld om stollingsscheuren te voorspellen. Het thermomecha-

nische FE-model berekent de profielen van temperatuur en rek snelheid voor het gelaste

onderdeel tijdens het lassen, het CAFE-model simuleert de stollingsmicrostructuur in het

gehele smeltbad en het granulaire model berekent de drukval in het vloeistofkanaalnetwerk,

bepaald op basis van de gesimuleerde microstructuur en de Scheil-Gulliver-berekeningen.

Het raamwerk wordt vervolgens gevalideerd door lasexperimenten met TRIP-staal te si-

muleren. Bij een constante verhouding tussen het vermogen en de lassnelheid verhoogt

het verhogen van de lassnelheid de maximale drukval in de papperige zone, wat wijst op

een toename van de SCS. De vriestemperatuur door het veranderen van de legeringssa-

menstelling leidt tot een afname van de maximale drukval in de papperige zone, wat een

afname van de SCS betekent. De voorspellingen uit het modelleringsraamwerk worden

ondersteund door experimentele bevindingen in de literatuur.

Concluderend: het onderzoek vertrekt van microstructuurmodellering van segrega-

tie en vloeistofkanaalstructuur met zowel de CA-methode als de PF-methode en eindigt

met een multifysisch multi-schaal modelleringsraamwerk van stollingsscheuren. gemaakt

om het uiteindelijke modelleringsraamwerk voor stollingsscheuren te bereiken. Het ont-

wikkelde multi-schaal multi-fysische modelleringsraamwerk omvat belangrijke fysieke

mechanismen op verschillende lengteschalen en maakt een manier vrij om stollingsscheu-

ren onder verschillende lasomstandigheden te begrijpen en te voorspellen. Het biedt een

theoretische basis voor elimineer stollingsscheuren door parameters af te stemmen, waar-

onder legeringssamenstelling, microstructuur en verwerkingsparameters zoals vermogen,
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lassnelheid en laserstraalvormen, enz. Bovendien draagt het ontwikkelde CAFE-model,

met de versnelling in microstructuursimulatie, bij aan de ontwikkeling van een digitale

tweeling van additieve productie.
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1.1 Introduction
In the past decades, the increased importance of safety and vehicle emission has led to the

need for higher-strength steels to improve the crash performance of automotive structures

while allowing for a reduction in thickness and weight [1]. Meanwhile, formability is

required to satisfy the manufacturing requirements and design flexibility [1]. This has led

to the development of advanced high strength steels, such as DP (dual-phase) steel and

TRIP (Transformation-induced-plasticity) steels, which possess higher strain hardening

rates and formability compared to conventional high strength steels. The excellent perfor-

mance of AHSS in mechanical properties and formability is achieved by engineering the

microstructure through alloying and thermo-mechanical treatments. However, the high

alloying contents in AHSS may result in a poor weldability. For example, solidification

cracking tends to occur in laser welded TRIP steel components under unfavorable welding

conditions [2]. Despite this, development of new steel grades is dedicated to increasing

strength and ductility, while weldability tests can only be done in the later stage of steel

development, when larger quantities of a trial steel are available.

Recently, the concept of digital twins has pave the way to next-generation industry [3, 4].

In the steel industry, a digital twin can be developed with through-process-modelling of the

steel production route. With quick predictions of the microstructure and the mechanical

properties of the material, through-process-modelling enables a better control of the

quality of the steel products and provides a more efficient and less expensive way to design

new steel grades compared to the traditional iterative trial-and-error approach. In this

case, by integrating weldability prediction into the through-process-modelling framework,

weldability can be considered in the early stage of new steel development.

The major weldability problem with AHSS is solidification cracking, which is studied

in this research. Solidification cracking is a complex problem associated with multiple

physical phenomena at different length scales. During welding, with a localized heat

input, the material is heated to melt, forming a weld pool. Upon cooling, a mushy zone

consisting of solid grains and liquid channels forms behind the weld pool. As temperature

drops, solid grains in the mushy zone grow, which tends to close liquid channels in the

mushy zone. However, during solidification, detrimental elements segregate in the liquid,

inhibiting the closure of the liquid channel. Meanwhile, due to solidification shrinkage

and thermal contraction, the liquid channels experienced a tensile loading, which tends

to open the liquid channel. If there is insufficient liquid feeding, solidification cracking

occurs. Solidification cracking can be avoided by controlling parameters including alloy

composition, microstructure and processing condition like power, welding velocity and

laser beam shapes, etc.

1.2 Aim of the study
The aim of this study is to develop a modelling approach to predict solidification cracking

under various welding conditions, which can be integrated into the through-process-

modelling framework. Inherent to this goal are several challenges:

• challenges with multiple physics. Firstly, solidification cracking occurs in the mushy

zone during welding. Determination of the mushy zone requires thermal modelling.

Secondly, the liquid channels in the mushy zone experience tensile loading due
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to solidification shrinkage, thermal contraction and mechanical constraints, which

should be considered with mechanical modelling. Thirdly, the liquid channels close

and detrimental elements may accumulate in the liquid as temperature drops, which

requires metallurgical modelling. Fourthly, the liquid feeding in the liquid channel

should be modelled with fluid dynamics. Each physical mechanism can be modelled

either with an analytical model or with a numerical model. Analytical models

are more computationally efficient compared to numerical models, while numerical

models are more flexible and can handle different boundary conditions. This research

addresses how to appropriately choose the modelling method for each physical

phenomenon and how to couple the different physical models.

• challenges with length scales. Thermal modelling and mechanical modelling are

performed at the scale of the welded component (cm or mm), while metallurgical

modelling and liquid feeding modelling are performed at the scale of the liquid

channels (µm). In this case, macroscopic models usually include the whole welded

component [5], while microscopic models only include a small volume of the weld

pool or mushy zone [6, 7] due to the high computational cost. However, microscopic

simulations of a small volume are not representative, as the solidification conditions

change site by site in the mushy zone. This research examines how to improve the

microscopic models to achieve microscopic simulation of the whole mushy zone

with an acceptable computational cost and how to couple the models at different

length scales.

In summary, a full-field model for solidification cracking which captures all the phys-

ical mechanisms at different length scales, which is capable to handle various welding

conditions, is not realistic with the available computational power. To achieve an accurate

prediction of solidification cracking under various welding conditions, it is necessary

to make simplifications and approximations while capturing the major physical mecha-

nisms. This research explores the possibility of developing such a modelling framework

for solidification cracking.

1.3 Outline of the thesis
In Chapter 2, the basic knowledge for solidification and solidification cracking is introduced.

Firstly, solidification theories including the thermodynamics and the kinetics are described;

subsequently, solidification models including analytical models and numerical models like

cellular automata models and phase field models are introduced. Then, the experimental

and simulation works of solidification cracking are reviewed.

In Chapter 3, a cellular automata (CA) model is presented, which calculates the segre-

gation and microstructure in the mushy zone numerically. The CA model based on kinetic

undercooling is improved in the aspects of mesh-size dependency and mass balance.

In Chapter 4, a phase field (PF) model is employed to study the influence of pulling

velocity and temperature gradient on solidification cracking susceptibility (SCS). The

Rappaz-Drezet-Gremaud (RDG) model is employed to quantify SCS under different solid-

ification conditions. Decreasing pulling velocity or increasing temperature gradient or

refining the grain size decreases SCS, which agrees with the experimental results.
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In Chapter 5, a cellular automata finite element (CAFE) model is developed for the

purpose of simulating microstructure in the whole weld pool. Compared to traditional

CAFE models, the newly developed CAFE model is accelerated in terms of computational

speed by two orders of magnitude by increasing the time step without compromising the

simulation accuracy and by implementing shared-memory parallelism and a subdomain

activation-and-deactivation method. The developed CAFE model is validated with additive

manufacturing experiments.

In Chapter 6, a multi-physics multi-scale modelling framework is developed to pre-

dict solidification under various welding conditions. The framework includes a thermal-

mechanical FE model to simulate temperature and strain rate profiles, a CAFE model for

microstructure simulation and a granular model for pressure drop calculation. The SCS

prediction from the modelling framework matches the experimental observations.

In Chapter 7, the models developed in this research are reviewed in terms of their

scientific contributions and limitations. Additionally, potential directions for further work

are outlined.
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2
Background

In this chapter, basic knowledge and existing works related to solidification and solidification
cracking are introduced. The thermodynamics for solidification, which determines whether
solidification occurs and the equilibrium concentrations of the solid and the liquid, is de-
scribed in Section 2.1. Two kinds of thermodynamic conditions including equilibrium and
quasi-equilibrium are described here. The solidification kinetics and analytical models for
problems like solidification under a constant undercooling, directional solidification, columnar
to equiaxed transition and segregation, are discussed in Section 2.2. Numerical solidification
models including cellular automata models and phase field models, which simulate the mi-
crostructure explicitly, are described in Section 2.3. Solidification cracking in the perspective of
experiments and modelling is discussed in Section 2.4.
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Solidification cracking occurs when the liquid channels in the mushy zone cannot close

due to element segregation within the liquid and the existence of a tensile load introduced

by solidification shrinkage and thermal contraction. Solidification plays an important

role in solidification cracking, as it governs the liquid channel structure and the element

segregation in the liquid. In this chapter, the knowledge of solidification thermodynamics

and kinetics are described. In addition, some analytical solidification models and numerical

solidification models including cellular automata (CA) models and phase field (PF) models

are introduced. Furthermore, existing works of solidification cracking are reviewed in the

perspective of experiments and modelling.

2.1 Solidification thermodynamics
2.1.1 The molar Gibbs energy
Phase transformation tends to occur in a direction that lowers the total energy of a system.

The CALPHAD (CALculation of PHAse Diagrams)method [1, 2] has proved to be a powerful

tool to calculate phase stability, equilibrium thermodynamic properties and driving forces

for phase transformation.

In a multi-component system, the molar Gibbs energy 𝐺𝛼𝑚 of a substitutional regular-

solution phase 𝛼 is written as [2]

𝐺
𝛼
𝑚 =∑

𝑖

𝑟𝑒𝑓
𝐺
𝛼
𝑖 𝑥

𝛼
𝑖 +𝑅𝑇∑

𝑖

𝑥
𝛼
𝑖 ln(𝑥

𝛼
𝑖 )+

𝐸
𝐺
𝛼
𝑚+

𝑝ℎ𝑦
𝐺
𝛼
𝑚, (2.1)

where 𝑥𝛼𝑖 is the mole fraction of element 𝑖 in phase 𝛼, 𝑟𝑒𝑓𝐺𝛼𝑖 the Gibbs energy of component

𝑖 relative to the same standard state in phase 𝛼, 𝑅 the gas constant,
𝐸𝐺𝛼𝑚 the excess Gibbs

energy and
𝑝ℎ𝑦𝐺𝛼𝑚 the Gibbs energy contribution due to physical phenomena like ferromag-

netism. The excess Gibbs energy depends on the phase composition and the temperature 𝑇

and is modelled with [2]

𝐸
𝐺
𝛼
𝑚 =∑

𝑖

∑

𝑗>𝑖

𝑥
𝛼
𝑖 𝑥

𝛼
𝑗
(
𝐿
𝛼
𝑖𝑗 +∑

𝑘

𝑥
𝛼
𝑘 (𝐿

𝛼
𝑖𝑗𝑘 + ⋅ ⋅ ⋅)

)
, (2.2)

where 𝐿𝛼𝑖𝑗 describes the compositional dependence and is usually given by a Redlich-Kister

polynomial [3]

𝐿
𝛼
𝑖𝑗 =∑

𝑣=0

(𝑥
𝛼
𝑖 −𝑥

𝛼
𝑗 )

𝑣
⋅
𝑣
𝐿
𝛼
𝑖𝑗 , (2.3)

where
𝑣𝐿𝛼𝑖𝑗 may depend on 𝑇 .

2.1.2 The chemical potential
In a single-phase multi-component system, which contains 𝑁 𝛼

mole atoms, the total Gibbs

energy 𝐺𝛼 is written as,

𝐺
𝛼
= 𝑁

𝛼
𝐺
𝛼
𝑚 (2.4)

The total number of moles 𝑁 𝛼
can be written as

𝑁
𝛼
=∑

𝑖

𝑛
𝛼
𝑖 (2.5)
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where 𝑛𝛼𝑖 is the number of moles of element 𝑖 in phase 𝛼. The derivative of 𝐺𝛼 with respect

to 𝑛𝛼𝑖 , in the condition of constant temperature 𝑇 , pressure 𝑃 and 𝑛𝛼𝑗≠𝑖, is called the chemical

potential 𝜇𝛼𝑖 and is given by [4]

𝜇
𝛼
𝑖 =(

𝜕𝐺𝛼

𝜕𝑛𝛼𝑖 )𝑇 ,𝑃,𝑛𝛼𝑗≠𝑖

=
(

𝜕(𝑁
𝛼𝐺𝛼𝑚)

𝜕𝑛𝛼𝑖 )
𝑇 ,𝑃,𝑛𝛼𝑗≠𝑖

= 𝐺
𝛼
𝑚+𝑁

𝛼

(

𝜕𝐺𝛼𝑚

𝜕𝑛𝑖 )𝑇 ,𝑃,𝑛𝛼𝑗≠𝑖

= 𝐺
𝛼
𝑚+𝑁

𝛼∑

𝑗

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑗

𝜕𝑥𝛼𝑗

𝜕𝑛𝛼𝑖

, (2.6)

with

𝑥
𝛼
𝑗 =

𝑛𝛼𝑗

𝑁 𝛼
=

𝑛𝛼𝑗

∑𝑘 𝑛
𝛼
𝑘

, (2.7)

and the derivative of 𝑥𝛼𝑗 with respect to 𝑛𝛼𝑖 given by

𝜕𝑥𝛼𝑗

𝜕𝑛𝛼𝑖
=

{

(𝑁
𝛼 −𝑛𝛼𝑗 )/(𝑁

𝛼)
2
, for 𝑖 = 𝑗

−𝑛𝛼𝑗 /(𝑁
𝛼)

2
, for 𝑖 ≠ 𝑗

. (2.8)

Thus, the chemical potential is written as [4]

𝜇
𝛼
𝑖 = 𝐺

𝛼
𝑚+(1−𝑥

𝛼
𝑖 )

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑖
−∑

𝑗≠𝑖

𝑥
𝛼
𝑗

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑗

= 𝐺
𝛼
𝑚+

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑖
−∑

𝑗

𝑥
𝛼
𝑗

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑗

. (2.9)

With Equation (2.9), it is easy to get

𝐺
𝛼
𝑚 =∑

𝑖

𝑥
𝛼
𝑖 𝜇

𝛼
𝑖 . (2.10)

2.1.3 Eqilibrium and phase diagram
In a multi-phase multi-component system, the total Gibbs energy 𝐺 is

𝐺 =∑

𝛼

𝜙𝛼𝐺
𝛼
𝑚, (2.11)

where 𝜙𝛼 is the fraction of phase 𝛼. With a mass balance, we have

𝑥𝑖 =∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖 , (2.12)

where 𝑥𝑖 is the mole fraction of element 𝑖 in the system.

An equilibrium condition is obtained by minimizing 𝐺 under the constraints of Equa-

tion (2.12). The corresponding Lagrange function 𝐿 to minimize is thus [5]

𝐿 = 𝐺+∑

𝑖

𝜇𝑖(𝑥𝑖−∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖 ) =∑

𝛼

𝜙𝛼𝐺
𝛼
𝑚+∑

𝑖

𝜇𝑖(𝑥𝑖−∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖 ), (2.13)
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where 𝜇𝑖 is the Lagrange multiplier. At equilibrium, all partial derivates of 𝐿 should be zero

and in particular that with respect to the phase fractions [5]:

𝜕𝐿

𝜕𝜙𝛼
= 𝐺

𝛼
𝑚−∑

𝑖

𝜇𝑖𝑥
𝛼
𝑖 = 0. (2.14)

Comparing Equation (2.10) with Equation (2.14), it is clear that the Lagrange multiplier 𝜇𝑖

is the chemical potential of element 𝑖. Thus, for an equilibrium condition, we have

𝜇𝑖 = 𝜇
𝛼
𝑖 = 𝜇

𝛽

𝑖 = ⋅ ⋅ ⋅. (2.15)

Atomic fraction

Solid

Liquid

φl φs

xs1 xl1x1

µ0

µ1

Figure 2.1: A schematic illustration of an equilibrium condition between the solid phase and the liquid phase in a

binary system. The chemical potentials of the solvent element and the solute element are 𝜇0 and 𝜇1, respectively.

Normally, in equilibrium calculations, the system concentration 𝑥𝑖 and the temperature

𝑇 are fixed, while the phase fractions and the concentrationswithin each phase are unknown

variables to solve. A detailed algorithm for equilibrium calculation can be found in the

work of Sundman et al. [6]. Packages like Thermal-Calc and OpenCALPHAD are available

for such calculations based on the CALPHAD databases. Performing the equilibrium

calculations at different temperatures 𝑇 with different system compositions 𝑥𝑖 and plotting

the equilibrium phases under different conditions gives a phase diagram.

For solidification, phase transformation occurs from liquid 𝑙 to solid 𝑠. In a diffusion-

controlled solidification simulation, equilibrium is assumed at the interface. With

𝜇
𝑠
𝑖 = 𝜇

𝑙
𝑖 , (2.16)

the corresponding driving force Δ𝐺𝑙𝑠𝑚 is then

Δ𝐺
𝑙𝑠
𝑚 =∑

𝑖

𝑥
𝑠
𝑖 (𝜇

𝑙
𝑖 −𝜇

𝑠
𝑖 ) = 0. (2.17)
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2.1.4Quasi-eqilibrium
In the interface region of phase field simulations, the phase fractions, the overall compo-

sition and the temperature are fixed, which, in most cases, does not match equilibrium

condition. Instead, quasi-equilibrium [7] is considered in the interface region. With

∑𝑖=0 𝑥
𝛼
𝑖 = 1 and Equation (2.10), the molar Gibbs energy of phase 𝛼 can be written as [8]

𝐺
𝛼
𝑚 =∑

𝑖=0

𝑥
𝛼
𝑖 𝜇

𝛼
𝑖 = 𝜇

𝛼
0 +∑

𝑖=1

𝑥
𝛼
𝑖 (𝜇

𝛼
𝑖 −𝜇

𝛼
0 ) , (2.18)

where 𝜇𝛼0 is the chemical potential of the solvent element in phase 𝛼. Here, diffusion

potential of solute element 𝑖 in phase 𝛼 is defined as the derivative of 𝐺𝛼𝑚 with respect to

𝑥𝛼𝑖 in the condition of fixed 𝑥𝛼𝑖 +𝑥
𝛼
0

�̃�
𝛼
𝑖 =(

𝜕𝐺𝛼𝑚

𝜕𝑥𝛼𝑖 )
𝑥𝛼𝑖 +𝑥

𝛼
0

= 𝜇
𝛼
𝑖 −𝜇

𝛼
0 , (2.19)

where 𝑥𝛼0 is the mole fraction of the solvent element in phase 𝛼. The total Gibbs energy of

the system 𝐺 is then

𝐺 =∑

𝛼

𝜙𝛼𝐺
𝛼
𝑚 =∑

𝛼

𝜙𝛼
(
𝜇
𝛼
0 +∑

𝑖=1

𝑥
𝛼
𝑖 �̃�

𝛼
𝑖
)

(2.20)

In quasi-equilibrium, it is assumed that the mass transport between the different phases,

which co-exist in an infinitesimal interfacial region, is fast enough to change the phase

concentrations 𝑥𝛼𝑖 in a short time so that the phase fractions 𝜙𝛼 and the mixture concentra-

tion 𝑥𝑖 can be considered as constant. Mathematically speaking, this requires minimization

of the Gibbs energy with respect to the phase concentrations 𝑐𝛼𝑖 while the phase fractions

𝜙𝛼 , the mixture concentration 𝑐𝑖 and the temperature 𝑇 are fixed [8]. With a mass balance,

we have

𝑥𝑖 =∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖 . (2.21)

The corresponding Lagrange function to optimize is

𝐿 = 𝐺+∑

𝑖=1

�̃�𝑖
(
𝑥𝑖−∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖
)

=∑

𝛼

𝜙𝛼
(
𝜇
𝛼
0 +∑

𝑖=1

𝑥
𝛼
𝑖 �̃�

𝛼
𝑖
)
+∑

𝑖=1

�̃�𝑖
(
𝑥𝑖−∑

𝛼

𝜙𝛼𝑥
𝛼
𝑖
)
,

(2.22)

where �̃�𝑖 is the Lagrange multiplier. Note 𝐿 is equal to 𝐺 in the mass balance constraint

Equation (2.21). Taking the derivative of 𝐿 with 𝑥𝛼𝑖 , we have

𝜕𝐿

𝜕𝑥𝛼𝑖
= 𝜙𝛼 �̃�

𝛼
𝑖 −𝜙𝛼 �̃�𝑖 = 0. (2.23)

In this case, the minimum Gibbs energy is obtained when the diffusion potential in each

phase is equal to the Lagrange multiplier �̃�𝑖 [8],

�̃�𝑖 = �̃�
𝛼
𝑖 = �̃�

𝛽

𝑖 = ⋅ ⋅ ⋅. (2.24)
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For a solidification simulation, the chemical driving force Δ𝐺𝑙𝑠𝑚 is given by

Δ𝐺
𝑙𝑠
𝑚 =

d𝐺

d𝜙𝑙
−

d𝐺

d𝜙𝑠
=
𝜕𝐿

𝜕𝜙𝑙
−
𝜕𝐿

𝜕𝜙𝑠
= 𝜇

𝑙
0−𝜇

𝑠
0, (2.25)

where partial derivatives of 𝐿 are employed since the phase fractions 𝜙𝛼 and the phase

concentrations 𝑥𝛼𝑖 are dependent on 𝐺 but independent of 𝐿. With Equation (2.24), the

driving force can also be written as

Δ𝐺
𝑙𝑠
𝑚 = 𝜇

𝑙
𝑖 −𝜇

𝑠
𝑖 . (2.26)

Atomic fraction

Solid
Liquid

φl φs

xs1 xl1x1

µs
0

µl
0

µs
1

µl
1

Figure 2.2: A schematic illustration of a quasi-equilibrium condition between the solid phase and the liquid phase

in a binary system. The chemical potentials of the element 𝑖 in the solid and the liquid are 𝜇𝑠𝑖 and 𝜇
𝑙
𝑖 , respectively.

The solvent element is indexed with 0, while the solute element is indexed with 1.

For interface-controlled solidification, the velocity of the interface movement 𝑣 is related

to the driving force Δ𝐺𝑙𝑠𝑚 by [9]

𝑣 = 𝑣0
[
1−exp

(
−
Δ𝐺𝑙𝑠𝑚

𝑅𝑇 )]
(2.27)

where 𝑅 is the gas constant, 𝑇 the temperature and 𝑣0 a constant which is of the order of

the velocity of sound for pure metals. In the case of 𝑣 ≪ 𝑣0, the relationship between 𝑣 and

Δ𝐺𝑙𝑠𝑚 can be simplified to [9]

𝑣 =𝑀𝑘Δ𝐺
𝑙𝑠
𝑚, (2.28)

where 𝑀𝑘 is the kinetic mobility of the interface. In the condition of an infinite mobility

𝑀𝑘 = ∞, the driving force Δ𝐺𝑙𝑠𝑚 is close to 0. Thus, quasi-equilibrium approaches the

equilibrium condition in the limit of 𝑀𝑘 = ∞.

2.1.5 Undercooling
In solidification simulations, the phase concentrations at the solid-liquid interface are

normally determined by equilibrium or quasi-equilibrium. Upon continuous cooling, the
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equilibrium concentrations vary with decreasing temperature. For simplicity, the change

in the equilibrium concentrations can be approximated by linear approximations of the

liquidus line and the solidus line. The linear approximations are developed by extrapolating

from a reference point, as shown in Figure 2.3. At the reference point for the extrapolation,

the temperature is termed 𝑇0 and the concentrations in the liquid and the solid are 𝑐
𝑙,𝑒𝑞0

𝑖 and

𝑐
𝑠,𝑒𝑞0

𝑖 , respectively. The derivative 𝜕𝑇𝑙/𝜕𝑐
𝑙,𝑒𝑞

𝑖 of the liquidus temperature 𝑇𝑙 with respective

to the liquid concentration 𝑐
𝑙,𝑒𝑞

𝑖 of element 𝑖, in other words, liquidus slope, is 𝑚𝑙
𝑖, while the

solidus slope is termed 𝑚𝑠
𝑖 . The ratio between 𝑚

𝑙
𝑖 and 𝑚

𝑠
𝑖 is called partitioning coefficient 𝑘𝑖,

𝑘𝑖 = 𝑚
𝑙
𝑖/𝑚

𝑠
𝑖 . (2.29)

In special cases, if the equilibrium concentrations 𝑐
𝑙,𝑒𝑞0

𝑖 and 𝑐
𝑠,𝑒𝑞0

𝑖 at the reference point

satisfy

𝑘𝑖 =
𝑐
𝑠,𝑒𝑞0

𝑖

𝑐
𝑙,𝑒𝑞0

𝑖

, (2.30)

then we have

𝑘𝑖 =
𝑐
𝑠,𝑒𝑞

𝑖

𝑐
𝑙,𝑒𝑞

𝑖

. (2.31)

Concentration

T0

cl,eq0cs,eq0

Solid

Liquid
ml

ms

Figure 2.3: A schematic illustration of a linearized phase diagram approximation.

For a given solidification temperature 𝑇 , the undercooling Δ𝑇 can be defined as

Δ𝑇 = 𝑇0− 𝑇 . (2.32)

The undercooling can be decomposed into three parts: the constitutional undercooling Δ𝑇𝑐 ,

the curvature undercooling Δ𝑇𝑟 and the kinetic undercooling Δ𝑇𝑘 [10],

Δ𝑇 = Δ𝑇𝑐 +Δ𝑇𝑟 +Δ𝑇𝑘 . (2.33)
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The constitutional undercooling Δ𝑇𝑐 is attributed to the compositional dependence of the

liquidus temperature and is related to the equilibrium concentrations with

Δ𝑇𝑐 =∑

𝑖

(𝑐
𝑙,𝑒𝑞

𝑖 − 𝑐
𝑙,𝑒𝑞0

𝑖 )𝑚
𝑙
𝑖, (2.34)

and

Δ𝑇𝑐 =∑

𝑖

(𝑐
𝑠,𝑒𝑞

𝑖 − 𝑐
𝑠,𝑒𝑞0

𝑖 )𝑚
𝑠
𝑖 . (2.35)

The curvature undercooling Δ𝑇𝑟 is the contribution from the curvature, which increases

the Gibbs energy and is given by [10]

Δ𝑇𝑟 = Γ𝜅, (2.36)

where 𝜅 is the curvature and Γ the Gibbs-Thomson coefficient, which is given by

Γ =
𝛾𝑉𝑚

Δ𝑆𝑙𝑠𝑚
(2.37)

where 𝛾 is the interfacial energy, 𝑉𝑚 the molar volume and Δ𝑆𝑙𝑠𝑚 the molar entropy change

of solidification. The kinetic undercooling Δ𝑇𝑘 is a non-equilibrium effect introduced by

rapid solidification and is related to the driving force Δ𝐺𝑙𝑠𝑚 in quasi-equilibrium by

Δ𝐺
𝑙𝑠
𝑚 = Δ𝑇𝑘Δ𝑆

𝑙𝑠
𝑚. (2.38)

Substituting Equation (2.38) into Equation (2.28), the kinetic undercooling Δ𝑇𝑘 is then

Δ𝑇𝑘 =
𝑣

𝑀𝑘Δ𝑆
𝑙𝑠
𝑚

=
𝑣

𝑀𝑇

, (2.39)

where 𝑀𝑘Δ𝑆
𝑙𝑠
𝑚 is defined as the interface mobility 𝑀𝑇 with respect to undercooling.

2.2 Solidification kinetics
With equilibrium calculations, the equilibrium concentrations in the solid and the liquid

can be determined, which defines the boundary conditions at the solid-liquid interface.

Assuming the solute diffusion in the solid and the liquid is infinitely fast, the concentration

profiles within the liquid and solid are always homogeneous and equal to the equilibrium

concentrations. However, this assumption is not valid in the real world; the diffusivities of

solutes in the liquid and the solid are usually finite, leading to inhomogeneous concentration

profiles in the solid and the liquid. In case of a low cooling rate, the solidification process

is diffusion-controlled due to the finite diffusivity.

2.2.1 Solidification at a constant undercooling
In mathematics, solidification can be described as a free boundary problem, which needs to

solve partial differential equations for both an unknown function and an unknown domain.

The unknown boundary is called a free boundary. In a diffusion-controlled solidification

simulation, the partial differential equations to be solved are [11]

𝜕𝑐𝑙𝑖

𝜕𝑡
= ∇(𝐷

𝑙
𝑖∇𝑐

𝑙
𝑖) in Ω

𝑙
, (2.40)
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and

𝜕𝑐𝑠𝑖

𝜕𝑡
= ∇(𝐷

𝑠
𝑖∇𝑐

𝑠
𝑖 ) in Ω

𝑠
, (2.41)

where 𝑐𝑙𝑖 and 𝑐
𝑠
𝑖 are the concentrations of the element 𝑖 in the liquid and the solid, 𝐷𝑙

𝑖 and

𝐷𝑠
𝑖 are the diffusion coefficients of the element 𝑖 in the liquid and the solid, respectively. Ω𝑙

and Ω𝑠
represent the liquid and the solid region, respectively. At the solid-liquid interface

Γ𝑙𝑠 between Ω𝑙
and Ω𝑠

, the concentrations in the solid 𝑐
𝑠,∗
𝑖 and the liquid 𝑐

𝑙,∗
𝑖 are defined by

the equilibrium condition,

𝑐
𝑠,∗
𝑖 = 𝑐

𝑠,𝑒𝑞

𝑖 (2.42)

and

𝑐
𝑙,∗
𝑖 = 𝑐

𝑙,𝑒𝑞

𝑖 . (2.43)

The movement of the solid-liquid interface is described by [11]

𝑣(𝑐
𝑙,∗
𝑖 − 𝑐

𝑠,∗
𝑖 ) = −𝐷

𝑙
𝑖𝜕𝑛𝑐

𝑙
𝑖 +𝐷

𝑠
𝑖𝜕𝑛𝑐

𝑠
𝑖 on Γ

𝑙𝑠
, (2.44)

where 𝑣 is the interface velocity, 𝜕𝑛𝑐
𝑙
𝑖 and 𝜕𝑛𝑐

𝑠
𝑖 the derivative of liquid concentration and

the solid concentration in the direction of the interface normal direction, respectively. Note

solidification under a constant undercooling is also known as a two-phase Stefan problem,

as the concentration values at the solid-liquid interface are constant in the steady state.

Needle-like stationary solutions were obtained by Ivantsov [12], which describe a

parabolic interface growing into an infinite supercooled melt. The Ivantsov solution is

𝛺 = 𝐼𝑣(𝑃) =

{√
𝜋𝑃 exp(𝑃)erfc(

√
𝑃) , 2D

𝑃 exp(𝑃)𝐸1(𝑃), 3D

. (2.45)

where 𝐼𝑣(𝑃) is the Ivantsov function, 𝑃 the Peclet number and 𝐸1(𝑃) the exponential integral

function. 𝛺 is the supersaturation given by

𝛺 =
𝑐
𝑙,∗
𝑖 − 𝑐0𝑖

𝑐
𝑙,∗
𝑖 − 𝑐

𝑠,∗
𝑖

(2.46)

where 𝑐0𝑖 is the nominal concentration. The Peclet number 𝑃 is given by

𝑃 =
𝑣𝑟

2𝐷𝑙
𝑖

(2.47)

where 𝑟 is the tip radius.

In the LGK (Lipton-Glicksman-Kurz) model [13], the Ivantsov solution is coupled with

a stability criterion given by

𝑟 =

√
Γ

𝜎∗ (∑𝑖𝑚𝑖𝐺
𝑐
𝑖 −𝐺)

, (2.48)

where 𝐺𝑐𝑖 is the concentration gradient in the liquid at the interface, 𝐺 the temperature

gradient, 𝜎∗ a stability constant which is of the order of 1/4𝜋2
. With Equation (2.46) and
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assuming the diffusion in the solid is negligible (𝐷𝑠
𝑖 ≪𝐷𝑙

𝑖), the concentration gradient 𝐺𝑐𝑖 at

the interface is given by

𝐺
𝑐
𝑖 =

𝑣

𝐷𝑙
𝑖

(𝑐
𝑙,∗
𝑖 − 𝑐

𝑠,∗
𝑖 ) . (2.49)

In the LGK model, by selecting the reference point with 𝑘𝑖 = 𝑐
𝑠,𝑒𝑞

𝑖 /𝑐
𝑙,𝑒𝑞

𝑖 , the interface con-

centration in the liquid 𝑐
𝑙,∗
𝑖 is given by

𝑐
𝑙,𝑒𝑞

𝑖 = 𝑐
𝑙,∗
𝑖 =

𝑐0𝑖

1− (1− 𝑘𝑖)𝐼𝑣(𝑃)
. (2.50)

Substituting Equation (2.50) into Equation (2.33) and assuming an infinite interface mobility

𝑀𝑇 gives

Δ𝑇 =∑

𝑖

𝑚𝑖
(
𝑐
𝑙,𝑒𝑞0

𝑖 −
𝑐0𝑖

1− (1− 𝑘𝑖)𝐼𝑣(𝑃))
+Γ𝜅. (2.51)

Neglecting the temperature gradient 𝐺, the growth velocity 𝑣 can be obtained by solving

Equations (2.48), (2.49) and (2.51) under different undercooling Δ𝑇 , as shown in Figure 2.4.

The resultant relation between 𝑣 and Δ𝑇 can be fitted with a polynomial, which is widely

employed in cellular automata solidification simulations [14–16].
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Figure 2.4: The relationship between growth velocity 𝑣 and the undercooling Δ𝑇 and the corresponding fitted

curve.

For directional solidification, the KGT (Kurz-Giovanola-Trivedi) model [17] considers a

marginal stability condition,

𝑟 =

√
Γ

𝜎∗ (∑𝑖𝑚𝑖𝐺
𝑐
𝑖 𝜉𝑐 −𝐺)

. (2.52)

At high Peclet number (𝑃 > 𝜋2/
√
𝑘), 𝜉𝑐 is given by [17]

𝜉𝑐 =
𝜋2

𝑘𝑖𝑃
2
. (2.53)
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2.2.2 Directional solidification
The directional solidification condition is characterized by a temperature gradient 𝐺 and

a cooling rate �̇� . The velocity at which the liquidus isotherm moves is called the pulling

velocity 𝑣𝑇 and is given by

𝑣𝑇 =
�̇�

𝐺
. (2.54)

In directional solidification, solidification occurs in the direction of the temperature gradient.

Depending on the value of the temperature gradient 𝐺 and the gradient of the liquidus

temperature 𝐺𝑇𝑙 , the growth mode can be planar, cellular or dendritic [10]. The growth

mode is planar in the condition of 𝐺 > 𝐺𝑇𝑙 and is cellular or dendritic in the condition of

𝐺 < 𝐺𝑇𝑙 . With Equation (2.49), the slope 𝐺𝑇𝑙 of the liquidus line at the interface is

𝐺
𝑇𝑙 =∑

𝑖

𝑚𝑖𝐺
𝑐
𝑖 =∑

𝑖

𝑚𝑖𝑣(𝑐
𝑙,∗− 𝑐𝑠,∗)

𝐷𝑙
𝑖

. (2.55)

As show in Figure 2.5 (a), the growth mode is planar if the pulling velocity 𝑣𝑇 and the

gradient 𝐺𝑇𝑙 of the liquidus temperature are very small. With increasing pulling velocity

𝑣𝑇 , the gradient 𝐺
𝑇𝑙 of the liquidus temperature increases and the growth mode changes

from planar (Figure 2.5 (a)) to cellular (Figure 2.5 (b) and (c)). As the pulling velocity is

further increased, the growth mode changes into dendritic.

Figure 2.5: The evolution of the solid/liquid interface as a function of growth velocity (V) in a transparent organic

system (pivalic acid, 0.076% ethanol) directionally solidified under a thermal gradient of 2.98 K/mm. Planar

interface, 𝑣𝑇 = 0.2µm/s (a). Cellular interface, 𝑣𝑇 = 1.0µm/s (b). Cellular interface, 𝑣𝑇 = 3.0µm/s (c). Dendritic

interface, 𝑣𝑇 = 7.0µm/s (d). [10]

For columnar or dendritic solidification, multiple dendrites form and grow in the

direction of the temperature gradient. In the steady state, the growth velocity 𝑣𝑡𝑖𝑝 at the

dendrite tip is equal to the pulling velocity 𝑣𝑇 . The average spacing between neighboring

dendrites is called the primary dendrite arm spacing (PDAS) 𝜆, which can be calculated

analytically based on the temperature gradient 𝐺 and the pulling velocity 𝑣𝑇 [18, 19],

𝜆 = 𝐴𝑣
−0.25
𝑇 𝐺

−0.5
, (2.56)

where 𝐴 is a pre-factor. In the model of Kurz and Fisher [18], 𝐴 is given by

𝐴 = 4.3(1−𝛺)
0.5

(ΓΔ𝑇0𝐷
𝑙
𝑘)

0.25
. (2.57)
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For welding and additive manufacturing, the solidification condition is complex as the

the temperature gradient and the cooling rate are site dependent. For simplicity, the frozen

temperature approximation is usually employed [20, 21], which is to approximate the real

solidification condition by a directional solidification condition.

2.2.3 Columnar to eqiaxed transition
In directional solidification, if a sufficient amount of equiaxed grains from in front of the

dendrite tip, the microstructure may change from columnar to equiaxed, which is known as

the columnar-to-equiaxed transition. The columnar-to-equiaxed transition can be observed

in welding or additive manufacturing.

Hunt [22] developed an analytical model to predict the columnar-to-equiaxed transition.

In his model, the nucleation rate 𝐼 per unit volume is given in the form of

𝐼 = (𝑁0−𝑁 ) 𝐼0 exp
(
−
Δ𝐺𝑐

𝑘𝑇 )
(2.58)

where 𝑁0 is the total number of heterogeneous substrate particles originally available per

unit volume, 𝑁 is the number that have nucleated, 𝐼0 a constant, Δ𝐺𝑐 the Gibbs energy

change associated with the critical nucleus and 𝑘 the Boltzmann constant. Assuming the

growth velocity 𝑣 is related to the undercooling Δ𝑇 by

𝑣 =
𝐴

𝑐0
(Δ𝑇 )

2
, (2.59)

the radius 𝑟 of the equiaxed grains formed in front of the dendrite tip is given by

𝑟 = ∫

Δ𝑇𝑡

Δ𝑇𝑛

𝐴 (Δ𝑇 )
2

𝑐0𝑣𝑇𝐺
𝑑(Δ𝑇 ) =

𝐴 (Δ𝑇𝑡)
3
−(Δ𝑇𝑛)

3

3𝑐0𝑣𝑇𝐺
. (2.60)

Considering the impingement effect, the volume fraction of the equiaxed grains 𝜙 is equal

to

𝜙 = 1−exp
(
−
4𝜋𝑟3𝑁0

3 )
. (2.61)

In Hunt’s model, the fully equiaxed microstructure is defined as 𝜙 > 0.49, corresponding to

𝐺 < 0.617𝑁
1/3

0
[
1−

(

Δ𝑇𝑛

Δ𝑇𝑡𝑖𝑝)

3

]
Δ𝑇𝑡𝑖𝑝 , (2.62)

while the fully columnar microstructure is defined as 𝜙 < 0.0066, corresponding to

𝐺 > 0.617(100𝑁0)
1/3

[
1−

(

Δ𝑇𝑛

Δ𝑇𝑡𝑖𝑝)

3

]
Δ𝑇𝑡𝑖𝑝 . (2.63)

Note that the velocity calculation Equation (2.59) is an empirical expression and is less ac-

curate than that from the LGK model, which may have higher-order terms. Later, following

Hunt’s approach, Gäumann et al. recalculated the columnar-to-equiaxed transition consid-

ering nonequilibrium effects and found that the columnar-to-equiaxed transition occurs at

lower solidification velocities compared to Hunt’s model. The results are more meaning-

ful for solidification conditions with a high solidification velocity, where nonequilibrium

effects are not negligible.
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2.2.4 Segregation models
With infinite diffusivities in both the liquid and the solid, the concentrations in the liquid

and solid match the equilibrium concentrations from the phase diagram. In a binary system,

the solid fraction 𝑓𝑠 and the liquid fraction can be determined with a lever rule,

𝑓𝑠 =
𝑐𝑙,𝑒𝑞 − 𝑐0

𝑐𝑙,𝑒𝑞 − 𝑐𝑠,𝑒𝑞
, (2.64)

𝑓𝑙 =
𝑐0− 𝑐𝑠,𝑒𝑞

𝑐𝑙,𝑒𝑞 − 𝑐𝑠,𝑒𝑞
, (2.65)

However, due to the finite diffusivities, the equilibrium concentrations are only valid at the

interface. In this case, the evolution of the solid fraction does not match the lever rule.

The Scheil-Gulliver model [23] describes the solute redistribution during solidification.

In a binary system, it is assumed that

• No diffusion occurs in the solid (𝐷𝑠 = 0);

• The diffusion in the liquid is infinitely fast (𝐷𝑙 = ∞ and 𝑐𝑙,∗ = 𝑐𝑙);

• Equilibrium exists at the solid-liquid interface (𝑐𝑙,∗ = 𝑐𝑙,𝑒𝑞 and 𝑐𝑠,∗ = 𝑐𝑠,𝑒𝑞 ).

For a small increase in the solid fraction d𝑓𝑠 , the amount of solutes partitioned at the

interface is (𝑐𝑙,𝑒𝑞 − 𝑐𝑠,𝑒𝑞)d𝑓𝑠 , which leads to an increase in the liquid concentration,

(𝑐
𝑙,𝑒𝑞

− 𝑐
𝑠,𝑒𝑞

)d𝑓𝑠 = (1− 𝑓𝑠)d𝑐
𝑙
. (2.66)

With a linearized phase diagram (𝑐𝑙,𝑒𝑞 = 𝑘𝑐𝑠,𝑒𝑞 ) and 𝑐𝑙,∗ = 𝑐𝑙,𝑒𝑞 = 𝑐𝑙 , we have

𝑐
𝑙
(1− 𝑘)d𝑓𝑠 = (1− 𝑓𝑠)d𝑐

𝑙
. (2.67)

After integration, we have

𝑐
𝑙
= 𝑐

0
(1− 𝑓𝑠)

𝑘−1
. (2.68)

The solid fraction 𝑓𝑠 is given by

𝑓𝑠 = 1−
[

𝑐𝑙,𝑒𝑞0+(𝑇 − 𝑇0)/𝑚

𝑐0 ]

1−𝑘

. (2.69)

In the Scheil-Gulliver model, back diffusion which can reduce segregation in the liquid and

promote solidification is not considered. To include this effect, Brody and Flemings [24]

proposed a model to describe the evolution of micro-segregation and solid fraction. Then,

Clyne and Kurz [25] introduced an intermediate parameter to make the segregation model

compatible with the lever rule and the Scheil-Gulliver model under different diffusion

conditions. The solid fraction 𝑓𝑠 is given by

𝑓𝑠 =
1

1−2𝛼′𝑘

⎡
⎢
⎢
⎣

1−
(

𝑇𝑚− 𝑇

𝑇𝑚− 𝑇𝑙)

1−2𝛼′𝑘
𝑘−1 ⎤

⎥
⎥
⎦

(2.70)



2

18 2 Background

with

𝛼
′
= 𝛼

[
1−exp

(
−
1

𝛼)]
−
1

2
exp

(
−

1

2𝛼)
(2.71)

and

𝛼 =
4𝐷𝑠𝑡𝑓

𝜆2
, (2.72)

where 𝛼 is a parameter related to the solidification condition, 𝑇𝑚 the melting temperature

of pure substance, 𝑇𝑙 the liquidus temperature, 𝑡𝑓 the solidification time and 𝜆 the dendrite

arm spacing. 𝛼′ is an intermediate parameter to make sure that Equation (2.70) matches

the Scheil-Gulliver model when 𝛼→ 0 and the lever rule when 𝛼→∞.

2.3 Numerical models for solidification
Nowadays, with ever increasing available computational power, explicit simulations of

microstructure have become feasible. In explicit models, grains or phases are considered

as fields and the evolution of those fields can be solved numerically. Depending on the

treatment of the interfaces, existing numerical models can be divided into two types:

sharp-interface models and models with a finite interface width. In this section, a type of

sharp-interface model (cellular automata model) and a type of model with a finite interface

width (phase field model) are described.

2.3.1 Cellular automata model
For a solidification problem, a field variable 𝜑 can be defined, which is 0 for liquid and 1

for solid. In a sharp interface model, a sharp transition from 0 to 1 occurs at the interface.

A typical 𝜑 profile is given in Figure 2.6. In a cellular automata (CA) model, the simulation

domain is discretized into cells [26], which are line segments in 1D, typically squares in 2D

and cubes in 3D. To track the solid-liquid interface, the solid fraction 𝑓𝑠 is defined for each

cell. In a solidification problem, depending on the location of the cells, they are divided

into three types:

• solid cells (𝑓𝑠 = 1.0): the cells behind the solid-liquid interfaces are solid cells;

• liquid cells (𝑓𝑠 = 0.0): the cells in front of the solid-liquid interface are liquid cells;

• interface cells (0.0 < 𝑓𝑠 < 1.0): the cells where the solid-liquid interface exists.

Despite the employment of the solid fraction, CA models are still considered as sharp-

interface models, as long as a sharp interface between the solid and the liquid parts is

assumed inside each interface cell.

Solidification is then simulated based on transition rules [27].

• a liquid cell transforms into an interface cell when it is captured by a neighboring

interface cell;

• growth in an interface cell is performed by updating its solid fraction 𝑓𝑠 ;

• an interface cell transforms into a solid cell if it does not have a liquid neighbor or

its solid fraction 𝑓𝑠 is equal to 1.0.
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Figure 2.6: A schematic illustration of the profile of the phase status 𝜑 and the solid fraction 𝑓𝑠 in a 1D cellular

automata (CA) simulation. The circles represents cell centers. The solid fraction of the interface cell corresponds

to the fraction of the solid within the considered cell.

In summary, the cell status is changed based on the information from its neighborhood. In

2D and 3D simulations, two kinds of neighborhood are widely employed: the von Neumann

neighborhood and the Moore neighborhood. The former consists of 4 or 6 nearest cells in

2D or 3D cases, while the latter includes 8 or 26 cells, as shown in Figure 2.7 for the 2D

case. With transition rules in the CA models, the calculation is limited in the interface cells

and their neighbors, which is computationally efficient compared with algorithms which

need to loop over all the cells. However, the quantitativeness of CA models is limited by

issues like grid anisotropy. For solidification simulation of a single dendrite, when the von

Neumann neighborhood is employed, the dendrite arms propagate in the vertical and the

horizontal directions of the grid; when the Moore neighborhood is employed, the dendrite

arms propagate in the diagonal directions of the grid.

von Neumann neighborhood Moore neighborhood

Figure 2.7: Illustration of the von Neumann neighborhood and the Moore neighborhood in the 2D case.

To improve the quantitativeness of the CA model, different growth algorithms have
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been developed for liquid cell capture and solid fraction update in CA models. Gandin

and Rappaz [28] proposed a decentered growth algorithm to capture liquid cells. In the

decentered growth algorithm, each interface cell is assigned with a growth envelope

(growth octahedron in 3D) with its diagonals parallel with the crystallographic preferential

growth directions. When a liquid cell is captured and transforms into a new interface cell,

a new growth envelope is formed in the newly captured cell inheriting the orientation of

the original growth envelope. The center of the new growth envelop is not in the center of

the newly captured cell, which is why this algorithm is called decentered growth algorithm.

The decentered growth algorithm has a good performance in suppressing grid anisotropy in

solidification simulations of crystals with a cubic symmetry; therefore, it has been employed

for solidification simulations in manyworks [29–31]. Beltran and Stefanescu [32] developed

a virtual front tracking method to simulate dendrite formation quantitatively. In their

model, the first and the secondary dendrite arms form in the direction of the preferential

growth directions instead of the grid directions, indicating a reduction in grid anisotropy.

However, the dendrite morphology with different rotation angles still differs, which means

grid anisotropy is still not negligible. Wei et al. [33] proposed a limited neighbor solid

fraction (LNSF) method to suppress the grid anisotropy in 3D solidification simulations.

A liquid cell is captured when it has a solid neighbor and the average solid fraction in its

neighborhood is larger than a critical value. The simulated grain morphology structure

qualitatively matched the favorable growth directions defined by the crystal anisotropy.

However, the grain morphology simulated with an isotropic interfacial energy differed a

lot from the theoretical spherical shape, due to the grid anisotropy. Marek [34] proposed a

growth anisotropy reduction with diffusion method (GARED). The GARED introduces a

growth rate reduction factor to scale the actual growth rate and reduce the grid anisotropy.

The simulated grain morphology under an isotropic interfacial energy agreed well with

the theoretical spherical shape. However, the growth rate reduction factor was calculated

with a diffusion-like scheme, leading to a large increase in the computational cost. Arote

et al. [35] developed a limited circular neighborhood (LCN) method, which is actually a

modified LNSF method. In the LCN method, a circular neighborhood, which is larger than

traditional Moore neighborhood, is employed. Depending on the distance to the considered

cell, the neighboring cells can be unconditionally captured or conditionally captured. The

LCN method provides a better simulation accuracy compared to the LNSF method and

requires a shorter computation time compared to the GARED method. However, due to

the consideration of a circular neighborhood, the computational cost of the LNSF method

is larger than the decentered growth algorithm. In case of solidification simulations of

crystals with a cubic symmetry, the decentered growth algorithm is still the best method,

considering the balance between the simulation accuracy and the computational cost.

In general, the methods for solid fraction update in the literature can be divided into

three types: a flux balance (FB) method [26, 29, 30, 32, 35–37], a cellwise mass balance

(CMB) method [38–42] and a kinetic method [43–46]. In the FB method, the growth velocity

𝑣 is calculate with a mass balance which is expressed in the form of fluxes. In Nastac’s

model [26], the velocity components 𝑣𝑥 and 𝑣𝑦 at an interface cell are calculated with

𝑣𝑥 (𝑐
𝑙,∗
− 𝑐

𝑠,∗
) = −𝐷

𝑙 𝜕𝑐
𝑙

𝜕𝑥
+𝐷

𝑠 𝜕𝑐
𝑠

𝜕𝑥
, (2.73)
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and

𝑣𝑥 (𝑐
𝑙,∗
− 𝑐

𝑠,∗
) = −𝐷

𝑙 𝜕𝑐
𝑙

𝜕𝑦
+𝐷

𝑙 𝜕𝑐
𝑠

𝜕𝑦
. (2.74)

Then, the solid fraction change Δ𝑓𝑠 in a time step Δ𝑡 is given by

Δ𝑓𝑠 =
𝑣𝑒Δ𝑡

𝐿max

, (2.75)

where 𝑣𝑒 is the effective growth velocity and 𝐿max the maximum growth length within an

interface cell. In the considered interface cell, considering two planar interfaces moving in

the direction of 𝑥 and 𝑦, the effective growth velocity can be calculated by [26]

𝑣𝑒 = 𝑣𝑥 + 𝑣𝑦 − 𝑣𝑥𝑣𝑦 . (2.76)

Beltran and Stefanescu [32] calculated the effective growth velocity in the direction of the

interface normal 𝑛

𝑣𝑒 = 𝑣𝑥𝑛𝑥 + 𝑣𝑦𝑛𝑦 , (2.77)

where 𝑛𝑥 and 𝑛𝑦 are the components of the interface normal unit vector 𝑛. The 𝑣𝑒 calculation

method by Beltran and Stefanescu is widely employed [29, 30, 36, 37]. 𝐿max is usually

calculated based on the cell size Δ𝑥 . In Nastac’s work, the cell size Δ𝑥 is employed as 𝐿max,

𝐿max = Δ𝑥. (2.78)

In the work of Beltran and Stefanescu [32], 𝐿max is calculated based on the angle 𝜑 between

the interface normal 𝑛 and the 𝑥 axis

𝐿max =
Δ𝑥

max(|sin𝜑|, |cos𝜑|)
. (2.79)

In the model of Tan et al. [47], 𝐿max is calculated by

𝐿max = Δ𝑥 (|sin𝜑|+ |cos𝜑|) , (2.80)

which is more accurate compared to Equations (2.78) and (2.79), as it is the moving distance

required for an interface to sweep over a square cell.

In the CMB method, the change in the solid fraction Δ𝑓𝑠 is calculated with a cellwise

mass balance [38],

Δ𝑓𝑠 =
𝑐𝑙,∗− 𝑐𝑙

𝑐𝑙,∗− 𝑐𝑠,∗
, (2.81)

where 𝑐𝑙 is the concentration of the considered interface cell. With an increase in solid

fraction Δ𝑓𝑠 , solute is partitioned into the liquid within the considered interface cell,

compensating the solute diffusing out of the interface cell; thus, the liquid concentration is

kept at 𝑐𝑙,∗. The CMB method has been employed for solidification under melt convection

[39], 3D solidification simulation [40], eutectic solidification [41] and solidification in a

multi-component system. However, the CMB method does not ensure a strict mass balance.

Following the CMB approach, Krane et al. [42] proposed an equation to calculate solid

fraction change in a finite volume scheme,

Δ𝑓𝑠 =
Δ𝑐𝑙 +(1− 𝑓𝑠)(𝑐

𝑙,∗− 𝑐𝑙)

𝑐𝑙,∗− 𝑐𝑠,∗
, (2.82)
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where Δ𝑐𝑙 is the concentration change due to diffusion. With the equation from Krane et

al., a strict mass balance can be ensured. However, problems may be encountered when

solving Equation (2.82) for a multi-component system.

In the FB and the CMB methods, the solid fraction change Δ𝑓𝑠 and the interface con-

centrations are determined by solving Equation (2.75) or Equation (2.81) with equilibrium

conditions,

Δ𝑇 = Δ𝑇𝑐 +Δ𝑇𝑟 +Δ𝑇𝑘

= 𝑚(𝑐
𝑙,𝑒𝑞0

− 𝑐
𝑙
)+Γ𝜅+Δ𝑇𝑘

(2.83)

In most cases, the kinetic undercooling Δ𝑇𝑘 is not considered. In the kinetic method, the

solid fraction change Δ𝑓𝑠 is calculated based on the kinetic undercooling Δ𝑇𝑘 [43–46],

Δ𝑓𝑠 =
𝑣Δ𝑡

𝐿max

=
𝑀𝑇Δ𝑇𝑘Δ𝑡

𝐿max

. (2.84)

The kinetic undercooling Δ𝑇𝑘 is determined based on the liquid concentration 𝑐𝑙 and the

curvature 𝜅 at the considered interface cell,

Δ𝑇𝑘 = Δ𝑇 −∑

𝑖

𝑚𝑖(𝑐
𝑙,𝑒𝑞0

− 𝑐
𝑙
)−Γ𝜅. (2.85)

As the kinetic method does not solve the mass balance at the interface, the mass balance is

achieved with a self-controlled mechanism. If the solid fraction change Δ𝑓𝑠 in one step is

larger than required, it leads to a smaller or a negative kinetic undercooling Δ𝑇𝑘 in the next

step and thus a smaller or zero Δ𝑓𝑠 , compensating for the overgrowth in the previous step.

Conversely, if the solid fraction change Δ𝑓𝑠 in one step is smaller than required, a larger

kinetic undercooling and a larger Δ𝑓𝑠 are expected in the next step. In this case, the kinetic

method is more favorable for multi-component solidification problems compared to the FB

and CMB methods. However, CA simulations with the kinetic method are dependent on

mesh size. This problem will be solved in Chapter 3.

In the CA solidification simulation, the dendrite morphology is controlled with cur-

vature, which is calculated based on the solid fraction field. Various methods have been

proposed to achieve an accurate curvature calculation. Nastac [26] employed a cell counting

method for curvature calculation in a 2D simulation, in which the curvature 𝜅 is given by

𝜅 =
1

Δ𝑥 (
1−2

𝑓𝑠 +∑𝑛𝑏 𝑓
𝑛𝑏
𝑠

𝑁 𝑛𝑏+1 )
, (2.86)

where 𝑓𝑠 is the solid fraction of the considered interface cell,∑𝑛𝑏 𝑓
𝑛𝑏
𝑠 the sum of solid fraction

in the Moore neighborhood and 𝑁 𝑛𝑏
the number of cells in the Moore neighborhood.

Following this approach, Yu et al. [48] proposed the following equation for curvature

calculation in a 3D simulation,

𝜅 =
4.3899

Δ𝑥

51−∑𝑛𝑏 𝑓𝑠

81
, (2.87)

where ∑𝑛𝑏 𝑓𝑠 are the sum of solid fraction of cells whose distance from the considered

interface cell are smaller than

√
6Δ𝑥 . Apart from the cell counting method, the level set
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method is also widely employed [32, 38] for curvature calculation in CA simulations,

𝜅 =

2
𝜕𝑓𝑠
𝜕𝑥

𝜕𝑓𝑠
𝜕𝑦

𝜕2𝑓𝑠
𝜕𝑥𝜕𝑦

−
(
𝜕𝑓𝑠
𝜕𝑥 )

2
𝜕2𝑓𝑠
𝜕2𝑦

−
(
𝜕𝑓𝑠
𝜕𝑦 )

2
𝜕2𝑓𝑠
𝜕2𝑥

[(
𝜕𝑓𝑠
𝜕𝑥 )

2

+
(
𝜕𝑓𝑠
𝜕𝑥 )

2

]

3/2
. (2.88)

Although the cell counting method and the level set method give a quick estimation of

the curvature, the accuracy of the curvature calculation is not enough for a quantitative

solidification simulation, as indicated in [49]. Compared to the cell counting method and

the level set method, the height function method provides a better accuracy in curvature

calculation [49, 50]. In the 2D height function method, the sum of solid fraction in each

column of the constructed stencil is considered as height function values, which are used

to calculate the first ℎ′ and the second ℎ′′ derivatives of the height function. The curvature

𝜅 is then given by

𝜅 =
ℎ′′

(1+ℎ′2)
3/2

. (2.89)

The accuracy of the 2D height function method is limited when the interface normal

direction is close to the diagonal directions of the square grid. To overcome this limitation,

Popinet [51] proposed a generalized height function and combined it with a parabola fitting

method to accurately calculate curvature under different conditions. Popinet’s method is

employed in the CA solidification model described in Chapter 3.

In the CA solidification models, the concentration profiles in the liquid and the solid

are obtained by solving the governing equation numerically. In early CA solidification

models, a one-domain method is employed [38], which removes the discontinuity in

the concentration profile at the interface by dividing the solid concentration with the

partitioning coefficient. This approach requires a fixed partitioning coefficient [52] and

does not work for a multi-component system. In later works [48, 50, 53], the concentration

profiles are obtained by solving the diffusion in the liquid and the solid separately with

𝜕𝑐𝑙

𝜕𝑡
= 𝐷

𝑙
∇
2
𝑐
𝑙
+(𝑐

𝑙,∗
− 𝑐

𝑠,∗
)
𝜕𝑓𝑠

𝜕𝑡
, (2.90)

and

𝜕𝑐𝑠

𝜕𝑡
= 𝐷

𝑠
∇
2
𝑐
𝑠
. (2.91)

2.3.2 CAFE model
The CA model described in the previous section requires numerically solved concentration

profiles, which is computationally expensive. When the segregation profiles are not

required, the solidificationmorphology can be simulated based on the results from analytical

models. With analytical models like the LGK model, the growth velocity 𝑣 can be obtained

as a function of the local undercooling Δ𝑇 . As this kind of CAmodel is usually coupled with

a finite element (FE) model, which provides the temperature profiles for CA simulations,

this kind of CA model is called a CAFE model.

Similar to the typical CAmodel, the simulation domain in the CAFE model is discretized

into cells [26], which are squares in 2D and cubes in 3D. The cells are divided into three

types: solid, liquid and interface. The transition rules in the CAFE model are defined as:
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• a liquid cell transforms into a new interface cell if it is captured by a neighboring

interface cell;

• growth within an interface cell is tracked by increasing its growth length 𝑙;

• an interface cell transforms into a solid cell if it has no liquid neighbor.

To suppress the grid anisotropy, the decentered growth algorithm proposed by Gandin and

Rappaz [28] is employed to capture liquid cells. Each interface cell has a growth envelope

(2D) or growth octahedron (3D). The half diagonal of the growth envelope is called the

growth length 𝑙, which is updated in each time increment with

Δ𝑙 = 𝑣Δ𝑡. (2.92)

The growth velocity 𝑣 is calculated as a function of the undercooling Δ𝑇 based on analytical

models like the LGK model.

The CAFE model has been widely employed to simulate grain morphology and texture

evolution during welding [14, 54] and additive manufacturing [55–57]. Pineau et al. [58]

employed a CAFE model to simulate the grain structure of directionally solidified silicon.

The twin relationship observed in the experiments was successfully reproduced in the CAFE

simulations. Rolchigo [59, 60] employed a CAFE model to study the influence of alloying

elements, quantities and nucleation parameters on the columnar-to-equiaxed-transition

behaviors. Based on CAFE simulations, Shi et al. [16] increased the fraction of equiaxed

grains in the solidified microstructure by tweaking the laser beam shaping strategy. Teferra

[61] optimized a CAFE model for texture prediction of multi-layer additive manufacturing

processes and the simulated Goss texture agreed well with the experimental results. In

Chapter 5, a CAFE model is further examined in the perspective of computational speed.

2.3.3 Phase field model
Different from sharp interface models, phase field models have a solid-liquid interface with

a finite width. With a finite interface width, as shown in Figure 2.8, the solid-liquid interface

is discretized with more cells, which enables a better description of the interface normal

direction and the curvature (implicitly included in the governing equations of phase field).

Moreover, quantitative phase field models with a thin-interface limit and an anti-trapping

flux [62] ensure a correct partitioning behavior over the finite interface region. As a result,

phase field models are more accurate compared to cellular automata models.

Development of phase field models
The 2D model developed by Kobayashi [63] was the first large-scale phase field model

to simulate dendritic crystal growth, which resemble the experimental observations. In

his model, the Stefan problem of solidification of pure substances is solved with a diffuse

interface scheme. Later, the WBM (Wheeler-Boettinger-McFadden) model [64] was derived

in a thermodynamically consistent way and was employed to simulate dendrite formation

in ideal binary alloys by solving the governing equations for the phase field variable and the

concentrations. Early phase field models including the WBMmodel are only quantitative in

the so-called sharp-interface limit. In this limit, the driving force over the interface region

can be considered as constant, which requires very small interface width and cell size. To
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Figure 2.8: A schematic illustration of phase field variable 𝜙 in the interface region of a 1D simulation. The circles

represent cell centers.

overcome this limitation, Karma [62] introduced a thin-interface limit which assumes that

the interface width is small compared to the mesoscale of the diffusion field, but remains

finite. In the asymptotic analysis performed by Karma [62], correct interface movement

was ensured by considering the variation of the driving force in the finite interface region

[62]. In the thin-interface limit, quantitative phase field simulations can be achieved with

a larger interface width and diffusion-controlled solidification simulations are possible

with an infinite kinetic mobility. Following the thin-interface limit, the KKS (Kim-Kim-

Suzuki) model [11] was developed for solidification of binary alloys, which solved the

phase field equation and the diffusion equation at the same time. However, due to the finite

interface width, solutes could be artificially trapped in the interface region in phase field

simulations for solidification of alloys. To solve this problem, Karma [65, 66] introduced

an anti-trapping flux into the diffusion equation assuming the diffusion in the solid is

negligible. Kim [67] extended the anti-trapping flux into a multi-component system and

eliminated the chemical potential jump in the interface region. Ohno and Matsuura [68]

derived the anti-trapping flux considering the diffusion in the solid in a binary system [68]

and in a multi-component system [69].

Initially, phase field models were limited to two-phase and binary systems. Tiaden et

al. [70] developed a multi-phase phase field model for peritectic solidification simulations

in a binary system. Eiken et al. [7] further extended the multi-phase phase field model into

a multi-component system. Quasi-equilibrium was proposed to define the condition in the

interface region [7], which is achieved when the diffusion potential of the solute element

in each phase is equal. Following the model of Eiken et al., Galenko et al. [71] developed

a phase field model considering solute trapping and nonequilibrium effects during rapid

solidification.

Governing eqations
Define a phase field variable 𝜙, which is 0 in the liquid and 1 in the solid. In the solid-

liquid interface region, 𝜙 changes from 0 to 1 smoothly. The free energy functional 𝐹 of a
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representative volume is given by [7, 11, 62]

𝐹 = ∫
𝑉

𝑓 (𝜙,∇𝜙,𝑐, 𝑇 )d𝑉 . (2.93)

The free energy density 𝑓 is written as the sum of the interface energy density 𝑓 intf and

the chemical free energy density 𝑓 chem(𝜙,𝑐, 𝑇 ) [7],

𝑓 (𝜙,∇𝜙,𝑐, 𝑇 ) = 𝑓
intf

(𝜙,∇𝜙)+ 𝑓
chem

(𝜙,𝑐, 𝑇 ), (2.94)

The interface energy density 𝑓 intf is given by [72]

𝑓
intf

=
𝜎

𝑊 (

𝑊 2

2
(∇𝜙)

2
+𝑔(𝜙)

)
(2.95)

where 𝑊 is the interface width and 𝑔(𝜙) the potential function. The chemical free energy

density 𝑓 chem(𝜙,𝑐, 𝑇 ) is given by [72]

𝑓
chem

(𝜙,𝑐, 𝑇 ) =
𝑎1

𝑉𝑚
[ℎ(𝜙)𝐺

𝑠
𝑚+(1−ℎ(𝜙))𝐺

𝑙
𝑚] (2.96)

where 𝑉𝑚 is the molar volume, 𝑎1 a numerical constant, ℎ(𝜙) the interpolation function,

𝐺𝑠𝑚 and 𝐺𝑙𝑚 the molar Gibbs energy of the solid and the liquid, respectively. To minimize

the system energy, the evolution of 𝜙 is governed by [62]

𝜏0
𝜕𝜙

𝜕𝑡
= −

𝛿𝐹

𝛿𝜙
(2.97)

where
𝛿𝐹
𝛿𝜙

is the functional derivative of 𝐹 with respect to 𝜙 and is given by

𝛿𝐹

𝛿𝜙
=
𝜕𝑓

𝜕𝜙
−∇

𝜕𝑓

𝜕∇𝜙

=
𝜎

𝑊
(−𝑊

2
∇
2
𝜙+𝑔𝜙)−𝑎1ℎ𝜙Δ𝐺

𝑙𝑠
v

(2.98)

where Δ𝐺𝑙𝑠
v
is the driving force for solidification per unit volume, 𝑔𝜙 and ℎ𝜙 the derivatives

of 𝑔(𝜙) and ℎ(𝜙) with respect to 𝜙, respectively. The driving force per unit volume for

solidification Δ𝐺𝑙𝑠
v
can be determined with a quasi-equilibrium condition [7]. The governing

equation is then [72]

𝜏
𝜕𝜙

𝜕𝑡
=𝑊

2
∇
2
𝜙−𝑔𝜙+

𝑎1𝑊

𝜎
ℎ𝜙Δ𝐺

𝑙𝑠
v
, (2.99)

where 𝜏 is the kinetic parameter.

In theory, the potential function 𝑔(𝜙) and the interpolation function ℎ(𝜙) can be arbi-

trarily chosen in the limit of a finite interface width. Two different potentials are widely

employed: the double well potential and the double obstacle potential. In the case of the

double well potential [72, 73], the potential function 𝑔(𝜙) and the interpolation function

ℎ(𝜙) are given by

𝑔(𝜙) = 𝜙
2
(1−𝜙)

2
(2.100)



2.3 Numerical models for solidification

2

27

and

ℎ(𝜙) = 𝜙
3
(10−15𝜙+6𝜙

2
). (2.101)

Their derivatives are

𝑔𝜙 = 2𝜙(1−𝜙)(1−2𝜙) (2.102)

and

ℎ𝜙 = 30𝜙
2
(1−𝜙)

2
. (2.103)

In the case of the double obstacle potential [62, 72], the potential function 𝑔(𝜙) is

𝑔(𝜙) =
1

2
|𝜙(1−𝜙)|. (2.104)

The derivatives of the potential function 𝑔(𝜙) and the interpolation function ℎ(𝜙) are given

by

𝑔𝜙 =
1

2
−𝜙 for 0 ≤ 𝜙 ≤ 1 (2.105)

and

ℎ𝜙 =
√
𝜙(1−𝜙). (2.106)

Note that both the double well potential and the double obstacle potential can be em-

ployed for quantitative phase field simulations [72]. There is no preference in terms of the

simulation accuracy.

In the thin-interface limit, for diffusion-controlled solidification simulations with an

infinite kinetic mobility, the kinetic parameter 𝜏 is given by [62]

𝜏 =
𝑎1𝑎2𝑊

3Δ𝑆𝑚𝑙 (𝑐
𝑙 − 𝑐𝑠)

𝜎𝐷𝑙
, (2.107)

where 𝑎2 is a numerical constant, Δ𝑆 the entropy change during solidification, 𝑚𝑙 the

liquidus slope and 𝐷𝑙
the diffusion coefficient in the liquid. In the case of the double

well potential, the numerical constants are 𝑎1 =
√
2/6 and 𝑎2 = 2.35, while the numerical

constants are 𝑎1 = 1 and 𝑎2 = 0.36 in the case of the double obstacle potential.

The concentration within the simulation domain is defined as 𝑐. The governing equation

for diffusion is given by [72]

𝜕𝑐

𝜕𝑡
= ∇ ⋅

(
𝐷
𝑙
(1−𝜙)∇𝑐

𝑙
+𝐷

𝑠
𝜙∇𝑐

𝑠
+
𝑊
√
2
(𝑐
𝑙
− 𝑐

𝑠
)
∇𝜙

|∇𝜙|

𝜕𝜙

𝜕𝑡 )
(2.108)

where 𝑐𝑙 is the liquid concentration, 𝑐𝑠 the solid concentration and 𝐷𝑠
the diffusion coeffi-

cients in the solid, respectively. The liquid concentration 𝑐𝑙 and the solid concentration 𝑐𝑠 are

determined by the quasi-equilibrium condition based on 𝑐 and 𝜙. The term 𝑊√
2
(𝑐𝑙− 𝑐𝑠)

∇𝜙

|∇𝜙|

𝜕𝜙

𝜕𝑡

is the anti-trapping flux, which is introduced by Karma [65] to compensate for asymmetrical

fluxes in the interface region if the diffusivity within the two phases differs significantly.
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The sharp-interface limit
In the case of 1D steady state, a travelling wave solution can be obtained with velocity 𝑣,

𝑣 =𝑀𝑘Δ𝐺
𝑙𝑠
v
. (2.109)

The travelling wave solution for the double well potential is [72, 73]

𝜙(𝑥, 𝑡) =
1

2 (
1− tanh

(

1
√
2𝑊

(𝑥 − 𝑣𝑡)
))

, (2.110)

while the travelling wave solution for the double obstacle potential is [72, 73]

𝜙(𝑥, 𝑡) =
1

2 (
1−sin

(

1

𝑊
(𝑥 − 𝑣𝑡)

))
. (2.111)

In the case of the double obstacle condition, we have

𝜕𝜙

𝜕𝑥
= −

1

2𝑊
cos

(

1

𝑊
(𝑥 − 𝑣𝑡)

)
= −

1

𝑊

√
𝜙(1−𝜙) (2.112)

and

𝜕2𝜙

𝜕𝑥2
=

1

2𝑊 2
sin

(

1

𝑊
(𝑥 − 𝑣𝑡)

)
=

1

𝑊 2 (

1

2
−𝜙

)
. (2.113)

In the case of the double obstacle potential, expanding the Laplacian ∇2𝜙 of a spherically

symmetric problem in the radius coordinate 𝜌 gives [73]

∇
2
𝜙 =

𝜕2𝜙

𝜕𝜌2
+
1

𝜌

𝜕𝜙

𝜕𝜌

=
1

𝑊 2 (

1

2
−𝜙

)
−

1

𝜌𝑊

√
𝜙(1−𝜙)+𝑂

(

1

𝜌2)

(2.114)

Substitute Equation (2.114) into Equation (2.99) gives

𝜏
𝜕𝜙

𝜕𝑡
=𝑊

2
∇
2
𝜙−

(

1

2
−𝜙

)
+
𝑊

𝜎

√
𝜙(1−𝜙)Δ𝐺

𝑙𝑠
v

≈
𝑊

𝜎

√
𝜙(1−𝜙)

(
−
𝜎

𝜌
+Δ𝐺

𝑙𝑠
v)

. (2.115)

Substituting Equations (2.112) and (2.115) into Equation (2.109) and with 𝜅 = 1/𝜌, the

interface velocity 𝑣 can be written as

𝑣 =
𝜕𝜙/𝜕𝑡

𝜕𝜙/𝜕𝑥
=
𝑊 2

𝜏𝜎
(−𝜎𝜅+Δ𝐺

𝑙𝑠
v ) , (2.116)

which is in fact the Gibbs-Thomson equation. Note Equation (2.116) is only valid in the

condition that the simulation is independent of the interface width. In the case of a finite

interface width and if the phase field equation is coupled with the diffusion equation,

the driving force Δ𝐺𝑙𝑠
v
is not constant in the interface region, leading to spurious effects

[73]. To remove the spurious effects, the interface width must be very small so that the

driving force in the interface region can be considered as constant, which is known as the

sharp-interface limit.
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The thin-interface limit
With a finite interface width, the driving force in the interface region is not constant if

there is a significant concentration gradient on the scale of the interface width 𝑊 used in

the numerical simulations [73]. In steady-state motion of a planar solidification interface

(1D), assuming the diffusion in the solid is negligible (𝐷𝑠 ≈ 0), Equation (2.108) can be

written as [73]

−𝑣
d𝑐

d𝑥
=
𝜕𝑐

𝜕𝑡
=

d

d𝑥 (
𝐷
𝑙
(1−𝜙)

d𝑐𝑙

d𝑥
+
𝑊
√
2
(𝑐
𝑙
− 𝑐

𝑠
)𝑣
d𝜙

d𝑥)
. (2.117)

Integration over the interface region yields [73]

𝑣(𝑐
𝑠
|𝜙≈1− 𝑐

𝑙
|𝜙≈0) = 𝐷

𝑙
(1−𝜙)

d𝑐𝑙

d𝑥
+
𝑊
√
2
(𝑐
𝑙
− 𝑐

𝑠
)𝑣
d𝜙

d𝑥
. (2.118)

In the steady state, according to Kim [67] the liquid concentration gradient d𝑐𝑙/d𝑥 is

d𝑐𝑙

d𝑥
= 𝑣(1−𝜙)(𝐷

𝑙
)
−1
(𝑐
𝑠
|𝜙≈1− 𝑐

𝑙
|𝜙≈0). (2.119)

In the steady state, we have

𝑣
d𝜙

d𝑥
=𝑀𝑝Δ𝐺

𝑙𝑠
v

d𝜙

d𝑥
. (2.120)

In the interface region, 𝑣 is constant while the phase field mobility𝑀𝑝 and the local driving

force 𝐺𝑙𝑠
v
vary. Integration over the whole system yields

𝑣∫

∞

−∞

d𝜙

d𝑥
d𝑥 =𝑀𝑝 ∫

∞

−∞

Δ𝐺
𝑙𝑠
v

d𝜙

d𝑥
d𝑥

=𝑀𝑝
[
Δ𝐺

𝑙𝑠
v

|
|𝜙≈0−∫

∞

−∞

𝜙
dΔ𝐺𝑙𝑠

v

d𝑥
d𝑥

]

. (2.121)

With Equation (2.119), we have

dΔ𝐺𝑙𝑠
v

d𝑥
= Δ𝑆𝑚

𝑙 d𝑐
𝑙

d𝑥
= Δ𝑆𝑚

𝑙
𝑣(1−𝜙)(𝐷

𝑙
)
−1
(𝑐
𝑠
|𝜙≈1− 𝑐

𝑙
|𝜙≈0), (2.122)

𝑣 =𝑀𝑝

{

Δ𝐺
𝑙𝑠
v

|
|𝜙≈0− 𝑣

𝜋𝑊

8
Δ𝑆𝑚

𝑙
(𝐷

𝑙
)
−1
(𝑐
𝑠
|𝜙≈1− 𝑐

𝑙
|𝜙≈0)

}

. (2.123)

The velocity 𝑣 is thus written as

𝑣 =
𝑀𝑝Δ𝐺

𝑙𝑠
v

|
|𝜙≈0

1−𝑀𝑝
𝜋𝑊
8
Δ𝑆𝑚𝑙(𝐷𝑙)−1(𝑐𝑠 |𝜙≈1− 𝑐

𝑙 |𝜙≈0)

=𝑀𝑘Δ𝐺
𝑙𝑠
v

|
|𝜙≈0,

(2.124)

with

𝑀𝑘 =
𝑀𝑝

1−𝑀𝑝
𝜋𝑊
8
Δ𝑆𝑚𝑙(𝐷𝑙)−1(𝑐𝑠 |𝜙≈1− 𝑐

𝑙 |𝜙≈0)
. (2.125)
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For a diffusion-controlled solidification simulation, the kinetic mobility 𝑀𝑘 is infinite. The

phase field mobility 𝑀𝑝 is then

𝑀𝑝 =
8𝐷𝑙

𝜋𝑊Δ𝑆𝑚𝑙(𝑐𝑠 − 𝑐𝑙)
. (2.126)

From Equation (2.116), it is clear that

𝑀𝑝 =
𝑊 2

𝜏𝜎
. (2.127)

Then, the kinetic parameter 𝜏 is given by

𝜏 =
𝜋𝑊 3Δ𝑆𝑚𝑙(𝑐𝑠 − 𝑐𝑙)

8𝜎𝐷𝑙
. (2.128)

Note the solvability condition is not considered here, which is why the constant (𝜋/8 =

0.3927) in Equation (2.128) is different from the constant 𝑎1𝑎2 = 0.36 given in Equation (2.107).

A detailed analysis considering the solvability condition can be found in [72]. Moreover, a

detailed asymptotic analysis for the thin-interface limit is described in [62].

2.4 Solidification cracking
Solidification cracking, also known as hot tearing in casting [74, 75], is a type of solidifica-

tion defect which forms in the mushy zone of welded [76, 77] or additively manufactured

[78–80] components. In the mushy zone, liquid channels exist at a relatively low temper-

ature due to solute segregation, which may experience a tensile loading due to thermal

contraction and solidification shrinkage. Cracks form if there is not sufficient liquid feeding.

Solidification cracking is a complex phenomenon which is associated with thermal, metal-

lurgical and mechanical phenomena [81]. In general, whether solidification cracks form

depends on the alloy composition and the process parameters like power, welding velocity

and the mechanical fixing constraints. The alloy composition and the process parameters

determine local conditions in the mushy zone like the temperature range of the mushy

zone, temperature gradient, cooling rate, stress, strain, strain rate, grain morphology and

fluid flow in the liquid channels.

2.4.1 Experimental works
Numerous experimental studies have been performed to understand the mechanisms of

solidification cracking. The influence of the alloy composition on solidification cracking

susceptibility (SCS) was extensively studied. Suyitno et al. [82] investigated the effects of

the copper contents and the casting speed on the solidification cracking susceptibility of

Al-Cu alloys. A "lambda" (Λ) shape was reported for the compositional dependence of SCS

and the composition range associated with the maximum SCS was between 0.5 and 1.5 wt.%

Cu [82, 83], as shown in Figure 2.9. Similarly, the "lambda" (Λ) shape was also reported in

many other alloys [84, 85], as shown in Figure 2.10. Li et al. [86] indicated that increasing

the solute content extends the temperature range of the mushy zone and increases the

amount of contraction and SCS, while further alloying beyond the solid solution limit

generates more eutectics, leading to a decrease in SCS.
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Figure 2.9: Solidification cracking susceptibility (𝑋𝑐𝑟 ) of Al-Cu alloy [83].

Figure 2.10: Solidification cracking susceptibility of various alloys [85].
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The influence of process parameters like power and velocity on SCS have been inves-

tigated by many researchers. Slyvinsky et al. [87] reported that increasing the welding

velocity 𝑣𝑠 with a constant power 𝑄 leads to a decrease in SCS for a nickel-base alloy. The

decrease in SCS with increasing welding velocity while keeping the power constant was

confirmed by Goodwin [88] and Agarwal et al. [89]. This was explained by the smaller

thermal strain generated during welding at a faster welding velocity 𝑣𝑠 [89]. Differently,

when the welding velocity 𝑣𝑠 is increased with a constant 𝑄/𝑣𝑠 ratio, an increase in SCS

was reported by Ohshita et al. [90], Shibahara et al. [91], Suyitno et al. [82], Cicală et al.

[92] and Goodwin [88]. Nevertheless, it was also found [93] that increasing the welding

velocity promotes the transition from a columnar to an equiaxed structure in the weld pool

and thus inhibits solidification cracking in aluminum alloy 6082, as shown in Figure 2.11.

Hyer et al. [78] found that with increasing scanning velocity, SCS first increased and then

decreased during laser powder bed fusion, as shown in Figure 2.12; the peak value of SCS

was observed at around 2.0m/s.

Figure 2.11: Microstructure in the melt pool under different welding velocities. Gas-tungsten-arc bead-on-plate

welds (no grain refiner addition), Alloy 6082, plate thickness 3 mm. [93].

Coniglio and Cross reviewed the effects of thewelding velocity on solidification cracking

behavior [81, 94]. It was indicated [81, 94] that increasing welding velocity decreases the

centerline temperature gradient, leading to an increase in the mushy zone length and thus

an increase in SCS. Conversely, increasing welding velocity shifts the compressional region

to the mushy zone, reduces the time exposed to strain and refines the grains, which hinders

the formation of solidification cracks. The combined effects determine the influence of the

welding velocity on SCS.

Grain refinement has been an effective approach to reduce SCS. In a refined microstruc-

ture, the tensile loading exerted on each liquid channel is smaller, leading to a decrease in

SCS. Warrington and McCartney [95] found that grain refinement by adding grain refiners

reduced SCS in AA7010 and AA7050. Easton et al. [96] indicated that grain refinement

delayed the onset of load development in the mushy zone and reduce the severity of hot

tearing in AA6061. Martin et al. [97] added hydrogen-stabilized zirconium particles to



2.4 Solidification cracking

2

33

Figure 2.12: SCS as a function of laser power and scan speed for Al-Si alloys with 1.0 wt.% Si (a) and 2.0 wt.% Si

(b) [78].

Figure 2.13: The density of solidification cracks reduces with increasing addition of the grain refiner (M) [80].
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AA7075 and AA6061 to refine the AM microstructure and thus avoid the occurrence of

solidification cracks. Opprecht et al. [80] added Yttrium Stabilized Zirconia into 6061

alloy powder during additive manufacturing to achieve grain refinement and eliminated

solidification cracks successfully, as shown in Figure 2.13.

2.4.2 Modelling works
Compared to experimental studies, modelling works provide a way to unravel the mecha-

nisms of solidification cracking with theoretical basis and to predict SCS. In this section,

existing models including stress-based criteria, strain-based criteria, Kou’s model, the RDG

model and a 3D granular model are described.

Stress-based criteria
Novikov [98] and Dickhaus [99] reported a stress-based solidification cracking criterion, in

which the critical stress to pull apart two parallel plates separated by a thin liquid film is

given by

𝜎𝑓 𝑟 =
2𝛾

𝑏
(2.129)

where 𝛾 is the surface tension and 𝑏 the film thickness. This model neglects the liquid

viscosity and the wetting angle [100]. To overcome this limitation, Dickhaus [99] introduced

viscosity; the resultant separation force of the parallel plates of radius 𝑅 separated by a

liquid film is given by

𝐹𝑧 =
3𝜋𝜂𝑅4

8𝑡 (

1

𝑏11
−

1

𝑏21)
, (2.130)

where 𝐹𝑧 is the force required to increase the film thickness from 𝑏1 to 𝑏2, 𝜂 the viscosity, 𝑅

the radius of the plate and 𝑡 the time required to increase the film thickness from 𝑏1 to 𝑏2.

Following Equation (2.129), Lahaie and Bouchard [101] calculated the fracture stress as a

function of solid fraction 𝑓𝑠 , strain 𝜀 and microstructure parameter 𝑚,

𝜎𝑓 𝑟 =
4𝜂

3𝑏 (
1+

(𝑓𝑠)
𝑚

1− (𝑓𝑠)
𝑚 𝜀)

−1

. (2.131)

The microstructure parameter 𝑚 is 1/3 for equiaxed and 1/2 for columnar structures.

According to the model of Lahaie and Bouchard [101], the fracture stress increased with

decreased grain size, which agreed with the low SCS for fine-grained structures. However,

the negligible effects of the grain size on fracture strain is questionable [100]. Besides, this

model did not consider the liquid feeding, which is an important parameter for solidification

cracking.

Williams and Singer [102] modified the Griffith cracking criteria in fracture mechanics

for solidification cracking prediction. The fracture stress 𝜎𝑓 𝑟 is given by

𝜎𝑓 𝑟 =

√
8𝐺𝑠𝛾

𝜋(1− 𝜐)𝐴𝑉
1/2

𝑙

, (2.132)

where 𝐴 is a constant dependent on the grain size and the dihedral angle, 𝐺𝑠 the shear

modulus, 𝛾 the effective fracture surface energy, 𝑉𝑙 the volume of the liquid and 𝜐 the
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Poisson’s ratio. This model gives an accurate prediction of the critical fracture stress at

various Sn concentrations in Al-Sn alloys. However, it predicts an increase in SCS with

decreasing grain size, which contradicts the experimental observations [100].

Strain-based criteria
Novikov [98] proposed a hot shortness criterion. A characteristic called "reserve of plasticity

in the solidification range" 𝑝𝑟 is employed to evaluate SCS, which is the difference between

the average failure strain 𝜀𝑝 and the average shrinkage strain 𝜀𝑠ℎ in the brittle temperature

range Δ𝑇𝑏𝑟 ,

𝑝𝑟 =
∫ 𝜀𝑝 − ∫ 𝜀𝑠ℎ

Δ𝑇𝑏𝑟
. (2.133)

Magnin et al. [103] used a similar model to predict solidification cracking of an Al-4.5%

Cu alloy. It was assumed that cracking occurs when the maximum principle plastic strain

exceeds the experimentally determined fracture strain in the solidification range. They

found that with increasing casting speeds, the cracking susceptibility increases, which

matches industrial experiences. Following Equation (2.133), Prokhorov [104] defined the

reserve of technological strength in the semi-solid state Δ𝜀𝑟𝑒𝑠 in the form

Δ𝜀res = 𝐷min−(Δ𝜀free+Δ𝜀app) , (2.134)

where 𝜀free is the free thermal contraction strain, 𝜀app the actual strain in the solidifying

body and 𝐷min the minimum point of the ductility curve, as shown in Figure 2.14. After

reformulation, the cracking condition is given by a strain-rate based criterion

�̇�res = �̇�min− �̇�free− �̇�app ≤ 0, (2.135)

�̇�min− �̇�free ≤ �̇�app. (2.136)

Compared to Novikov’s criterion, Prokhorov employed strain rate and the lowest point

in the ductility curve for SCS evaluation while Novikov employed strain and the whole

ductility curve for calculation. Moreover, Prokhorov considered the contribution of the

body constraints on strain, while Novikov did not.

Kou’s model
Kou [105] proposed a model for solidification cracking in the liquid channel between

columnar grains. It considers separation of the grains due to tensile loading, growth of the

grains and the liquid feeding in the liquid channel. The cracking condition is given as

⎡
⎢
⎢
⎢
⎢
⎣

d𝜀

d𝑡
⏟⏟⏟

separation

> (1−𝛽)
d
√
𝑓𝑠

d𝑡
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
solidification

+
d

d𝑧
[(1−

√
1−𝛽

√
𝑓𝑠)𝑣𝑧]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
liquid feeding

⎤
⎥
⎥
⎥
⎥
⎦
√
𝑓𝑠→1

, (2.137)
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Figure 2.14: Ductility of semi-solid alloys and strain caused by solidification shrinkage and configuration of the

semisolid body [104].

where 𝛽 is the shrinkage factor during solidification,
d𝜀
d𝑡

the local strain rate and 𝑣𝑧 the

liquid feeding velocity. After dividing by the cooling rate d𝑇/d𝑡 , Equation (2.137) becomes

⎡
⎢
⎢
⎢
⎢
⎣

d𝜀

d𝑇
⏟⏞⏟⏞⏟

separation

> (1−𝛽)
d
√
𝑓𝑠

d𝑇
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
solidification

+
1

d𝑇/d𝑡

d

d𝑧
[(1−

√
1−𝛽

√
𝑓𝑠)𝑣𝑧]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
liquid feeding

⎤
⎥
⎥
⎥
⎥
⎦
√
𝑓𝑠→1

. (2.138)

Based on Equation (2.138), the derivative d𝑇/d
√
𝑓𝑠 |

√
𝑓𝑠→1

of temperature with respect to

√
𝑓𝑠 near

√
𝑓𝑠 = 1 is proposed as a hot cracking susceptibility (SCS) index.

Kou’s SCS index is then employed to evaluate SCS of Al-Cu alloys based on Scheil-

Gulliver calculations. It successfully predicts the "lambda" (Λ) shape in the compositional

dependence of SCS with the maximum SCS at round 1.0 wt.% Cu [106], as shown in

Figure 2.15, which agrees with the experiments of Pumphrey [107]. Kou’s SCS index also

successfully predicted the compositional dependence curves of SCS in Al-Mg alloys, Al-Zn

alloys and Al-Sn alloys [106]. Geng et al. [108] studied the influence of back-diffusion on

SCS of Al-Mg alloys during welding. Kou’s SCS index was employed to evaluate SCS based

on the segregation curves obtained from phase field simulations of directional solidification.

The results explained the low SCS in Al-4.0 wt.% alloy despite its wide freezing temperature

range. Han et al. [109] studied the grain coalescence behavior and its influence on SCS with

a multi-phase phase field model and Kou’s SCS index. It was found that grain boundary

energy suppressed grain coalescence and increased SCS.

RDG model
Rappaz et al. [74] derived an equation to calculate the pressure drop in the liquid channel

from the dendrite tip to the coalescence point. In this two-phase model, the mushy zone is
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Figure 2.15: Crack susceptibility curves of Al-Cu alloys based on Kou’s SCS index. 𝛼 represents the intensity of

back diffusion. [106].

treated as a whole, as shown in Figure 2.16. The mass balance is written as [74]

∇ ⋅ ⟨𝜌𝑣⟩− 𝑣𝑇
𝜕⟨𝑣⟩

𝜕𝑥
= 0, (2.139)

where the notation ⟨⋅⟩ is used to indicate values locally averaged over the liquid and the

solid phases and 𝑣𝑇 the pulling velocity. The average mass flow ⟨𝜌𝑣⟩ and the average

velocity ⟨𝑣⟩ are given by

⟨𝜌𝑣⟩ = 𝜌𝑠𝑓𝑠𝑣𝑠 +𝜌𝑙𝑓𝑙𝑣𝑙 (2.140)

and

⟨𝑣⟩ = 𝑓𝑠𝑣𝑠 + 𝑓𝑙𝑣𝑙 (2.141)

where 𝜌𝑙 and 𝜌𝑠 are the densities of the liquid and the solid, 𝑓𝑙 and 𝑓𝑠 the fraction of the

liquid and the solid, 𝑣𝑙 and 𝑣𝑠 the velocity of the liquid and the solid. Considering the liquid

flows in the 𝑥 direction and the solid deforms in the 𝑦 direction, the mass balance equation

can be written as [74]

𝜕𝜌𝑙𝑓𝑙𝑣𝑙,𝑥

𝜕𝑥
+
𝜕𝜌𝑠𝑓𝑠𝑣𝑠,𝑦

𝜕𝑦
− 𝑣𝑇

[

d𝜌𝑠𝑓𝑠

d𝑥
+
d𝜌𝑙𝑓𝑙

d𝑥 ]
= 0. (2.142)

With 𝛽 = 𝜌𝑠/𝜌𝑙 −1 and �̇�𝑝 = 𝜕𝑣𝑠,𝑦/𝜕𝑦 , the mass balance takes the form [74]

d𝑓𝑙𝑣𝑙,𝑥

d𝑥
+(1+𝛽)𝑓𝑠 �̇�𝑝 − 𝑣𝑇𝛽

d𝑓𝑠

d𝑥
= 0. (2.143)

Integrating the above equation over 𝑥 and considering the boundary condition (𝑣𝑙,𝑥 = 0 and

𝑓𝑠 = 1 at 𝑥 = 0) gives the liquid velocity as a function of 𝑥 [74]

𝑓𝑙𝑣𝑙,𝑥 = −(1+𝛽)∫ 𝑓𝑠 �̇�𝑝d𝑥 − 𝑣𝑇𝛽𝑓𝑙 . (2.144)

The liquid velocity can be related to the pressure gradient
d𝑝

d𝑥
in the liquid with the

Darcy equation [74]

𝑓𝑙𝑣𝑙,𝑥 = −
𝐾

𝜂

d𝑝

d𝑥
, (2.145)



2

38 2 Background

(a) (b)

Figure 2.16: A schematic illustration of the solidification cracking condition in the RDG model (a); a representative

volume element is enlarged in (b).

where 𝜂 is the liquid viscosity and 𝐾 the permeability of the mushy zone, which is given

by the Carman-Kozeny approximation

𝐾 =
𝜆22

180

(1− 𝑓𝑠)
3

𝑓 2𝑠
, (2.146)

where 𝜆2 is the secondary dendrite arm spacing. After integration, the pressure drop from

the dendrite tip to the coalescence point is given by

Δ𝑝max = Δ𝑝𝑚+Δ𝑝𝑠ℎ (2.147)

where Δ𝑝𝑚 and Δ𝑝𝑠ℎ are the mechanical contribution and the shrinkage contribution to

pressure drop, which are given by

Δ𝑝𝑚 =
180

𝜆22

(1+𝛽)𝜂

𝐺 ∫

𝑇𝑙

𝑇𝑠

𝐸(𝑇 )𝑓 2𝑠

(1− 𝑓𝑠)
3
d𝑇 , (2.148)

Δ𝑝𝑠ℎ =
180

𝜆22

𝑣𝑇𝛽𝜂

𝐺 ∫

𝑇𝑙

𝑇𝑠

𝑓 2𝑠

(1− 𝑓𝑠)
3
d𝑇 , (2.149)

where 𝐺 is the temperature gradient. 𝐸(𝑇 ) is an integral given by

𝐸(𝑇 ) =
1

𝐺 ∫

𝑇𝑙

𝑇𝑠

𝑓𝑠 �̇�𝑝d𝑇 . (2.150)

Under a condition of �̇� =−1K/s and ̇𝜀𝑝 = 10−4 s−1, the RDGmodel predicts themaximum

SCS of the Al-Cu alloy at around 1.4 wt.% Cu, as shown in Figure 2.17, which agrees with

the experimental results. Yang et al. [110] performed phase field simulations and employed

the RDG model to study the influence of attractive, neural and repulsive grain boundaries

on SCS. The Λ-shape variation of SCS as a function of solute concentration was reproduced,

as shown in Figure 2.18. It was found that the Λ curve peak shifts to higher SCS and lower

concentrations as grain boundary energy increases [110]. By comparingwith the theoretical

fracture stress, it was shown that the RDGmodel is able to predict the solidification cracking

accurately.
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Figure 2.17: The relation between SCS and solute concentration for Al-Cu alloys predicted by the RDG model

[74].

Figure 2.18: The relation between SCS and solute concentration for Al-Cu alloys predicted by the RDG under

different grain boundaries [110].
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3D granular model
Sistaninia et al. [111] proposed a 3D granular model which calculated the 3D intergranular

pressure in the mushy zone during casting. It was assumed that the fluid flow in the liquid

channels can be approximated with the Poiseuille flow between two parallel plates, which

is given by

𝑣𝑙 =
1

2𝜇𝑣
∇𝑝(𝑧

2
−ℎ

2
) , (2.151)

where the liquid channel width is 2ℎ, 𝜇𝑣 the liquid viscosity, 𝑝 the liquid pressure and 𝑧 the

axis which is perpendicular to the liquid channel.

Consider mass balance in a representative volume 𝑉𝑙 of the liquid channel. The mass

balance is given by [111]

∫
𝑉𝑙

∇ ⋅ 𝑣𝑙 = ∫
𝑆𝑠𝑙

𝑣𝑠𝑙 ⋅𝑛d𝑆+∫
𝑆𝑙

𝑣𝑙 ⋅𝑛d𝑆, (2.152)

where 𝑆𝑠𝑙 is the solid-liquid interface, 𝑆𝑙 the liquid interface of the considered volume, 𝑣𝑠𝑙

the separation velocity at the solid-liquid interface and 𝑛 the interface normal unit vector.

Assuming incompressible liquid gives [111]

∫
𝑉𝑙

∇ ⋅ 𝑣𝑙 = 0. (2.153)

The first term on the right-hand side of Equation (2.152) is given by [111]

∫
𝑆𝑠𝑙

𝑣𝑠𝑙 ⋅𝑛d𝑆 = 𝑆𝑠𝑙𝑣𝑠𝑙 = 𝑆𝑠𝑙 (2𝛽𝑣𝑙𝑛+Δ𝑣𝑠𝑛) , (2.154)

where 𝛽 is the shrinkage factor, 𝑣𝑙𝑛 the solidification velocity, 2𝛽𝑣𝑙𝑛 the separation velocity

due to solidification shrinkage and Δ𝑣𝑠𝑛 the separation velocity due to deformation in the

solid. The second term on the right-hand side of Equation (2.152) is given by [111]

∫
𝑆𝑙

𝑣𝑙 ⋅𝑛d𝑆 =
1

2𝜇𝑣
∫
𝑆𝑙

∇𝑝 ⋅𝑛(𝑧
2
−ℎ

2
)d𝑧d𝑆

= −
2ℎ3

3𝜇𝑣
∇
2
𝑝𝑆𝑠𝑙

(2.155)

Thus, Equation (2.152) gives [111]

2ℎ3

3𝜇𝑣
∇
2
𝑝 = 2𝛽𝑣𝑙𝑛+Δ𝑣𝑠𝑛. (2.156)

In the work of Sistaninia et al. [111], the microstructure in the mushy zone was gener-

ated artificially with a Voronoi tessellation. The grain boundary structure was employed

as the liquid channel network, on which the intergranular liquid pressure is calculated by

solving Equation (2.156) with a finite element method. This model was further coupled

with a failure criterion [112], in which the critical stress 𝑝𝑐
𝑙
to overcome the capillary force

at the liquid-atmosphere interface is given by

𝑝
𝑐
𝑙 = 𝑝𝑎−

𝛾 cos𝜃

ℎ
, (2.157)
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Figure 2.19: Evolution in the semi-solid microstructure under tensile loading as predicted by the 3D granular

model at 𝑡 = 405s (a), 𝑡 = 729s (b) and 𝑡 = 1215s (c). The white areas outline the intergranular liquid, the dark

areas the growing voids and the gray areas the solid phase. [112].

Figure 2.20: Evolution in the semi-solid microstructure under tensile loading as predicted by the 3D granular

model as observed by X-ray tomography at 𝑡 = 486s (a), 𝑡 = 729s (b) and 𝑡 = 1215s (c). [112].

where 𝑝𝑎 the atmospheric pressure, 𝛾 the surface tension at the liquid-atmosphere interface

and 𝜃 the dihedral angle. In the work of Sistaninia et al. [112], the value of 𝛾 cos𝜃 was

fixed to be 5J/m2
. The model was then validated with an in-situ semi-solid tensile test

using X-ray microtomography and the results are given in Figures 2.19 and 2.20. The

stress predicted by the granular model under tensile and shear deformations agreed well

with the experimental results. Rajani et al. [113, 114] then employed the 3D granular

model to predict the occurrence of solidification cracking during welding. Instead of the

critical stress approach, Kou’s cracking model was employed as the cracking criterion.

In this case, the results from Rajani et al. are questionable. In the 3D granular model,

Equation (2.156) implicitly assumes a mass balance, which contradicts Kou’s cracking

criterion that solidification cracking occurs when the mass balance is not satisfied.

2.5 Summary and conclusions
In this chapter, solidification thermodynamics and kinetics have been described, which

provides a basis for solidification modelling. Many decades ago, analytical models were

employed to described solidification behavior like the parabolic growth under a constant
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undercooling, columnar to equiaxed transition and segregation. Nowadays, thanks to the

development of computational power, numerical simulations via the cellular automata

method or the phase fieldmethod are possible, which predict the evolution ofmicrostructure

explicitly. Moreover, a solidification related problem, solidification cracking is introduced

from the perspectives of experiments and modelling. It is found that existing models show

a good performance in predicting the dependence on solidification cracking susceptibility

(SCS). However, a comprehensive study of the influence of process parameters on SCS is

not available and needs development.
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3
Cellular automata

modelling of dendrite
formation during

solidification

Dendrites are common metallurgical features in a solidified microstructure. In this chapter, a
cellular automata (CA) model for solidification simulation is described considering kinetic
undercooling at the interface. The state-of-the-art model incorporates a decentered growth
algorithm to suppress grid anisotropy and a generalized height function method to accurately
calculate the curvature. To develop a CA model which is independent of the mesh size, a
new diffusion term is proposed to handle the diffusion between the interface cells and liquid
cells. The developed CA model is employed to simulate the single-dendritic solidification of
an Al-3Cu (wt.%) alloy. The simulated tip velocities agree with the prediction of the Kurz-
Giovanola-Trivedi (KGT) model. Further studies show that the developed CA model converges
to an equilibrium model with increasing kinetic mobility values. Moreover, it is found that the
virtual liquid cell assumption which is commonly used in existing CA models, may lead to a
deviation in the mass balance. This mass balance error has been resolved by redistributing
solutes to neighboring liquid cells in each time step. The developed CA model is optimally
tailored to simulate solidification in processes with high undercooling like welding and additive
manufacturing.

This chapter is based on the scientific article: Xiaohui Liang, Cornelis Bos, Marcel Hermans, and Ian Richardson.

"An Improved Cellular Automata Solidification Model Considering Kinetic Undercooling." Metallurgical and

Materials Transactions B 54, no. 3 (2023): 1088-1098. [1].
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3.1 Introduction
Dendrite formation is commonly observed during solidification of welding or casting.

Solidification simulation is important for a better understanding of dendrite formation and

a better control of welding or casting processes, as it can provide in-situ information which

is inaccessible through an experimental approach [2]. Various models including phase field

[3–6], cellular automata (CA) [7–10] and level set [11–13] models have been employed for

solidification simulations. Compared to other approaches, cellular automata models require

only moderate computational resources and are widely used for solidification simulations.

Most CA models [14–16] assume local equilibrium at the interface and calculate

the growth velocity with a diffusion-controlled method. Nastac [14] developed a time-

dependent CA model where the interface velocity 𝑣 is calculated with a flux balance at the

interface

𝑣 =
1

𝑐𝑙,𝑒𝑞(1− 𝑘)
(∇𝑐

𝑙
−∇𝑐

𝑠
) ⋅𝑛, (3.1)

where 𝑐𝑙,𝑒𝑞 is the equilibrium liquid concentration at the interface, 𝑘 the partitioning

coefficient, 𝑛 the interface normal unit vector, 𝑐𝑙 and 𝑐𝑠 the liquid and solid concentration,

respectively. This method is called a front velocity method by Reuther and Rettenmayr [2].

Following this approach, Beltran- Sanchez and Stefanescu [17, 18] proposed a virtual front

tracking method to capture liquid cells within a CA simulation. The stable tip velocity

obtained from their CA simulations agreed with prediction from the Lipton-Glicksman-

Kurz model [19]. Later, Michelic et al. [20] extended the virtual front tracking model

to simulate solidification in a multi-component system. Zhang et al. [21] employed a

CALPHAD approach to calculate the equilibrium concentrations and the growth velocity

in 3D solidification simulations of an Al-Cu-Mg melt.

Apart from the approach of Nastac [14], Zhu and Stefanescu [22] proposed a cellwise

mass balance method to calculate the growth velocity in a CA model assuming local

equilibrium condition. Assuming the liquid concentration of the interface cells is always

equal to the equilibrium concentration, the solid fraction change Δ𝑓𝑠 in a time increment is

given by a lever rule [22]

Δ𝑓𝑠 =
𝑐𝑙,𝑒𝑞 − 𝑐𝑙

𝑐𝑙,𝑒𝑞(1− 𝑘)
. (3.2)

This approach has been employed by Pan and Zhu [23] to simulate the solidification in a

3D case. Yin et al. [24] coupled a cellwise mass balance CA model with a lattice Boltzmann

model to simulate solidification under a melt flow.

For the rapid solidification encountered in welding and additive manufacturing, con-

sideration of non-equilibrium effects is necessary. According to the interface attachment

kinetics, the interface velocity 𝑣 is related to the kinetic undercooling Δ𝑇𝑘 by [25]

𝑣 = 𝑣0
(
1−exp

(
−
Δ𝑆Δ𝑇𝑘

𝑅𝑇 ))
, (3.3)

where 𝑅 is the gas constant, 𝑇 the temperature, Δ𝑆 the entropy change and 𝑣0 a constant

which is of the order of the velocity of sound for pure metals. When 𝑣 ≪ 𝑣0, this relationship

can be simplified to

𝑣 =𝑀𝑇Δ𝑇𝑘 , (3.4)
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where 𝑀𝑇 is the kinetic mobility with respect to the kinetic undercooling.

Several CA models [16, 26, 27] have been developed which consider non-equilibrium

effects during solidification. Zhao et al. [28] developed a 3D CAmodel which calculated the

growth velocity based on Equation (3.3) and simulated the solidification of a Fe-1.5C (wt.%)

alloy in a 3D case. Burbelko et al. [26] calculated the growth velocity as a linear function of

the kinetic undercooling and studied the formation of the primary austenite and globular

eutectic grains during the solidification of a ductile iron in a thin wall casting process.

Zhu et al. [16] developed a two-dimensional CA model to predict the microstructures and

micro-segregation in a solidified ternary alloy and Geng et al. [27] used a non-equilibrium

CA model to simulate the dendrite growth along the fusion boundary of a laser beam weld.

To improve the quantitative accuracy of CA models, a number of works have been

published in different areas including curvature calculation [29, 30], grid anisotropy [31,

32], and mesh size dependency [17, 20, 22]. For a quantitative solidification simulation,

curvature at the CA interface cells needs to be calculated accurately. In early CA models, a

cell counting method [14, 31] or a level set method [17, 20, 22] was employed to calculate

the curvature at the interface cells based on the solid fraction field. Previously, Reuther

and Rettenmayr [29] compared the performance of the cell counting method, the level set

method and a height function method in two benchmark problems and concluded that the

height function method calculates curvature more accurately than the other two methods.

Wei et al. [30] adopted a modified height function method to calculate curvature in a

eutectic solidification simulation.

Grid anisotropy is commonly observed when a simple capture rule is used for dendrite

growth [32]. Without any crystal anisotropy, dendrite arms tend to form in the grid

directions when a von Neumann capture rule is employed, whereas dendrite arms tend

to form in the diagonal directions of the grid when a Moore capture rule is employed.

To suppress the grid anisotropy, different growth algorithms have been developed. Zhu

and Stefanescu [22] employed a virtual front tracking method to capture liquid cells. The

decentered growth algorithm proposed by Gandin and Rappaz [33] has been widely used

to simulate formation of dendrites with different orientations in 2D [31, 34] and 3D [35]

simulations. The decentered growth algorithm exhibited a good performance in suppressing

the grid anisotropy.

A quantitative CA model should be independent of the mesh size. In most equilibrium

CA models [17, 20, 22], convergence analyses have been performed. The growth velocity

at the dendrite tip in single-dendritic solidification simulations converges to a stable value

with decreasing mesh size. However, no convergence analysis has been found in any

non-equilibrium CA model. In this case, existing non-equilibrium CA models must be

regarded as qualitative.

Moreover, a quantitative CA model should be mass conserved. In most CA models

[17, 20], diffusion within the liquid and solid regions are solved separately. To handle the

discontinuity at the interface, interface cells are treated as virtual liquid cells. The virtual

liquid assumption neglects the solid fraction of the interface cells and may lead to a mass

balance deviation in CA models with a front velocity method, as mentioned by Michelic et

al. [20]. Reuther and Rettenmayr [2] indicated that CA models based on a cellwise mass

balance offer a better solute conservation compared to CA models with a front velocity

method. To develop a quantitative CA model, further study on the influence of the virtual
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liquid cell assumption is necessary.

In this chapter, a quantitative non-equilibrium CA model is described. A decentered

growth algorithm [33] is employed to suppress the grid anisotropy and a generalized height

function method [36] is adopted to accurately calculate the curvature. To make a CA

model which is independent of the mesh size, a new diffusion term is proposed to handle

the diffusion between interface cells and liquid cells. In addition, the influence of the

virtual liquid cell assumption is studied within a multi-dendritic solidification simulation. A

correction term is defined and applied to ensure a mass balance within the CA simulation.

3.2 CA Model setup
3.2.1 Basics
In the CA model, the domain to be studied is discretized into many square cells. Each cell

has state variables including phase state (to which phase it belongs), grain index (to which

grain it belongs), solid fraction 𝑓𝑠 and concentration 𝑐. For a solidification problem, possible

phase states and solid fraction are liquid (𝑓𝑠 = 0), interface (0 < 𝑓𝑠 < 1) and solid (𝑓𝑠 = 1).

The interface cells also have additional state variables including growth velocity 𝑣, growth

length 𝑙 and interface normal vector 𝑛.

Solidification within the CA model is simulated by updating the solid fraction and the

phase status of the cells near the solidification interface, which is performed based on

following transition rules:

• a liquid cell transforms into an interface cell when it is captured by a growing

interface cell with a decentered growth envelope capture algorithm;

• an interface cell transforms into a solid cell, when it has no liquid neighbor in its

von Neumann neighborhood.

3.2.2 The decentered growth algorithm
The decentered growth algorithm developed by Gandin and Rappaz [33] is employed in the

current model. The growth of each interface cell is described by a growth envelope, which

is a quadrilateral in the 2D case. Each growth envelope is orientated with its half diagonals

parallel with the <10> preferential growth directions of the solid grain. The length of the

envelope half diagonal is defined as the growth length 𝑙, which records dendrite growth

in the preferential growth direction. In each time increment, the growth length of each

interface cell is updated according to

Δ𝑙 = 𝑙
𝑡+Δ𝑡

− 𝑙
𝑡
= 𝑣Δ𝑡, (3.5)

where 𝑣 is the growth velocity in the interface cell, Δ𝑙 the increase in the growth length

and Δ𝑡 the time increment.

The capture rule of the decentered growth algorithm is shown in Figure 3.1. If the

center of a liquid cell falls in the growth envelope of an interface cell, then this liquid cell

is captured and transforms into a new interface cell. Within the new interface cell, a new

growth envelope is formed with one of its vertices overlapping with the nearest vertex

of the parent growth envelope. The new growth envelope inherits the orientation of the

parent growth envelope. Its initial growth length is defined as a ratio (𝛼) of the growth
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Figure 3.1: Illustration of the capturing rule in the decentered growth algorithm.

length of the parent growth envelope. Here, the coordinates of the center and the nearest

vertex of the parent growth envelope are denoted with (𝑥𝑐 , 𝑦𝑐) and (𝑥𝑣 , 𝑦𝑣). The center of

the new growth envelope is given by ((1−𝛼)𝑥𝑐 +𝛼𝑥𝑣 , (1−𝛼)𝑦𝑐 +𝛼𝑦𝑣).

3.2.3 Calculation of the growth velocity
At the interface, thermodynamic equilibrium is given by [25]

Δ𝑇 = 𝑇0− 𝑇 = Δ𝑇𝑘 +Δ𝑇𝑐 +Δ𝑇𝑟 , (3.6)

where Δ𝑇 is the local undercooling, 𝑇0 the liquidus temperature, Δ𝑇𝑘 the kinetic under-

cooling, Δ𝑇𝑐 the constitutional undercooling and Δ𝑇𝑟 the curvature undercooling. The

kinetic undercooling Δ𝑇𝑘 [25], the constitutional undercooling Δ𝑇𝑐 [25] and the curvature

undercooling Δ𝑇𝑟 [22] are given by

Δ𝑇𝑘 =
𝑣

𝑀𝑇

, (3.7)

Δ𝑇𝑐 = −𝑚(𝑐
𝑙,∗
− 𝑐

0
), (3.8)

Δ𝑇𝑟 = Γ𝜅𝑓 (𝜙,𝜃), (3.9)

where 𝑐𝑙,∗ is the liquid concentration of the interface cell, 𝑚 the slope of liquidus line in the

linearized phase diagram, 𝑐0 the nominal concentration, Γ the Gibbs-Thomson coefficient,

𝜅 the curvature and 𝑓 (𝜙,𝜃) the anisotropic function for the interfacial energy, which is

given by [22]

𝑓 (𝜙,𝜃) = 1−15𝜀 cos(4(𝜙−𝜃)) , (3.10)

where 𝜀 is the anisotropy coefficient of the interfacial energy, 𝜃 the angle between the

preferential growth direction and the 𝑥 axis and 𝜙 the angle between the interface normal

𝑛 and the 𝑥 axis. The interface normal vector 𝑛 is determined by [20]

𝑛 =
∇𝑓𝑠

|∇𝑓𝑠 |
. (3.11)
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The interface velocity 𝑣 is then given by

𝑣 =𝑀𝑇 (𝑇0− 𝑇 +𝑚(𝑐
𝑙,∗
− 𝑐

0
)−Γ𝜅𝑓 (𝜙,𝜃)) . (3.12)

After reformulation, the interface velocity 𝑣 may be written as

𝑣 =𝑀𝑇𝑚(𝑐
𝑙,∗
− 𝑐

𝑙,𝑒𝑞
), (3.13)

with the equilibrium concentration 𝑐𝑙,𝑒𝑞 under a Gibbs-Thomson effect given by

𝑐
𝑙,𝑒𝑞

= 𝑐
0
−
𝑇0− 𝑇 −Γ𝜅𝑓 (𝜙,𝜃)

𝑚
. (3.14)

In some cases, the interface concentration 𝑐𝑙,∗ might be larger than the equilibrium concen-

tration 𝑐𝑙,𝑒𝑞 , which leads to a negative interface velocity for an alloy with 𝑚 < 0. This is

because the partitioned solutes in previous time steps do not have enough time to diffuse

out of the interface cell. As a solidification problem is being simulated without considering

remelting, the interface velocity is limited with

𝑣 = max(𝑣,0). (3.15)

After several time steps, the interface concentration drops to a value below the equilibrium

concentration due to diffusion, which brings the interface velocity back to a positive value.

The solid fraction of each interface cell is updated in each time increment with [34]

Δ𝑓𝑠 =
𝑣Δ𝑡

Δ𝑥(|cos𝜃|+ |sin𝜃|)
, (3.16)

where Δ𝑡 is the time increment.

The interface solid concentration 𝑐𝑠,∗ is given by

𝑐
𝑠,∗

= 𝑘𝑐
𝑙,∗
. (3.17)

The solid concentration 𝑐𝑠 of each interface cell is calculated by averaging the interface

solid concentration 𝑐𝑠,∗ over different time increments [22]

𝑐
𝑠
=
∑ 𝑐𝑠,∗𝑛 Δ𝑓𝑠

∑Δ𝑓𝑠
, (3.18)

where 𝑐𝑠,∗𝑛 is the solid concentration at the interface in increment 𝑛.

3.2.4 Calculation of the curvature
In this work, the generalized height function method proposed by Popinet [36] is adopted

to calculate the curvature of each interface cell.

Consider an interface cell with index (𝑚, 𝑛), as shown in Figure 3.2. To calculate the

curvature, an adaptive stencil consisting of three columns is constructed in the direction of

the largest component of the interface normal
−→
𝑛 . A column is called consistent if it has a

base cell (𝑓𝑠 = 1) and a top cell (𝑓𝑠 = 0) and the solid fraction decreases monotonically from

the base cell to the top cell. The indices of the base cell and the top cell within the column
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are 𝑏 and 𝑡, respectively. If all columns in this stencil are consistent, then the height of each

column is calculated by summing up the solid fraction from the base cell to the top cell. If

the largest component of the interface normal
−→
𝑛 is in the 𝑦 direction, then the height of

each column is written as [36]

ℎ𝑖 = 𝑏𝑖+Δ𝑥

𝑗=𝑡𝑖

∑

𝑗=𝑏𝑖

𝑓𝑠 (𝑖, 𝑗), for 𝑖 = 𝑚−1,𝑚,𝑚+1. (3.19)

A height function 𝐻 (𝑥) is defined between the heights of the three columns and their

distances to the central column. Curvature is calculated based on the derivatives of the

height function [36],

𝜅 = −
𝐻xx

(1+𝐻
2
𝑥 )

3
2

, (3.20)

where 𝐻𝑥 and 𝐻xx are the first and the second derivative of the height function, which are

calculated with a central finite difference method.

If it is not possible to construct a consistent stencil, then curvature is determined by

fitting the interface with a parabola [36]. First, the interface segments in the considered in-

terface cell and neighboring interface cells are determined with a piecewise linear interface

calculation [18]. Then, the barycenter of the interface segments in the considered interface

cell and neighboring interface cells are fitted with a parabola in a rotated coordinate system

which is defined with its y axis parallel with the interface normal 𝑛 of the considered

interface cell. The parabola function is [36]

𝑦 = 𝑎0+𝑎1𝑥 +𝑎2𝑥
2
, (3.21)

where 𝑎0, 𝑎1 and 𝑎2 are fitting parameters. Curvature at the considered interface cell is

then given by [36]

𝜅 = −
2𝑎2

(1+𝑎
2
1)

3
2

. (3.22)

3.2.5 Diffusion and partitioning
In the current CA model, diffusion is solved for the solid and liquid regions separately. The

governing equations for the diffusion between the liquid cells and the diffusion between

the solid cells are given by

𝜕𝑐𝑙

𝜕𝑡
= ∇ ⋅(𝐷

𝑙
∇𝑐

𝑙
) , (3.23)

𝜕𝑐𝑠

𝜕𝑡
= ∇ ⋅ (𝐷

𝑠
∇𝑐

𝑠
) , (3.24)

where 𝐷𝑙
and 𝐷𝑠

are the diffusion coefficients in the liquid and solid, respectively.

In traditional CA models [18, 20, 21], partitioning at the interface is considered by

adding a source term on the right-hand side of Equation (3.23),

𝜕𝑐𝑙

𝜕𝑡
= ∇ ⋅(𝐷

𝑙
∇𝑐

𝑙
)+

𝜕𝑓𝑠

𝜕𝑡
(𝑐
𝑙,∗
− 𝑐

𝑠,∗
) , (3.25)
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Figure 3.2: Illustration of the GHF curvature calculation method: when it is possible to establish an adaptive

stencil with three consistent columns, generalized height function is employed for curvature calculation (a);

when it is not possible to establish an adaptive stencil with three consistent columns in any principal direction,

curvature is evaluated by fitting the barycenter of the interface segments (b).

where 𝑐𝑙,∗ and 𝑐𝑠,∗ are the interface concentration in the liquid and solid. However, as will be

shown in Section 3.3.1, directly using Equation (3.25) in a non-equilibrium CA model leads

to a large mesh size dependency. In order to avoid this, the diffusion between interface

cells and the liquid cells is handled with a new equation,

𝜕𝑐𝑙

𝜕𝑡
= ∇ ⋅(𝐷

𝑙
∇𝑐

𝑙
⋅𝑛)+

𝜕𝑓𝑠

𝜕𝑡
(𝑐
𝑙,∗
− 𝑐

𝑠,∗
) . (3.26)

With Equation (3.26), the sum of the projections of the diffusion fluxes out of the interface

cells onto the interface normal direction are calculated.

Equation (3.25) or Equation (3.26) is solved with a finite difference method and a Euler

forward discretization. Meanwhile, the virtual liquid cell assumption has been employed, in

which the interface cells within the CA model are treated as virtual liquid cells [18, 20, 21].

The virtual liquid cell assumption avoids extremely large concentration changes when the

liquid fraction of the interface cell is close to 0. However, it introduces a deviation into

the mass balance. Although the mass balance deviation problem may be insignificant in a

single time step, the error adds up over numerous time steps as reported by Michelic et al.

[20].

Consider an interface cell in a CA simulation using a virtual liquid cell assumption. In a

time increment, the concentration change of the interface cell is Δ𝑐, which is calculated as

the product of time step Δ𝑡 and the right-hand side of the diffusion equation (Equation (3.25)

or Equation (3.26)). The value of Δ𝑐 corresponds to the concentration change in a liquid cell.

The solid fraction of the interface cell is neglected, although it has a value which is larger

than or equal to 1. In this case, an error of −𝑓𝑠Δ𝑐 is introduced in the mass balance. Note Δ𝑐

is equal to the sum of the concentration change due to diffusion Δ𝑐𝑑 and the concentration

change due to solute partitioning Δ𝑐𝑝 , calculated from the first and the second term on

the right-hand side of the diffusion equation. In this case, Δ𝑐 can either be positive or

negative, depending on the relative values of Δ𝑐𝑑 and Δ𝑐𝑝 . If Δ𝑐 is positive, then solutes

are artificially lost and the average concentration of the system decreases. If Δ𝑐 is negative,
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then solutes are artificially added and the average concentration of the system increases. To

redress the mass balance error, the concentration of the neighboring liquid cells is modified

by
𝑓𝑠Δ𝑐

𝑛𝑙
, where 𝑛𝑙 is the number of liquid cells in the Moore neighborhood of the considered

interface cell. In this case, the artificially lost or added solutes are added or removed from

neighboring liquid cells to keep a mass balance.

3.2.6 Time increment
In the CA model, the time increment is determined by

Δ𝑡 = min
(
0.2

Δ𝑥

𝑣max

, 0.2
Δ𝑥2

𝐷𝑙 )
, (3.27)

where 𝑣max is the maximum growth velocity within the simulation domain and Δ𝑥 the

mesh size.

3.2.7 Material parameters
The presented model can be applied for the solidification simulation of any binary and

(with small modification) multi-component alloys. Here, the performance of the model is

illustrated by simulation of solidification in a Al-3Cu (wt. %) alloy which has been well

studied in the literature [18, 37]. The parameters of the Al-3Cu (wt.%) alloy are given in

Table 4.1.

Table 3.1: Material properties of an Al-3Cu (wt.%) alloy [37].

Symbol Description Value Unit

𝑐0 Nominal concentration 3.0 wt%

𝐷𝑙
Liquid diffusion coefficient 3.0×10−9 m2/s

𝐷𝑠
Solid diffusion coefficient 3.0×10−13 m2/s

𝑘 Partitioning coefficient 0.17 1

𝑚 Liquidus slope −2.6 K/(wt%)

𝑇0 Liquidus temperature 650.6 ◦C

Γ Gibbs-Thomson coefficient 2.4×10−7 K/m

𝜀 Anisotropy coefficient 0.0267 1

𝑀𝑇 Kinetic mobility (default) 1×10−3 m ⋅ s−1K−1

3.3 Results and discussion
3.3.1 Mesh convergence tests
To test the mesh size dependency of the developed CA model, single dendritic growth of

the Al-3Cu (wt.%) alloy has been simulated with different mesh sizes under a constant

undercooling of 3 K. Due to the discretization of the CA model, the velocity at the dendrite

tip does not change monotonically. To smooth the tip velocity curve, the tip velocity is

averaged between two tip cell advancements. The averaged tip velocity decreases with
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increasing time and eventually converges to a stable value. The stable tip velocity is

evaluated at time 0.3 s.

The mesh size convergence test has been performed for the CA model with Equa-

tion (3.25) (D1) and Equation (3.26) (D2). In the D1 simulation, the diffusion between

interface cells and liquid cells is calculated by summing up the magnitudes of all the diffu-

sion fluxes, whereas in the D2 simulation, the diffusion between interface cells and liquid

cells is calculated by summing up the projections of the diffusion fluxes onto the interface

normal 𝑛 direction. The choice of diffusion equation has an influence on the mesh size

convergence behavior. As shown in Figure 3.3, with decreasing mesh size, the stable tip

velocity in the D1 simulations first increases and then decreases. In the D2 simulations,

the stable tip velocity converges to a value around 150 µm/s, indicating that simulations

without a mesh size effect can be performed if Equation (3.26) is applied.

The different mesh size convergence behaviors can be explained by considering the

interface cell at a dendrite tip in an isothermal solidification simulation. Discretizing the

diffusion equation gives

Δ𝑐
𝑙
= −

𝐽Δ𝑡

Δ𝑥
+Δ𝑓𝑠(𝑐

𝑙,∗
− 𝑐

𝑠,∗
), (3.28)

where 𝐽 is the effective diffusion flux out of the tip cell and is equal to 𝐷𝑙∇𝑐𝑙 in a D1

simulation and 𝐷𝑙∇𝑐𝑙 ⋅𝑛 in a D2 simulation. Substituting Equation (3.16) into Equation (3.28)

with 𝜃 = 0 gives

Δ𝑐
𝑙
= −

𝐽Δ𝑡

Δ𝑥
+
𝑣Δ𝑡

Δ𝑥
(𝑐
𝑙,∗
− 𝑐

𝑠,∗
). (3.29)

In the steady state, the liquid concentration of the tip cell is constant Δ𝑐𝑙 = 0, which

indicates a balance between the solute addition due to partitioning and solute removal

due to diffusion. This means that the dendrite growth is diffusion-limited in the steady

state. From Equation (3.29), the growth velocity at the steady-state dendrite tip in a D1

simulation can be written as

𝑣 =
𝐷𝑙∇𝑐𝑙

𝑐𝑙,∗− 𝑐𝑠,∗
, (3.30)

while the growth velocity at a steady-state dendrite tip in a D2 simulation can be written as

𝑣 =
𝐷𝑙∇𝑐𝑙 ⋅𝑛

𝑐𝑙,∗− 𝑐𝑠,∗
. (3.31)

Equation (3.31) is in the same form as the equation proposed by Nastac [14]. In the D1

simulations, the tip velocity 𝑣 is proportional to the sum of the magnitude of all the diffusion

fluxes out the interface cell, while in the D2 simulation, the tip velocity 𝑣 is proportional to

the diffusion flux in the interface normal direction 𝑛. In this case, the tip velocity tends

to be overestimated especially when the tip cell is surrounded by three liquid cells in its

von Neumann neighborhood, as indicated by Reuther [2]. This explains why the stable tip

velocities in the D1 simulations are larger than the stable tip velocities in Figure 3.3. As

the mesh size is decreased, the dendrite tip is discretized with more cells. In this case, the

overestimation of tip velocity in the D1 simulations becomes weaker. Thus, the stable tip

velocity in the D1 simulations decreases with a decreasing mesh size.
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Figure 3.3: The stable tip velocity in the mesh convergence tests for the CA model using D1 and D2.

3.3.2 Influence of the kinetic mobility
In the current CA model, the growth velocity is calculated as a product of the kinetic

mobility 𝑀𝑇 and the kinetic undercooling Δ𝑇𝑘 . To test the influence of the kinetic mobility,

single dendritic growth of the Al-3Cu (wt.%) alloy has been simulated with different

mobility values under a constant undercooling of 3 K with a mesh size of 0.5 µm. The

stable tip velocities are plotted in Figure 3.4. With increasing kinetic mobility, the stable

tip velocity increases and tends to converge. As the kinetic mobility increases, the kinetic

undercooling Δ𝑇𝑘 decreases and the simulation approaches a fully diffusion-controlled

solidification simulation. Moreover, the Cu concentration 𝑐𝑙,∗ at the dendrite tip approaches

the equilibrium concentration 𝑐𝑙,𝑒𝑞 with increasing kinetic mobility, as shown in Figure 3.5.

This is reasonable, as the non-equilibrium effect becomes less significant with increasing

kinetic mobility 𝑀𝑇 . When the kinetic mobility is infinite, local equilibrium is achieved at

the interface.

Increasing the kinetic mobility makes the simulation more computationally expensive.

A large kinetic mobility means that a small deviation of the interface concentration can

lead to a large interface velocity. This results in a smaller time step, since the time step is

limited by the maximum interface velocity in the system according to Equation (3.27). As

the time step is decreased, the number of time steps to finish a simulation increases, which

means the computational cost increases.

3.3.3 Comparison with the KGT model
The developed CAmodel is verified by comparing with the KGTmodel [19, 38], which gives

an analytical solution for a dendrite growing into an infinite melt in the steady state. It is

modified here to include the kinetic undercooling. At the interface, the total undercooling

Δ𝑇 is given by [25]

Δ𝑇 = Δ𝑇𝑘 +Δ𝑇𝑐 +Δ𝑇𝑟 . (3.32)



3

62 3 Cellular automata modelling of dendrite formation during solidification

10 6 10 5 10 4 10 3 10 2

Kinetic mobility MT (m s 1K 1)

0

25

50

75

100

125

150

175

St
ab

le
 ti

p 
ve

lo
cit

y 
(

m
)

Figure 3.4: The stable tip velocity in the simulations with different kinetic mobility 𝑀𝑇 values.
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Figure 3.5: The Cu concentration at the dendrite tip in the simulations with different kinetic mobility 𝑀𝑇 values.
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The kinetic undercooling Δ𝑇𝑘 is given by [25]

Δ𝑇𝑘 =
𝑣

𝑀𝑇

. (3.33)

The constitutional undercooling is given by [38]

Δ𝑇𝑐 = 𝑚𝑐
0

(
1−

1

1− (1− 𝑘)𝐼𝑣(𝑃𝑒)))
, (3.34)

where 𝐼𝑣(𝑃𝑒) is the Ivantsov function and 𝑃𝑒 the Peclet number given by [38]

𝑃𝑒 =
𝑟𝑣

2𝐷
, (3.35)

where 𝑟 is the tip radius and 𝑣 the tip velocity. The 2D Ivantsov function is given by [38]

𝐼𝑣(𝑃𝑒) =
√
Π𝑃𝑒 exp(𝑃𝑒)𝑒𝑟𝑓 𝑐(

√
𝑃𝑒). (3.36)

The curvature undercooling Δ𝑇𝑟 is given by [38]

Δ𝑇𝑟 =
Γ

𝑟
. (3.37)

The tip radius is determined with a stability criterion [38]

−𝑚
𝑣𝑐𝑙,∗(1− 𝑘)

𝐷𝑙
=

1

𝜎∗

Γ

𝑟2
, (3.38)

where 𝑐𝑙,∗ the liquid concentration at the interface and 𝜎∗ the stability factor. The stability

factor 𝜎∗ here is 0.10654 [39].

The stable tip velocities in the CA simulations with different undercoolings and different

kinetic mobility 𝑀𝑇 are compared with the predictions of the modified KGT model, as

shown in Figure 3.6. As the kinetic mobility𝑀𝑇 increases, the stable tip velocities predicted

by the CA model and KGT model under different undercooling conditions increases. When

the undercooling is larger than 2 K, the stable tip velocities simulated by the CA model

with different kinetic mobility 𝑀𝑇 agree well with the KGT model. However, at the 2 K

undercooling, the simulated tip velocities in the CA simulations with different kinetic

mobility 𝑀𝑇 are larger than the predictions of the modified KGT model. Besides, the stable

tip velocity in the CA simulation with a 6 K undercooling and a 5×10−3m ⋅ s−1K−1
kinetic

mobility is smaller than the prediction of the modified KGT model. The reason for the

mismatch is that a constant stability factor 𝜎∗ is used in the KGT model. However, this

factor varies with different nominal concentration 𝑐0 and undercooling Δ𝑇 , as indicated by

Ramirez and Beckermann [40].

3.3.4 Influence of the virtual liqid cell assumption
In the current CA model, interface cells are treated as virtual liquid cells to solve for

diffusion between interface cells and liquid cells. As explained in Section 3.2.5, such an

assumption neglects the solid amount of the interface cells and may lead to a deviation
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Figure 3.6: Comparison between the stable tip velocities predicted by the CA model and KGT model with different

undercooling and different kinetic mobility 𝑀𝑇 : 𝑀𝑇 = 5×10−3 m ⋅ s−1K−1
(a), 𝑀𝑇 = 1×10−3 m ⋅ s−1K−1

(b), 𝑀𝑇 =

5×10−4 m ⋅ s−1K−1
(c), 𝑀𝑇 = 1×10−4 m ⋅ s−1K−1

(d).
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in the mass balance. To study the influence of the virtual liquid cell assumption on the

mass balance, multi-dendritic solidification of the Al-3Cu (wt.%) alloy has been simulated

with and without the mass balance correction. The simulation domain size is 300×300 µm2

and the mesh size is 0.5 µm. A periodic boundary condition is employed for the simulation.

The cooling rate is 50 K/s. The simulation finishes after 62000 steps and takes 13 minutes

with 24 cores of Intel XEON E5-6248R at 3.0GHz. The concentration profiles at times 0.10 s,

0.15 s and 1.0 s in the simulations with and without the mass balance correction are given

in Figure 3.7.
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Figure 3.7: The concentration profiles at time 0.10 s (a, d), 0.15 s (b, e) and 1.0 s (c, f) in the multi-dendritic

solidification simulations with (a-c) and without (d-f) the mass balance correction.

Initially, 12 nuclei with random orientations are placed randomly within the simulation

domain. These nuclei grow and develop dendrite arms in their preferential growth direc-

tions, as shown in Figure 3.7(a, d). This shows that dendrites with different orientations

can be well simulated with the decentered growth algorithm. As solidification proceeds,

the growth of the primary arms is suppressed by nearby dendrites. Secondary dendrite

arms form, as shown in Figure 3.7(b, e). Most liquid in the inter-dendritic regions is en-

riched to the equilibrium concentration. With further solidification, the dendrite arms

coarsen and the liquid concentration increases with increasing undercooling, as shown

in Figure 3.7(c, f). At this stage, the growth velocity and the kinetic undercooling in the

interface cells are very small. In this case, the liquid concentration at the interface cells is

close to the equilibrium liquid concentration and the solidification can be approximated by

the Scheil-Gulliver solidification condition [41]. Comparing Figure 3.7 (a-c) with Figure 3.7

(d-f), the grain morphology difference between the simulations with and without the mass

balance correction is insignificant. Red circles have been employed to highlight the small

differences between Figure 3.7 (c) and Figure 3.7 (f). Compared to Figure 3.7 (c), the liquid
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channels in Figure 3.7 (f) are smaller and more coalescence is observed, which indicates

that the solid fraction in the simulation without the mass balance correction (Figure 3.7

(f)) is larger than the solid fraction in the simulation with the mass balance correction

(Figure 3.7 (c)). In addition, the small difference between the two different simulations

indicates that the mass balance correction has little influence on the growth kinetics.
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Figure 3.8: The evolution of the average concentration in the multi-dendritic solidification simulations with and

without the mass balance correction.

Figure 3.8 shows the evolution of the average concentration in the simulations with

and without the mass balance correction. The average concentration in the simulation

with the mass balance correction remains constant, while the average concentration in

the simulation without the mass balance correction decreases continuously, indicating

that solutes are lost without the mass balance correction. In the multi-dendritic solidifi-

cation simulation, the temperature drops continuously, which leads to an increase in the

equilibrium liquid concentration. As shown in Section 3.3.2, the interface concentration

is close to the equilibrium liquid concentration. Thus, the interface concentration tends

to increase with decreasing temperature over numerous time steps. In this case, the sign

of concentration change Δ𝑐 of the interface cell is positive, which leads to a loss of the

solutes. With the solutes artificially lost, the solid fraction in the simulation without the

mass balance correction (Figure 3.7 (f)) is larger than the solid fraction in the simulation

with the mass balance correction (Figure 3.7 (c)).

The results from the CA simulations are then compared with the Scheil-Gulliver model

[41], which describes the solute redistribution during solidification of an alloy in a contin-

uously cooling condition. It assumes the diffusion within the liquid is infinitely fast and

the interface is always at a thermodynamic equilibrium. The liquid concentration 𝑐𝑙 can be

obtained as a function of the solid fraction of the system 𝑓𝑠 [41]

𝑐
𝑙
= 𝑐

0
(1− 𝑓𝑠)

𝑘−1
. (3.39)

The relation between temperature 𝑇 and the system solid fraction 𝑓𝑠 is given by

𝑇 = 𝑇0+𝑚(𝑐
0
(1− 𝑓𝑠)

𝑘−1
− 𝑐

0
) . (3.40)
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Note that the Scheil-Gulliver model assumes a thermodynamic equilibrium at the inter-

face, whereas the current CA model considers a non-equilibrium effect with the kinetic

undercooling. Nevertheless, due to a relatively large kinetic coefficient (1×10−3 m ⋅ s−1K−1
),

the interface concentration is close to the equilibrium liquid concentration, as shown in

Figure 3.5. Moreover, the solidification condition at the late stage can be approximated by

the Scheil-Gulliver solidification condition due to the small growth velocity. In this case,

the current CA model is comparable with the Scheil-Gulliver model.

The relationship between temperature 𝑇 and the solid fraction 𝑓𝑠 in the CA simulations

with and without the mass balance correction are compared with the Scheil-Gulliver

model in Figure 3.9. In the early stage of the solidification, the solid fraction predicted

by the different CA simulations differs from the solid fraction predicted by the Scheil-

Gulliver model. This is because the liquid diffusion coefficient in the CA simulation is

finite, which leads to a hump in the concentration profile in front of the interface. At the

interface, the Cu concentration is smaller than but close to the equilibrium concentration

due to the non-equilibrium effect of the kinetic undercooling Δ𝑇𝑘 . In the liquid far from

the interface, the Cu concentration is much smaller than the equilibrium concentration.

In this case, the average Cu concentration in the liquid is smaller than the equilibrium

concentration, which leads to a solid fraction smaller than the equilibrium solid fraction.

As solidification proceeds, coarsening and coalescence of dendrites occurs. Liquid remains

in the inter-dendritic region and the diffusion distance is much smaller, which decreases

the required diffusion time. Moreover, the non-equilibrium effect introduced by the kinetic

undercooling Δ𝑇𝑘 is negligible, as the interface velocity is very small in this stage. In this

case, the diffusion condition can be approximated by the Scheil-Gulliver condition. The

solid fraction in the CA simulation approaches the equilibrium solid fraction predicted

by the Scheil-Gulliver model. At a temperature of 600 ◦C, the solid fraction in the CA

simulation with the mass balance correction is close to the prediction of the Scheil-Gulliver

model, while the solid fraction in the CA simulation without the mass balance correction is

around 3wt% larger. This agrees with the observations in Figure 3.7. The reason is that the

solutes within the CA simulation without the mass balance correction are artificially lost,

which leads to a larger equilibrium solid fraction. Moreover, the relationship between the

average liquid concentration and the solid fraction 𝑓𝑠 in the CA simulations and predicted

by the Scheil-Gulliver model are given in Figure 3.10. For the same solid fraction, the liquid

concentration in the CA simulation without the mass balance correction is smaller than

the liquid concentration in the CA simulation with the mass balance correction and the

Scheil-Gulliver calculation. This shows that solute segregation may be underestimated by

the CA simulation without the mass balance correction.
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Figure 3.9: The relationship between temperature and the solid fraction in the multi-dendritic solidification

simulations with and without the mass balance correction compared with the Scheil-Gulliver model.
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Figure 3.10: The relationship between the average liquid concentration and the solid fraction in the multi-dendritic

solidification simulations with and without the mass balance correction compared with the Scheil-Gulliver model.
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3.4 Conclusions
In this chapter, a non-equilibrium CA model has been described. The growth velocity is

calculated as a linear function of the kinetic undercooling. To construct a CAmodel which is

independent of themesh size, a new diffusion term has been proposed to handle the diffusion

between the interface cells and the liquid cells, in which the diffusion out of an interface

cell is calculated by summing up the projections of diffusion fluxes onto the interface

normal direction. With the new diffusion term, the stable tip velocity is proportional to

the diffusion flux in the interface normal direction, which agrees with Nastac’s equation

for growth velocity calculation. Moreover, it minimizes the overestimation of tip velocity

when the tip cell is surrounded by three liquid cells in its von Neumann neighborhood and

improves the behavior in mesh size convergence tests.

The developed CA model has been employed to simulate single dendritic growth under

different undercooling conditions. The simulated stable tip velocity agrees well with

the prediction of a modified KGT model. With increasing kinetic mobility, the stable tip

velocity tends to converge and the interface concentration at the dendrite tip approaches

the equilibrium liquid concentration.

Moreover, the influence of the virtual liquid cell assumption has been studied in a multi-

dendritic solidification simulation. In a continuously cooling solidification simulation,

solutes are artificially lost due to the virtual interface cell assumption, which leads to a

decrease in the average concentration. The mass balance error is removed by redistributing

the lost solutes to neighboring liquid cells. With the mass balance correction, the average

concentration remains constant throughout the simulation. Comparisonwith the prediction

by the Scheil-Gulliver model shows a good agreement in the final stage of the solidification.
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4
Solidification cracking

study by phase field
modelling of dendrite

formation

In the previous chapter, the dendrite formation during solidification has been analyzed with
a cellular automata model. During solidification, solutes accumulate in the liquid channels
between the dendrites. Upon tensile loading due to thermal contraction and solidification
shrinkage, cracking occurs if enough liquid feeding is not available to fill the voids; this is
known as solidification cracking. In this chapter, the influence of the temperature gradient and
the pulling velocity on solidification cracking susceptibility (SCS) during welding is addressed
by simulating the liquid channel evolution with a quantitative phase field model. Increasing
the pulling velocity or decreasing the temperature gradient increases the pressure drop from
the dendrite tip to the coalescence point, leading to an increase in SCS. Decreasing the primary
dendrite arm spacing (PDAS) decreases the permeability of the liquid channel and the liquid
channel length at the same time, resulting in a decrease in the pressure drop and the SCS
when the PDAS is small. Consideration of the PDAS dependency on the temperature gradient
and the pulling velocity influences the value of the pressure drop but does not change the
tendency of the SCS. The conclusions are also valid for alloys with strong back diffusion. As the
temperature gradient and the pulling velocity within the melt pool are controlled by process
parameters, the findings from this chapter provide a theoretical basis for optimization of
process parameters to avoid solidification cracking.

This chapter is based on the scientific article: Xiaohui Liang, Cornelis Bos, Marcel Hermans, and Ian Richardson.

"Influence of the temperature gradient and the pulling velocity on solidification cracking susceptibility during

welding: A phase field study." Materials & Design 235 (2023): 112424. [1].
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4.1 Introduction
Solidification defects may form in the mushy zone of welded [2, 3] or additively manu-

factured [4–6] components. Solidification cracking is a complex phenomenon which is

associated with thermal, metallurgical and mechanical factors [7]. In the mushy zone,

liquid channels exist at a relatively low temperature due to solute segregation. When the

liquid channel is exposed to a tensile strain due to thermal contraction or solidification

contraction and sufficient liquid feeding is not available, cracks form.

Efforts have been made to avoid solidification cracking by controlling process parame-

ters including power 𝑄 and welding scanning velocity 𝑣𝑠 [7, 8]. It has been reported that

increasing the scanning velocity 𝑣𝑠 with a constant power 𝑄 leads to a decrease in SCS

for a nickel-base alloy [9] and advanced high strength steels [10]. This was explained by

the smaller thermal strain generated during welding at a faster scanning velocity 𝑣𝑠 [10].

When the scanning velocity 𝑣𝑠 is increased with a constant 𝑄/𝑣𝑠 ratio, an increase in SCS

was reported for an aluminum alloy [11] and a stainless steel [12]. However, it was also

reported that increasing the scanning velocity promotes the transition from a columnar

to an equiaxed structure in the weld pool and thus eliminates solidification cracking in

aluminum alloy 6082 [13].

Several models have been proposed to explain the mechanisms behind solidification

cracking. Kou [14, 15] proposed a model which includes solidification, strain rate and liquid

feeding, where a crack forms when the separation strain rate is larger than the sum of the

solidification rate and liquid feeding rate, as given by

d𝜀

d𝑇
>
√
1−𝛽

d
√
𝑓𝑠

d𝑇
+

1

𝑑𝑇/𝑑𝑡

𝑑

𝑑𝑧
[(1−

√
1−𝛽

√
𝑓𝑠)𝑣𝑧] , (4.1)

where 𝜀 is the strain, 𝑓𝑠 the solid fraction, 𝛽 the solidification shrinkage, 𝑑𝑇/𝑑𝑡 the cooling

rate, 𝑣𝑧 the liquid velocity and 𝑧 the direction parallel to the liquid channel. The slope of

temperature with respect to the square root of the solid fraction 𝑑𝑇/
√
𝑓𝑠 when 𝑓𝑠 is close

to 1.0 is defined as the SCS index, which is evaluated with the Scheil-Gulliver equation.

A high SCS index represents a high SCS. Kou’s SCS index successfully predicts the SCS

peak in the Al-Cu alloys observed by Pumphrey et al. [16]. The Rappaz-Drezet-Gremaud

(RDG) model [17] considers fluid flow and solid network deformation at the same time. A

pressure drop is calculated considering the flow in the mushy zone. If the pressure drop

is larger than a critical value, which is related to the critical strain rate, voids can form

leading to the initiation of solidification cracks.

Phase field modelling is a powerful method to simulate the grain morphology and

segregation formed during solidification and to evaluate SCS. Based on Kou’s model, Wang

et al. [18] performed phase field simulations to study the segregation and the morphology

of liquid channels in directionally solidified Al-Cu alloys with different copper contents. In

the Al-2Cu (wt.%) and Al-3Cu(wt.%) alloys, the liquid channel coalesces before the eutectic

temperature, while the liquid channel in the Al-4Cu(wt.%) alloy transforms into an eutectic

phase before coalescence. Geng et al. [19, 20] studied the influence of back diffusion on

liquid channel morphology and SCS and found that the existence of Mg back diffusion

promotes dendrite coalescence, thus decreasing the SCS of an Al-Mg alloy. Jiang et al. [21]

found that a small primary dendrite arm spacing facilitates earlier coalescence of adjacent

grains to resist cracking. Gong et al. [22] found that the influence of grain refinement and
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grain morphology on micro-segregation during solidification is not significant. Chen et al.

[23] calculated the pressure drop with a fluid dynamic model based on the microstructure

obtained from a phase field model. It was found that the pressure drop near a dendrite

tip increases as the misorientation angle between the columnar grains increases. Han

et al. [24] employed a multi-phase phase field approach to simulate the coalescence

behavior between columnar grains with different orientations. Attraction (𝜎𝑠𝑠 < 2.0𝜎𝑠𝑙)

or rejection (𝜎𝑠𝑠 > 2.0𝜎𝑠𝑙) are found, where 𝜎𝑠𝑠 and 𝜎𝑠𝑙 are the interfacial energies for the

solid-solid interface and solid-liquid interfaces, respectively. In the aforementioned micro-

scale microstructure models, the frozen temperature gradient approximation [18, 20] is

widely employed, in which the thermal condition during welding is approximated with a

directional solidification condition. In a directional solidification condition, the thermal

condition is controlled by the temperature gradient 𝐺 and the pulling velocity 𝑉 , which is

the velocity at which the liquidus isotherm moves. Yang et al. [25] coupled a multi-order

phase field model with the RDG model to study hot cracking susceptibility as a function of

alloy composition under different grain boundary conditions. Accurate predictions of the

liquid rupture states were obtained when the grain boundary effects were considered.

Despite somany experimental [26, 27] andmodelling [14, 17, 28] studies on solidification

cracking, a detailed study of the influence of the temperature gradient and the pulling

velocity on SCS is not available. In welding experiments, the temperature gradient and

the pulling velocity change at the same time when modifying any process parameter like

the scanning velocity or the power. In this case, the influence of the temperature gradient

and the pulling velocity on SCS cannot be studied univariately with welding experiments,

which nevertheless is achievable with modelling. Moreover, the temperature gradient 𝐺

and the pulling velocity 𝑉 influence the PDAS, which also has an impact on SCS. Thus,

when studying the influence of the temperature gradient and the pulling velocity on SCS,

the dependency of the PDAS on 𝐺 and 𝑉 should be considered. In this case, large-scale

simulations need to be done, which is time-consuming with phase field modelling.

In this chapter, the influence of the temperature gradient 𝐺 and the pulling velocity 𝑉 on

micro-segregation and SCS is considered with a quantitative phase field model. An adaptive

mesh refinement method is employed to reduce the computational cost, which enables

large-scale simulations within a short time. First, directional solidification simulations are

performed with different temperature gradients and pulling velocities to obtain steady-state

PDAS. Then, univariate studies are performed to study the influence of the temperature

gradient 𝐺 and the pulling velocity 𝑉 on micro-segregation within the liquid channel and

SCS with and without considering the dependency of the PDAS on 𝐺 and 𝑉 . The studies

are firstly performed in an alloy system with negligible solid diffusion, which means back

diffusion is not considered. Secondly, the aforementioned univariate studies are repeated

to study the influence of the temperature gradient G and the pulling velocity 𝑉 on micro-

segregation and SCS considering back diffusion with an artificially increased diffusion

coefficient in the solid.
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4.2 Model description
4.2.1 Eqations of the phase field model
In a 2D phase field model, the governing equation for the phase field variable 𝜙 defined in

the interval [0, 1] is given by [29]

𝜏𝑎
2
𝑠

𝜕𝜙

𝜕𝑡
=𝑊

2
∇ ⋅ [𝑎

2
𝑠∇𝜙]+𝑊

2
𝜕𝑥

(
|∇𝜙|

2
𝑎𝑠

𝜕𝑎𝑠

𝜕 (𝜕𝑥𝜙))
+𝑊

2
𝜕𝑦

(
|∇𝜙|

2
𝑎𝑠

𝜕𝑎𝑠

𝜕(𝜕𝑦𝜙))

−2𝜙(1−𝜙)(1−2𝜙)+
30𝑎1𝑊

𝜎
𝜙
2
(1−𝜙)

2
Δ𝐺,

(4.2)

where 𝜏 is the kinetic parameter, 𝑊 the interface width, 𝑎1 a numerical constant, 𝜎 the

interfacial energy, 𝑎𝑠 the anisotropy function and Δ𝐺 the chemical driving force. To reduce

the discretization error, a nonlinear preconditioning [29, 30] is employed,

𝜙 =
1

2
−
1

2
tanh

(

𝜓
√
2)

. (4.3)

The governing equation for the preconditioned phase field variable 𝜓 is then given by [29]
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2
𝑎𝑠

𝜕𝑎𝑠

𝜕(𝜕𝑦𝜓))

+
√
2𝑊 (1−2𝜙)(1−𝑎

2
𝑠 |∇𝜓|)−

5𝑊 2

𝜎
𝜙(1−𝜙)Δ𝐺.

(4.4)

The anisotropy function 𝑎𝑠 is given by a fourfold anisotropic function [29]

𝑎𝑠 = (1−3𝜀4)
[
1+

4𝜀4

1−3𝜀4
(𝑛

4
𝑥 +𝑛

4
𝑦)]

, (4.5)

where 𝜀4 is the anisotropy strength, 𝑛𝑥 and 𝑛𝑦 are the components of the interface normal

unit vector 𝑛, which is determined with

𝑛 =
∇𝜓

|∇𝜓|
. (4.6)

In this chapter, the extrapolated phase diagram method proposed by Eiken et al. [31]

is employed to calculate the chemical driving force and the solute redistribution. The

concentration in the liquid 𝑐𝑙 and solid 𝑐𝑠 are given by

𝑐
𝑙
=
𝑐−𝜙(𝑐𝑠,∗− 𝑘𝑐𝑙,∗)

𝑘𝜙+1−𝜙
, (4.7)

and

𝑐
𝑠
=
𝑐−𝜙(𝑐𝑙,∗− 𝑐𝑠,∗/𝑘)

𝜙+(1−𝜙)/𝑘
, (4.8)
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where 𝑐𝑙,∗ and 𝑐𝑠,∗ are the liquid and solid concentrations at the extrapolation point, and 𝑘

the partitioning coefficient which is given by

𝑘 =
𝑚𝑙

𝑚𝑠
, (4.9)

where 𝑚𝑙
and 𝑚𝑠

are the slope of the liquidus and solidus lines. The chemical driving force

Δ𝐺 is calculated by

Δ𝐺 = Δ𝑆 (Δ𝑇 +𝑚
𝑙
(𝑐
𝑙
− 𝑐

𝑙,∗
)) , (4.10)

where Δ𝑆 is the entropy change for solidification at the extrapolation point.

The kinetic parameter 𝜏 is given as [29, 32]

𝜏 =
𝑎1𝑎2𝑊

3Δ𝑆𝑚𝑙(𝑐𝑙 − 𝑐𝑠)

𝜎𝐷𝑙
, (4.11)

with 𝑎1 =
√
2
6
and 𝑎2 = 2.35 [33]. 𝐷𝑙

is the diffusion coefficient in the liquid.

The diffusion equation with an anti-trapping flux to eliminate the chemical potential

jump in the interface region is given by [34]

𝜕𝑐

𝜕𝑡
= ∇ ⋅

(
𝐷
𝑙
(1−𝜙)∇𝑐

𝑙
+𝐷

𝑠
𝜙∇𝑐

𝑠
+
𝑊
√
2
(𝑐
𝑙
− 𝑐

𝑠
)
∇𝜓

|∇𝜓|

𝜕𝜙

𝜕𝑡 )
, (4.12)

where 𝑐 is the concentration, 𝑐𝑙 the liquid concentration, 𝑐𝑠 the solid concentration, and 𝐷𝑠

the diffusion coefficients in the solid.

In directional solidification simulations to determine the PDAS, noise is introduced

with the method described in the work of Warren and Boettinger [35]:

𝜃 = 16𝑛𝑓 𝛽𝜙
2
(1−𝜙)

2

(
−2𝜙(1−𝜙)(1−2𝜙)+

30𝑎1𝑊

𝜎
𝜙
2
(1−𝜙)

2
Δ𝐺

)
, (4.13)

where 𝑛𝑓 is the noise amplitude, 𝛽 is a random number in the range [-1, 1].

4.2.2 Implementation of the phase field model
In the current work, the interface region is defined as the region where 𝜙𝑐𝑟𝑖𝑡 < 𝜙 < 1−𝜙𝑐𝑟𝑖𝑡 .

The preconditioned phase field variable 𝜓 follows −𝜓𝑐𝑟𝑖𝑡 < 𝜓 < 𝜓𝑐𝑟𝑖𝑡 in the interface region,

where 𝜓𝑐𝑟𝑖𝑡 is calculated by

𝜓𝑐𝑟𝑖𝑡 =
√
2𝑊 tanh

−1
(1−2𝜙𝑐𝑟𝑖𝑡) . (4.14)

Following the work of Gong et al. [36], a numerical cut-off has been used for the precondi-

tioned variable 𝜓,

𝜓 =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

−𝜓𝑐𝑟𝑖𝑡 , if 𝜓 ≤ −𝜓𝑐𝑟𝑖𝑡 ,
√
2𝑊 tanh−1 (1−2𝜙) , if −𝜓𝑐𝑟𝑖𝑡 < 𝜓 < 𝜓𝑐𝑟𝑖𝑡 ,

𝜓𝑐𝑟𝑖𝑡 , if 𝜓 ≥ 𝜓𝑐𝑟𝑖𝑡 .

(4.15)

Adaptive mesh refinement has been employed to reduce the computational cost. The

simulation domain is first divided into coarse square cells with refinement level defined as
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0. A cell at refinement level 𝑛 can be further divided into 4 smaller cells at refinement level

𝑛+1 based on a quadtree structure. The difference in the refinement level of neighboring

cells is limited to be 1 or 0. The maximum refinement level in our simulations is 5. Cells in

the interface region (𝜙𝑐𝑟𝑖𝑡 < 𝜙 < 1−𝜙𝑐𝑟𝑖𝑡 ) are always refined to the maximum refinement

level. In the bulk phase region, the criterion to update the grid is defined based on the

magnitudes of the concentration gradients |∇𝑐|. The criterion to determine whether to

refine or coarsen a cell at refinement level 𝑛 is given by

• Refinement : The considered cell at refinement is refined when Δ𝑥𝑛|∇𝑐| > Δ𝑐𝑚𝑎𝑥 ,

• Coarsening : The cells which belong to the same parent cell are coarsened when

each of them satisfy Δ𝑥𝑛|∇𝑐| < Δ𝑐𝑚𝑖𝑛,

where Δ𝑥𝑛 is the size of the cell at the refinement level 𝑛. Δ𝑐𝑚𝑎𝑥 and Δ𝑐𝑚𝑖𝑛 are the maximum

and the minimum concentration changes within a cell.

Field data like phase field variables 𝜙, 𝜓 and concentration 𝑐 are saved for the center

of each cell. The governing equations Equation (4.4) and Equation (4.12) are solved with

a finite difference method and a Euler forward discretization method. A moving frame

method is employed in the current model to reduce the computational cost. The simulation

domain is shifted by the size of the coarsest cell, Δ𝑥0 for each moving frame operation.

In the current work, solidification simulations have been performed for an Al-4Cu

(wt.%) alloy. The parameters of the Al-4Cu (wt.%) alloy [36–38] are given in Table 4.1.

Table 4.1: Thermodynamic parameters for the Al-4Cu (wt.%) alloy [36–38].

Symbol Description Value Unit

𝑐𝑙,∗ Liquid concentration at the extrapolation point 4.0 wt%

𝑐𝑠,∗ Solid concentration at the extrapolation point 0.68 wt%

𝑘 Partitioning coefficient 0.17 1

𝑚𝑙
Liquidus slope −2.6 K/(wt%)

𝜎 Interfacial energy 0.24 J/m2

Δ𝑆 Entropy change 1×106 J/(m3K)

𝐷𝑙
Liquid diffusion coefficient 3.0×10−9 m2/s

𝐷𝑠
Solid diffusion coefficient 3.0×10−13 m2/s

𝜀4 Anisotropy strength 0.05 1

𝜙𝑐𝑟𝑖𝑡 Critical 𝜙 value for interface region 0.001 1

4.3 Results
4.3.1 Determination of PDAS for Al-4Cu (wt.%) alloy
Directional solidification simulations have been performed for the Al-4Cu (wt.%) alloy

under different temperature gradients 𝐺 (0.2 K/µm, 0.5 K/µm, 1.0 K/µm, 3.0 K/µm and

5.0 K/µm) and different pulling velocities 𝑉 (50mm/s, 40mm/s, 30mm/s, 20mm/s and

10mm/s). The temperature gradient is applied in the y direction. The simulation domain

cools continuously with a constant cooling rate. Initially, 76 nuclei are randomly placed
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at the bottom of the simulation domain, which ensures that the mean distance between

the two neighboring nuclei is 20Δ𝑥𝑚𝑖𝑛, where Δ𝑥𝑚𝑖𝑛 is the minimum cell size in the current

simulation. In the different simulations, the nuclei locations are the same. The nuclei

then grow into columnar grains and growth competition occurs. After some time, a stable

columnar microstructure is formed [38, 39]. A moving frame method is employed here to

reduce the computational cost. The simulation time is determined such that the liquidus

temperature line moves in the y direction for 100 µm, which ensures the formation of a

stable columnar microstructure.
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Figure 4.1: The stable tip velocity as a function of the interface width 𝑊 in the convergence study.

Before the directional solidification simulation, a convergence study was performed

to determine the optimal interface width 𝑊 . Single dendritic solidification simulations

were performed under a constant undercooling Δ𝑇 = 15K with different interface width

𝑊 (𝑊 = 1.5Δ𝑥𝑚𝑖𝑛). The stable tip velocities in the different simulations are plotted as a

function of the interface width𝑊 in Figure 4.1. The stable tip velocity tends to converge to

around 53.5mm/s, which is larger than the maximum pulling velocity 50mm/s. Thus, the

directional solidification simulations were performed with an interface width 𝑊 = 25 nm

and the minimum cell size Δ𝑥 = 16.67 nm.

The stable columnar microstructures under different temperature gradients 𝐺 and

pulling velocities 𝑉 are given in Figure 4.2. The values of the PDAS are calculated by the

domain size in the x direction divided by the number of solid columns in the simulation

domain. The PDAS in the simulation with a temperature gradient 𝐺 = 0.2 K/µm and a

pulling velocity 𝑉 = 10mm/s is largest among the listed simulations. As the temperature

gradient 𝐺 increases and the pulling velocity 𝑉 increases, the number of the columnar

grains in the stable microstructure increases and the PDAS decreases. The columnar grains

in the simulations with temperature gradients 𝐺 = 3.0 K/µm and 𝐺 = 5.0 K/µm grow in a

cellular mode due to the large 𝐺/𝑉 ratio [40]. In the simulations with temperature gradients

𝐺 = 0.2 K/µm and 𝐺 = 1.0 K/µm, as the pulling velocity 𝑉 increases, the growth mode

changes from cellular to cellular-dendritic due to the decreasing 𝐺/𝑉 ratio.

According to the Kurz-Fisher model, the PDAS is proportional to 𝐺−0.50𝑉 −0.25
. However,
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21.2 µm

25.5 µm

Figure 4.2: Stable columnar microstructures during directional solidification with different temperature gradients

𝐺 and pulling velocities 𝑉 .
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such a linear relationship between PDAS and 𝐺−0.50𝑉 −0.25
cannot be found with the PDAS

values in our phase field results, as shown in Figure 4.3 (a). As found from experiments [41]

and theory [42], the influence of the temperature gradient 𝐺 on microstructure selection

becomes weaker in rapid solidification, while the effect of the cooling rate �̇� becomes more

important. Kundin et al. [38] derived the dependency of PDAS on the temperature gradient

𝐺 and the cooling rate �̇� as 𝐺0.09�̇�−0.45 (𝐺−0.36�̇� −0.45
) for an Fe-18.9Mn alloy. To calculate

the dependency of PDAS (𝜆) on the temperature gradient 𝐺 and the cooling rate �̇� , the

PDAS values have been fitted by minimizing the mean square error

𝑒𝑟𝑟𝑜𝑟 =
1

𝑛

𝑛

∑

𝑖

(𝜆𝑖−𝑎𝐺
𝑏
𝑉
𝑐
)
2
, (4.16)

where 𝑎, 𝑏 and 𝑐 are fitting constants. It is found that PDAS (𝜆) is proportional to𝐺−0.40�̇� −0.41

(𝐺0.01�̇�−0.41), as shown in Figure 4.3 (b). The relation 𝜆 ∝ 𝐺0.01�̇�−0.41 agrees well with the

results (𝜆 ∝ 𝐺0.09�̇�−0.45) of Kundin et al. [38].
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Figure 4.3: The relationship between the PDAS and 𝐺−0.50𝑉 −0.25
(a) and the fitted relationship between the PDAS

and 𝐺−0.50𝑉 −0.25
(b) in different simulations.

4.3.2 Influence of the 𝐺, 𝑉 and PDAS on SCS
Solidification cracking susceptibility is evaluated by simulating the evolution of the liquid

channel between two columnar grains. To reduce the computational cost, only one liquid

channel is simulated. Initially, a nucleus is placed in the bottom left corner, which then

grows into a large columnar grain under the given temperature gradient 𝐺 and cooling rate

�̇� . With periodic boundary conditions on the left and the right boundaries, a liquid channel

is formed in the center of the simulation domain. The width of the simulation domain is

equal to the PDAS, while the height of the simulation domain is determined to capture

the liquid channel evolution from the columnar tip to the closure of the liquid channel.

In practice, a temperature difference of 160 K between the top and bottom boundaries is

enough to determine a simulation domain which is sufficiently large.

Univariate studies are performed to check the influence of the pulling velocity 𝑉 , the

temperature gradient 𝐺 and the PDAS on SCS (A1-A3). The settings of the univariate

studies are given in Table 4.2. To simplify the problem, a constant PDAS value is employed
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in the A1 and A2 studies, which is determined from the previous directional solidification

simulation at 𝐺 = 1.0 K/µm and 𝑉 = 30mm/s. In the A3 study, different PDAS values are

tested to check the influence on SCS. The tested PDAS values in the A3 study correspond to

the PDAS values in the directional solidification simulations at different pulling velocities

(50mm/s, 40mm/s, 30mm/s, 20mm/s and 10mm/s). Moreover, the A4 and A5 studies

were performed to study the influence of the pulling velocity 𝑉 and the temperature

gradient 𝐺 on SCS considering the dependency of the PDAS on the pulling velocity 𝑉 and

the temperature gradient 𝐺. The PDAS values in the A4 and A5 studies were determined

in the previously described directional solidification simulations.

Table 4.2: Parameters in the A1-A5 studies with 𝐷𝑠 =3×10
−13 m2/s.

Study 𝑉 (mm/s) 𝐺 (K/µm) PDAS (µm)

A1 10, 20, 30, 40 and 50 1.0 2.13

A2 30 0.5, 1.0, 3.0 and 5.0 2.13

A3 30 1.0 1.59, 1.82, 2.13, 2.83, 3.64 and 4.00

A4 10, 20, 30, 40 and 50 1.0 Determined

A5 30 0.5, 1.0, 3.0 and 5.0 Determined

The SCS is evaluated with the pressure drop Δ𝑝 from the dendrite tip to the coalescence

point of the liquid channel, which is calculated by the RDG model [17],

Δ𝑝 =
180

𝜆2

(1+𝛽)𝜇𝑣

𝐺 ∫

𝑇𝐿

𝑇𝑆

𝐸(𝑇 )𝑓𝑠(𝑇 )
2

(1− 𝑓𝑠(𝑇 ))
3
𝑑𝑇 +

180

𝜆2

𝑉𝛽𝜇𝑣

𝐺 ∫

𝑇𝐿

𝑇𝑆

𝑓𝑠(𝑇 )
2

(1− 𝑓𝑠(𝑇 ))
2
𝑑𝑇 (4.17)

with

𝐸(𝑇 ) =
1

𝐺 ∫ 𝑓𝑠(𝑇 )�̇�𝑝(𝑇 )𝑑𝑇 , (4.18)

where 𝜇𝑣 is the viscosity, 𝛽 the shrinkage factor, �̇�𝑝(𝑇 ) is the strain rate and 𝑇𝑙 and 𝑇𝑠 the

solidification start and end temperature, respectively. The first term and the second term

on the right hand side represent the mechanical contribution due to strain rate and the

shrinkage contribution due to solidification, respectively. A larger pressure drop represents

a less favorable condition for liquid feeding and thus a larger SCS. For the pressure drop

calculations, the employed parameter are 𝜇𝑣 =1×10
−3 Pa ⋅ s, 𝛽 = 0.06 and �̇�𝑝 =1×10

−4 s−1

[17]. 𝑇𝑙 and 𝑇𝑠 are determined as the temperature at the dendrite tip and the temperature at

the coalescence point of the liquid channel. Note the integral divided by the temperature

gradient 𝐺 is in fact an integral over the distance from the coalescence point to the dendrite

tip, which is the length of the liquid channel (LC length). Noise (𝑛𝑓 = 0.1) is considered

to approach the coalescence of the liquid channel in the real world, which inevitably

introduces randomness in the simulation results. In this case, each studied condition

was simulated four times with different seeds for the generation of the random noise.

The pressure drop and the LC length were then averaged for SCS evaluation. Error bars

are determined with 99% confidence interval. However, in some cases, the error bars

are too small to be seen. If the eutectic temperature (823 K) is reached before the liquid

channel coalescence, then the eutectic point is determined as the coalescence point for the
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calculation of the pressure drop and the LC length. The solid fraction 𝑓𝑠 at temperature 𝑇

is calculated by

𝑓𝑠 =
∑
𝑛
𝑖 𝜙Δ𝑥𝑖

𝑤
, (4.19)

where 𝑤 is the domain width and 𝜙 and Δ𝑥𝑖 the phase field value and cell size of the cells

which intersects with the isothermal line at 𝑇 .

(a) (b) (c)

(d)

(e)

Figure 4.4: The final grain morphology (a) and the concentration profile (b) in the A1 simulation with 𝑉 = 30mm/s.

The concentration along the center line (c), the solid fraction (d) and the pressure drop in the liquid channel (e)

are given as a function of temperature.

The final grain morphology and the concentration profile in the A1 simulation with 𝑉 =

30mm/s are given in Figure 4.4 (a) and (b), respectively. Due to the large ratio between the

height and the width, the microstructure figures are truncated and the microstructure in

the selected temperature ranges are shown. As periodic boundary conditions are employed

for the left and the right boundaries, a liquid channel surrounded by a columnar grain is

formed in the center of the simulation domain. As temperature drops in the y direction, the

columnar grain widens in the horizontal direction, which closes the liquid channel. Solutes

are rejected from the interface and a diffusion layer is formed due to the finite diffusivity in

the liquid, as shown in Figure 4.4 (b). With decreasing liquid channel width, the diffusion

layers of the opposite interfaces impinge and form a concentration valley in the center

of the liquid channel. In this stage, the solid fraction is lower than the equilibrium solid
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fraction and the average concentration in the liquid channel is below the equilibrium liquid

concentration, as shown in Figure 4.4 (c); thus, it is called the non-equilibrium stage in the

current work. In this stage, a steep increase is observed in the solid fraction with decreasing

temperature, as shown in Figure 4.4 (d). As the temperature drops, the liquid channel

becomes thinner, which promotes the homogenization of concentration within the liquid

channel in the horizontal direction. Consequently, the depth of the concentration valley

decreases with decreasing temperature. When the liquid channel is sufficiently thin, the

concentration valley within the liquid channel is negligible and the concentration within

the liquid channel can be considered homogeneous and is equal to the equilibrium liquid

concentration, as shown in Figure 4.4 (c). The stage with a homogeneous concentration in

the liquid channel is referred to as the equilibrium stage. In this stage, the solid fraction

increases slowly with decreasing temperature, as shown in Figure 4.4 (d). The pressure

drop along the liquid channel is given in Figure 4.4 (e). The maximum value of the pressure

drop is employed for SCS evaluation. With decreasing temperature, the pressure drop

curve becomes steeper, which indicates the choice of the coalescence point has a large

influence on the maximum value of the pressure drop.

In the A1 simulations, different pulling velocities were employed. Consequently, the

non-equilibrium stage starts and ends at different temperatures in the different A1 simu-

lations, which means that the solid formed in the non-equilibrium stage in the different

simulations has different concentrations. In the simulation with a larger pulling veloc-

ity 𝑉 , the concentration of the solid formed in the non-equilibrium stage is larger and

thus the solute enrichment in the liquid is less. The different solute partitioning in the

non-equilibrium stage results in different 𝑓𝑠 ∼ 𝑇 curves and different coalescence points

in the equilibrium stage, as shown in Figure 4.5 (a). The simulation with a larger pulling

velocity and less solute enrichment solidifies faster in the equilibrium stage, resulting in an

earlier liquid channel coalescence. In this case, the LC length decreases with increasing

pulling velocity, leading to a potential decrease in the pressure drop. However, this effect

is insignificant. With increasing pulling velocity, the shrinkage due to phase transition is

faster (the second term in Equation (4.17)), resulting in an increase in the pressure drop. The

shrinkage contribution dominates the pressure drop evolution and a significant increase is

observed in the pressure drop with increasing pulling velocity, as shown in Figure 4.5 (b).

With increasing pulling velocity, the SCS increases.

The influence of the temperature gradient 𝐺 on SCS is studied in the A2 study without

considering the dependency of the PDAS on 𝐺. As shown in Figure 4.5 (c), the non-

equilibrium stage starts at the same temperature, as the pulling velocity is constant for the

A2 simulations. However, the non-equilibrium stage ends at different temperatures in the

different simulations. In the different A2 simulations, it takes similar time to enrich the

liquid channel to the equilibrium liquid concentration, as the domain width is constant.

Due to the different cooling rates, the corresponding temperature drops are different. Thus,

the non-equilibrium stage ends at different temperatures. In the equilibrium stage, the

𝑓𝑠 ∼ 𝑇 curves for simulations with different temperature gradients 𝐺 are close to each other

and the liquid channel closes at similar temperature. In this case, the liquid channels exist

in a similar temperature range, corresponding to different LC length. The simulation with

a smaller temperature gradient has a larger LC length and thus a larger pressure drop, as

shown in Figure 4.5 (d). With increasing temperature gradient, the SCS decreases.
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Figure 4.5: The relationship between the solid fraction 𝑓𝑠 and the temperature 𝑇 in the A1 (a), A2 (c) and A3 (e)

simulations and the pressure drop and the LC length in the A1 (b), A2 (d) and A3 (f) simulations. The 𝑓𝑠 ∼ 𝑇

curves in the terminal solidification stage in the A1, A2 and A3 simulations are enlarged and embedded in (a), (c)

and (e), respectively. The coalescence points are highlighted with unfilled circle.
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The influence of the PDAS on SCS is studied in the A3 study. As shown in Figure 4.5 (e),

the non-equilibrium stage starts at the same temperature but ends at different temperatures.

This is because the width of the simulation domain is different, which means the time re-

quired for the diffusion layer to impinge and to obtain a homogeneous concentration profile

in the liquid channel is different. In this case, the temperature at which the non-equilibrium

stage ends is different. In a simulation with a larger PDAS, the non-equilibrium stage

ends at a lower temperature. The different solidification behavior in the non-equilibrium

stage does not have a significant influence on the 𝑓𝑠 ∼ 𝑇 curves in the equilibrium stage.

The 𝑓𝑠 ∼ 𝑇 curves overlap with each other in the equilibrium stage. However, the liquid

channels in the different A3 simulations close at different temperature. With a smaller

PDAS, the critical liquid channel width for coalescence corresponds to a smaller solid

fraction and thus coalescence occurs earlier. In this case, the LC length increases with

increasing PDAS, leading to an increase in the pressure drop. Meanwhile, the PDAS also

has an influence on the permeability of the liquid channel. With increasing PDAS, the

permeability of the liquid channel increases, which tends to decrease the pressure drop. As

a result of the combined effects of the LC length and the permeability, the SCS increases

first and then decreases with increasing PDAS, as shown in Figure 4.5 (f).

In the A1-A3 studies, the dependency of the PDAS on the temperature gradient 𝐺 and

the pulling velocity 𝑉 is neglected. To include this effect, A4 and A5 studies were performed

to check the influence of the temperature gradient 𝐺 and the pulling velocity 𝑉 on SCS.

The results from the A4 study are given in Figure 4.6 (a) and (b). With increasing pulling

velocity, the PDAS decreases, which enhances the influence of the pulling velocity on the

LC length. With increasing pulling velocity, the LC length decreases significantly, resulting

in a potential decrease in the pressure drop. However, the shrinkage contribution due to

solidification still dominates. As shown in Figure 4.6 (b), the pressure drop increases with

increasing pulling velocity, representing an increase in SCS. Compared with the A1 study,

consideration of the PDAS dependency on the pulling velocity 𝑉 weakens the influence of

the pulling velocity 𝑉 on SCS.

In the A5 simulations, the temperature gradients and the PDAS are changed at the

same time. In contrast to the A2 study, the non-equilibrium stage starts and ends at similar

temperature in different A5 simulations, as shown in Figure 4.6 (c). In the A5 simulation

with a larger temperature gradient, the PDAS is smaller and the time required to achieve a

homogeneous concentration profile in the liquid channel is shorter. Meanwhile, a larger

temperature gradient corresponds to a larger cooling rate. In this case, the influence of the

temperature gradient on the required time and the cooling rate compensate each other,

resulting in a similar temperature drop within the non-equilibrium stage. In the equilibrium

stage, the simulation with a larger temperature gradient closes earlier due to the smaller

PDAS. Thus, with increasing temperature gradient, the LC length decreases, leading to a

decrease in the pressure drop and the SCS. Consideration of the PDAS dependency on the

temperature gradient 𝐺 strengthens the influence of the temperature gradient on the SCS.

4.3.3 Influence of 𝐺, 𝑉 and PDAS on SCS with back diffusion
In previous section, the influence of 𝐺 and 𝑉 on SCS has been studied for the Al-4Cu (wt.%)

alloy. The solid diffusion coefficient 𝐷𝑠 is 3×10
−13m2/s, which essentially means the back

diffusion is not considered. To study the influence of 𝐺 and 𝑉 on SCS for an alloy system
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Figure 4.6: The relationship between the solid fraction 𝑓𝑠 and the temperature 𝑇 in the A4 (a) and A5 (c) simulations

and the pressure drop and the LC length in the A4 (b) and A5 (d) simulations. The 𝑓𝑠 ∼ 𝑇 curves in the terminal

solidification stage in the A4 and A5 simulations are enlarged and embedded in (a) and (c), respectively. The

coalescence points are highlighted with unfilled circle.
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with back diffusion, the solid diffusion coefficient 𝐷𝑠 has been changed artificially from

3 × 10−13m2/s to 1 × 10−9m2/s and B1-B5 studies were then performed. The simulation

conditions of B1-B5 studies are similar to the A1-A5 studies, as shown in Table 4.3. The

PDAS values for the B3-B5 studies are redetermined with the directional solidification

simulations with 𝐷𝑠 = 1 × 10−9m2/s. After changing the solid diffusion coefficient, the

PDAS changes slightly.

Table 4.3: Parameters in the B1-B5 studies with back diffusion (𝐷𝑠 =1×10
−9 m2/s).

Study 𝑉 (mm/s) 𝐺 (K/µm) PDAS (µm)

B1 10, 20, 30, 40 and 50 1.0 2.13

B2 30 0.5, 1.0, 3.0 and 5.0 2.13

B3 30 1.0 1.70, 1.96, 2.13, 2.83 and 3.64

B4 10, 20, 30, 40 and 50 1.0 Determined

B5 30 0.5, 1.0, 3.0 and 5.0 Determined

In the B1 simulations, different pulling velocities 𝑉 were employed while keeping the

PDAS and the temperature gradient 𝐺 constant. As shown in Figure 4.7 (b), the pulling

velocity has little influence on the LC length. In the B1 simulation with a larger pulling

velocity, the required undercooling at the columnar tip is larger and thus the solidification

starts at a lower temperature, as shown in Figure 4.7 (a). Meanwhile, a larger pulling

velocity corresponds to a larger cooling rate and thus a shorter time for back diffusion.

In this case, the liquid channel of the B1 simulation with a larger pulling velocity closes

at a lower temperature. As a result of the combined effects, the LC length in the B1

simulations is similar. For the pressure drop calculation, similar to the A1 study, the

shrinkage contribution dominates. Consequently, with increasing pulling velocity, the

pressure drop and the SCS increase.

The influence of the temperature gradient 𝐺 on SCS considering back diffusion is

studied with the B2 simulations while keeping the PDAS constant. As the pulling velocity

is constant, the solidification start temperatures of the different B2 simulations are similar,

which is also similar to the A2 simulations. However, the coalescence temperature are

different in the different B2 simulations. In the B2 simulations, a smaller temperature

gradient corresponds to a longer time for back diffusion, which promotes solidification in

the equilibrium stage. In this case, the B2 simulationwith a smaller temperature gradient has

a higher coalescence temperature, as shown in Figure 4.7 (c). With increasing temperature

gradient, the liquid channel exists over a larger temperature range but for a shorter distance,

as shown in Figure 4.7 (d). The decreased LC length leads to a smaller pressure drop and

thus a smaller SCS.

The influence of the PDAS on SCS considering back diffusion is studies with B3 simula-

tions. As shown in Figure 4.7 (e), the solidification start temperature in the simulations

with different PDAS are similar, while the coalescence temperatures are different. The

simulation with a smaller PDAS has a higher coalescence temperature. This is because the

critical liquid channel width for coalescence corresponds to a smaller solid fraction in the

simulation with a smaller PDAS. Thus, the coalescence in the simulation with a smaller

PDAS occurs earlier. Moreover, the concentration gradient in the solid in the B3 simula-
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Figure 4.7: The relationship between the solid fraction 𝑓𝑠 and the temperature 𝑇 in the B1 (a), B2 (c) and B3 (e)

simulations and the pressure drop and the LC length in the B1 (b), B2 (d) and B3 (f) simulations. The 𝑓𝑠 ∼ 𝑇 curves

in the terminal solidification stage in the B1, B2 and B3 simulations are enlarged and embedded in (a), (c) and (e),

respectively. The coalescence points are highlighted with unfilled circle.
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tion with a smaller PDAS is larger, which promotes back diffusion and leads to an earlier

coalescence. In this case, the LC length increases with increasing PDAS. For the tested

PDAS values in the B3 simulations, the influence of the LC length on the pressure drop

dominates, while the influence of the permeability on the pressure drop is not significant.

With increasing PDAS, the pressure drop and the SCS increases.
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Figure 4.8: The relationship between the solid fraction 𝑓𝑠 and the temperature 𝑇 in the B4 (a) and B5 (c) simulations

and the pressure drop and the LC length in the B4 (b) and B5 (d) simulations. The 𝑓𝑠 ∼ 𝑇 curves in the terminal

solidification stage in the B4 and B5 simulations are enlarged and embedded in (a) and (c), respectively. The

coalescence points are highlighted with unfilled circle.

In the B4 simulations, different pulling velocities 𝑉 were employed, while the PDAS

is determined with directional solidification considering back diffusion. Similar to B1

study, the solidification start temperature in the B4 study decreases with increasing pulling

velocity. Nevertheless, the coalescence temperature increases with increasing pulling

velocity. With increasing pulling velocity, the PDAS decreases, leading to an increase in

the coalescence temperature. In this case, the LC length decreases with increasing pulling

velocity, as shown in Figure 4.8 (b). Similar to the B1 and the A4 studies, the shrinkage

contribution on the pressure drop dominates. With increasing pulling velocity, the pressure

drop and the SCS increases. Consideration of the PDAS dependency on the pulling velocity

weakens this effect.

The influence of the temperature gradient 𝐺 on SCS considering back diffusion and the

dependency of PDAS on 𝐺 is studied with the B5 simulations. With increasing temperature

gradient 𝐺, the PDAS and the LC length decreases. Similar to the B2 study, the decrease
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in the LC length leads to a decrease in the pressure drop and thus a decrease in the SCS,

as shown in Figure 4.8 (c) and (d). Compared with the B2 study, the consideration of the

PDAS dependency on the temperature gradient enhances the influence of the temperature

gradient on the pressure drop and the SCS.

4.4 Discussion
4.4.1 Comparison with Scheil-Gulliver calculations
Consider a liquid channel in an equilibrium stage. The liquid channel can be divided into

multiple thin layers with their normal parallel to the liquid channel. In each layer, the

liquid concentration profile is homogeneous due to the small channel width. The governing

equation for the concentration 𝑐𝑖 of the liquid channel layer 𝑖 without back diffusion is

𝜕𝑐𝑖

𝜕𝑡
= 𝐷

𝑙 𝜕
2𝑐𝑖

𝜕𝑦2
+
𝑐𝑙 − 𝑐𝑠

1− 𝑓𝑠

𝜕𝑓𝑠

𝜕𝑡
, (4.20)

where 𝑦 is the axis along the liquid channel direction, and 𝑓𝑠 the solid fraction, which is

equal to the ratio between the liquid channel width and the PDAS. The liquid concentration

𝑐𝑖 of layer 𝑖 is equal to the equilibrium liquid concentration 𝑐
𝑒𝑞

𝑖 , which is given by

𝑐𝑖 = 𝑐
𝑒𝑞

𝑖 = 𝑐0+(𝑇𝑖− 𝑇0)/𝑚, (4.21)

where 𝑇𝑖 is the temperature of the layer 𝑖. In this chapter, a linearized phase diagram is

employed in the current simulation. As the temperature is linear in the 𝑦 direction, the

concentration profile is also linear in the 𝑦 direction, which means
𝜕2𝑐𝑖
𝜕𝑦2

= 0. It this case,

Equation (4.20) can be written as

𝜕𝑐𝑖

𝜕𝑡
=
𝑐𝑙 − 𝑐𝑠

1− 𝑓𝑠

𝜕𝑓𝑠

𝜕𝑡
, (4.22)

𝑑𝑐𝑖 =
𝑐𝑙 − 𝑐𝑠

1− 𝑓𝑠
𝑑𝑓𝑠 , (4.23)

which is actually the Scheil-Gulliver equation [43]. Segregation within the liquid channel

follows this equation in the condition that the concentration profile within each liquid

channel layer is homogeneous.

The Scheil-Gulliver equation can be employed to explain the solidification behaviors in

the A1 study. Assuming the non-equilibrium stage starts and ends at the same temperature,

the solid fraction and the liquid concentration at the end of the non-equilibrium stage can

be determined with a lever rule, which gives different solute enrichment in the liquid. The

solidification start temperature under different pulling velocities can be determined from

the A1 study. Then, solidification in the equilibrium solidification stage is simulated by

integrating Equation (4.23) from the end of the non-equilibrium stage to the coalescence

point. Here, it is assumed that coalescence occurs when 𝑓𝑠 = 0.947 based on the phase field

simulations in A1 study. The calculated 𝑓𝑠 ∼ 𝑇 curves and the pressure drop under different

pulling velocities are given in Figure 4.9 (a) and (b), respectively. With increasing pulling

velocity, the non-equilibrium stage occurs at a lower temperature, resulting in less solute
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enrichment in the liquid and thus earlier coalescence. In this case, with increasing pulling

velocity, the LC length decreases, while the pressure drop increases due to the dominant

effect of the shrinkage contribution, which agrees with the findings from the A1 study.

The findings from the A2 study can also be reproduced in the same way. Nevertheless, the

calculated pressure drop from the modified Scheil-Gulliver calculations is larger than that

from the phase field simulations. The reason is that the Scheil-Gulliver equation tends to

overestimate the segregation within the liquid channel in the equilibrium stage and the

coalescence temperature in the modified Scheil-Gulliver calculations is lower than that in

the phase field simulations.
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Figure 4.9: The relationship between the solid fraction 𝑓𝑠 and the temperature (a) and the pressured drop (b) from

the modified Scheil-Gulliver calculations under different pulling velocities. The non-equilibrium solidification

stage is approximated with a lever rule, while the equilibrium solidification stage is governed by the Scheil-Gulliver

equation (Equation (4.23)).

Following the Scheil-Gulliver equation, the derivative of the solid fraction with respect

to the temperature is written as

d𝑓𝑠

d𝑇
=

1

𝑚

d𝑓𝑠

d𝑐𝑙
=

1− 𝑓𝑠

𝑚(𝑐𝑙 − 𝑐𝑠)
. (4.24)

The derivative of the solid fraction with respect to the temperature d𝑓𝑠 /d𝑇 in the A1

simulation with 𝑉 = 20.0mm/s is calculated with a central difference method and compared

with Scheil-Gulliver calculation (Equation (4.24)), as shown in Figure 4.10 (a). The absolute

value of the d𝑓𝑠 /d𝑇 calculated with a central difference method is larger than the Scheil-

Gulliver calculation, especially at the temperature around 907 K, which corresponds to the

non-equilibrium stage. As temperature drops, this difference becomes smaller but does exist.

This means that the solidification in the equilibrium stage is faster than the Scheil-Gulliver

calculation. The reason is that the assumption of a homogeneous concentration profile at

the same temperature within the liquid channel is not completely valid.

The concentration within the liquid channel can be considered as the sum of the equilib-

rium liquid concentration 𝑐𝑙,𝑒𝑞 and the deviation from the equilibrium liquid concentration

𝑐𝑙 − 𝑐𝑙,𝑒𝑞 . The equilibrium liquid concentration 𝑐𝑙,𝑒𝑞 changes linearly in the direction of the

liquid channel due to the constant temperature gradient, while the deviation part 𝑐𝑙 − 𝑐𝑙,𝑒𝑞

varies due to the limited diffusivity in the liquid. The profiles of 𝑐𝑙 − 𝑐𝑙,𝑒𝑞 in the direction
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Figure 4.10: The derivative of the solid fraction with respect to the temperature d𝑓𝑠 /d𝑇 calculated with a central

difference and with the Scheil-Gulliver equation (a), the liquid concentration 𝑐𝑙 in the center of the liquid channel

(b), the concentration deviation 𝑐𝑙 − 𝑐𝑙,𝑒𝑞 in the direction perpendicular to the liquid channel (c) and in the direction

parallel to the liquid channel (d) in the A1 simulation with 𝑉 = 20.0mm/s.
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perpendicular to the liquid channel at different temperatures in the A1 simulation with

𝑉 = 20.0mm/s are given in Figure 4.10 (c), while 𝑐𝑙− 𝑐𝑙,𝑒𝑞 in the center of the liquid channel

in the direction parallel to the liquid channel is given in Figure 4.10 (d). As shown in

Figure 4.10 (c), in the direction perpendicular to the liquid channel, at 907 K, the deviation

𝑐𝑙 − 𝑐𝑙,𝑒𝑞 follows a valley shape as the diffusion layers from the opposite interfaces impinge

in the center of the liquid channel. As the temperature drops, the width of the liquid channel

decreases, which is more favorable to homogenize the concentration within the liquid

channel. In this case, the concentration valley becomes more flat and the concentration in

the center of the liquid channel becomes closer to the equilibrium liquid concentration, as

shown in Figure 4.10 (d). Note the profile of the deviation value 𝑐𝑙 − 𝑐𝑙,𝑒𝑞 in the direction

parallel to the liquid channel is nonlinear. This means the diffusion term in Equation (4.20)

is not equal to zero, which promotes solidification in the liquid channel. In this case, the

solidification rate in the phase field simulation is faster than the Scheil-Gulliver calculation.

The deviation of the liquid concentration from the equilibrium liquid concentration

in the liquid channel exists through a large temperature range. In this case, the term

"equilibrium stage" can only be an approximation. In the case of the finite diffusivity in

the liquid, a deviation always exists in the center of the liquid channel. With decreasing

temperature, the deviation becomes smaller until the liquid channel closes or the machine

accuracy is reached. In this case, an error exists when using the term "equilibrium stage"

or the Scheil-Gulliver equation.

In summary, the influence of the pulling velocity and the temperature gradient can

be qualitatively predicted with the Scheil-Gulliver calculation and the RDG model, while

the phase field simulations provide more accurate predictions of the segregation and

the pressure drop values. In addition, the phase field simulations are advantageous in

simulating the coalescence behavior under different solidification conditions.

4.4.2 Correlation with the process parameters
In this chapter, the influence of the pulling velocity and the temperature gradient on SCS

have been considered with a phase field method. However, the pulling velocity and the

temperature gradient are only meaningful in the directional solidification case, which is

basically at a micro-scale level.

In welding or additive manufacturing, the process is controlled with the power and the

scanning velocity. A normal way to study the influence of scanning velocity on SCS is to

change the scanning velocity while keeping the ratio between the power and the scanning

velocity constant. As reported in the literature [11, 12], increasing scanning velocity tends

to increase SCS. With increasing scanning velocity and a constant ratio between the power

and the scanning velocity, the pulling velocity increases, while the temperature gradient

in the tail of the melt pool decreases [7]. Based on results of the current work, increasing

pulling velocity or decreasing the temperature gradient increases the pressure drop and

SCS. In this case, the experiment results agrees with the findings in the current work.

Moreover, it has been reported that grain refinement in the melt pool decreases SCS

[6]. Traditionally, it is explained that the grain refinement increases the number of liquid

channels in the mushy zone, which partition the strain rate. In this case, the effective strain

rate for each liquid channel is smaller, leading to a smaller SCS. The findings from this

chapter show that with decreasing PDAS, the coalescence of the liquid channel occurs
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earlier, while the permeability of the liquid channel is decreased. For small PDAS values, the

influence of the earlier coalescence dominates, leading to a decrease in SCS with decreasing

PDAS, which agrees with the effects of the grain refinement in the experiments.

In summary, the findings from the current work agree with welding experimental

results. However, quantitative prediction of SCS under different process parameters is still

a challenging task, since the current approach does not include all the possible parameters.

First, the RDG model does not include the strain partitioning between the solid and the

liquid. Upon tensile loading, the liquid tends to have a larger deformation rate than the

solid, as the liquid is weaker than the solid [44]. Besides, the mechanical condition in the

mushy zone is influenced by the process parameters. In some studies [7], increasing the

scanning velocity changes the stress state in the mushy zone of the weld pool tail from

tensile to compressional, thus hindering crack formation. Moreover, the fluid flow in the

melt pool can have an influence on the PDAS [45] and the liquid feeding in the mush zone.

However, as indicated in the A4 and A5 studies, the change in the PDAS may influence

the pressure drop value but does not change the tendency of the SCS. Furthermore, the

influence of the grain morphology on SCS is not considered. It is found [13] that the

transition from directional microstructure to equiaxed microstructure suppresses cracking.

4.5 Conclusions
In this chapter, phase field simulations have been employed to study the influence of

the temperature gradient and the pulling velocity on the primary dendrite arm spacing

(PDAS), micro-segregation and solidification cracking susceptibility (SCS) in a directional

solidification condition. The following conclusion can be drawn.

For the studied pulling velocity range, the PDAS (𝜆) is controlled by the cooling rate �̇� ,

while the dependency of the PDAS on the temperature gradient 𝐺 is weak (𝜆 ∝ 𝐺0.01�̇�−0.41).

Changing the solid diffusion coefficient has little influence on the relationship between

PDAS and 𝐺 and 𝑉 .

For an alloy with negligible back diffusion, increasing the pulling velocity or decreasing

the temperature gradient increases the pressure drop from the dendrite tip to the coalescence

point, resulting in an increase in SCS. With decreasing PDAS, the permeability of the liquid

channel decreases, which makes the liquid feeding more difficult and favors an increase in

the pressure drop. Meanwhile, the liquid channel coalescence occurs earlier, leading to a

smaller pressure drop. For the tested PDAS values, with decreasing PDAS, the pressure

drop and the SCS first increases and then decreases. Moreover, considering the dependency

of the PDAS on 𝑉 weakens the influence of the pulling velocity 𝑉 on SCS, while considering

the dependency of the PDAS on 𝐺 enlarges the influence of the temperature gradient 𝐺 on

SCS.

Consideration of back diffusion does not change the influence of the pulling velocity 𝑉

and the temperature gradient 𝐺 on SCS. For an alloy with strong back diffusion, increasing

the pulling velocity 𝑉 or decreasing the temperature gradient 𝐺 increases the SCS. This

effect remains when the dependency of the PDAS on 𝐺 and 𝑉 is considered.

In the solidification simulation for an alloy with negligible back diffusion, the evolution

of the segregation and the solid fraction in the liquid channel can be approximated by

the Scheil-Gulliver equation. The mismatch between the phase field simulation and the
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Scheil-Gulliver calculation comes from the nonlinear part of the concentration profile in

the center of the liquid channel due to the finite diffusivity in the liquid.

The temperature gradient 𝐺 and the pulling velocity 𝑉 changes at the same time when

changing the process parameters like power and scanning velocity. Quantitative predictions

of the SCS under different process parameters therefore remains challenging.
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5
Cellular automata

solidification modelling for
additive manufacturing

In previous chapters, dendrite formation has been simulated with a cellular automata model
and a phase field model, which calculate the solidification growth velocity based on numeri-
cally solved concentration profiles and thus are computationally expensive. In cases where
concentration profiles are not required, analytical models (Lipton-Glicksman-Kurz or Kurz-
Giovanola-Trivedi) can be employed to calculate growth velocity in cellular automata (CA)
models, which accelerates the solidification simulation. These kinds of CA models are called
CAFE models, as such CA models are always coupled with a finite element (FE) model, which
calculates the temperature profiles. Here, a CAFE model which is around 280 times faster
than traditional CAFE models, is proposed. By adopting an exact temporal integration and
a multi-level capture algorithm, a large time step can be employed without impacting the
simulation accuracy. The proposed model is validated with a 316L steel sample and three NiTi
samples, produced by additive manufacturing. A good agreement is achieved between the
simulations and the experiments. The findings reveal that during additive manufacturing,
temperature gradients in neighboring laser passes select the preferential orientations, leading
to different texture components. By manipulating melt pool geometry, customized crystallo-
graphic textures can be achieved in additively manufactured components. With a significant
reduction in computational cost while maintaining accuracy, this approach marks a crucial
step towards a practical implementation of a digital twin for additive manufacturing.

This chapter is based on a submitted journal article.
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5.1 Introduction
For metallic materials, whether they are structural or functional, grain morphology and

texture play vital roles in shaping properties. These microstructure features hold great

significance as they allow for the customization and optimization of various material

characteristics. By carefully manipulating the grain morphology and texture, scientists

and engineers can effectively enhance properties such as strength [1], conductivity [2],

magnetism [3], energy storage [4] and conversion [5], and super-elasticity [6], among

other attractive properties.

Laser powder bed fusion (L-PBF) is often adopted for the additive manufacturing (AM)

of metallic components [7], offering the opportunity to control microstructural features

including grain morphologies and texture [8, 9]. Traditionally, building AM components

with desirable microstructural features is achieved by trial-and-error, which is costly

and time consuming [10]. Recently, digital twins of additive manufacturing (AM) have

drawn particular attention [11–13], as they eliminate the need for numerous trial-and-error

tests and thus shorten the path of AM product development. With advanced monitoring

techniques [7, 14], thermal profiles can be monitored and controlled, which are essential

for microstructure development. However, in-situ monitoring of microstructure is still not

achievable; reliance must therefore be placed onmodel predictions . Cellular automata finite

element (CAFE) models have been successfully used to predict microstructure evolution

during casting [15, 16], welding [17] and additive manufacturing [18–22]. However, due to

the high computational cost of three-dimensional simulations, integration of microstructure

predictions into the digital twin framework is still challenging.

Efforts have been made to accelerate three-dimensional CAFE simulations. A common

practice is to parallelize the calculation and distribute the computational loads to multiple

processors. In most CAFE models [15, 17, 19, 22], the parallelism is achieved with dis-

tributed memory due to the high memory requirement. Each processor has its own private

memory, which contains the data of a small part in the simulation domain. The private

memory of each processor is not directly accessible to the other processors. Accessing

data in the private memory of other processors is achieved by communication between

different processors, which is time-consuming. Moreover, balancing the loads among all

the processors is not a trivial task. Lian et al. [23] distribute the CAFE cells evenly over

all the processors with a static decomposition method. However, in a CAFE simulation

for additive manufacturing, most computation tasks occur near the melt pool. As the

laser moves, the computationally intensive region moves. With a static decomposition

method, the computational loads are not evenly distributed over the processors. In the

model of Carozzani et al. [15], a coarse mesh is employed, where the elements are only

activated and assigned to a processor when they are close to the melt pool. With this

dynamic decomposition method, the computation loads are evenly distributed. Teferra and

Rowenhorst [22] further optimized the CAFE model by first collecting the computational

tasks from the whole simulation domain and then distributing the tasks evenly over all the

processors. However, this method increases the time required for communication between

the different processors. An AM simulation may take 2 to 3 days to finish [22]. Rolchigo

[24] proposed a sparse temperature-time data format based on the final time when a cell

solidifies and achieved an acceleration in the AM simulation by reducing the computation

tasks. However, the sparse temperature-time data format leads to inaccurate calculations
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in regions where the material solidifies and remelts several times. Despite so many im-

provements in accelerating CAFE simulations, a three-dimensional CAFE simulation still

requires a long computation time [22] or a high computation power [24], which makes

those models unsuitable for high-throughput numerical tests or as a building block in a

digital twin framework for AM.

In this chapter, a computationally effective CAFE model is described, which reduces the

computation time from days tominutes. The efficiency comes from twomajor optimizations.

Firstly, the new CAFE model employs a time step which is around 20 times larger than

that in traditional CAFE models. Traditional CAFE models employ a Euler forward method

for temporal integration and require a small time step to minimize the truncation error

and avoid a multi-capture problem, while the new CAFE model eliminates the temporal

truncation errorwith an exact integration and solves themulti-capture problemwith amulti-

level capture algorithm, enabling the usage of a large time step. Secondly, after reducing

the memory requirement through the optimization in memory usage and a subdomain

activation and deactivation method on a regular coarse mesh, the new CAFE model is

parallelized with shared memory, which achieves a balance between the computation loads

of all the processors. The proposed CAFE model is verified in directional solidification

simulations and shows an independency on the time step size. Subsequently, the new CAFE

model is validated with a 316L AM case and three NiTi AM samples, manufactured under

different conditions and having different textures. The new CAFE model produces fast and

accurate predictions for the grain morphology and the texture of different AM samples.

Furthermore, a discussion is provided on the mechanisms of texture formation and texture

control during additive manufacturing.

5.2 Methods
5.2.1 Model basics
In the current multi-grid CAFEmodel, the simulation domain is discretized into a number of

rectangular cuboids, which are called subdomains. Each subdomain has a unique subdomain

index and variables including the activation status (active or inactive), the phase status

(solid, liquid or mushy) and the temperature at the cuboid vertices. Each subdomain is

further discretized into cubic cells referenced with a local cell index. Each cell has variables

including grain ID, phase status (solid, liquid and interface) and the temperature at the cell

center at the start and the end of the CAFE time step. With the multi-grid setup, a CAFE

cell can be uniquely identified with the combination of a subdomain index and a local

cell index, which is called the cell ID in this work. Each interface cell also has additional

variables related to growth. A subdomain is mushy if it includes at least one interface cell,

while a solid or liquid subdomain contains only solid or liquid cells, respectively.

5.2.2 The temperature calculation
To simulate solidification during additive manufacturing, temperature profiles are necessary

inputs for the CAFE model, which can be obtained through various methods including

computational fluid dynamics models, finite element models and analytical thermal models.

Although analytical thermal models are less accurate due to the use of constant material

properties and failure to explicitly incorporate convection and radiation, they have the
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best computational efficiency and thus are employed in the current CAFE model.

In this work, the analytical model proposed by Schwalbach et al. [25] is employed to

calculate the temperature profiles around the melt pool. In the model of Schwalbach et al.,

the moving heat source is approximated by a set of discrete heat sources, each of which

lasts for a short time. The temperature 𝑇 at a point with coordinates (𝑥,𝑦,𝑧) at time 𝑡 is

given by [25]

𝑇 = 𝑇0+

𝑛

∑

𝑖=1

𝜂𝑃Δ𝑡𝑇

𝜋1.5𝜌𝑐𝑝
√
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2
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−
(𝑧− 𝑧𝑖)

2

2𝜆𝑧𝑖 ]
(5.1)

with

𝜆𝑞𝑖 = 𝜎
2
𝑞𝑖+2𝛼(𝑡 − 𝜏𝑖), 𝑞 = 𝑥,𝑦,𝑧, (5.2)

where 𝑇0 is the ambient temperature, 𝜂 the absorption efficiency, 𝑃 the power, 𝜌 the density,

𝑐𝑝 the specific heat, 𝛼 the thermal diffusivity and 𝑛 the number of the considered discrete

heat sources. 𝜎𝑥𝑖, 𝜎𝑦𝑖 and 𝜎𝑧𝑖 are the dimensions of the 𝑖th discrete heat source in the 𝑥 , 𝑦

and 𝑧 directions, while 𝑥𝑖, 𝑦𝑖 and 𝑧𝑖 are the coordinates of the 𝑖th discrete heat source center.

The 𝑖th heat source is activated at time 𝜏𝑖 and lasts for a short time period Δ𝑡𝑇 , which is

given by [25]

Δ𝑡𝑇 =
𝜎𝑥

𝑣𝑠
, (5.3)

where 𝑣𝑠 is the scanning velocity of the laser beam. Only the discrete heat sources which

satisfy 𝜏𝑖 > 𝑡 − 𝑡𝑐𝑢𝑡 are considered in Equation (5.1), where 𝑡 is the current time and 𝑡𝑐𝑢𝑡 the

cutoff time given by [25]

𝑡𝑐𝑢𝑡 =
𝜂𝑃Δ𝑡𝑇

2
√
2𝜋1.5𝜌𝑐𝑝𝛼

. (5.4)

In previous works [22, 25], the discrete heat sources are activated at fixed time points

throughout the simulation. However, this may introduce fluctuations in the temperature

profile, leading to solidification-remelting in the front of the melt pool. To remove this spu-

rious effect and to keep a stable melt pool shape throughout the simulation, the activation

time 𝜏𝑖 of the 𝑖th discrete heat source is determined based on current time 𝑡

𝜏𝑖 = 𝑡 − 𝑖Δ𝑡𝑇 . (5.5)

During additive manufacturing, the laser beam moves back and forth following the

scanning pattern of the current layer. In the current CAFEmodel, a scan pattern is generated

by calculating the heat source locations at different time points based on the hatching

distance ℎ𝑑 and the scanning direction. At the boundary of the scan pattern, the discrete

heat sources in one pass may influence the temperature profile in the next pass, leading to

an enlarged melt pool. To remove this boundary effect and to simulate the texture evolution

in the center of the additively manufactured component, a padding distance is applied

at the beginning and the end of each pass. In additive manufacturing experiments, the

scanning direction may rotate after finishing one layer, which is also considered in the

current CAFE model.
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5.2.3 The growth algorithm
Following the decentered growth algorithm proposed by Gandin and Rappaz [16], each

interface cell is associated with a growth octahedron with its diagonals parallel with the

preferential growth direction, namely the ⟨100⟩ crystallographic direction in a cubic crystal

system. The half diagonal of the growth octahedron is called growth length 𝑙 and is updated

in each CAFE time step with

Δ𝑙 = 𝑙2− 𝑙1 = ∫

𝑡2

𝑡1

𝑣𝑔 (Δ𝑇 )d𝑡, (5.6)

where 𝑣𝑔 is the growth velocity, 𝑙1 and 𝑙2 the growth length at the start and the end of the

CAFE time step, 𝑡1 and 𝑡2 the time at the start and the end of the CAFE time step.

The growth velocity is determined with the KGT (Kurz-Giovanola-Trivedi) model [26],

which describes directional growth at a high growth rate. In the current CA model, an

approximated solution [22, 27, 28] of the KGT model is employed, which gives the growth

velocity 𝑣𝑔 as a function of undercooling Δ𝑇 = 𝑇𝑙 − 𝑇 ,

𝑣𝑔 (Δ𝑇 ) = 𝑎Δ𝑇
2.5
, (5.7)

with

𝑎 =
𝐷𝑙

5.51𝜋2(−𝑚𝑙(1− 𝑘)𝑐0)
1.5Γ

, (5.8)

and

Δ𝑇 = 𝑇𝑙 − 𝑇 , (5.9)

where 𝐷𝑙 is the diffusion coefficient in the liquid, 𝑚𝑙 the slope of the liquidus line, 𝑘 the

partitioning coefficient, Γ the Gibbs Thomson coefficient, 𝑐0 the nominal concentration, 𝑇𝑙

the liquidus temperature and 𝑇 the temperature of the considered interface cell.

In traditional CAFE models, the growth length change Δ𝑙 in each time step is estimated

with

Δ𝑙 = 𝑣𝑔Δ𝑡, (5.10)

where Δ𝑡 is the time step. This may lead to a discretization error, especially in conditions

with a high cooling rate. In the current CAFE model, the growth length is updated in each

time step by calculating the integral in Equation (5.6) directly. Combining Equations 5.6,

5.7 and 5.12 gives

Δ𝑙 = ∫

𝑡2

𝑡1

𝑎 [𝑇𝑙 − 𝑇 (𝑡)]
2.5

d𝑡. (5.11)

With a linear interpolation, the temperature 𝑇 (𝑡) of the considered interface cell at time 𝑡

can be written as

𝑇 (𝑡) = 𝑇1+
𝑡 − 𝑡1

𝑡2− 𝑡1
(𝑇2− 𝑇1) , (5.12)

where 𝑇1 and 𝑇2 are the temperature at the start and the end of the time step. In this

case, the integral in Equation (5.11) can be evaluated numerically with the antiderivative

function or the Gaussian quadrature rule. A higher order temperature interpolation may

be employed here to improve accuracy. However, as the CAFE time step is very small,

linear interpolation is enough for solidification simulation.
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With increasing time, the growth octahedron of the considered interface cell becomes

larger and captures neighboring liquid cells in the Moore neighborhood. For each neigh-

boring liquid cell, a critical growth length 𝑙𝑐𝑟𝑖𝑡 for capture is calculated. If the growth length

of the consider interface cell reaches the critical growth length 𝑙𝑐𝑟𝑖𝑡 , the corresponding

liquid cell is then captured and transform into a new interface cell. The capture time 𝑡𝑐𝑎𝑝 is

calculated by solving

𝑙1+∫

𝑡𝑐𝑎𝑝

𝑡1

𝑎 [𝑇𝑙 − 𝑇 (𝑡)]
2.5

d𝑡 = 𝑙𝑐𝑟𝑖𝑡 . (5.13)

After a liquid cell is transformed, a new growth octahedron is formed in the newly trans-

formed interface cell inheriting the orientation of the parent growth octahedron. The

center and the initial growth length of the new growth octahedron are determined by

truncating the parent growth octahedron with the algorithm described in [16]. Note the

calculation of the new growth octahedron is based on the parent octahedron at the time

𝑡𝑐𝑎𝑝 , instead of the parent octahedron at the end of the time increment 𝑡2. After the liquid

cell transforms into a new interface cell, the change in the growth length between the

capture time 𝑡𝑐𝑎𝑝 and the end of the time step 𝑡2 is calculated with

Δ𝑙 = ∫

𝑡2

𝑡𝑐𝑎𝑝

𝑣𝑔 (Δ𝑇 )d𝑡. (5.14)

If all the neighboring cells in the Moore neighborhood are interface cells or solid cells,

the considered interface cells then transform into solid cells.

5.2.4 Nucleation
In the current CAFE model, homogeneous nucleation inside the undercooled melt is consid-

ered. The distribution function of the nucleation density 𝑛𝑛 with respect to undercooling

Δ𝑇 is given by a Gaussian distribution [21, 29]

d𝑛𝑛

dΔ𝑇
=

𝑁0

Δ𝑇𝜎
√
2𝜋

exp
[
−
Δ𝑇 −Δ𝑇𝑚

2Δ𝑇 2𝜎 ]
, (5.15)

where 𝑁0 is the maximum nucleation density, Δ𝑇𝑚 the mean nucleation undercooling

and Δ𝑇𝜎 the standard deviation for the nucleation undercooling. In the beginning of the

CAFE simulations, CAFE cells are randomly selected as potential nucleation sites [23]. The

number of potential nucleation sites 𝑛𝑠𝑖𝑡𝑒𝑠 is calculated by

𝑛𝑠𝑖𝑡𝑒𝑠 =
𝑁0𝑉

Δ𝑥3
, (5.16)

where 𝑉 is the volume of the simulation domain. Each potential nucleation site is assigned

with a critical nucleation undercooling Δ𝑇𝑐𝑟𝑖𝑡 , following the Gaussian distribution described

by Equation (5.15). In each CAFE time step, nucleation checks are performed for under-

cooled liquid cells. If the considered liquid cell is a potential nucleation site and has an

undercooling larger than Δ𝑇𝑐𝑟𝑖𝑡 , nucleation will be triggered. With linear interpolation of

the temperature, the exact nucleation time 𝑡𝑛 is given by

𝑡𝑛 = 𝑡1+
(𝑇𝑙 −Δ𝑇𝑐𝑟𝑖𝑡)− 𝑇1

𝑡2− 𝑡1
. (5.17)
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After nucleation, the liquid cell transforms into a new interface cell with a randomly gen-

erated orientation. If this occurs in a liquid subdomain, the phase status of the subdomain

will change from liquid to mushy.

5.2.5 Time step
The time step Δ𝑡 is calculated based on the ratio between the cell size Δ𝑥 and the scanning

velocity 𝑣𝑠

Δ𝑡 = 𝜉
Δ𝑥

𝑣𝑠
. (5.18)

In traditional CAFE models, small 𝜉 values including 0.024 [30], 0.04 [31], 0.1 [32], 0.2

[33] are employed to minimize the truncation error introduced by Equation (5.10) and

avoid a multi-capture problem. In the current CAFE model, the growth length of each

interface cell is calculated through direct integration, which reduces the discretization error.

Moreover, the capture of liquid cells and the nucleation events occur at specific time points.

In this case, the earliest event which transforms a cell from liquid to interface wins the

competition, which then avoids the issues with the multi-capture events. In theory, a large

time step can be used in the current CAFE model, which reduces the total computational

cost.

However, another problem needs to be solved in order to employ a large time step

(𝜉 > 0.2). In a CAFE time step, after the newly captured liquid cells transform into interface

cells, they can further capture their liquid neighbors in the same time step, even with

𝜉 < 1.0. Therefore, a multi-level capture algorithm is proposed to solve this issue, which is

described in next section.

5.2.6 The multi-level capture algorithm
In a CA time step, existing interface cells may capture their liquid neighbors in the Moore

neighborhood at different time points. After capture, newly transformed interface cells can

continue to grow and capture their liquid neighbors. For clarity, the interface cells which

exist at the start of the time step are defined as level 0, while the interface cells captured

by interface cells in level 𝑖 are defined as level 𝑖+ 1. Capture trees can be constructed

by denoting the interface cells and the neighboring cells they captured with nodes and

connecting the parent nodes with their child nodes, as shown in Figure 5.1.

In a large CA time step, a liquid cell near the solid-liquid interface could possibly be

captured by multiple interface cells at different levels. Consequently, the considered liquid

cell may be related to multiple capture nodes at different levels in the capture tree. The

status of the considered liquid cell should be determined by the node with the shortest

capture time, which does not necessarily have the smallest level number. To find the node

with the shortest capture time for the considered liquid cell, it is necessary to calculate all

possible capture nodes related to the considered cell. The same is true for other liquid cells

near the solid-liquid interface.

To find the earliest capture node for each liquid cell near the solid-liquid interface, a

direct algorithm is computing all the possible nodes within the capture trees. This can be

done by performing capture checks for each newly transformed interface cell in its Moore

neighborhood until no new interface cells are captured. However, this is computationally

expensive. Assuming each interface cell captures 10 liquid neighbors, the time complexity
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of this algorithm is Θ(𝑛010
𝑛𝑙−1), where 𝑛0 is the number of interface cells in generation

0 and 𝑛𝑙 the number of levels. As the time step increases, the number of levels increases

linearly and the computational cost increases exponentially.
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Figure 5.1: A schematic illustration of the pruning conditions in the multi-level capture algorithm. Capture trees

are constructed by denoting the interface cells and the neighboring cells they captured with nodes and connecting

the parent nodes with their child nodes. To reduce the computational tasks, two kinds of pruning conditions are

given here. Pre-pruning: if multiple nodes in the same level are related the same cell (cell index), only the node

with the smallest capture time is allowed to have child nodes; Post-pruning: if a node has a capture time smaller

than a node in a older level and they have the same cell index, then the node in the older level is invalid and its

child nodes are removed.

To reduce the computational cost, a multi-level capture algorithm is employed, which

computes the capture trees level by level and pruning is performed to reduce the com-

putational tasks. Consider nodes at a level 𝑖. Pre-pruning is performed based on capture

time and cell index of nodes in level 𝑖. A schematic illustration of the pruning conditions

is shown in Figure 5.1. If two or more nodes in level 𝑖 correspond to the same liquid cell,

only the node with shortest capture time is allowed to have child nodes. The capture time

comparison is also performed between the nodes at level 𝑖 and the nodes in previous levels.

If the considered node at level 𝑖 is later than any node in previous layers and they are

related to the same cell, then the considered node at level 𝑖 is not allowed to have child

nodes, which is considered as pre-pruning. If the considered node at level 𝑖 is earlier than a

node at a level 𝑗 (𝑗 < 𝑖) and they are related to the same liquid cell, then the node at level 𝑗

is invalid. If the invalid node at level 𝑗 has descendants, then its descendant nodes are also

invalid and will be removed from the capture trees. This operation is called post-pruning

as pruning is performed after the calculation of the descendant of the invalid nodes. The

level-by-level iterations continue until no new liquid cells are captured. The complexity

level for this algorithm is approximately Θ(26𝑛0𝑛𝑙) if we assume the number of nodes

in each layer is similar. The pseudocode of the multi-level capture algorithm is given in

Algorithm 1.
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Algorithm 1: The multi-level capture algorithm.

1 𝑁0 ; // set of interface cells at the beginning of the time step

2 𝑁𝑐 ← 𝑁0 ; // set of valid capture nodes in current level

3 𝑁𝑣 ← {} ; // set of valid capture nodes in current and previous levels

4 /* Iterate until there are no nodes in current level */

5 while 𝑁𝑐 ≠ ∅ do
6 𝑁𝑛 ← {} ; // set of valid capture nodes in next level

7 𝑁𝑖 ← {} ; // set of invalid capture nodes in 𝑁𝑣

8 /* Add nodes in current level into 𝑁𝑣 */

9 𝑁𝑣 ← 𝑁𝑣 ∪𝑁𝑐 ;

10 /* Pre-pruning */

11 𝑁𝑐 ← {the capture node with the shortest capture time for each captured cell in 𝑁𝑐};

12 /* Loop over all valid nodes in current level to get nodes in next level */

13 foreach 𝑛𝑐 ∈ 𝑁𝑐 do

14 /* The corresponding interface cell 𝑐𝑐 */

15 𝑐𝑐 ← the interface cell related to 𝑛𝑐

16 /* Update growth length 𝑙 of cell 𝑐𝑐 */

17 Update growth length 𝑙 of cell 𝑐𝑐 ;

18 /* Check all neighboring cells in the neighborhood of cell 𝑐𝑐 */

19 𝐶𝑛𝑏 ← {𝑐𝑛𝑏 |𝑐𝑛𝑏 is a cell in the Moore neighborhood of the cell 𝑐𝑐};

20 foreach 𝑐𝑛𝑏 ∈ 𝐶𝑛𝑏 do
21 /* Check if 𝑐𝑛𝑏 is captured by 𝑐𝑐 */

22 𝑙𝑐𝑟𝑖𝑡 ← the critical growth length to capture 𝑐𝑛𝑏;

23 if 𝑐𝑛𝑏 is not Liquid or 𝑙 ≤ 𝑙𝑐𝑟𝑖𝑡 then
24 continue;

25 /* Calculate the capture time 𝑡𝑐𝑎𝑝 for 𝑐𝑛𝑏 */

26 𝑡𝑐𝑎𝑝 ← the capture time for 𝑐𝑛𝑏;

27 /* Check if 𝑐𝑛𝑏 is captured in current or previous level */

28 𝑁𝑛𝑏,𝑣 ← {𝑛𝑣 |𝑛𝑣 is related to 𝑐𝑛𝑏 and 𝑛𝑣 ∈ 𝑁𝑣};

29 if 𝑁𝑛𝑏,𝑣 ≠ ∅ then
30 𝑛𝑛𝑏,𝑣 ← the node with the shortest capture time in 𝑁𝑛𝑏,𝑣 ;

31 if 𝑡𝑐𝑎𝑝 > capture time of 𝑛𝑛𝑏,𝑣 then
32 /* Collect invalid node in 𝑁𝑣 and save it into 𝑁𝑖 */

33 𝑁𝑖 ∪ {𝑛𝑛𝑏,𝑣} ;

34 else
35 /* Pre-pruning by ignore this capture event safely */

36 continue;

37 /* Collect the new capture node for the next level */

38 𝑁𝑛 ∪ {the new capture node related to 𝑐𝑛𝑏} ;

39 /* Post-pruning by remove invalid nodes in 𝑁𝑣 and 𝑁𝑐 */

40 𝑁𝑐 ← 𝑁𝑐 −𝑁𝑐 ∩𝑁𝑖;

41 𝑁𝑣 ← 𝑁𝑣 −𝑁𝑣 ∩𝑁𝑖;

42 /* Update nodes in current level */

43 𝑁𝑐 ← 𝑁𝑛;

44 Update interface cells based on 𝑁𝑣 for next time step;
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5.2.7 Parallelism and memory management
In this work, the simulation is parallelized with Open MP (multiprocessing) in a shared

memory environment. The simulation data is saved in a shared memory space which

is accessible for all the processors, which is useful to balance the loads between all the

processors. However, the memory size is usually limited by the available memory in a

single machine. In this case, saving the data of all the cells in the simulation domain is not

possible, as a simulation domain may include hundreds of millions of cells. In this case,

efforts have been made to reduce the memory requirement of the solidification simulation.

To reduce the memory requirement and to accelerate the simulation, the subdomains

are activated or deactivated based on the temperature at their vertices and their phase

status. The criteria for activation and deactivation of the subdomains are given below.

• Rule A: a subdomain is always inactive if is not deposited yet.

• Rule B: an inactive subdomain is activated if the temperature of any of its vertices is

between 𝑇𝑙 −Δ𝑇𝑙 and 𝑇𝑙 +Δ𝑇𝑙 .

• Rule C: an active subdomain is deactivated if the temperature of all of its vertices are

above 𝑇𝑙 +Δ𝑇𝑙 .

• Rule D: an active solid subdomain is deactivated if the temperature of all of its vertices

are below 𝑇𝑙 −Δ𝑇𝑙 and all the neighboring subdomains are solid.

With Rule A-D, the subdomains near the melt pool are active, while the liquid subdomains

in the melt pool center and the solid subdomains far from the melt pool are inactive. When

a subdomain is deactivated, the grain IDs of the cells in the deactivated subdomain are

saved on the hard disk in a HDF5[34] file. The data of cells in the deactivated subdomains

will then be cleared from the memory and the cells in the deactivated subdomains will not

be considered for solidification simulation until the subdomain is re-activated. When a

subdomain is activated, the grain IDs of its cells will be loaded from the hard disk.

The data storage is optimized to increase computational efficiency. In each active

subdomain, the cells data is saved in vectors, which ensures a contiguous memory allocation

and thus a good caching performance when looping over all the cells. The data of the

interface cells is saved within a free list which allows dynamic memory allocation.

Load balancing is easier to achieve in a shared memory environment than in a dis-

tributed memory environment. As mentioned earlier, all the processors in a shared memory

environment can directly access all the data in the memory. In this case, the computational

tasks can be equally assigned to all the processors without a large overhead.

5.2.8 The overall algorithm
The overall algorithm for the current CAFE solidification model is Algorithm 2. The simu-

lation domain is first initialized with a random Voronoi tessellation. Then, the simulation

proceeds with a constant time step Δ𝑡. In each time step, the temperature at the vertices

of all subdomains are firstly updated. Then, the program iterates over each subdomain

and performs activation or deactivation based on Rule A-D. After that, the temperature of

the cells in the active subdomains is updated. Interface cells which melt are then removed

from the free list. Then, the program loops over each undercooled liquid cell to check if
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nucleation is triggered. Subsequently, the program updates the growth length and captures

new interface cells with the decentered growth algorithm and the multi-level capture algo-

rithm. New interface cells will be added into the free list for interface cells. The interface

cells which do not have liquid neighbors are removed from the free list.

Algorithm 2: The overall algorithm for the CAFE solidification model.

1 Initialize the simulation domain with Voronoi tessellation;

2 𝑡 ← 0 ;

3 Δ𝑡 ← 𝜉 Δ𝑥
𝑣𝑠

;

4 while 𝑡 < 𝑡𝑒𝑛𝑑 do
5 Update temperature at the vertices of all subdomains;

6 Activate or deactivate the subdomains;

7 Update temperature for cells in the active subdomains;

8 Remove interface cells which melt;

9 Check nucleation for each undercooled liquid cell;

10 Update growth length for each interface cell and perform capture check;

11 Add new interface cells;

12 Remove interface cells which transform into solid;

13 𝑡 = 𝑡 +Δ𝑡;

14 Check if deposit a new layer in the simulation domain;

5.2.9 Material properties
In this work, additive manufacturing simulations are performed for two different materials,

namely a 316L steel and a Ni-Ti alloy. The parameters for velocity calculation of the 316L

steel are taken from the work of Teferra and Rowenhorst [22], while the parameters for

velocity calculation of the Ni-Ti alloy are obtained from Thermo-Calc. To match the dilute

solution approximation for Equation (5.7), the Ni-Ti alloy (49.4wt% ) is considered as a

binary system (NiTi-Ni) with Ni (1.2wt% ) dissolved in NiTi. The parameters for the 316L

steel and the transformed parameters for the NiTi-Ni system are given in Table 5.1.

Table 5.1: Material properties of a 316L steel [22] and a NiTi alloy.

Symbol Description Value for 316L Value for NiTi

𝑐0 The nominal concentration 4.85wt% 1.2at% (NiTi-Ni)

𝑘 The partitioning coefficient 0.48 0.50 (NiTi-Ni)

𝑚𝑙 The slope of the liquidus line −10.9K/wt% −7.70K/at% (NiTi-Ni)

𝐷𝑙 The diffusion coefficient in the liquid 3×10−9m2/s 3×10−9m2/s

Γ The Gibbs Thomson coefficient 1×10−7K ⋅m 2×10−7K ⋅m

𝜌 The density 8000kg/m3 6450kg/m3

𝜅 The thermal conductivity 18W/(m ⋅K) 30W/(m ⋅K)

𝑐𝑝 The specific heat 500J/(kg ⋅K) 489J/(kg ⋅K)

𝑇𝑙 The liquidus temperature 1609K 1583K
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5.3 Results
5.3.1 Influence of the time step size
To verify the independency of the proposed model on the time step size, different time

steps (𝜉 = 0.05, 0.5, 1.0, 1.5, 2.0) have been employed to simulate a directional solidification

case. The simulation is performed in a 400 × 400 × 400µm3
domain with a cell size of

1.0µm. The bottom is initialized with a Voronoi microstructure. A temperature gradient

of 1.0×106K/m is applied in the 𝑧 direction. As the simulation domain cools at a rate of

5.0 × 105K/s, directional solidification occurs. The fully solidified microstructure in the

two simulations with 𝜉 = 0.05 and 𝜉 = 2.0 are given in Figure 5.2. The microstructure in

the simulations with 𝜉 = 0.05 and 𝜉 = 2.0 are similar to each other in the XY-plane and

YZ-plane. This indicates the time step size has little influence on the simulation result.

With increasing 𝜉 , the time step size increases and the number of time steps to finish the

simulation decreases, leading to a decrease in the computational time. However, with

increasing time step size, the number of captured interface cells increases, which increases

the computational cost for each time step. In this case, the total computation time first

decrease and then increase with increasing 𝜉 . The minimum computation time is obtained

with 𝜉 = 1.0 for the directional solidification case.

XY-plane

YZ-plane
XY-plane (ξ = 0.05) XY-plane (ξ = 2.0)

YZ-plane (ξ = 0.05) YZ-plane (ξ = 2.0)

(a) (b) (c)

(d) (e) (f)

Figure 5.2: The results of directional solidification simulations: 3D view (a), grain morphology in XY-plane in

simulations with 𝜉 = 0.05 (b) and 𝜉 = 2.0 (c), grain morphology in YZ-plane in simulations with 𝜉 = 0.05 (e) and

𝜉 = 2.0 (f). The number of steps and the simulation time are given with respect to 𝜉 (d).
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5.3.2 Model validation with a 316L steel sample
The current model is validated by simulating the microstructure of a 316L component

with a {110}⟨001⟩ Goss texture, which was reported in the work of Andreau et al. [35].

The simulation is performed in a 720 × 720 × 570µm3
domain with a cell size of 1.5µm.

The simulation parameters are given in Table 5.2. The initial microstructure is generated

with a Voronoi tessellation. In the simulation, the scanning direction (SD) is parallel or

anti-parallel with the X+ direction, while the building direction (BD) is in the Z+ axis.

The simulation results are given in Figure 5.3. The color is determined as the inverse pole

figure (IPF) color in the Z+ direction. For a better illustration, two slices are made in the

XY-plane and YZ-plane which are perpendicular to the Z axis and the X axis, respectively.

The simulated microstructure in the YZ-plane (BD-TD) (Figure 5.3 (c)) agrees with the

microstructure (Figure 5.3 (f)) from the experiments. The green grains dominate in the

boundary of the melt pool as a result of the orientation selection effect of the neighboring

laser passes. In the center of the melt pool, the temperature gradient is parallel with the

Z axis, leading to the formation of the red grains. In addition, some yellow grains and

purple grains are observed in the simulation, which are also found in the experiment. The

orientation distribution (Figure 5.3 (d)) from the simulation matches with the experimental

orientation distribution (Figure 5.3 (e)), which is close to the {110}⟨001⟩ Goss texture.

Table 5.2: Parameters for the CAFE simulation of the 316L sample.

Parameter 316L sample

Laser power 𝑃 (W) 175

Absorption efficiency 𝜂 0.509

Scanning velocity 𝑣𝑠 (m/s) 0.5

Laser shape parameter 𝜎 (µm) 50.0

Laser shape parameter 𝜎𝑧 (µm) 33.5

Hatch distance ℎ𝑑 (µm) 140.0

Layer thickness 𝑙𝑡 (µm) 30.0

Maximum nucleation density 𝑁0 (×10
14m−3

) 5.0

Mean nucleation undercooling Δ𝑇𝑚 (K) 60

Deviation of nucleation undercooling Δ𝑇𝜎 (K) 30

Melt pool width (µm) 190

Melt pool height (µm) 80

With the current CAFE model, the simulation for the 316L sample with a {110}⟨001⟩

Goss texture takes 31 minutes with 64 AMD EPYC 7452 cores at 2.35 GHz. Teferra and

Rowenhorst [22] simulated the same sample with a 400 × 400 × 300 grid taking 65 hours

with 144 Intel Xeon Platinum 8168 cores at 2.7 GHz. In this case, the current CAFE model

is around 280 times faster, even though a finer grid (480 × 480× 380 grid) is employed in

the simulations. This acceleration comes from three sources. First, a larger time step is

used in the current CAFE model, which is safely achieved due to the implementation of

the integration calculation of the growth length and the multi-level capture algorithm.

Secondly, the implementation of the subdomain activation and deactivation method, which

limits the calculation to the active region near the melt pool boundary. The use of the
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Figure 5.3: The simulatedmicrostructure of the 316L sample with a {110}⟨001⟩Goss texture in 3D view (a), XY-plane

(b) and YZ-plane (c) and the simulated pole figure (d). The experimental pole figure (e) and the microstructure in

the BD-TD plane (f) are from the work of Andreau et al. [35].

subdomains also reduces the computational cost of locating the cells in the active region.

Thirdly, the parallelism is achieved with a shared memory method. In this case, time-

consuming communication between different processors is avoided and the computation

loads can be evenly redistributed over all the processors.

5.3.3 Model validation with NiTi samples
The current model is further validated by simulating the microstructure of additively

manufactured NiTi samples (sample-A, sample-B and sample-C, corresponding to low,

medium and high laser powers, respectively). The process parameters can be found in

Table 5.3. To avoid cracking, the scanning direction is rotated by 67 degrees when depositing

a new layer. Different process conditions lead to different melt pool shapes and thus

different microstructures. The melt pool shapes are measured in the experiments and then

fitted with the analytical thermal model by tuning the absorption efficiency and the shape

parameters of the heat source. Other parameters including density, thermal conductivity,

the specific heat and the nucleation parameters are constant for all the simulations. In both

the simulations and the experiments, a coordinate system is defined based on the building

direction and the sample geometry. The Z axis is parallel with the build direction, while the

X and Y axes are perpendicular to the building direction. Note the X axis does not represent

the scanning direction, as the scanning direction rotates by 67 degrees for each new layer.
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EBSD measurements are performed in the XY-plane and the YZ-plane of the additively

manufactured samples. Due to experimental error introduced during sample preparation,

the measured XY-plane might not be exactly perpendicular to the building direction. The

EBSD measurement for the XY-plane might include microstructure in more than one layer,

since the layer thickness is very small (30µm or 40µm). For comparison, slices are made

from the simulated three-dimensional microstructure in the XY-plane and YZ-plane. At the

beginning of the simulations, three or four layers are deposited to make sure the bottom of

the melt pool does not go beyond the simulation domain. This leads to the appearance of

a random microstructure in the bottom of the YZ-plane of the simulations. However, it

disappears quickly after a few layers and has little influence on the dominant texture.

Table 5.3: Parameters for CAFE simulations of NiTi samples.

Parameter sample-A sample-B sample-C

Laser power 𝑃 (W) 250 400 950

Absorption efficiency 𝜂 0.829 0.847 0.631

Scanning velocity 𝑣𝑠 (m/s) 1.25 1.2 0.65

Laser shape parameter 𝜎 (µm) 40.0 60.0 30.0

Laser shape parameter 𝜎𝑧 (µm) 76.4 80.0 44.5

Hatch distance ℎ𝑑 (µm) 120.0 120.0 180.0

Layer thickness 𝑙𝑡 (µm) 30.0 30.0 40.0

Maximum nucleation density 𝑁0 (×10
14m−3

) 5.0 5.0 5.0

Mean nucleation undercooling Δ𝑇𝑚 (K) 60 60 60

Deviation of nucleation undercooling Δ𝑇𝜎 (K) 30 30 30

Melt pool width (µm) 160 234 600

Melt pool height (µm) 120 139 120

The microstructure of sample-A (low laser power) is simulated with a domain of 800×

800×810µm3
and a cell size of 1.0µm. The simulated and the experimental microstructure

and pole figures are given in Figure 5.4. In sample-A, the grains are randomly oriented

in both the simulation and the experiment. This is because the preferential orientation

changes as the scanning direction rotates by 67 degrees when a new layer is deposited.

A grain which grows preferentially in one layer may lose the growth competition after a

few layers. Before it disappears, the considered grain may last a few layers. This explains

why some large grains are observed in the YZ-plane in both simulation (Figure 5.4 (c))

and the experiment (Figure 5.4 (f)). In the XY-plane of the simulation (Figure 5.4 (b)),

the microstructure is characterized by large polygonal grains, which are surrounded by

several small columnar grains. The small columnar grains form a ring around the polygon.

Some polygons may include two or more grains. The edges of the polygon are parallel

or perpendicular to the scanning direction. With the scanning direction rotating by 67

degrees for each new layer, a polygon shape is thus formed. The feature of large polygonal

grains surrounded by smaller grains can also be found in the XY-plane of the experiment,

as shown in Figure 5.4 (e). Note the measured XY-plane (Figure 5.4 (e)) may include several

deposition layers due to experimental limitations, which might be the reason why some

densely stacked columnar grains are observed in Figure 5.4 (e). In the simulated pole figure
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Figure 5.4 (g), a global maxima is observed along the Z axis and multiple local maximum

points are observed in other directions, while the maximum points in the experimental pole

figure (Figure 5.4 (h)) are more randomly distributed. This mismatch might be caused by

the error in melt pool shape estimation. However, the maximum intensity in the simulation

is around 1.8, which indicates that sample-A has a very weak texture. This value is also

close to the maximum intensity in the experiment pole figure. In this case, the simulation

is in acceptable agreement with the experimental results.

[100] [011]

[1̄11]

XY-plane

YZ-plane
XY-plane YZ-plane

Simulated Experimental

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 5.4: The simulated microstructure of the NiTi sample-A in 3D view (a), XY-plane (b) and YZ-plane (c) and

the simulated pole figure (g). The experimental microstructure in pseudo-3D view (d), the XY-plane (e) and the

YZ-plane (f) and the experimental pole figure (h).

Similar to the simulation of sample-A, the microstructure of sample-B (intermediate

laser power) is simulated with a domain of 800 × 800 × 810µm3
and a cell size of 1.0µm.

The simulated microstructure, as well as the experimental microstructure, is presented in

Figure 5.5 for comparison. Unlike sample-A, the microstructure of sample-B is dominated
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by red grains, with one of their ⟨100⟩ crystallographic directions parallel with the Z axis.

In the XY-plane in the simulation (Figure 5.5 (b)), grains with distinct colors including

blue, purple and green scatter in the red grain matrix. This agrees with the experimental

observation in Figure 5.5 (e). In the YZ-plane (Figure 5.5 (c)), those scattered grains with

different colors propagate along the build direction (Z axis) as stripes, extending over

a few layers. Similar stripe-shaped grains with different colors can be identified in the

YZ-plane of the experiment, as shown in Figure 5.5 (f). For red grains in sample-B, one of

their ⟨100⟩ crystallographic directions is parallel with the Z axis, while the other two ⟨100⟩

crystallographic directions are oriented randomly. This leads to a ⟨100⟩ fiber texture, as

shown in Figure 5.5 (g). A similar ⟨100⟩ fiber texture is also observed in the experimental

pole figure.

[100] [011]

[1̄11]

XY-plane

YZ-plane
XY-plane YZ-plane

Simulated Experimental

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 5.5: The simulated microstructure of the NiTi sample-B in 3D view (a), XY-plane (b) and YZ-plane (c) and

the simulated pole figure (g). The experimental microstructure in pseudo-3D view (d), the XY-plane (e) and the

YZ-plane (f) and the experimental pole figure (h).
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Figure 5.6: The simulated microstructure of the NiTi sample-B in 3D view (a), XY-plane (b) and YZ-plane (c) and

the simulated pole figure (g). The experimental microstructure in pseudo-3D view (d), the XY-plane (e) and the

YZ-plane (f) and the experimental pole figure from EBSD scan (h) and XRD (i).
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In the simulation for sample-C (high laser power), a domain size of 800×800×800µm3

and a cell size of 1.0µm are employed. The results from the simulation and the experiment

are given in Figure 5.6. Similar to the microstructure of sample-B, red grains dominate in

the microstructure of the simulation and the experiment. In the XY-plane of the simulation

(Figure 5.6 (b)), the microstructure is composed of red, purple and fuchsia grains. Compared

to the sample-B, the fraction of the red grains in sample-C is larger and the orientation of

the non-red grains (orange and fuchsia) are more close to the red grain. This agrees with the

experimental result in Figure 5.6 (e). In the YZ-plane of the simulation, randomly oriented

grains are observed in the bottom region. After first few layers, red grains win the growth

competition and thus dominate in the microstructure. In the simulation (Figure 5.6 (c)), the

red grains propagate in the Z direction, which agrees with the experimental result as shown

in Figure 5.6 (f). Similar to the simulation of the sample-B, a fiber texture is observed in the

pole figure of the sample-C. However, a ring shape is absent in the experimental pole figure.

This discrepancy arises because grain size in the sample-C is much larger than the grain

size in the simulation for sample-C. As a result, the EBSD region only encompasses 5 or 6

grains, which is not quantitative for texture evaluation. To address this limitation, XRD

(X-ray diffraction) measurement was then performed to accurately evaluate the texture of

the sample-C. Based on the orientation distribution function determined with XRD, a pole

figure is plotted in Figure 5.6 (i), which agrees well with the simulation result.

5.4 Discussion
For a crystal with a cubic symmetry, the preferential growth direction is always the ⟨100⟩

direction. In a solidification problem, the preferential orientation which dominates the

growth has one of its ⟨100⟩ crystallographic direction parallel with the temperature gradient.

In other words, the temperature gradient selects the preferential orientation. How the

selection effect of the temperature gradient forms the {110}⟨001⟩ texture and the ⟨100⟩ fiber

texture is considered here.

The 316L steel sample is employed as an example to explain the formation of the

{110}⟨001⟩ texture. The unit vectors of the temperature gradient in the enlarged region of

YZ-plane and XY-plane in Figure 5.3 are plotted in Figure 5.7 (b) and (e), respectively. During

additive manufacturing, a CAFE cell may melt and solidify many times. The direction of the

temperature gradient for each CAFE cell is determined as the direction of the temperature

gradient when the considered CAFE cell is at the liquidus temperature for the last time. In

this case, the unit vector of the temperature gradient shown in Figure 5.7 (b) and (e) are

generated with multiple melt pools in different laser passes. In the YZ-plane (Figure 5.7

(b)), the temperature gradient is parallel with the build direction (Z axis) in the center of

the melt pool, while the temperature gradient in the junction of two laser passes has an

angle of around 45 degrees with the building direction (Z axis).

Consider a junction region between two laser passes in the same deposition layer.

The fist laser pass selects a few preferential orientations with one of their {110}⟨001⟩

crystallographic directions parallel with the temperature gradient of the first pass. The

second pass performs the same selection but with a different temperature gradient. As a

result, the preferential orientation for this junction region should have two of its {110}⟨001⟩

directions parallel with the temperature gradient in the first laser pass and the second laser

pass, respectively. If the out-of-plane component of the temperature gradient is neglected,
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then the preferential orientation can be determined, which is presented in the pole figure

in Figure 5.7 (c). In fact, the orientation shown in Figure 5.7 (c) is the main component

of the {110}⟨001⟩ Goss texture. However, the out-of-plane component of the temperature

gradient is not negligible, although it is small in the example case as shown in Figure 5.7 (e).

When the out-of-plane component is small, its influence on the preferential orientation can

be approximated by a rotation around the build direction (Z axis) for a certain angle. The

rotation is either clockwise or anticlockwise depending on which side (left or right) of the

laser pass the considered cell is located. As the scanning direction is anti-parallel for the

neighboring laser passes in the same layer, the cells in the junction region are on the same

side of the two passes. The preferential orientations of the two marked points in Figure 5.7

(e) are shown in Figure 5.7 (f), which matches the simulated and the experimental pole

figures for the 316L steel. It should be noted that this rotation approximation is only valid

when the out-of-plane component is small. With increasing out-of-plane component, the

temperature gradient direction in the neighboring passes shifts towards the X+ and X−

directions, respectively. In this case, the preferential orientation will change in a more

complex way.

[100] [011]

[1̄11]

(a) (b) (c)

(d) (e) (f)

Figure 5.7: Illustration of the formation of the {110}⟨001⟩ Goss texture in AM samples: the microstructure in the

YZ plane (a) and the XY plane (d), the temperature gradient in the enlarged region of the YZ plane (b) and the XY

plane (e). Neglecting the temperature gradient component in the X direction, the preferential orientation can

be determined and its ⟨100⟩ directions are plotted as arrows in (b) and dots in (c). If the temperature gradient

component in the X direction is considered, the ⟨100⟩ directions of the preferential orientation are modified, as

shown in (e) and (f).

The formation of the ⟨100⟩ fiber texture can be illustrated by comparing the texture
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and the temperature gradient in NiTi sample-A, sample-B and sample-C. Similarly, the

temperature gradient here refers to the temperature gradient of each cell when it is at the

liquidus temperature for the last time. The temperature gradient of sample-A, sample-B

and sample-C in the YZ-plane are given in Figure 5.8 (a), (b) and (c), where the black arrows

are the unit vector of the temperature gradient and the color represents different layers.

For a better view, the center regions of Figure 5.8 (a), (b) and (c) are enlarged in Figure 5.8

(d), (e) and (f), respectively.

(a) (b) (c)
Sample-A Sample-B Sample-C

(d) (e) (f)

(g) (h)

Figure 5.8: The direction of the temperature gradient in the YZ plane of sample-A (a), sample-B (b) and sample-C

(c), where neighboring deposition layers are differentiated with different colors. The center region of (a), (b) and

(c) are enlarged in (d), (e) and (f), respectively. The melt pool shape in the horizontal plane (g) and in the plane (h)

perpendicular to the scanning direction are also given here.

For NiTi samples, the scanning direction is rotated by 67 degrees for each new layer.

In this case, the scanning direction of each layer is not necessarily perpendicular to the
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YZ plane, leading to different layer shapes in the YZ plane, as shown in Figure 5.8 (a), (b)

and (c). The influence of the rotating scanning direction on the layer shape is dependent

on the melt pool shapes. The width and the length of the melt pool in sample-A is the

smallest among the three samples, as shown in Figure 5.8 (g) and (h). As a result, the layer

shape changes drastically with the rotating scanning direction. Compared to sample-A,

sample-B is manufactured with a wider and longer melt pool, leading to flatter layer shapes.

In sample-C, the width and the length of the melt pool is the largest. Thus, the layer shapes

in sample-C are nearly flat.

Due to the frequently changed layer shape and the small melt pool in sample-A, the

direction of the temperature gradient in sample-A is highly inhomogeneous. In this case,

a global preferential orientation cannot be found and the texture in sample-A is very

weak. The melt pool in sample-B is wider and longer than the weld pool in sample-A.

The temperature gradient in most CAFE cells is parallel with the Z axis. As a result, the

preferential orientations have one of their ⟨100⟩ crystallographic directions parallel with

the Z axis, while the other two ⟨100⟩ crystallographic directions are oriented randomly.

This leads to the formation of a ⟨100⟩ fiber texture. In sample-C, the melt pool is even wider

than the melt pool in sample-B. In this case, almost all cells have a temperature gradient

parallel with the Z axis, as shown in Figure 5.8 (f). As a result, the ⟨100⟩ fiber texture of

sample-C is stronger than the texture of the sample-B.

In summary, two different mechanisms exist to form a strong texture during additive

manufacturing. The first mechanism leads to the {110}⟨001⟩ texture, where the preferential

orientation is selected by two temperature gradients which are nearly perpendicular to

each other. In this case, the preferential orientation is unique. The temperature gradient

component in the scanning direction may change the preferential orientation, leading to

a deviation from the Goss texture. This means one can design the melt pool shapes to

tune this deviation and obtain a desired texture. Note this deviation is mirror-like in the

different sides of the melt pool. As a result, the final texture is composed of two strong

components. The second mechanism forms a fiber texture, where only one temperature

gradient is performing the selection. The preferential orientations are not unique. To the

author’s knowledge, it is difficult to employ this mechanism to form any texture other than

the ⟨100⟩ fiber texture.

Note that the two mechanisms may be present at the same time during additive man-

ufacturing, for example in the 316L steel sample. It is possible to tune the weld pool

shape, so that one mechanism is suppressed and the other mechanism is enhanced and

then dominates the texture evolution. Moreover, suppressing both the mechanisms during

additive manufacturing results in a component without a strong texture, which is favored

in cases where anisotropy is not required.

5.5 Conclusion
In this chapter, a novel cellular automata finite element (CAFE) model has been described,

which significantly accelerates the simulation of crystallographic texture and grain mor-

phologies in additively manufactured metallic materials, enabling the development of a

digital twin for additive manufacturing. This acceleration is achieved by the synergistic

effects of three key aspects in the model: the employment of large time steps without

compromising simulation accuracy, the implementation of the subdomain activation and
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deactivation method, and the utilization of parallelism through a shared memory approach.

With experimental validations, the optimized CAFE model demonstrates its robustness as a

tool for microstructure prediction. Through the analysis of both simulated and experimen-

tal results, this research uncovers the governing mechanisms behind texture evolution and

selection. This work represents a significant advancement towards efficient microstruc-

ture prediction in additive manufacturing, contributing to the realization of a digital twin

approach.
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6
Multi-scale modelling of

solidification cracking
during welding

In this chapter, a multi-scale multi-physics modelling framework to predict solidification
cracking susceptibility during welding is presented. The modelling framework includes a
thermo-mechanical model to simulate temperature and strain rate profiles during welding,
a cellular automata model to simulate the solidified microstructure in the weld pool and a
granular model to calculate the pressure profile in the liquid channel network. The developed
modelling framework is verified by comparing with welding experiments of a TRIP steel. The
modelling framework is capable of capturing the influence of the process parameters, grain
refinement and alloy composition on solidification cracking susceptibility, which agree with
experimental findings in the literature.
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6.1 Introduction
Nowadays, advanced high strength steels, which possess high strength and ductility, have

been widely employed in the automotive industry to reduce car body weight and thus 𝐶𝑂2

emissions [1]. The high strength and ductility of the advanced high strength steels are

achieved by adding high alloying contents. However, some alloying elements may lead

to a poor weldability. During welding, the detrimental elements may accumulates in the

liquid, resulting in the existence of liquid channels at a low temperature. As a result of

thermal contraction and solidification shrinkage, the interfaces of the liquid channels may

separate from each other. If liquid feeding throughout the liquid channel is not enough to

compensate for such a separation, cracks form, known as solidification cracking.

Solidification cracking is a complex problem which is associated with multi-physics

phenomena. The occurrence of solidification cracking during welding is associated with

three factors: the driving force to separate liquid channel interfaces, the existence of liquid

channels at a low temperature and insufficient liquid feeding. The three factors correspond

to different physics and have to be studied at different length scales. The driving force to

separate the liquid channel interfaces comes from thermo-mechanical interactions between

the solidified weld pool and the base material. As the weld pool is usually at the scale of

millimeters, the driving force to separate liquid channel interfaces needs to be evaluated at

a macroscale. The second and the third factors are related to the micro-segregation and

fluid flow within the liquid channel, which needs to be studied at a microscale.

Experimental works [2, 3] have been performed to study the influence of the processing

parameters including power and welding velocity on solidification cracking. Slyvinsky et

al. [4] reported that increasing the welding velocity 𝑣𝑠 with a constant power 𝑄 leads to a

decrease in solidification cracking susceptibility (SCS) for a nickel-base alloy. The decrease

in SCS with increasing welding velocity while keeping the power constant was confirmed

by Goodwin [5] and Agarwal et al. [6]. This was explained by the smaller thermal strain

generated during welding at a faster welding velocity 𝑣𝑠 [6]. Conversely, when the welding

velocity 𝑣𝑠 is increased with a constant 𝑄/𝑣𝑠 ratio, an increase in SCS was reported by

Ohshita et al. [7], Shibahara et al. [8], Suyitno et al. [9], Cicală et al. [10] and Goodwin

[5]. Nevertheless, it was also found [11] that increasing the welding velocity promotes the

transition from a columnar to an equiaxed structure in the weld pool and thus inhibits

solidification cracking in aluminum alloy 6082.

To further understand and avoid solidification cracking, efforts [12–14] have been made

to determine the critical strain or strain rate conditions for solidification cracking. Gao et

al. [12] investigated solidification cracking in laser welded TRIP steel with digital image

correlation and finite element modelling and determined the critical strain for hot cracking

in the range of 3.2% to 3.6%. Soysal and Kou [13] developed a test to assess the critical

deformation rate for solidification cracking. In their test, a stationary sheet is welded to a

sheet moving at a varying speed. The critical deformation rate can thus be determined by

plotting the crack length against the moving velocity.

Physics-based microscopic models have been developed to predict solidification crack-

ing for liquid channels in the mushy zone. The RDG (Rappaz-Drezet-Gremaud) model

[15] and the SCS model developed by Kou [16, 17] are widely used to predict SCS of dif-

ferent alloys. The RDG model calculates the pressure drop from the dendrite tip to the

coalescence of the liquid channel, assuming that liquid feeding is enough to compensate
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for the solid deformation. Solidification cracking occurs when the maximum pressure drop

is larger than a critical value. With the critical pressure drop value, a critical strain rate can

be determined. In Kou’s model [16], solidification cracking occurs when the separation

velocity of the liquid channel interfaces is larger than the sum of velocity terms from

transversal grain growth and liquid feeding. A SCS index [16] has been proposed as a

criterion to qualitatively compare the SCS of alloys with different compositions. Based

on Scheil-Gulliver solidification calculations, both the RDG model [15] and Kou’s model

[16, 17] have successfully predicted the SCS peak in Al-Cu alloy between 1 wt.% and 2

wt.%. Later, the RDG model [18] and Kou’s model [18–20] have been coupled with phase

field models, which can simulate the dendrite structure in the mushy zone explicitly and

provide a more realistic solidification path compared to Scheil-Gulliver calculations. Geng

et al. [20] simulated the dendritic microstructure with a phase field model and evaluated

the cracking susceptibility of an Al-Mg (4.0 wt.%) alloy using Kou’s SCS index. It was found

that back diffusion reduced the segregation within the liquid channel, leading to a small

SCS despite the freezing temperature range of the considered alloy. With a multi-phase

phase field model, Han et al. [18] studied the influence of the grain boundary energy 𝜎𝑠𝑠

on the coalescence behavior of the liquid channel and SCS. It was reported that a high 𝜎𝑠𝑠

value suppresses the coalescence of the liquid channel and increases SCS. Yang et al. [21]

calculated the maximum pressure drop with the RDG model under different alloy compo-

sitions and different grain boundary conditions. His results showed that coupled with a

quantitative phase field model, the RDG model is capable of accurately predicting the liquid

rupture state associated with solidification cracking. Liang et al. [22] studied the influence

of the pulling velocity and the temperature gradient on SCS under directional solidification

conditions and found that increasing the pulling velocity or decreasing the temperature

gradient results in an increase in the maximum pressure drop and thus an increase in SCS.

Despite the successful applications of the RDG model and Kou’s model in SCS prediction,

due to the high computational cost of phase field models, the aforementioned works are

limited to a small domain, which is at the scale of several hundred micrometers or even

smaller. Full-dimensional simulations, which include a whole weld pool or mushy zone,

are still challenging.

Efforts have been made to achieve SCS prediction in a full-dimensional simulation.

Sistaninia et al. [23] developed a three-dimensional granular model to simulate the fluid

flow within the liquid channel network during casting. By assuming Poiseuille flow and

mass balance in each liquid channel, a partial differential equation was derived, which

describes the evolution of the liquid pressure in the liquid channel network. It was shown

that deep in the mushy zone where the permeability is low, the local pressure can be

significantly lower than the pressure predicted by averaging techniques [23]. Later, the

proposed granular model was combined with a deformation model and a failure model [24].

The failure model assumed that cracks formwhen the pressure reaches a critical level, which

is related to the liquid channel width. The developed model [24] was then verified with a

semi-solid tensile test. The simulated stress and shear deformation agreed well with the

experimental data. Following the work of Sistaninia et al. [23, 24], Rajani and Phillion [25–

27] developed a multi-scale model to predict solidification cracking during fusion welding

of AL-Mg-Si alloys. According to their simulations, SCS decreased when increasing the

welding velocity while keeping the power constant, which agreed with experimental results
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[4–6, 28]. However, in their simulations, SCS decreased when increasing the power at

a constant velocity, which contradicted experimental results [5, 6, 28]. Moreover, the

simulations were performed on a microstructure which was artificially generated with a

Voronoi tessellation. The simulation domain was also limited to a small part of the weld

pool. Due to the limitations of existing works, a full-dimensional modelling framework to

evaluate SCS with real microstructures is still not available.

In this work, a multi-scale multi-physics modelling framework is developed to evaluate

solidification cracking susceptibility under different welding conditions. This framework

includes three models, which are coupled sequentially. Firstly, a thermomechanical model,

which calculates the profiles of temperature, stress and strain during welding; then, a

cellular automata model is employed to simulate the solidification microstructure based

on the thermal profiles. The simulated grain boundary structure in the mushy zone is

extracted and employed as a liquid channel network. A granular model is then employed to

calculate the pressure profiles within the liquid channel network. The developed modelling

framework is employed to study the influence of the welding velocity and grain refinement

on SCS and compared with experimental results.

6.2 Method
6.2.1 Thermomechanical modelling
The temperature profile 𝑇 in a welded component Ω is simulated with a finite element (FE)

model by solving

𝜌𝑐𝑝
d𝑇

d𝑡
= ∇ ⋅ (𝑘∇𝑇 )+𝑄 in Ω, (6.1)

where 𝜌 is the density, 𝑐𝑝 the specific heat capacity, 𝑡 the time, 𝑘 the thermal conductivity

and 𝑄 the volumetric heat source, which is given by a truncated-cone Gaussian heat source

model [6, 12, 29],

𝑄 =
3exp(3)𝜂𝑃

(exp(3)−1)𝑉𝑡𝑐
exp

(

−3𝑟2

𝑟20 )
, (6.2)

where 𝑃 is the power and 𝜂 the efficiency. 𝑉𝑡𝑐 is the volume of the truncated cone given by

𝑉𝑡𝑐 =
𝜋

3
(𝑧𝑒 − 𝑧𝑖)(𝑟

2
𝑒 + 𝑟𝑒𝑟𝑖+ 𝑟

2
𝑖 ). (6.3)

Here 𝑟𝑒 and 𝑟𝑖 are the radius of the heat source on the top and the bottom surface and 𝑧𝑒

and 𝑧𝑖 the 𝑧 coordinates of the top and the bottom surface, respectively. The radial distance

𝑟 of a given point (𝑥 , 𝑦, 𝑧) to the heat source center (𝑥𝑐 , 𝑦𝑐) is given by

𝑟 =
√
(𝑥 −𝑥𝑐)

2+(𝑦 −𝑦𝑐)
2. (6.4)

𝑟0 is the radius of the truncated-cone heat source, which varies linearly with 𝑧,

𝑟0 = 𝑟𝑖+(𝑟𝑒 − 𝑟𝑖)
𝑧− 𝑧𝑖

𝑧𝑒 − 𝑧𝑖
. (6.5)

Heat loss through convection and radiation is applied with a Neumann boundary condition,

𝑛 ⋅ 𝑞 = ℎ𝑐(𝑇 − 𝑇𝑎𝑚𝑏)+ 𝜀𝑟𝜎 (𝑇
4
− 𝑇

4
𝑎𝑚𝑏) on 𝜕Ω, (6.6)
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where 𝑛 is the interface normal on the boundary, ℎ𝑐 the heat transfer coefficient for

convective heat loss, 𝑇𝑎𝑚𝑏 the ambient temperature, 𝜀𝑟 the surface emissivity and 𝜎 the

Stefan-Boltzmann constant. The initial temperature is set to room temperature.

For the mechanical model, the governing equation for the quasi-static analysis is

∇ ⋅𝜎 = 0. (6.7)

where 𝜎 is the stress tensor. Considering geometric nonlinearity, the strain tensor 𝜀 is

related to the displacement vector �⃗� by

𝜀 =
1

2
[(∇�⃗�)

𝑇
+∇�⃗�+(∇�⃗�)

𝑇
∇�⃗�] . (6.8)

The strain tensor can be decomposed into three components,

𝜀 = 𝜀𝑇 + 𝜀𝑒 + 𝜀𝑝 , (6.9)

where 𝜀𝑇 , 𝜀𝑒 and 𝜀𝑝 are the thermal strain, elastic strain and the plastic strain, respectively.

The material is modelled with linear elasticity and perfect plasticity without hardening,

𝜎 = 𝐶 ∶ 𝜀𝑒 , (6.10)

where 𝐶 is the elasticity tensor. The thermal strain 𝜀𝑇 , as a function of the temperature, is

only considered below the liquidus temperature. During welding, the welded component

is fixed at certain boundaries Γ, where a Dirichlet boundary condition is applied,

�⃗� = 0⃗ on Γ. (6.11)

The thermomechanical analysis is performed with the commercial FE modelling software

COMSOL. Lagrange quadratic elements are employed in the FE simulation.

6.2.2 Microstructure modelling
The solidification microstructure is simulated with a cellular automata (CA) model, in

which the solidification growth velocity 𝑣𝑔 is calculated as a function of local undercooling

Δ𝑇 based on the LGK (Lipton-Glicksman-Kurz) model; details of this CA model are given

in Chapter 5. In the previous chapter, the CA simulation is performed based on the

temperature profile from an analytical model. Here, the temperature profile from the

thermomechanical FE model is employed as input for the solidification CA simulation.

With the Lagrange quadratic interpolation, the temperature 𝑇 at the center (𝑥𝑐𝑒𝑙𝑙 , 𝑦𝑐𝑒𝑙𝑙) of a

CA cell is calculated by summing up the product of the shape function 𝑁𝑖 and the FE node

temperature 𝑇𝑖 in the corresponding FE element

𝑇 =∑

𝑖

𝑇𝑖𝑁𝑖(𝑥𝑐𝑒𝑙𝑙 , 𝑦𝑐𝑒𝑙𝑙). (6.12)

As the interfacial energy is not considered in the decentered growth algorithm in the

CA model, a jagged interface may be observed at the grain boundaries, which is unfavor-

able for the subsequent liquid drop calculation. To remove this effect, the solidification

microstructure is post-processed with a smoothing procedure. The smoothing procedure



6

132 6 Multi-scale modelling of solidification cracking during welding

follows the physics of grain growth and checks the curvature at each CA cell at the grain

boundary. According to Nastac [30], the curvature 𝜅 of a CA cell can be estimated with

𝜅 =
1

Δ𝑥
(1−2𝑓𝑔) , (6.13)

where Δ𝑥 is the CA cell size, 𝑓𝑔 the volume fraction of the grain in the Moore neighborhood,

to which the considered cell belongs. Different from Nastac’s solidification model, the CA

cell in this work does not have a grain fraction and only belongs to one grain. In this case,

an extended Moore neighborhood is employed for the curvature calculation to achieve

a better accuracy. If the curvature 𝜅 is larger than a critical value 𝜅𝑐𝑟𝑖𝑡 or if the volume

fraction 𝑓𝑔 of the grain in the extended Moore neighborhood is smaller than a critical value

𝑓𝑔,𝑐𝑟𝑖𝑡 , the considered CA cell then transforms into the grain which has the largest volume

fraction in the extended Moore neighborhood. The smoothing algorithm is performed for

several iterations.

After grain boundary smoothing, the microstructure in the mushy zone during welding

is extracted. The mushy zone is determined as the zone between two isotherms: the liquidus

temperature 𝑇𝑙 and the solidus temperature 𝑇𝑠 . The solidus temperature 𝑇𝑠 is determined

as the temperature at which the solid fraction 𝑓𝑠 is equal to 0.98 in the Scheil-Gulliver

calculation. Then, the grain boundary structure is extracted with Dream3D [31] using

quick surface meshing and Laplacian smoothing. The resultant hypersurface is employed

as the liquid channel network for the subsequent pressure drop calculation.

6.2.3 Modeling of pressure drop
Following the work of Sistaninia [23, 24], assuming Poiseuille flow in the liquid channel,

the pressure 𝑝 evolution in the liquid channel network Ω𝑙 is governed by

2ℎ3

3𝜇𝑣
∇
2
𝑝 = 𝑣𝑠 + 𝑣𝑚 in Ω𝑙 , (6.14)

where ℎ is the half width of the liquid channel, 𝜇𝑣 the viscosity, 𝑣𝑠 the separation velocity

due to solidification shrinkage and 𝑣𝑚 the separation velocity due to mechanical constraints.

A Dirichlet boundary condition is applied at the liquid interface Γ𝑙,𝐷 defined by 𝑇 = 𝑇𝑙 ,

𝑝 = 0 on Γ𝑙,𝐷. (6.15)

A Neumann boundary condition is applied on the remaining boundaries Γ𝑙,𝑁 ,

𝑛 ⋅∇𝑝 = 0 on Γ𝑙,𝑁 . (6.16)

Consider a liquid film between two columnar grains, as shown in Figure 6.1. Following

Kou’s work [16], the radius of a columnar grain is proportional to the square root of the

solid fraction

√
𝑓𝑠(𝑇 ). The half width of the liquid channel ℎ can be calculated with

ℎ =
𝜆

2 (
1−

√
𝑓𝑠(𝑇 ))

, (6.17)

where 𝜆 is the grain distance, which is calculated by summing up the radius of the two

neighboring grains,

𝜆 = 𝑅𝑡 +𝑅𝑏, (6.18)



6.2 Method

6

133

M O

λ

2h

P

S

O

S

P

M

P1

O1

P2

O2

n⃗2

(a)

(b)

Figure 6.1: Illustration of the liquid channel between two columnar grains in the cross sections perpendicular to

the columnar axis (a) and parallel to the columnar axis (b).
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where 𝑅𝑡 and 𝑅𝑏 are the radius of the top grain and bottom grain in Figure 6.1 (b). In the

simulated microstructure, the grains are not perfect cylindrical shapes. In this case, the

grain radius is determined for each interface element locally and the grain radius varies at

different locations. For example, for an interface element with its center at point 𝑃1, the

radius of the top grain is calculated with

𝑅𝑡 =
−−−→
𝑂1𝑃1 ⋅𝑛𝑠 , (6.19)

where 𝑂1 is the nearest point on the axis of the top grain to the considered point 𝑃1 and 𝑛𝑠

the unit vector of the considered interface element. Here, the nearest point 𝑂1 on the grain

axis instead of the grain center 𝑂 is employed, to avoid overestimating the liquid channel

width at the ends of the columnar grains. The grain axis passes the grain center and is

in the direction in which the columnar grain propagates. The distance of the grain axis

endpoints to the nearby end of the columnar grains is equal to the mean radial distance of

all the interface elements to the grain axis. The radius of the bottom grain at point 𝑃1 can

be calculated similarly.

The separation velocity due to solidification shrinkage is calculated with

𝑣𝑠 = 𝛽𝜆
d
√
𝑓𝑠(𝑇 )

d𝑇
�̇� , (6.20)

where 𝛽 is the shrinkage factor (𝛽 = 𝜌𝑠/𝜌𝑙 −1) and �̇� the temperature changing rate.

The separation velocity 𝑣𝑚 due to mechanical constraints is calculated assuming the

deformation is localized in the liquid. Consider an interface element in the liquid channel

with its center at 𝑃 , as shown in Figure 6.1 (a) and (b). The center of the top columnar

grain is 𝑂. The line 𝑂𝑃 intersects the solid-liquid interface at point 𝑆. The velocity of the

point 𝑃 with respect to the point 𝑂 can be obtained by integrating the strain rate �̇�,

𝑣𝑚,1 = ∫

𝑃

𝑂

�̇�d𝑥. (6.21)

Meanwhile, due to thermal contraction, the length of 𝑃𝑆 and 𝑆𝑂 decrease, leading to a

contribution 𝑣𝑚,2 to the separation velocity 𝑣𝑚,

𝑣𝑚,2 = −∫

𝑃

𝑆

𝛼𝑙 �̇�d𝑥 −∫

𝑆

𝑂

𝛼𝑠 �̇�d𝑥, (6.22)

where 𝛼𝑙 and 𝛼𝑠 are the linear thermal expansion coefficients of the liquid and the solid

respectively. Here, it is assumed that 𝛼𝑙 ≈ 𝛼𝑠 ≈ 𝛼, where 𝛼 is the temperature dependent

thermal expansion coefficient used in the thermal-mechanical analysis. The 𝑣𝑚,2 velocity

component can be written as

𝑣𝑚,2 = −∫

𝑃

𝑂

𝛼�̇�d𝑥. (6.23)

The separation velocity 𝑣𝑟𝑚 due to mechanical constraints from the top columnar dendrite

is then given by

𝑣
𝑟
𝑚 = 𝑛𝑠 ⋅(𝑣𝑚,1+ 𝑣𝑚,2) = 𝑛𝑠 ⋅∫

𝑃

𝑂
(�̇�−𝛼�̇� 𝐼)d𝑥, (6.24)
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where 𝑛𝑠 is the interface normal unit vector of the considered interface element and 𝐼 the

identity matrix. Similarly, the separation velocity 𝑣𝑙𝑚 due to mechanical constraints from

the left columnar dendrite can be obtained and the total mechanical contribution 𝑣𝑚 is

given by

𝑣𝑚 = 𝑣
𝑟
𝑚+ 𝑣

𝑙
𝑚

= 𝑛𝑠 ⋅∫

𝑃

𝑂
(�̇�−𝛼�̇� 𝐼)d𝑥 −𝑛𝑠 ⋅∫

𝑃

𝑀
(�̇�−𝛼�̇� 𝐼)d𝑥.

(6.25)

�̇�−𝛼�̇� 𝐼 is the strain rate part which needs to be compensated by liquid feeding. In this

work, it is called the effective strain rate.

In the current work, the liquid channel network, which is basically a hyper-surface in a

three-dimensional space, is discretized into multiple triangular elements. An in-house finite

element solver is then employed to solve Equation (6.14) on the liquid channel network.

6.2.4 The experimental conditions and material properties
The current modelling framework has been employed to simulate the welding experiments

performed by Agarwal et al. [29]. Bead-on-plate laser welding experiments were performed

on TRIP steel plates at a distance of 5mm to the free edge, as shown in Figure 6.2. Four

welding experiments were performed at different welding velocities (10mm/s, 9mm/s,

8mm/s and 7mm/s) and different powers (1100W, 990W, 880W and 770W), respectively.

In the four experiments, the ratio between the power and the welding velocity was constant.

In the samples with welding velocities of 10mm/s, 9mm/s and 8mm/s, longitudinal cracks

were observed in the center of the weld, while there was no crack in the sample with

welding velocity 7mm/s.

Laser path

90mm

45mm

Thickness: 1.25mm

5mm

Distance to

the free edge

X

Y

Z

Fixed

Figure 6.2: The experimental configuration in the work of Agarwal et al. [29].
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The composition of the TRIP steel is given in Table 6.1 [29].The properties of the TRIP

steel are given in Figure 6.3. Thermal properties including the specific heat 𝑐𝑝 , thermal

conductivity 𝑘 and density 𝜌 are obtained from the work of Agarwal et al. [29]. Properties

for the FE mechanical analysis including thermal expansion, yield stress and Young’s

modulus are obtained from the work of Ahmed [32]. The temperature dependent solid

fraction 𝑓𝑠 and the solidification shrinkage factor 𝛽 are obtained from the Scheil-Gulliver

calculations in Thermo-Calc. Note the sharp transition in the curve of shrinkage factor 𝛽

comes from the peri-eutectic reaction.

Table 6.1: Composition of the TRIP steel [29].

Elements (wt%) C Mn Al Si Cr P S

TRIP 0.19 1.63 1.1 0.35 0.019 0.089 0.005

Figure 6.3: The temperature dependent properties of the TRIP steel employed in the welding experiments of

Agarwal et al. [29].

6.3 Results
6.3.1 The profiles of the temperature and the strain rate
With the thermal-mechanical analysis, the profiles of the temperature and the strain rate

during welding are obtained. The profile of strain rate components �̇�𝑥𝑥 , �̇�𝑦𝑦 and �̇�𝑧𝑧 in the
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simulation with 𝑣 = 10mm/s at the time when the laser center is at 𝑦 = 20mm are shown in

Figure 6.4 (a), (c) and (e), respectively. As shown in Section 6.2.3, the separation velocity is

related to the effective strain rate �̇�−𝛼�̇� 𝐼 . In this case, the components of the effective strain

rate �̇�−𝛼�̇� 𝐼 are given in Figure 6.4 (b), (d) and (f). Additionally, isotherms of the liquidus

temperature 𝑇𝑙 and the solidus temperature 𝑇𝑠 are plotted as red lines; the region between

the two red lines is determined as the mushy zone where the liquid is partially solidified.

The strain rate in the mushy zone determines the loading conditions of the liquid channels

in the mushy zone. As shown in Figure 6.4 (a), a small zone with positive strain rate �̇�𝑥𝑥

is observed near the tail of the weld pool, which is surrounded by a large region with a

negative strain rate. After considering the strain rate contribution from thermal contraction,

the positive strain rate region near the tail of the weld pool is elongated to the end of the

mushy zone, favoring solidification cracking in the welding direction. Similar to the profile

of �̇�𝑥𝑥 , in the profile of �̇�𝑦𝑦 (Figure 6.4 (c)), a positive strain rate region, which spans over the

weld pool tail and part of the mushy zone, is surrounded by a negative strain rate region.

After considering the strain rate contribution from thermal contraction, the effective strain

rate (�̇�−𝛼�̇� 𝐼 )𝑦𝑦 is positive in the whole mushy zone, favoring the solidification cracking

perpendicular to the welding direction. In the profile of �̇�𝑧𝑧 (Figure 6.4 (c)), negative strain

rate dominates in the mushy zone. After considering the strain rate contribution from

thermal contraction, the effective strain rate (�̇�−𝛼�̇� 𝐼 )𝑧𝑧 in the mushy zone is still negative

but with a smaller value.

To study the influence of the welding velocity, the results of simulations with different

welding velocity are compared, as shown in Figure 6.5. The length of the weld pool and the

length of the mushy zone along the center line are determined based on the temperature

profile in each simulation. As shown in Figure 6.5 (b), with increasing welding velocity,

both the weld pool length and the mushy zone length increase. With increasing mushy

zone length, the liquid feeding in the tail of the mushy zone is more difficult, leading to an

increase in solidification cracking susceptibility.

In the experiments, solidification cracks form along the weld path, which is attributed

to the strain rate in the 𝑥 direction; therefore, the strain rate component �̇�𝑥𝑥 along the

center line in the different simulations is studied. The strain rate profile �̇�𝑥𝑥 along the

center line in the simulation with 𝑣 = 10mm/s is given in Figure 6.5 (c). A strain rate peak

is observed at the boundary near the liquidus temperature. As temperature drops in the

mushy zone, the solidified material contracts and the strain rate changes from positive

to negative. A strain rate valley exists near the solidus temperature. Following the strain

rate valley, due to the interaction between the solidified material and material in the heat

affected zone which undergoes thermal expansion and contraction sequentially, the strain

rate along the center line fluctuates and eventually goes back to 0. For comparison, the

strain rate profiles �̇�𝑥𝑥 in the center of the mushy zone in each simulation are given in

Figure 6.5 (d). As the weld pool length in each simulation is different, the strain rate curves

are at different locations. With increasing welding velocity, the strain rate (positive) at

the liquidus temperature becomes larger, while the strain rate (negative) at the solidus

temperature becomes smaller. In other words, the strain rate curve shifts in the positive

direction with increasing welding velocity. As shown in Figure 6.5 (e), as temperature

drops from the liquidus temperature to the solidus temperature, the cooling rate increases.

Moreover, the cooling rate at the tail of the mushy zone is larger in the simulation with



6

138 6 Multi-scale modelling of solidification cracking during welding

Figure 6.4: The profiles of �̇�𝑥𝑥 (a), �̇�𝑦𝑦 (c), �̇�𝑧𝑧 (e), (�̇�−𝛼�̇� 𝐼 )𝑥𝑥 (b), (�̇�−𝛼�̇� 𝐼 )𝑦𝑦 (d) and (�̇�−𝛼�̇� 𝐼 )𝑧𝑧 (f) in the simulation

with 𝑣 = 10mm/s at the time when laser center is at 𝑦 = 20mm. The blue lines are the contour lines for zero

strain rate. The red lines are the isotherms of the liquidus temperature 𝑇𝑙 and the solidus temperature 𝑇𝑠 .
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Figure 6.5: The weld pool length and the mushy zone length in the simulations with different welding velocities

are determined based on the configuration shown in (a), and the results are given in (b). The strain rate component

�̇�𝑥𝑥 , the temperature changing rate �̇� and the effective strain rate component (�̇�−𝛼�̇� 𝐼 )𝑥𝑥 along the center line in

the mushy zone of different simulations are given in (d), (e) and (f), respectively.
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a larger welding velocity. When the strain rate contribution from thermal contraction

is considered, the effective strain rate (�̇�−𝛼�̇� 𝐼 )𝑥𝑥 is positive in the mushy zone of each

simulation, as shown in Figure 6.5 (f). With decreasing temperature, the strain rate �̇�𝑥𝑥

decreases while the cooling rate increases, resulting in a valley shape in the effective strain

curve. Moreover, the effective strain rate in the simulation with a larger welding velocity

tends to be larger, representing a higher solidification cracking susceptibility.

6.3.2 The microstructure
Based on the temperature profile from the thermal-mechanical analysis, the microstructure

in the weld pool is simulated with a 3D CAFEmodel with a cell size of 5.0µm. The simulated

microstructures on the top plane with different welding velocities are shown in Figure 6.6.

The microstructure is initialized randomly with a Voronoi tessellation. As the laser moves

along the welding path, solid grains melt and the weld pool forms. Upon cooling, the

grains at the boundary of the weld pool grow epitaxially into the weld pool and compete

with each other. The grains with their preferential growth directions parallel with the

temperature gradient win the competition and form large columnar grains. As solidification

proceeds from the weld pool boundary to the center, the solid-liquid interface changes

from parallel to the welding direction to perpendicular to the welding direction, leading

to an increase in the solidification velocity. The increase in the solidification velocity

promotes the columnar-to-equiaxed transition (CET). As shown in Figure 6.6 (a), some

small equiaxed grains are observed in the center of the solidified microstructure. For a

better illustration, the grain morphology in the cross section (YZ-plane) in the different

simulations are shown in Figure 6.7. With increasing welding velocity, the number of

equiaxed grains in the weld center increases. This agrees with the experimental finding that

increasing welding velocity promotes CET [11]. In the simulation with the lowest welding

velocity (𝑣 = 7.0mm/s), as shown in Figure 6.6 (d) and Figure 6.7 (d), some columnar grains

propagating in the welding direction are observed in the weld center. Those grains are

formed due to the elliptical weld pool shape and the low fraction of equiaxed grains. This

agrees with the experimental observation from Agarwal et al. [29], in which grains bend

towards the weld center line.

It has been reported [33] that grain refinement helps to prevent solidification crack-

ing. In the work of Schempp et al. [11], the grain refinement effect introduced by CET

successfully inhibits solidification cracking. In general, a finer microstructure reduces the

separation velocity exerted on each liquid channel, leading to a decrease in solidification

cracking susceptibility. In the current case, the fraction of the equiaxed grains increases

with increasing welding velocity. However, the fraction of equiaxed grains is still very

small, which is not enough to prevent solidification cracking.

6.3.3 The pressure profile in the mushy zone
The pressure profile in the liquid channel can be obtained by solving Equation (6.14) based

on the temperature profile, strain rate profile and the microstructure. In each simulation,

the pressure calculation is performed at the time when the laser center is at 𝑦 = 20mm. The

profiles of variables including pressure 𝑝, grain distance 𝜆 and separation velocities due to

solidification shrinkage 𝑣𝑠 and mechanical constraints 𝑣𝑚 on the top plane in the pressure

calculation with 𝑣 = 10mm/s are given in Figure 6.8. In the pressure drop calculation, the
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Figure 6.6: The microstructure in the top plane (XY-plane) in the simulations with different welding velocities:

𝑣 = 10mm/s (a), 𝑣 = 9mm/s (b), 𝑣 = 8mm/s (c) and 𝑣 = 7mm/s (d).

Figure 6.7: The microstructure in the cross section (YZ-plane) in the simulations with different welding velocities:

𝑣 = 10mm/s (a), 𝑣 = 9mm/s (b), 𝑣 = 8mm/s (c) and 𝑣 = 7mm/s (d).
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grain distance is estimated based on the simulated microstructure, as shown in Figure 6.8

(b). The grain distance near the weld pool boundary is small due to the growth competition

between the grains with different orientations. As solidification proceeds to the weld pool

center, the grains with favorable orientations win the competition and grow into large

columnar grains, leading to large grain distance values. In the weld pool center, some small

grain distance values are observed between equiaxed grains. Based on the estimated grain

distance for each liquid channel element, the half width of the liquid channel ℎ and the

separation velocities due to solidification shrinkage 𝑣𝑠 and mechanical constraints 𝑣𝑚 can

be calculated. As shown in the Figure 6.8 (c), the separation velocity due to solidification

shrinkage 𝑣𝑠 is large in the high temperature region, where the solid fraction increases

rapidly. Conversely, the separation velocity due to mechanical constraints 𝑣𝑚 is large in the

liquid channel segments related with large grain distances. Thus, the separation velocity

due to mechanical constraints 𝑣𝑚 dominates the liquid channel separation at the tail of the

mushy zone, contributing to an increased pressure drop and hence increased sensitivity

to solidification cracking. With the profiles of the half width of the liquid channel ℎ and

the separation velocities (𝑣𝑠 and 𝑣𝑚), the profile of liquid pressure in the liquid channel

network can be obtained by solving Equation (6.14), as shown in Figure 6.8 (a). At the

solid-liquid interface, a Dirichlet boundary condition is applied, where the pressure is

set to zero. Due to liquid channel separation introduced by solidification shrinkage and

mechanical constraints, the liquid pressure drops along the liquid channel network. The

pressure drop is more rapid in the direction parallel to the welding direction compared to

the pressure drop in the direction perpendicular to the welding direction. In this case, the

lowest pressure is observed at the tail of the mushy zone. This agrees with the fact that

solidification cracking occurs in the center of the weld.

A 3D view of the pressure profiles in the simulations with different welding velocities is

presented in Figure 6.9. With increasing welding velocity, the minimum pressure decreases,

indicating an increase in the hot cracking susceptibility. According to Agarwal et al.

[6], solidification cracking occurs in the experiments with 𝑣 = 10mm/s, 𝑣 = 9mm/s and

𝑣 = 8mm/s, while no solidification crack is observed in the experiment with 𝑣 = 7mm/s.

Thus, the simulation results agree well with the experimental observations.
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(a) Pressure p (b) Grain distance λ

(c) Separation velocity vs (d) Separation velocity vm

Figure 6.8: The profiles of pressure 𝑝 (a), grain distance 𝜆 (b) and separation velocities due to solidification

shrinkage 𝑣𝑠 (c) and mechanical constraints 𝑣𝑚 (d) on the top plane in the pressure calculation with 𝑣 = 10mm/s.

(a) v = 10mm/s (b) v = 9mm/s

(c) v = 8mm/s (d) v = 7mm/s

min :− 1.32MPa min :− 0.96MPa

min :− 0.90MPa min :− 0.76MPa

Figure 6.9: The pressure profiles in the liquid channel network in the mushy zone in the different simulations

with different welding velocities: 𝑣 = 10mm/s (a), 𝑣 = 9mm/s (b), 𝑣 = 8mm/s (c) and 𝑣 = 7mm/s (d).
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6.4 Discussion
6.4.1 Influence of the welding velocity on solidification

cracking
In the current work, the effects of increasing welding velocity while keeping the ratio

between the power and the welding velocity constant have been studied within a multi-

scale multi-physics framework. With increasing welding velocity, the mushy zone length

increases, which is unfavorable for liquid feeding. Moreover, with increasing welding

velocity, the strain rate component 𝜀𝑥𝑥 in the mushy zone shifts towards the tensile region

and the cooling rate in the tail of the mushy zone becomes larger. In this case, the effective

strain rate becomes larger. Increasing welding velocity promotes CET and increases the

fraction of equi-axed grains in the center of the weld pool. However, the fraction of

the equi-axed grains is too small to prevent solidification cracking. In the pressure drop

calculation, with increasing welding velocity, as a result of the increased mushy zone

length, increased cooling rate and increased effective strain rate, the minimum pressure

becomes lower, indicating a higher chance of solidification cracking. The findings from

the simulations match the observation from the work of Agarwal et al. [29], in which

decreasing welding velocity to 7mm/s inhibits solidification cracking. That increasing

welding velocity increases solidification cracking susceptibility was also confirmed in other

experimental works [7, 34, 35].

6.4.2 Influence of grain refinement on solidification
cracking

Grain refinement has proven to be an effective method to prevent solidification cracking.

In the work of Schempp et al. [11], the grain refinement introduced by the columnar-to-

equiaxed transition when increasing the welding velocity inhibits solidification cracking.

Opprecht et al. [33] employed yttrium stabilized zirconia as a grain refiner and successfully

eliminated solidification cracking in aluminum alloys manufactured by laser beam melting.

The current modelling framework is employed to investigate the influence of the grain

refinement on SCS. To mimic the grain refinement effect, the nucleation density 𝑁0 has

been artificially increased from 5×1012m−3
to 2×1013m−3

, 4×1013m−3
and 8×1013m−3

for

the microstructure simulation with welding velocity 10mm/s. With increasing nucleation

density, the fraction of equiaxed grains in the center of the weld pool increases and the grain

size decreases, as shown in Figure 6.10. The simulated microstructure is then employed for

pressure drop calculation. The simulated pressure drop values are given in Figure 6.11 (b).

With decreasing grain size, the minimum pressure drops, indicating an increase in SCS. This

contradicts the experimental observations [11, 33]. However, this can be explained with

the governing equation for the pressure drop calculation Equation (6.14). The separation

velocities 𝑣𝑠 and 𝑣𝑚 and the half width of the liquid channel ℎ are approximately linear

with the grain radius 𝑟 . With decreasing grain radius 𝑟 , the separation velocities and

the half width of the liquid channel ℎ becomes smaller. The decrease in the separation

velocities favors a decrease in SCS, while the decrease in the half width of the liquid

channel ℎ indicates a decrease in the permeability, leading to an increase in SCS. After

transformation of Equation (6.14), it is clear that ∇2𝑝 is proportional to (𝑣𝑠 + 𝑣𝑚)/ℎ
3
or

1/𝑟2. In this case, with decreasing grain radius, the effect of permeability dominates and
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Figure 6.10: The simulated microstructure on the top surface with different nucleation density, 𝑁0: 5×10
12m−3

(a), 2×1013m−3
(b), 4×1013m−3

(c) and 8×1013m−3
(d).
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Figure 6.11: The grain size in the equiaxed zone of simulations with different nucleation density 𝑁0 is shown in

(a). The calculated minimum liquid pressure for each simulation is given in (b). Different grain size corresponds

to different critical solid fraction and temperature for liquid channel coalescence (c). The minimum pressure for

each simulation is recalculated considering the influence of the grain size on the coalescence temperature (d).
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SCS increases. Although this is mathematically correct, the result is still not physically

reasonable. The reason is that the influence of the grain size on the coalescence temperature

of the liquid channel is not considered. As shown in the previous section, decreasing the

primary dendrite arm spacing leads to an earlier coalescence of the liquid channel. Here,

by assuming the liquid channel closes at a critical width (0.2µm), the critical solid fraction

and temperature for liquid channel coalescence can be determined, as shown in Figure 6.11

(c). Then, the pressure profiles in the mushy zone are recalculated for each simulation

and the minimum pressures in the liquid channel network of each simulation are given in

Figure 6.11 (d). With decreasing grain radius, the minimum pressure decreases, indicating

a decrease in SCS, which agrees well with the experimental results.

6.4.3 Influence of alloy composition on solidification
cracking

Alloy composition has a large impact on the solidification path and thus SCS. Here, the

SCS of the considered TRIP steel is compared with the SCS of a DP steel, which is not

susceptible to solidification cracking [29]. The solidification curves of the TRIP steel and

the DP steel are obtained with Scheil-Gulliver calculations in Thermo-Calc, as shown in

Figure 6.12. The liquidus temperature of the TRIP steel and the DP steel is similar. For the

two steel grades, ferrite forms at the beginning of the solidification. After the peri-eutectic

temperature is reached, austenite forms. Due to the compositional difference, TRIP steel

has a more significant segregation in the liquid and has a larger freezing temperature range.

The corresponding solidification temperature for 𝑓𝑠 = 0.98 for the TRIP steel is around

200K lower than that of the DP steel. Thus, it can be expected that the TRIP steel has a

larger SCS compared to the DP steel. To quantify the difference in SCS, the solidification

curve of the DP steel is employed in the pressure drop calculation with 𝑣 = 10mm/s. Here,

only the solidification path is changed, while the temperature profile, the strain rate profile

and the microstructure are still from the simulations for TRIP steel experiments. With

the solidification path of the DP steel, the freezing temperature range is smaller, leading

to a smaller mushy zone. The minimum pressure calculated with the DP solidification

curve is −0.095MPa, which is higher compared to the value −1.32MPa calculated with the

TRIP solidification curve. This agrees with the experimental result that the DP steel is not

susceptible to solidification cracking [29].

Note that alloy composition also has an impact on the thermal material properties

including the specific heat 𝑐𝑝 , the thermal conductivity 𝑘 and the latent heat, which

influences the weld pool shape and the mushy zone length. In general, with a smaller

specific heat or a larger thermal conductivity, the length of the mushy zone becomes shorter,

leading to a smaller SCS. In addition, the columnar-to-equiaxed transition can be promoted

by tuning the alloy composition to achieve favorable solidification kinetics and nucleation

behavior, which reduces SCS.
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Figure 6.12: The 𝑇 ∼ 𝑓𝑠 solidification curves from Scheil-Gulliver calculations for the considered TRIP steel and

DP steel.

6.5 Conclusions
In this work, amulti-scalemulti-physicsmodelling framework has been developed to predict

solidification cracking susceptibility (SCS) during welding. The modelling framework

includes a thermo-mechanical model to simulate temperature and strain rate profiles

during welding, a cellular automata model to simulate solidified microstructure in the weld

pool and a granular model to calculate pressure profiles in the liquid channel network.

The developed modelling framework is verified by comparing with welding experiments

of TRIP steel. The modelling framework is able to capture the influence of the process

parameters, grain refinement and alloy composition on SCS.

For welding with a constant ratio between the power and the welding velocity, in-

creasing welding velocity increase the length of the mushy zone, resulting in a drop in the

minimum pressure in the liquid channel network and thus an increase in SCS. Meanwhile,

increasing welding velocity promotes columnar to equiaxed transition, which can inhibit

solidification cracking for some alloys.

Grain refinement leads to a decrease in the separation velocities of the liquid channel

interfaces and the permeability of the liquid channel network, favoring an increasing in

SCS. Meanwhile, it also increases the coalescence temperature of liquid channels, favoring

a decrease in SCS. As a combined effect, SCS decreases by refining the microstructure.

For alloys with a smaller freezing temperature range, the size of the mushy zone and

the pressure drop in the mushy zone are smaller, resulting in a decrease in solidification

cracking susceptibility.
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7.1 General discussions and conclusions
In this research, solidification cracking has been studied with two different approaches: a

microscopic modelling approach (Chapter 3 and Chapter 4) and a multi-scale modelling

approach (Chapter 5 and Chapter 6).

In Chapter 3, solidification microstructure is studied with a cellular automata (CA)

model. Two improvements have been made to enhance the accuracy of the CA model,

which calculates the growth velocity based on the kinetic undercooling at the interface.

Firstly, a new diffusion term has been proposed to handle the diffusion between the

interface cells and the liquid cells, in which the diffusion out of an interface cell is calculated

by summing up the projections of diffusion fluxes onto the interface normal direction.

The new diffusion term minimizes the overestimation of tip velocity when the tip cell

is surrounded by three liquid cells in its von Neumann neighborhood and improves the

behavior in mesh size convergence. Secondly, a solute redistribution method has been

applied for each interface cell to resolve the mass balance error introduced by the virtual

liquid cell assumption, which is common in existing CA models. The improved CA model is

validated by simulating single dendritic solidification and comparing the tip velocity with

the Kurz-Giovanola-Trivedi (KGT) model. With the improvements in the aspects of mesh-

size independency and mass balance, the developed CA model is suitable for solidification

simulation with a high undercooling, as is common in welding. It also provides an easier

way to achieve multi-component solidification simulation compared to conventional CA

solidification models, which need to solve a system of mass balance equations in interface

cells. Despite the improvements made, due to the poor discretization of the solid-liquid

interface, the CA method is less accurate compared to the phase field method. Another

limitation of the CA approach is that no CA models can reproduce the dendrite tip velocity

predicted by a Green function method in single-dendritic solidification simulations; this

remains a challenge for future research.

For better accuracy, a phase field (PF) model has been employed to simulate the segrega-

tion in the liquid channels in the mushy zone during welding (Chapter 4). The solidification

cracking susceptibility (SCS) is quantified by calculating the pressure drop from the dendrite

tip to the coalescence point of the liquid channels with the Rappaz-Drezet-Gremaud (RDG)

model. In this microscopic approach, the complex solidification condition in the weld pool is

approximated with a directional solidification condition defined with constant temperature

gradient and pulling velocity, while the tensile load on the liquid channel is estimated with

a fixed strain rate. With the modelling setup, the influence of the temperature gradient and

the pulling velocity on SCS has been studied with and without considering the dependence

of the primary dendrite arm spacing on the temperature gradient and the pulling velocity.

In this work, large-scale simulations are achieved by reducing the computational cost with

adaptive mesh refinement. By explicitly simulating the formation of dendrites and liquid

channels, the PF simulations at the microscopic scale include the influence of the pulling

velocity on the dendrite tip temperature and the effects introduced by finite diffusivities,

thus providing a more accurate prediction of the segregation in the liquid channels and the

coalescence of the liquid channels compared to Scheil-Gulliver calculations, which assume

infinite diffusivities in the liquid. Coupled with the RDG model, the microscopic approach

successfully captures the influence of parameters governing behaviors at the microscopic

scale like the temperature gradient, the pulling velocity and the primary dendrite arm
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spacing, etc. However, due to the fine discretization and the high computational cost,

the simulation domain size is limited. Moreover, the influence of processing parameters

cannot be directly captured, due to the lack of macroscopic modelling. Additionally, the

solidification condition and strain rate employed in the RDG model come from estimations

at a specific site of the weld pool and do not represent the whole weld pool.

Different from the microscopic approach, which has a limited domain size, the multi-

scale approach aims to derive a full-field simulation of the full weld pool. To this purpose, a

cellular automata finite element (CAFE) model has been developed to simulate microstruc-

ture evolution within the whole weld pool, which is described in Chapter 5. Compared

to conventional CAFE models, the CAFE model presented in this work is faster by up

to two orders of magnitude due to the adoption of a large time step without compro-

mising the accuracy, and by implementing shared-memory parallelism and a subdomain

activation-and-deactivation method. The developed CAFE model is validated by simulating

the grain morphology and the texture in additively manufacturing samples, which match

the experimental results. With the improvements in the simulation speed, the developed

CAFE model is applicable in the development of digital twins of additive manufacturing.

However, it is necessary to indicate that segregation in the liquid channels and sub-grain

structures like columnar dendrites cannot be obtained from the CAFE simulations, as CAFE

models do not solve the concentration profile numerically.

With microstructure modelling of the whole weld pool achievable, a multi-scale multi-

physics modelling framework was further developed to predict solidification cracking

under various welding conditions, as described in Chapter 6. This modelling framework

includes three models: a finite element thermal-mechanical model to simulate the profiles

of temperature and strain rate of the welded component, a CAFE model to simulate

solidified microstructure in the weld pool and a granular model to calculate pressure

drop in the mushy zone. The multi-scale multi-physics modelling framework has been

validated with the laser welding experiments of a TRIP steel. By capturing major physical

mechanisms for solidification cracking, the multi-scale multi-physics modelling framework

successfully predicts the influence of alloy composition, microstructure and processing

parameters on SCS, which agrees with the experimental results. However, it does have some

limitations. The liquid channel network is estimated based on Scheil-Gulliver calculations

and the simulated grain morphology, which is less accurate than phase field simulations.

Additionally, the strain rate profile is directly mapped from the thermal-mechanical analysis

to the granular model for pressure drop calculation, which is a coarse approximation and

limits the accuracy of the modelling framework. It is also assumed that deformation only

occurs in the liquid, which is not valid near the coalescence point of the liquid channels. In

this case, the pressure drop in the liquid channel network might be overestimated.

The following conclusions can be drawn based on the studies with different approaches.

• In the microscopic modelling approach, the microstructure model explicitly simulates

the structure and the coalescence behavior of the liquid channel and the segregation

in the liquid. The segregation calculation is more accurate compared to Scheil-

Gulliver calculations. The microscopic approach is favorable when the influence of

microscopic features on SCS is of interest.

• The multi-scale multi-physics modelling framework incorporates major physical
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mechanisms associated with solidification cracking. It is capable of predicting solid-

ification cracking under various welding conditions and captures the influence of

alloy composition, microstructure and processing parameters like power and welding

velocity, etc. Therefore, it provides a theoretical basis to avoid solidification cracking

in real applications.

• At a microscale, decreasing the pulling velocity decreases the tensile load due to

solidification shrinkage, leading to a decrease in the pressure drop and SCS. Increasing

the temperature gradient decreases the liquid channel length, leading to a decrease

in the pressure drop and SCS. Decreasing the PDAS promotes the liquid channel

coalescence, resulting in a decrease in SCS. Therefore, solidification cracking can be

reduced by decreasing the pulling velocity or increasing the temperature gradient or

refining the grains.

• For welding with a constant ratio between the power and the welding velocity,

decreasing the welding velocity leads to a smaller mushy zone length and thus a

smaller pressure drop in the mushy zone, which is favorable to reduce the risk of

solidification cracking. Conversely, for welding with a constant power, increasing

the welding velocity leads to a smaller weld pool and smaller tensile loading in the

mushy zone, which reduces solidification cracking risk.

• For alloys with a high nucleation rate, increasing the welding velocity can promote

the columnar-to-equiaxed transition in the center of the weld pool, which inhibits

solidification cracking. Reducing the grain size by adding grain refiners has a similar

effect.

• The alloy composition can be tuned to reduce the freezing temperature range and

the heat transfer coefficients, leading to a smaller mushy zone and a decrease in SCS.

It is the most efficient way to reduce the risk of solidification cracking.

7.2 Outlook
In this thesis, solidification cracking has been studied with a microscopic approach and a

multi-scale approach. Both approaches have their limitations and require further improve-

ment. Future work could be done in the following aspects.

• The microscopic approach has never been employed to study solidification cracking

with peri-eutectic reaction, which, nevertheless, is common for solidification of

steels. In steels, solidification starts with the formation of ferrite and then austenite

forms after the peri-eutectic temperature is reached. Simulations of the peri-eutectic

reaction are achievable with phase field models but require lots of efforts. The peri-

eutectic reaction has an impact on the segregation, the structure and the coalescence

behavior of the liquid channels, which influence SCS.

• In the multi-scale multi-physics modeling framework, the liquid channel network is

approximated based on the grain boundary structure and the Scheil-Gulliver calcu-

lation, which is less accurate compared to the microscopic phase field simulations.

In this case, the influence of the sub-grain structure like the columnar dendrites
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which belong to the same grain can not be captured. This limits the application of

the macroscopic approach in additive manufacturing. It is an interesting topic to

quantify and minimize the error introduced by this approximation.

• In the multi-scale multi-physics modeling framework, the strain rate profile is di-

rectly mapped from the thermal-mechanical analysis to the granular model when

calculating the separation velocity for the liquid channels, which is a coarse ap-

proximation. In the future, a hydromechanical simulation should be performed to

determine the separation velocity of the liquid channels in the mushy zone under the

boundary conditions determined from the thermal-mechanical analysis, in which

the pressure in the liquid should be balanced by the stress in the solid. However, it is

a challenging task to perform such a calculation for the whole mushy zone.

• In the multi-scale multi-physics modeling framework, it is assumed that deformation

occurs only in the liquid upon a tensile load. This assumption is correct when the

solid fraction is small and the liquid channel width is large. For the liquid channel

part near the coalescence point, the solid fraction is close to 1.0 and the deformation

in the solid cannot be neglected. Neglecting the deformation in the solid may lead

to an overestimation of the separation velocity for the liquid channel and thus an

overestimated SCS. Further studies are necessary to reduce this error.

• The multi-scale multi-physics modelling framework has been validated with the

laser welding experiments of a TRIP steel. To make this modelling framework more

robust and to improve this modelling framework, more welding experiments can be

performed under different welding conditions and with different alloys.

• In the current CAFE models for microstructure simulations, the nucleation param-

eters have been determined by fitting experimental results. Further work could

implement a physics-based nucleation model considering both homogeneous and

heterogeneous nucleation in the weld pool. The homogeneous nucleation can be

modelled by considering the undercooling in front of the solid-liquid interface while

the heterogeneous nucleation needs to consider the effects of dendrite fracture due

to fluid flow, which is challenging.





159

Acknowledgments

My PhD journey approaches the end as I finalize the thesis. I want to take this opportunity

to express my gratitude to all those who have supported and accompanied me throughout

this challenging yet rewarding journey.

I would like to express my gratitude to my supervisors for their invaluable guidance

and support throughout my PhD journey. I would like to thank my promotor Prof. Ian

Richardson. With a cautious scientific attitude, you have imparted to me the importance

of critically evaluating assumptions and understanding the applicable range of physical

models. I appreciate the trust, research freedom, and unwavering support you have

provided, allowing me to explore with confidence. I would like to thank my co-promotor

Dr. Cornelis Bos. I have greatly benefited from your expertise in microstructure modeling,

and your encouragement has been a motivating force, helping me overcome challenges

encountered during my PhD studies. I want to express my thanks to Dr. Marcel Hermans

for your valuable assistance in arranging experimental and simulation equipment. Your

encouragement is also greatly appreciated. I would also like to express my appreciation to

all my supervisors for their meticulous revision of my papers and thesis. Each supervisor

has played a crucial role in shaping my PhD journey, and their contributions are of great

importance.

I would like to express my gratitude to the Material Innovation Institute (M2i) and Tata

Steel for conceiving and funding the Digitally Enhanced New Steel (DENS) Development

program, inwhichmy PhD project was a component. Being involved in this project provides

me with an invaluable opportunity to delve into diverse material modeling techniques and

discuss with experts in the field of material science.

I extendmy gratitude to Jurriaan van Slingerland, Remko Seijffers, and Kees Kwakernaak

for their invaluable experimental support and assistance. Additionally, I would like to

express my thanks to Dr. Gao He for the guidance and support provided during the early

stages of my PhD. I have greatly benefited from our discussions.

I expressmy sincere appreciation tomy colleagues and friends, namelyArthurNishikawa,

Jhon Ochoa Avendaño, Vibhor Atreya, Jesus Galan Lopez, Pablo Garcia Chao and Soroush

Aghaeian. Sharing the DENS office at TU Delft with you all and engaging in insightful

discussions has been a truly memorable experience. Additionally, I want to extend my

thanks to other DENS colleagues, including Lei Liu, Jan van Dokkum, Rutger J. Slooter,

Vitesh Shah, Vahid Rezazadeh, Mahdi Masoumi Khalilabad, Sharhzad Mirhosseini and

Sharan Roontga. Your presentations during the DENS biannual events have been invaluable

in enhancing my knowledge.

I express my appreciation to my colleagues and friends in the MSE department, namely

Vitoria Mattos Ferreira, Jithin Abraham Mathews, Aravind Babu, Jaji Naveena Chamakura,

Konstantina Traka, and José Galán Argumedo. It was a genuine pleasure to conduct my

PhD studies within such a vibrant community. Additionally, I extend my thanks to other

colleagues, including Amin Ebrahimi, Arjun Sood, and Farnaz Aghebati.



160 Acknowledgments

Pursuing a PhD degree has been a tough task, especially in a foreign country. I would

like to thank my friends who accompany me through the PhD journey. I would like to

thank Dingshan Sun, Jianing Zhu, Zhaorui Yan, Bo Li, Xuhui Liang and Pan Zhang, with

whom I shared enjoyable moments playing MOBA games. I also enjoyed the time spent

with my friends, Yuliu You, Zhaoying Ding, Keer Zhang, Jianzhang Wu, Jiaxiang Yi, Ziyu

Li, Kai Liu, Quanxin Jiang, Gaojie Li, Yang Li, Wei Li, Yageng Li, Qiance Liu, Yaqi Guo,

Yucheng Ji, Yu Gao, Jiaqi Li, Fei Shuang, Qiang Wang, Chen Xing, Ze Chang, Lu Cheng,

Lubin Huo, Fanxiang Xu, Pei He, Chi Jin and Haoyu Li.

In the end, I want to offer my sincere gratitude to my family. I thank my parents for

their unwavering support, encouragement, and for consistently providing the best they

can offer. I am also thankful to my sister, Dandan, who took care of our parents while I

was abroad.

Xiaohui
Delft, November 2023



161

Curriculum Vitæ

Xiaohui Liang

Born on November 16 1993 in Henan, China

Education

10.2018-11.2023 PhD in Material Science and Engineering

Delft University of Technology, the Netherlands

09.2015-06.2018 Master of Science in Metallurgical Engineering

RWTH Aachen University, Germany

09.2011-06.2015 Bachelor of Science in Metallurgical Engineering

University of Science and Technology Beijing, China





163

List of Publications

Journal articles

 1. Xiaohui Liang, Cornelis Bos, Marcel Hermans, and Ian Richardson. "An Improved

Cellular Automata Solidification Model Considering Kinetic Undercooling." Metallur-

gical and Materials Transactions B 54, no. 3 (2023): 1088-1098.

 2. Xiaohui Liang, Cornelis Bos, Marcel Hermans, and Ian Richardson. "Influence of the

temperature gradient and the pulling velocity on solidification cracking susceptibility

during welding: A phase field study." Materials & Design 235 (2023): 112424.

 3. Xiaohui Liang, Jianing Zhu, Vera Popovich, Marcel Hermans, Ian Richardson and

Cornelis Bos. "Efficient texture prediction for additive manufacturing." Submitted to

Nature Communications. Major revision.

 4. Xiaohui Liang, Marcel Hermans, Cornelis Bos, and Ian Richardson. "Multi-scale

modelling of solidification cracking during welding." To be submitted.

Co-authored articles

1. Jianing Zhu, Evgenii Borisov, Xiaohui Liang, Richard Huizenga, Anatoly Popovich,

Vitaliy Bliznuk, Roumen Petrov, Marcel Hermans, and Vera Popovich. "Controlling

microstructure evolution and phase transformation behavior in additive manufactur-

ing of nitinol shape memory alloys by tuning hatch distance." Journal of Materials

Science 57, no. 10 (2022): 6066-6084.

2. Jianing Zhu, Evgenii Borisov, Xiaohui Liang, Eduard Farber, M. J. M. Hermans,

and V. A. Popovich. "Predictive analytical modelling and experimental validation of

processing maps in additive manufacturing of nitinol alloys." Additive Manufacturing

38 (2021): 101802.

 Included in this thesis.




