Detecting Long-term Behavioral
Adaptations in Assisted Driving

An automated approach using neural
networks and novelty detection

Rens Oude Elferink '?U Delft






Detecting Long-term
BSehavioral Adaptations In
Assisted Driving

An automated approach using neural
networks and novelty detection

by

~ens Qude Elferink

to obtain the degree of Master of Science
at the Delft University of Technology,
to be defended publicly on Wednesday June 12, 2024.

Student number: 4708148

Project duration: September 26, 2023 — June 12, 2024

Thesis committee:  Prof. dr. ir. L. C. Siebert, TU Delft, supervisor
Prof. dr. A. Lukina, TU Delft, supervisor
Prof. dr. C. A. Raman, TU Delft

An electronic version of this thesis is available at http://repository.tudelft.nl/.

]
TUDelft


http://repository.tudelft.nl/




Preface

In today’s world, as technology becomes more integrated into our lives, it is crucial to understand how
humans and technology can effectively work together. This is especially relevant in safety-critical ac-
tivities such as driving, where we depend on advanced systems for assistance. For these systems to
function optimally, they must align with our preferences and behaviors. Failure to achieve this align-
ment can cause safety concerns and undermine our trust in them. This thesis explores methods using
neural networks to identify and understand behavioral adaptations made to driving assistance sys-
tems. My goal is to further explore the interaction between drivers and vehicles while also improving
our understanding of how neural networks operate.

My interest in this subject comes from two main sources. Firstly, | am fascinated by the idea of
making Atrtificial Intelligence more understandable to humans. | believe that when people can grasp
how neural networks work, it builds trust and makes collaboration between humans and technology
easier. Secondly, | am passionate about exploring topics that bring together different areas of study.
The combination of research on driving behavior with methods such as neural networks and novelty
detection opens up exciting possibilities. This thesis is my exploration of this interdisciplinary field,
aiming to discover new insights that benefit both disciplines. | am proud to say that through this thesis,
| have been able to find a relevant direction to integrate neural networks and novelty detection into
ongoing research on driving behavior.

| want to express my gratitude to my supervisors, Anna Lukina and Luciano Siebert, for their guid-
ance throughout my thesis and for facilitating the collaboration between the departments of Algorithmics
and Interactive Intelligence. This collaboration was particularly interesting, as it combined relevant the-
ory with an interesting real-world application.

Rens Oude Elferink
Delft, June 2024






Summary

The autonomous vehicle industry has the potential to reshape the future of driving. As we move to-
wards fully autonomous vehicles, understanding the interaction between vehicles and drivers is crucial.
Advanced Driver Assistance Systems (ADAS) play a pivotal role in this transition, where these systems
form the bridge between automation and manual driving. However, research suggests that humans
adapt their driving behavior when using ADAS, which can affect safety. Although short-term behavioral
effects have been studied, there is a significant gap in understanding long-term adaptations. Address-
ing this gap is essential for improving safety and optimizing the performance of these systems. This
thesis explores a method to automatically detect these long-term behavioral adaptations, using a neural
network combined with a technique for novelty detection.

The presented approach uses a neural network aimed at driver identification to detect behavioral
adaptations on an individual level, while the novelty detection technique classifies this behavior as
normal or abnormal. Key design considerations for effective detection of behavioral adaptations are
discussed, including the need for a dataset that comprehensively represents normal behavior. For the
neural network, essential factors include selecting informative input features, designing an architecture
capable of extracting high-level driving information, and ensuring proper training for accurate detection.
In addition, the novelty detection component must be able to accurately capture the normal behavior
of the driver while also being able to indicate instances that deviate from this behavior. The final con-
figuration consists of a neural network with multiple Long Short-Term Memory (LSTM) layers, with a
novelty monitor that can effectively detect inputs not seen during training.

The approach is evaluated by using the CARLA simulator, combined with the Intelligent Driver Model
to simulate and model a range of driving behaviors and adaptations. The experiments indicate that our
approach is effective in detecting a behavioral adaptation of the driver, although the approach could be
improved to better capture small adaptations in the driver’s behavior. The results also indicate that the
chosen approach to novelty detection is an effective method to indicate abnormal behaviors, where the
experiments showed an intuitive high-level interpretation of the behavioral adaptation.

The main limitation of the method is its lack of realism. To improve it, the approach should be tested
in more realistic environments that include changing road and weather conditions, as well as noisy
sensors. Extending this approach is challenging, particularly in defining normal behavior in real-life
situations, where 'normal’ behavior can be a subjective concept. Future work could also focus on tech-
niques for automatically setting the relevant parameters for novelty detection, which would eventually
enable the approach to be used in real-time applications.
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Introduction

The autonomous vehicle industry is experiencing rapid growth, underscored by the recent approval
of the first conditionally autonomous vehicle on public roads in the United States by Mercedes-Benz
[1]. Conditional autonomy implies that the driver is relieved from constant monitoring during car en-
gagement but must remain responsive to intervention requests. In the future, the introduction of fully
autonomous cars is expected, where the autonomous vehicle should be able to control all driving sce-
narios unconditionally [2]. Until automated vehicles can handle all traffic scenarios independently,
understanding and improving the interaction between vehicle and driver is crucial to advancing driving
technology safely.

Advanced Driver Assistance Systems (ADAS) form an important step in the transition phase toward
autonomous driving. In recent years, significant progress has been seen in ADAS technology, indicated
by the widespread adoption of various ADAS features in modern vehicles, including adaptive cruise
control, collision avoidance systems, intelligent speed adaption, and parking assistance systems [3].
As a result, the efficiency and safety of driving have increased, leading to a decrease in the number of
accidents [4]. With ADAS as a stepping stone, the automotive industry is aiming towards the realization
of fully autonomous vehicles, potentially reshaping the future of transportation.

However, in the context of human-automation interaction, research has indicated that humans adapt
their driving behavior in response to automation [5]. These behavioral adaptations (BA) have notable
effects on the safety and effectiveness of ADAS. Research has revealed that drivers can, for example,
show increased speeds when using features such as adaptive cruise control [6] or haptic steering sys-
tems [7]. Furthermore, behavioral adaptations can manifest in heightened engagement in secondary
tasks [8] and slower reaction times to sudden events [9]. Such behavioral changes not only affect driv-
ing safety, but also contribute to the culpability gap [10]. In these cases, legal liability is often unfairly
placed on drivers for crashes involving partially automated vehicles, despite the unrealistic expectation
that they should remain vigilant and quickly take over control of automation. The tendency to adapt
driving behavior within the context of ADAS usage raises clear concerns about vehicle-driver interaction
and road safety. These concerns encourage a detailed exploration of how people adjust their behavior
and the dynamics at play when advanced assistance is introduced in vehicles.

Past research investigating behavioral adaptations in driving has focused primarily on short-term
effects [11]. Although this focus has provided valuable insights into immediate adaptations made by
individuals who interact with driving assistance systems, it is believed that behavioral adaptations may
manifest after longer periods, as drivers become more familiar with the assistance system at play [12].
However, only a limited number of studies have made approaches to indicate long-term adaptations,
e.g. [13-17], even though the importance of long-term research has been frequently emphasized [5,
11, 18, 19]. This discrepancy indicates a gap in the research on behavioral adaptations. Addressing
this gap is crucial for understanding drivers’ behavioral changes over time with assistance systems,
which is essential for improving safety and ensuring that these systems function as intended.

The detection of long-term behavioral adaptations in response to ADAS presents a significant chal-
lenge, which likely contributes to the limited number of studies in this area. Unlike immediate adapta-
tions, which may be more easily identifiable using test track or simulator studies, the exact timing and
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2 1. Introduction

nature of long-term adaptations remain elusive due to the costly process of collecting and analyzing
the large amount of data resulting from long-term driving experiments [20].

However, with the rise of advanced analysis techniques, there is significant potential to develop
methods capable of optimizing this research process. Especially neural networks and novelty detec-
tion offer promising solutions for identifying long-term behavioral adaptations. Neural networks are
effective tools for pattern recognition and can manage large datasets effectively, making them suit-
able for analyzing the vast amounts of data generated by long-term driving studies. Novelty detection,
a technique used to identify new or unusual patterns within a dataset, is particularly relevant in this
context. In our problem setting, novelty refers to changes in driving behavior that deviate from normal
behavior. The method in this thesis applies a neural network to detect changes in driving behavior on
an individual level, while novelty detection is used to classify the change as normal or abnormal. This
classification is crucial, since research often focuses on negative behavioral adaptations, e.g. [6-9].
Detecting abnormal behavior can thus serve as an indicator of such negative adaptations.

An effective and promising method that combines neural networks and novelty detection focuses on
monitoring neural networks by observing hidden layers and creating abstractions that define the known
inputs of the network [21, 22]. For this thesis, this method is particularly effective because it operates
independently of prior knowledge about the nature of novelties. This is especially valuable given the
unknown characteristics of long-term behavioral adaptations. The method creates abstractions that
encompass the outputs of the neural network that define normal driving behavior. During runtime,
any input not contained within these abstractions is detected as a novelty, allowing us to classify it as
abnormal driving behavior. Another aspect that makes the method effective is that the method can be
applied to any network architecture. The method has previously been shown to be effective in detecting
novelties in image classification tasks using Convolutional Neural Networks [21]. This thesis extends
the application of this method to the detection of novelties in time series using a Recurrent Neural
Network.

Integrating advanced analysis techniques with current research methods, such as Field Operational
Tests (FOTSs), is the key to maximizing the impact of these techniques on long-term research. FOTs are
large-scale experiments in which assistance systems are evaluated under normal driving conditions,
typically lasting at least a few weeks [23]. As the integration of new sensors into vehicles becomes
more widespread, the use of these sensors to collect data in FOTs becomes more cost-effective. How-
ever, these new sensors also cause an increase in collected data, which requires new and improved
methods to handle and analyze these data [24]. Especially techniques capable of indicating relevant
events within large-scale dynamic data streams, along with methods that uncover patterns that are
often overlooked by traditional hypothesis testing, are particularly valuable [20]. Combining FOTs with
advanced analysis techniques thus provides great potential for improving long-term research on be-
havioral adaptations.

This thesis aims to apply advanced analysis techniques, specifically a neural network and the
abstract-based approach to novelty detection, to create a detector that can indicate relevant events
containing behavioral adaptations. The research presented in this thesis is guided by the following
research question: How can long-term behavioral adaptations, as an effect of driving with assistance
systems, be effectively detected using the abstract-based approach to novelty detection? The sub-
questions created to break down the research are the following:

1. How can the detection process be implemented to ensure that detected events consistently cor-
respond to instances of behavioral adaptations?

2. To what extent do the events identified by the detector correspond to behavioral adaptations of
the driver?

The scope of this thesis is limited to car-following scenarios on highways, intentionally disregarding
external factors such as weather conditions and changing road environments. Car-following was se-
lected as the main scenario due to its prevalence in real-life driving situations [25, 26]. Moreover, this
thesis exclusively considers performance changes of the driver, as opposed to other types of behav-
ioral adaptation, such as cognitive changes or perceptive changes [3]. These performance changes
are exemplified by adaptations in accelerations, velocity, or longitudinal and lateral deviations. This
choice was made because indicators of these performance changes can be collected using built-in ve-
hicle sensors, and limiting the scope to behavioral changes detectable through existing sensors allows
for straightforward dataset collection and seamless integration of the detection system into FOTs.



In this thesis, we first introduce the necessary background in Chapter 2 to provide a solid founda-
tion for understanding our work. Chapter 3 then offers an overview of other research related to our
approach. Our methodology, detailed in Chapter 4, outlines the approach we adopt to address the first
research question. In Chapter 5, we present the experimental setup used to validate our methodology
and answer the second research question. This is followed by an analysis of the results in Chapter 6.
The discussion of our thesis is given in Chapter 7, and finally, Chapter 8 offers a conclusive summary
of our contributions.






Preliminary

This chapter provides the background necessary to understand the contributions in this thesis. The
background for the nature and timing of behavioral adaptations is given in section 2.1. Then, section 2.2
introduces the Intelligent Driver Model, which is the model used in the thesis to simulate driving behavior
and behavioral adaptations. Finally, section 2.3 describes the abstract-based approach to novelty
detection, which is the technique used in this thesis to detect abnormal driving behaviors.

2.1. Behavioral adaptations

In the context of driving, the term behavioral adaptation (BA) describes a broad spectrum of adjust-
ments that drivers make when introduced to changes in the vehicle. The Organisation for Economic
Co-operation and Development (OECD) defines behavioral adaptation as "Those behaviors which may
occur following the introduction of changes to the road-vehicle-user system and which were not in-
tended by the initiators of the change” [27]. In this thesis, the focus is primarily on the negative (unsafe)
adaptations made by drivers; however, the detector should also be capable of detecting more general
adaptations.

The various forms of behavioral adaptation resulting from the integration of ADAS can be catego-
rized into different groups, each containing different aspects of driver response. These groups are
perceptive changes, cognitive changes, performance changes, changes in driver status, attitudinal
changes, and changes in adaptation to environmental conditions [3]. Although some of these types
of behavioral changes require specialized sensors for monitoring, such as those measuring attention
or stress levels, others can be effectively captured using sensors already available in most modern
vehicles, such as speed and forward distance sensors. In this study, the focus is on performance
changes, which are contained in the latter of these two groups. These performance changes are all
different adaptations that have a direct effect on driving parameters, such as the choice of speed, the
magnitude of acceleration, the amount of braking, and the longitudinal and lateral deviations.

Behavioral adaptation tends to occur only after a learning phase has passed, in which the driver
learns to drive effectively with the ADAS. This is followed by an integration phase, in which the driver
is experienced enough to integrate the system into their driving [11]. It is possible that due to this
temporal nature of BA, the positive effects of the use of ADAS revealed in short-term studies might not
consist after long-term exposure [3]. The learning phase can be subdivided into the first encounter,
learning, trust, adjustment, and readjustment phases [28]. Relative stability in behavior is generally
attained during the trust phase, which is thought to last up to six months following the introduction
of the assistance system. In subsequent phases, the driver may start to adapt their behavior to the
assistance systems. Therefore, long-term research on behavioral adaptations should be conducted
only after the trust phase has finished, that is, after six months.

2.2. Intelligent Driver Model

This thesis uses a driving simulator to generate the driving data. To effectively model various driving
behaviors in car-following situations, we need an adaptable model. Among the range of available
models for car-following, the Intelligent Driver Model (IDM) [29] is the most widely applied [30], providing
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6 2. Preliminary

a straightforward approach to simulate car-following behaviors on the road. Moreover, by adjusting its
parameters, we can model different driving styles and behavioral adaptations. The IDM is defined using
two formulas that set the acceleration of the following vehicle.

8 oy 2
ﬂ = 1— L (2.1)
ac ¢ Vo s '

Equation 2.1 shows the calculation of the acceleration, which is a function of the current velocity v,
the desired velocity v,, the acceleration exponent §, the current gap s, and the desired minimum gap

s*. The desired minimum gap is defined by Equation 2.2, additionally using the minimum desired gap

at standstill sy, the desired time headway T, the difference in velocities of the vehicles Av, the maximum

acceleration of the vehicle a and the comfortable deceleration b. The main parameters of the IDM that
define the behavior of the vehicle are vy, a, b, 8, so, and T.

f= 5o + (0 T+V'Av> (2.2)
s* =5, + max|0,v- — )
0 2vVab

2.3. Abstract-based novelty detection

The novelty detection method used in this thesis is adapted from [21, 22]. This method offers a way
to monitor neural networks and detect unseen inputs during training as novel during runtime. The
approach assumes that the informative patterns present in the input data can be captured by extracting
output from hidden layers near the end of the neural network. Moreover, they assume that these outputs
accurately represent the class to which the input belongs.

By monitoring a selected hidden layer at the end of a neural network and extracting the output of this
layer, it is possible to find the outputs of the hidden layer that correspond to each class. These outputs
are then used for the creation of abstractions, in this case bounding boxes, that enclose the outputs
corresponding to one specific class. During training, only correctly classified inputs are used for the
creation of abstractions. The number of neurons in the hidden layer corresponds to the dimensions of
the created bounding box. The process of creating such an abstraction is shown in Figure 2.1.

To apply this technique, the neural network under consideration must be pretrained. Generally, the
training data of the neural network is also used to create the box abstractions. During runtime, any input
of the network falling outside of these boxes is then considered to be novel. In this way, the novelty
detection technique can detect inputs that deviate from the inputs seen during training. The high-level
detection process is shown in Figure 2.2.
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Figure 2.1: The abstraction creation process of the nov- -
elty detection technique. The example input is processed
by the network and the outputs of layer [, are extracted.

(
((0.7,0.1)7, ), ((0.8,0.1)7, &), ((0.9,0.2)", &) } ,

box abstraction

The graph shows the distribution of these points, indicat-
ing that the outputs are similar for similar classes. The
abstraction encloses the area that corresponds to each
class [21].

Figure 2.2: The high-level overview of the novelty detec-
tion technique [21]. Any input that has not been seen dur-
ing training will not be contained in any of the abstractions,
and is detected as novelty.

Figure 2.3: The abstraction creation process and high-level overview of the novelty detection technique.

This approach has two particularly useful advantages: it is compatible with various network architec-
tures and does not require prior knowledge of the data distribution. These advantages ensure that the
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technique can be applied to a broad range of applications. Furthermore, novelty detection is efficient
and does not require extensive computational resources.






Related work

This chapter describes previous approaches for detecting behavioral adaptations in a long-term set-
ting (section 3.1) and the techniques that have been used throughout the literature to detect abnormal
driving behaviors (section 3.2), identify drivers (section 3.3) and indicate novelties in time series (sec-
tion 3.4).

3.1. Long-term behavioral adaptations

Only a limited number of approaches have focused on identifying behavioral adaptations in a long-term
setting. These approaches differ in the type of behavior change and the setup they consider.

An approach that also considers the performance changes of the driver focuses on observing how
a driver’s behavior evolves over time as they become increasingly familiar with an autonomous vehicle
[13]. They find that with repeated usage there is a positive change found in perceptive, attitudinal,
cognitive, and driver state changes. Furthermore, this paper suggests that performance changes,
indicated by takeover operations, may not become more pronounced with repeated usage. However,
this approach focuses only on autonomous vehicles, rather than on assistance systems. In addition,
the approach lacks consideration for an extended observation period necessary to detect long-term
behavioral adaptations. Therefore, they cannot draw grounded conclusions regarding the long-term
perspective.

An approach that considers long-term attitudinal changes, e.g. trust and acceptance, rather than
performance changes, evaluates the behavior of drivers as they are introduced to an adaptive collision
avoidance system [14]. In an evaluation phase of one month, drivers interact with the system through
a simulator and are exposed to several dangerous lane-change maneuvers. The paper shows that the
performance of the drivers improves over time, as the acceptance and understanding of the system
increases. However, according to the literature, long-term is considered to be after 6 months, which
makes it questionable whether this approach can be classified as long-term.

A more reasonable time period is considered by [15], where they consider behavioral adaptations
to an intelligent speed adaptation system over a period of 6 months. They indicate more overriding
behavior of the system as time progresses. They only track the number of overrides and do not focus
on any other behavioral adaptations. In contrast, the approach presented in this thesis focuses more
on changes in driving behavior, such as changes in acceleration and speed. Furthermore, they indicate
that it is difficult to predict long-term adaptations using short-term experiment results, since they found
that adaptations largely depend on circumstantial influences.

These circumstantial influences are best captured by FOTs, where more realistic environments are
considered. Until now, there have been no FOTs with a specific focus on the performance changes
of the driver. The current focus of FOTs has mainly been on the validation of current assistance sys-
tems. For example, a five-month FOT [31] demonstrated significant positive safety improvements with
lane assistance systems and adaptive cruise control. These were exemplified by a decrease in crit-
ically short headway and fewer unintentional lane crossings. However, further analysis of this FOT
[17] found that adaptive cruise control is frequently deactivated in dense traffic conditions, indicating
a behavioral adaptation of drivers. Another FOT in China [32], although considering a shorter time
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10 3. Related work

period, showed positive results with forward collision sensors and lane departure warning systems, in-
cluding increased braking time and decreased relative speed. Furthermore, they found that there was
a significant influence of road type and experience on driving behaviors.

These approaches indicate that there is a lack of long-term research on behavioral adaptations,
with most approaches failing to consider relevant extended time periods or focusing solely on specific
aspects of behavior change. This limitation hinders the ability to draw comprehensive conclusions
about long-term adaptations.

3.2. Anomalous driving behavior detection

To the best of our knowledge, there have been no approaches aimed at automatically detecting in-
stances of behavioral adaptation in driving in the existing literature. However, there have been ap-
proaches that aim to solve a similar goal, which is the detection of anomalous driving behavior. This
goal is similar to detecting behavioral adaptations, but while anomaly detection in driving mainly focuses
on detecting sudden, unexpected events like fast braking or rapid swerving, behavioral adaptations fo-
cus on a high-level behavior drift over an extended period.

In the context of detecting anomalous behavior in driving, there have been multiple attempts that
focus both on detecting anomalous events and detecting anomalous behavior. An example of the first
case is the detection of events such as rapid acceleration, sudden braking, or rapid swerving [33]. They
take an online detection approach to indicate driving anomalies. Similarly to this thesis, they do not rely
on labeled data since this is rarely available for large datasets of driving data. The approach they take
uses a state graph to create a behavior model, which allows them to accurately identify anomalous
events. Another example is the detection of swerving, fast U-turns, or weaving using smartphone
sensors [34]. Approaches that consider in-vehicle sensors have focused, for example, on detecting
driver distraction [35], unusual driving behaviors [36], risky driving behaviors [37], and driving events
[38]. These studies demonstrate that leveraging solely in-vehicle sensor data offers many opportunities
to detect specific behaviors. However, these approaches do not take into account the behavior of an
individual over an extended period and, as such, cannot be used to indicate behavioral adaptations.

Other approaches have the potential to detect these changes [39, 40] by considering longer periods
and being able to indicate changes on a higher level. [39] applies a neural network for driver identi-
fication, incorporating a preprocessing step where they detect deviations from the anticipated driving
behavior of the individual. Upon detecting such deviations, the neural network further verifies whether
the driving data aligns with the actual driver of the vehicle. Our methodology shares similarities with
this technique in employing a neural network to detect unexpected driving behavior of the individual.
Nevertheless, the distinction lies in our application of anomaly detection to identify behaviors outside
predefined normal classes, whereas the aforementioned approach applies anomaly detection to indi-
cate the need for driver identification. This approach could be adapted to focus on behavioral adaptation
detection, but their focus is on the identification of drivers for security reasons. In addition, they do not
focus on the classification of abnormal driving behavior, which is focused on in this thesis.

The second paper showing potential for behavior change detection uses a Replicator Neural Net-
work (RNN), Long Short-Term Memory (LSTM), and Isolation Forests to spot behavior different from
normal driving [40]. They define normal and aggressive driving using a driver model for cars in a simu-
lation. The RNN is trained to replicate driving data of normal behavior. They find that this RNN has the
best performance for detecting aggressive driving, where these behaviors produce significantly higher
reconstruction errors than normal driving. This method could potentially detect any unusual behavior,
not just aggression. In their current setup, they currently do not indicate changes in behavior on an
individual level. Currently, they detect general changes to predefined normal behavior. This method
could be adapted to identify individual adaptations by training the RNN only on driving data from an
individual. A high reconstruction error would then indicate a shift in individual behavior. In this thesis,
our method is specifically designed to detect changes on an individual level. An overview of all the
papers discussed in this section is given in Table 3.1.

3.3. Driver identification

This thesis aims to apply a neural network to indicate deviations from the expected driving behavior of
an individual. An application of neural networks that shares a similar goal is that of driver identification,
where driving behavior is matched to the corresponding driver. This method has potential since it can
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Table 3.1: Overview of related work regarding anomalous driving behavior detection.

Paper Input Data Focus Detection
[33] In-vehicle sensor data Detection of Detects sudden events,
anomalous events not long-term behavior
changes
[34] Smartphone sensor data Detection of Detects sudden events,
anomalous events  not long-term  behavior
changes
[35] In-vehicle sensor data Detection of driver Detects specific behaviors,
distraction not long-term behavior
changes
[36] Smartphone sensor data Detection of Detects sudden events,
anomalous events  not long-term behavior
changes
[37] In-vehicle sensor data Detection of risky Detects specific behaviors,
driving behaviors not long-term behavior
changes
[38] In-vehicle sensor data Detection of driving Detects specific behaviors,
events not long-term behavior
changes
[39] In-vehicle sensor data Driver identification Could detect behavior drift
but focuses on driver iden-
tification
[40] In-vehicle sensor data Detection of abnor- Could detect unusual
mal (aggressive) behavior, not currently
driving behavior focused on individual
changes

also be applied to indicate when the behavior does not match with the corresponding driver, which can
indicate a deviation from expected driving behavior.

Several approaches have explored the identification of drivers with neural networks [35, 41, 42],
which has been shown to be an effective method for driver identification. The papers have a similar
goal, but use different sample sizes and feature sets for this identification. For example, in [42], an
extensive and comprehensive set of features is used, including acceleration, distance from the leading
vehicle, lane information, speeds, and pedal operations. This approach achieves an identification rate
of 83.1% for a larger group of 51 drivers. Other approaches have shown that a small feature set can
already achieve accurate identification. This has been done using only vehicle acceleration data as
primary input [41], resulting in an identification rate of 88.3% across a group of 13 drivers. Furthermore,
a paper that focuses specifically on brake and gas pedal operations, attains an identification rate of
84.6% for a smaller sample size of three drivers [35]. These studies collectively indicate the efficiency
of neural networks in identifying individual drivers based on various driving behaviors and parameters.
This thesis aims to identify only one specific driver from a broader set of driving behaviors, rather than
attempting to identify each individual driver. Therefore, the features used in these papers are expected
to achieve a higher identification rate in our setting.

In the literature, multiple attempts have been made to effectively identify drivers in car-following
situations. Although these attempts are not focused on neural networks, they are relevant, as they
explore a car-following context similar to our approach. A paper that does this using vehicle sensors
obtains an identification rate of 73% for 30 vehicles in an actual city area [43]. Using a Gaussian
Mixture Model (GMM), they find that velocity, headway distance, and pedal operations are the signals
that best define a specific driver. A similar approach [44] uses the same set of features and also
applies a GMM to obtain an identification percentage of 76.8% over 267 drivers. Apart from GMMs, an
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approach using decision trees [45] was able to achieve an identification percentage of 82%. The set of
features they used consisted of gas pedal operations, steering wheel angle, vehicle speed, RPM, and
yaw rate. These approaches indicate the relevant features that have been used for driver identification
in car-following situations.

3.4. Time series novelty monitoring
The novelty detection approach in this thesis aims to detect behavior that deviates from typical driving
behavior, represented as a multivariate time series. To solve the problem of novelty detection in time
series, multiple approaches have been made. Each of these approaches deviates in some way from
the abstract-based approach we consider in this thesis.

A widespread technique in this field is the use of RNNs [46, 47]. These RNNs are designed to
replicate the input by compressing and decompressing the data. The difference between the actual
input and the reconstructed input is referred to as the reconstruction error. An example of such an
approach describes the use of RNNs to detect shifts in the distribution of normal behavior [47]. Their
approach involves gathering reconstruction errors over time, stating that sustained significant errors
signify a behavioral shift, whereas sudden spikes in errors followed by a return to normal levels suggest
an anomaly. RNNs could be a useful technique for identifying changes in behavior by training them on
the normal driving behavior of an individual and then collecting reconstruction errors as the driver is
exposed to ADAS. The difference from the abstract-based approach is that while the RNN presents a
standalone application to novelty detection in time series, the abstract-based approach offers a flexible
and integrated method to detect novel inputs to any neural network in real-time. This allows us to
combine novelty detection to any neural network application, such as driver identification.

Other approaches use Hidden Markov Models (HMMs) to indicate novelties in time series [48, 49].
This is an interesting technique, but creating a good Markovian model for driving behavior is not straight-
forward. Moreover, the abstract-based novelty detection technique offers a more direct application to
neural networks.

One-class Support Vector Machines (SVMs) are also used throughout the literature to indicate nov-
elties in time series [50, 51]. However, the issue with these SVMs is that they require high computation,
which means that their application in real-time applications is limited. In the case considered in this
thesis, we currently do not consider real-time detections. However, our approach may have poten-
tial real-time applications. Therefore, it is important to consider techniques that enable this extension
possibility. Moreover, one-class SVMs do not offer an intuitive integration with neural networks.



Methodology

This chapter describes the methodology used in this thesis for the detection of behavioral adaptations
in driving. The constituent sections of this chapter should provide an answer to the research question:
How can the detection process be implemented to ensure that detected events consistently correspond
to instances of behavioral adaptations? The chapter first provides a high-level overview of the detector
in section 4.1, after which the individual components of the detector are described in section 4.2.

4.1. High-level overview

The proposed detection system has the main objective of identifying instances where the driver’s be-
havior has adjusted in response to the assistance system. To achieve this goal, the detector is con-
structed with two main components, which are visualized in Figure 4.1. These two components are
a neural network for driver identification, which indicates whether the current behavior corresponds
to the expected behavior of the driver; and a novelty detection technique, which indicates whether
the current behavior is considered normal or abnormal. In addition to the detector’s two components,
the dataset that contains driving behavior, though not part of the detector, is important for achieving

effective detections.

Driver identification

Dataset

Novelty detection

Driver to identify

Normal car-following

8
g

Figure 4.1: The high-level overview of the proposed detector. Features corresponding to the following vehicle are given as input
to the neural network. The detector then has two different outputs. First, the network classifies whether this data corresponds to
the expected behavior of the following vehicle. Second, the output of the final hidden layer before the output layer is extracted
and, using the abstract-based novelty detection, the behavior is classified as normal or abnormal.

13
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The neural network is designed to classify whether the input corresponds to the individual that needs
to be identified. The idea is that when the behavior of the driver under identification has changed signif-
icantly from its expected driving behavior, the neural network will no longer classify its driving behavior
correctly. This step allows us to indicate on an individual level whether any behavioral adaptations
have occurred. An underlying assumption of this step is that the behavior of the driver remains consis-
tent over time, with no significant drift, allowing any observed changes in behavior to be attributed to
behavioral adaptations rather than natural fluctuations.

At the same time, novelty detection determines whether the detected change in behavior follows
normal driving patterns or deviates from this behavior. By adding this extra classification step, we enrich
the data provided by the detector. The behaviors and definitions used for behavioral adaptations and
novelties are visualized in Figure 4.2.

Behavioral adaptation

Novelty

@ / / Car-following behavior of driver to identify

Normal car-following behavior

All car-following behavior

Figure 4.2: Schematic overview of the relations of the behaviors that can be encountered. Normal car-following behavior is
defined as the range of driving behaviors that an average driver would exhibit, so without risky or unsafe behaviors. A novelty
is defined as any input falling outside of normal car-following behaviors. Behavioral adaptation is defined as any input falling
outside of behavior of the driver that we want to identify.

4.2. Building blocks

This section provides a detailed description of the dataset and the individual components that make up
the detector. For each element, the design considerations are given and it is explained how the imple-
mentations of these designs should lead to an effective detection mechanism for behavioral adapta-
tions. In subsection 4.2.1, subsection 4.2.2, and subsection 4.2.3, the dataset, the driver identification,
and novelty detection are described, respectively.

4.2.1. Dataset
This section defines the considerations needed to create a fitting dataset for the detection of behavioral
adaptations.

Novelty interpretation As mentioned in section 2.3, the novelty detection method is capable of de-
tecting input from the neural network that has not been seen during training. This implies that the
training dataset defines what inputs are detected as novelties during runtime. In this approach, we
define the training dataset as the set of behaviors that define normal car-following behavior, where
we assume that the expected behavior of the driver to identify is contained within this range of typi-
cal behavior. Therefore, if the novelty detection technique is trained on this dataset, any novelty will
correspond to behavior outside of the distribution of normal car-following, thus indicating abnormal
car-following behavior.

Stabilized behavior A design consideration is that the dataset should include instances of stabilized
driver behavior of the driver to identify while operating under the used assistance system. As mentioned
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in section 3.1, when firstintroduced to an assistance system, the driver learns how to use the assistance
system in various scenarios. After this learning phase, the behavior will stabilize before the driver
adapts their behavior. So, stabilized behavior refers to periods in which the driver has gone through
the learning phase of the assistance system and maintains consistent driving patterns. By including
such instances in the dataset, the model can learn to recognize the typical behavior exhibited by the
driver to identify when using the assistance system. This enables the detector to effectively detect any
adaptations in driver behavior within this context.

Typical car-following Moreover, we need to be sure that typical behaviors in car-following situations
are clearly defined, as defined by: the modeling of normal behavior must be sufficiently comprehensive
to ensure that any behavior falling within the bounds of typical behavior can be accurately identified as
such. This consideration ensures that the model can distinguish between typical and atypical behaviors
with greater accuracy, thereby making sure that any detected novelty corresponds to atypical behavior,
and any atypical behavior is consistently flagged as novelty. If the set of typical car-following behaviors
is not sufficiently modeled, the detector might indicate novelties, while the behavior is actually contained
in the range of typical car-following behaviors, thus indicating too many false positives.

4.2.2. Driver identification

The problem that the neural network tries to solve is a two-class classification problem with one class
corresponding to a range of normal car-following behaviors and the other class corresponding to the
driving behavior of a specific individual. The neural network provides the foundation for the detection
system and its effectiveness in identifying the specific individual is vital for the accurate detection of
both behavioral adaptations and their respective novelty. Therefore, the creation of the neural network
requires careful design.

Input features

To achieve an effective identification of individuals, the network input should comprise features that
accurately capture unique driving behaviors. These input features serve a dual purpose: to facilitate
accurate driver identification and to provide valuable insights into behavioral adaptations. So, for the
input of the network, we have the following design consideration: the input features of the neural net-
work should have the ability to accurately capture not only the unique driving style of an individual, but
also to indicate any potential behavioral adaptations within driving behavior over time. As described in
section 3.3, driver identification is possible using features that can be collected from most modern vehi-
cles. However, not all features used in these approaches can be modeled using the IDM (section 2.2),
and as such cannot be used to model unique driving behavior in our simulations. The parameters that
can be used to model car-following behavior are the desired velocity v,, the maximum acceleration a,
the comfortable deceleration b, the acceleration exponent &, the minimum gap in standstill s,, and the
desired time-headway T. So, the features used in other approaches that cannot be modeled in our
approach are the pedal pressure and operations, the steering angle, and lateral accelerations.

The set of features that we chose to represent unique driving behavior in car-following situations
consists of speed, acceleration, jerk, and distance to the leading vehicle. Here, the jerk describes the
rate of change in acceleration. The jerk was not mentioned in the other approaches, but we believe that
it provides a more precise measure of sudden or rapid events in vehicle dynamics than acceleration
alone. Therefore, the jerk is also added as a relevant input feature in this thesis. The speed and accel-
eration of the vehicle can be directly modeled using the IDM parameters for speed v,, acceleration a,
and braking b. The jerk is indirectly modeled, but changes as an effect of adapting a and b. The dis-
tance from the leading vehicle is also indirectly modeled using the parameter T for time headway. This
set of features should also be able to capture behavioral adaptations, since the performance changes
that we want to detect may manifest as increased accelerations, increased velocities, or heightened
longitudinal deviations, all of which are behaviors identifiable through the designated set of features.
Therefore, the selected features are in accordance with the defined design consideration.

Architecture

The architecture of the neural network should be designed such that the network can effectively extract
the personal characteristics present in the driving data. We chose LSTM networks for our detector due
to their simplicity and effectiveness in processing time series data, which aligns well with our driver
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behavior identification task. Although other methods have their advantages, we prioritized simplicity
by using LSTMs. Many alternative approaches introduce additional complexities that can hinder in-
terpretation and implementation of the detector. For the design of the neural network architecture, an
important design consideration needed for efficient detection is: the neural network should contain a
layer that accurately describes the high-level information of the input. According to the assumption
made in the abstract-based novelty detection approach, layers at the end of the network capture this
high-level information. We adapt a two-step sequential approach, where each layer extracts only the
most relevant information from the previous layer’s output. Consequently, this ensures that the final
hidden layer captures the high-level information. First, we used an LSTM layer with 16 units to be able
to extract sufficient information from the input. Second, the following LSTM layer further processes the
information extracted by the first layer. This is implemented by giving this layer only 4 units, limiting
the extraction capability, and forcing this layer to extract only the most informative features. Therefore,
when the network is sufficiently trained, this final hidden layer should capture the high-level information
from the input. An overview of this architecture is given in Figure 4.3

— ) =

LSTM LSTM Dense
16 units 4 units 1 unit

Figure 4.3: The architecture of the neural network used for the proposed detector, containing two LSTM layers and one fully-
connected output layer.

Training procedure

With clear definitions of the design considerations for the input and architecture of the network in place,
the neural network training procedure involves another element that decides the effectiveness of the
detector. We can describe these aspects in the following design consideration: the training procedure
design must ensure that the network is properly trained for accurate driver identification and novelty
detection. There are three possible scenarios that we can have after training, underfitting of the data,
overfitting of the data, and proper training, which have been visualized in Figure 4.4.

If the network is underfit on the training data, the spread of the training points will be high since the
network has not learned to accurately group and separate the two classes. Consequently, behavioral
adaptations can be misclassified as the driver to identify and vice versa. In novelty detection, the
abstractions will not accurately capture the two classes, and a large part will not be correctly classified.

In the case of overfitting, although the training performance will be high, the testing of the known
classes will yield low accuracy. However, since the network will only learn to classify training inputs
as the driver to identify, any behavioral adaptation will not be classified as such, thus being accurately
identified as behavioral adaptation. In the novelty detection, only exact training inputs will fall inside
the boxes, therefore most points will be detected as novelties.

These cases indicate the need for an accurate training procedure. An element that already limits
the overfitting ability of the network is the limited number of parameters defined in the architecture.
Another straightforward technique is to keep a separate test set to independently track the evaluation
throughout the training process, ensuring that the network performs well both in training and in testing.
In the following chapters, these cases are used as a guideline to control and check the performance of
the neural network.

4.2.3. Novelty detection

The second main component of the presented monitor is the novelty detection component. This stage
is implemented using the abstract-based novelty detection approach. We can describe the goal and
the design of novelty detection in the following design consideration: the novelty detection technique



4.2. Building blocks 17

Performance Performance Performance

Training  Testing Training  Testing Training  Testing

g XX v X VV
—x —v—v i

®
> o ", L]
. ° L Behavioral
o ]

adaptation
e @ ®
[

Driver to

Driver
identification

#
L

Novelty
detection

a) b) c)

Figure 4.4: The three possible scenarios for training the detector: underfitting of the training data (a), overfitting of the training
data (b), and proper training (c). The top row shows the performance of the neural network for each of the possible inputs during
training and testing. The lower row shows the possible scenarios for the novelty detection monitor during testing.

requires that the formed clusters precisely encapsulate the key regions within the value space that
distinctly define each respective class, ensuring a robust and accurate classification of novel instances.
In the original paper, this is referred to as the convergence of abstractions [21], which assumes that the
network is pretrained, and depends only on the amount of training data. They define convergence as
the point where any new training input from known classes does not enlarge the abstraction anymore.
So, to ensure that formed clusters accurately capture the key regions that define each class, we need
sufficient training data to capture the entire range of behaviors that we could reasonably expect from
drivers.
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Figure 4.5: Techniques for fine-tuning the novelty detection, and the scenarios in which they are most useful. The improvements
for cluster selection (a), expansion of abstractions (b), and outlier removal (c) are shown.

Fine-tuning parameters There are also additional techniques to control the creation of these clus-
ters. These techniques are visualized in Figure 4.5. One technique is to set the number of clusters
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that are created. There is a possibility that the training points are not distributed in just one region but
are distributed in separate regions of the value space. If we were to use just one cluster, all points
in between these regions would also be considered to be part of the abstraction, whereas in reality
they are not. Therefore, using a number of clusters representative for the number of regions leads to
better capture of the key regions of the classes. We can also set the size of these clusters, where we
can enlarge the abstractions, leading to more points falling within the boundaries during testing and
evaluation. This leads to fewer false negatives, thus improving performance. Finally, we can control
which points we take into account for the creation of the boxes, where it is possible to omit any outliers
that cause the boxes to expand beyond representative regions of the distribution. In this thesis, the
setting of the number of clusters, the expansion of the abstractions, and the omission of outliers is done
empirically, based on the results of the detector. Examples of use cases for each of these techniques
can be found in Appendix A.

Layer selection In the previous section, we outlined our choice for the layer to monitor, highlighting
that the final layer before the output layer contains the high-level information of the input data. This layer,
an LSTM layer consisting of 4 units, is thus used for both abstraction creation and novelty detection.
To monitor an LSTM layer, we consider the final output of its units as the layer output. Consequently,
since this monitored layer consists of 4 LSTM units, the resulting box abstraction will have 4 dimensions.
This setup showcases the first approach to novelty detection of time series using the abstract-based
approach to novelty detection.



Experimental setup

This chapter provides an overview of the experimental setup devised to address the research question:
To what extent do the events identified by the detector correspond to behavioral adaptations of the
driver? First, the collection of the dataset is described in section 5.1. Then, the experiments set up to
answer the research question are given in section 5.2.

5.1. Dataset collection

This section provides the details for the collection of the dataset. In subsection 5.1.1 the simulation
framework is described, in subsection 5.1.2 the setup of the simulation scenarios is given, in subsec-
tion 5.1.3 the modeled behaviors of the drivers in the scenarios are provided, and in subsection 5.1.4
the final preprocessing of the dataset is described.

5.1.1. Simulation framework

The dataset used in this study was collected using the CARLA (Car Learning to Act) driving simulator
[52]. CARLA is an open source simulator designed for autonomous driving research. For the presented
detector, to effectively detect behavioral adaptations, it is necessary to have both driver data before
adaptations occur and during the shift to adapted behavior. Using the CARLA simulator, we have the
possibility of simulating these behaviors and adaptations ourselves. This approach allows us to obtain
a more tailored dataset and gives us greater control over the experimental conditions. Control over
the environment is regulated using a framework [53], which provides readily available classes and
implementations to precisely control car behavior, using an IDM and flexible scenario generation'. The
adaptation of the framework we use in this thesis can be found on GitHub?.

5.1.2. Scenarios

During the execution of the simulation, the scenario generation follows a cycle consisting of a series
of stages. The simulation starts with the instantiation of vehicles, positioning the ego car behind the
leading vehicle. Subsequently, the leading vehicle accelerates to the desired speed. Acting as the
following vehicle, the ego car adheres to the specifications of the IDM, dynamically adjusting its speed
and distance to ensure a safe trajectory behind the leading vehicle. This simulated behavior continues
until a predetermined maximum number of time steps is reached. This maximum was set at 3000 to
allow the vehicles to reach their desired speed and collect sufficient data about car-following behavior.
Upon completion of each scenario, the vehicles are reset, and the IDM parameters are changed. The
scenarios take place on the same map, as depicted in Figure 5.1. Per set of IDM parameters, the
minimum simulation time set to capture the behavior of the vehicle was set to 10 minutes. Since
the behavior of the following vehicle is stable under the same parameter set, this was believed to be
sufficient. During the execution of the scenarios, the features of the following vehicle are collected every
timestep T, where T = 0.05 seconds. The features that are collected are the speed v, acceleration a,

"https://github.com/MajidMoghadam2006/frenet-trajectory-planning-framework
2https://github.com/roudeelferink/thesis-simulate-driving
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Leading vehicle

Following vehicle

Figure 5.1: Road map and scenario setup used in the simulation.

jerk j, and distance to the leading vehicle d, as shown in Figure 5.2. The speed and distance to the
leading vehicle are extracted directly from the simulator, while acceleration and jerk are calculated
using Equation 5.1 and Equation 5.2. Here, t indicates the value in the current timestep and t — 1 the
value at the previous timestep.
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Figure 5.2: The features extracted from the simulator. Velocity v and distance d are extracted directly from the CARLA environ-
ment, acceleration a and jerk j are calculated using the given equations.

5.1.3. Behavior specification

Using the IDM, we can precisely model the behavior of the vehicle. We use the IDM to model the
range of normal driving behavior of the following vehicle, the constant behavior of the leading vehicle,
the following behavior of the driver to identify, and the behavioral adaptation of the driver to identify.
An overview of the behaviors is provided in Figure 5.3. Each of these behaviors is described more
specifically in the following paragraphs.

The range of normal car-following behaviors is set using ranges in the IDM parameters. We can
extract realistic parameters that define normal behavior using data from real-life situations. This has
been done in [54], where they used trajectory data to calibrate the IDM and predict the behavior such
that it achieves the lowest possible error compared to the observed behavior. They used three data sets
and reported the IDM parameters that achieved the lowest error. For the time-headway of the following
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Behavioral adaptation

Novelty

Car-following behavior of
driver to identify (T = 1.2s)

Normal car-following behavior
(range of T =[1, 1.6])

All car-following behavior
(all possible values of T)

Behavioral drift
(T=1.2s to T=0.75)

Figure 5.3: Schematic overview of the modeled behaviors. T stands for time headway, which corresponds to the time headway
parameter of the IDM. The behavioral adaptation of the driver to identify is defined as a drift from their original behavior to a
behavior outside of the range of normal behaviors. It shows that as the drift increases, the behavior should first be detected as
behavioral adaptation, after which it will finally be detected as novelty as well.

vehicle, they found a range of 1 to 1.6 seconds, which is also used for this thesis. We model this in steps
of 0.1 seconds, which means that we model 7 different behaviors for the time headway. However, for
acceleration and deceleration, the values they reported caused unrealistically stable behaviors in our
simulations, resulting in a lack of unique and identifiable behaviors. Therefore, a more extreme range of
values was chosen for our experiments, defined by a range of 3 to 5 m/s? for acceleration and a range
of 4 to 6 m/s? for deceleration. We did not simulate every possible combination of these parameters.
Instead, we made pairs with the acceleration and deceleration to decrease the number of behaviors
that we need to simulate. The three behaviors used to model the acceleration and deceleration range
are given in Table 5.1. In combination with the range of time headway T, this leads to 7+ 3 = 21 distinct
behaviors that define typical driving behavior. The acceleration exponent was empirically set to 8,
instead of the common value of 4, since the following vehicle could not keep up with the leading vehicle
using a value of 4. Not all of these values are entirely realistic. However, the aim of the experiments is
to demonstrate the detector’s ability to identify behavioral adaptations and behaviors that fall outside of
predefined normal ranges, which remains possible using these values. The final values for the range
of the IDM parameters are given in Table 5.2.

Behavior  Acceleration (m/s?) Deceleration (m/s?)

Behavior 1 3 4
Behavior 2 4 5
Behavior 3 5 6

Table 5.1: Table showing behaviors with corresponding acceleration and deceleration values.

The leading vehicle in the scenario has a distinctive behavior aimed solely at maintaining its target
velocity, which dynamically shifts between values of 10.11 m/s (36.4 km/h), 11.11 m/s (40 km/h),
or 12.11 m/s (43.6 km/h) at regular intervals. By periodically adjusting its target velocity within this
range, the leading vehicle introduces variations in its behavior, contributing to a more realistic traffic
environment. The other parameters are given in Table 5.2, but most of these values do not change the
behavior of the leading vehicle in free-driving scenarios.

The driver to identify shows behavior contained within typical car-following behavior, maintaining
a desired velocity of 13.89 m/s (50 km/h) to stay slightly ahead of the varying speed of the leading
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vehicle, ensuring that the leading vehicle does not drive away from the following vehicle. The other
IDM parameters of the driver to identify are set with a minimum gap of 2.25 meters and a comfortable
deceleration of 4 m/s%. The maximum acceleration is set at 3 m/s? and desired time headway at 1.2
seconds. All of these values are contained within the defined range of typical driving behavior.

The behavioral adaptation emerging from the use of ADAS can also be modeled using the IDM.
The chosen example adaptation examined in this thesis involves a reduction in the time headway of
the driver to identify. This specific adaptation was chosen, because it is a behavioral adaptation that has
been found to emerge in real life [55], and it is possible to model using the IDM, as shown in Figure 5.4.
As behavioral adaptations do not occur instantaneously, modeling these changes should reflect their
gradual nature. Thus, the behavior is adjusted incrementally, with a slight modification introduced every
ten minutes of the simulation. Initially, the simulation uses the IDM parameters of the driver to identify.
Subsequently, over ten steps, these parameters are changed to values that deviate from the driver’s
expected behavior, eventually drifting outside of defined normal car-following behavior. In this case,
the time headway is decreased in increments of 0.05 seconds over ten steps, ultimately reaching a
value of 0.7. This change of time headway, and the desired detections during this drift, are visualized
in Figure 5.3.

Figure 5.4: Decrease in in the time headway T of the IDM, and its effect on the driving behavior of the following vehicle.

Parameter Typical Individual Leading Vehicle Behavioral Adaptation
Vo 13.89m/s (50 km/h) 13.89m/s (50 km/h) 10.11-12.11m/s 13.89m/s (50 km/h)

So 2.25 meters 2.25 meters 2.25 meters 2.25 meters

b 4m/s? to 6m/s? 4m/s? 2m/s? 4m/s?

Amax 3m/s? to 5m/s? 3m/s? 1m/s? 3m/s?

T 1sto1.6s (step: 0.1s) 1.2s 1s 1.2st0 0.7 s (step: 0.05s)
é 8 8 4 8

Table 5.2: IDM parameters for simulated behaviors.

Another aspect influencing the simulated behavior is the PID-controller. This controller ensures that
the longitudinal error between the desired speed and the actual speed is as small as possible and that
the lateral positioning matches the waypoints of the vehicle. These parameters were adapted from the
original framework, where the values of P = 40, I = 4, D = 0 were used for the longitudinal controller
and P = 0.3, I = 0.0, D = 0.0 for the lateral controller.

5.1.4. Preprocessing

After the data has been collected, the next step involves preprocessing the data to extract relevant
segments for direct input into the neural network. To achieve this, we segment the time series data
into fixed-length intervals of 100 data points, corresponding to approximately 5 seconds of driving.
Segments where the vehicle is still accelerating towards the desired velocity are discarded, as are
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segments where crashes occur or where the following vehicle accelerates unrealistically fast. The
processed data are then divided into training, testing, and runtime sets and the data features are nor-
malized based on the data present in the training dataset. Both training and testing sets are used to
train and test the neural network as well as the novelty detection monitor. The runtime set serves the
purpose of evaluating how the monitor handles new inputs. In the labeled data, segments representing
typical driving behavior are assigned the label 0, segments indicating the driver to identify are labeled
1, and segments demonstrating driver adaptation are labeled 2, where the latter group is exclusively
present in the runtime dataset.

5.2. Experiments

This section presents the experiments that aim to answer our research question. We describe the setup
for each experiment and outline the scenario in which the experiment can be considered a success. The
first experiment to analyze behavioral adaptation detection is described in subsection 5.2.1. The second
experiment to analyze novelty detection is described in subsection 5.2.2. The framework used for these
experiments can be found on GitHub® and is an adaptation of the code* used for the experiments in
[21].

5.2.1. Experiment 1: Detecting behavioral adaptations

The objective of this experiment is to assess the effectiveness of the developed detector in detecting
the behavioral drift of the driver to identify, as the behavior drifts away from the driver’s initial behavior,
indicated by the most inner circle in Figure 5.3. So, in this experiment, we want the network to classify
every behavioral adaptation as not corresponding to the driver to identify. The detection of behavioral
adaptations is implemented using the neural network. Therefore, this experiment will focus solely on
this component. The procedure of the experiment is as follows:

1. Training Phase: The neural network is trained on the training data, where the network learns to
minimize the training loss.

2. Testing Phase: The trained neural network is tested on data containing unseen instances.

3. Evaluation Phase: The run data, containing instances of behavioral adaptations, is the final test
of the network’s effectiveness. The network’s detections on the run data are analyzed to indicate
whether the neural network can accurately identify instances of behavioral adaptations.

To get a more complete overview of the performance of the neural network, we repeat this proce-
dure 10 times. This should indicate whether the network consistently learns to correctly classify the
instances. We use the training and testing phase to show whether the network has been properly
trained, as explained in Figure 4.2.2. The accuracy of the model is collected to assess the model’s
ability to distinguish between typical driving behavior and the individual’s driving behavior. During the
evaluation, we want to indicate the accuracy and sensitivity of the neural network. The accuracy indi-
cates the reliability of the detection, as the behavior starts to drift. The sensitivity additionally indicates
the point in the drift from which the behavioral adaptations start to be detected.

5.2.2. Experiment 2: Detecting unusual adaptations

The objective of this experiment is to evaluate the effectiveness of the novelty detection technique in
detecting the behavioral drift of the driver, as behavior drifts outside the range of normal car-following
behaviors. This is shown in Figure 5.3 as the drift of the points into the outer layer. This experiment
follows the same three phases as before, now adapted for the novelty monitor:

1. Training Phase: The novelty detection monitor is trained on the training data. The training pro-
cess involves fine-tuning model parameters to create boxes that best fit the training data, as
explained in subsection 4.2.3.

2. Testing Phase: The trained monitor is tested using unseen instances. This should provide infor-
mation about the generalizibility of the novelty detection.

3https://github.com/roudeelferink/thesis-monitoring-driving
“4https://github.com/VeriXAl/Outside-the-Box/
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3. Evaluation Phase: In the evaluation phase, the modeled behavior drift is given as input to the
detector. The results should indicate whether the behavior of the driver is detected as unusual
when it drifts outside of the predefined normal driving range.

We collect the detector’s outcomes and categorize them as true positives, false positives, true neg-
atives, and false negatives. Again, we want to indicate the accuracy and sensitivity of the component.
In this experiment, success is defined by the detector’s ability to accurately detect unusual behaviors
as novelties when the driving behavior drifts outside the range of normal driving behavior.



Results

This chapter presents the results of experiments that aim to evaluate the performance of the detector.
In section 6.1, the results for the first experiment are presented, indicating the detector’s performance
in detecting behavioral adaptations. Then, in section 6.2, the results for the second experiment are
presented, which indicate the detector’s performance in detecting abnormal behaviors.

6.1. Results experiment 1: Detecting behavioral adaptations

This section presents the results of our experiment aimed at indicating the monitor’s ability to detect
behavioral adaptations. The initial training phase of the neural network is visualized in Figure 6.1.
These figures show the training loss and accuracy of the network over 10 training runs. The parameters
used in the training of the network can be found in Appendix A.
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Figure 6.1: Loss and accuracy during training of the network over 10 training procedure runs with the same parameters. The
area around the line indicate the standard deviation over the 10 runs.

These figures show that, under the same parameters, the network consistently learns to accurately
classify inputs. It is important to note here that the final accuracy achieved during training does not
accurately capture the network’s capability to make a distinction between the driver to identify and other
behaviors. As visualized in Figure 4.2, the driver to identify is contained within the normal car-following
behavior. This means that there is some overlap between the two classes, which makes it impossible
to achieve perfect accuracy. This is further elaborated on in Appendix A. The figure shows that the
network comes close to the expected accuracy, which is the accuracy we can reasonably expect the
network to achieve with the overlapping behaviors.
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In the testing phase, we put unseen data from the two training classes in the network. The results
of this phase are given in Table 6.1. This table shows that the networks have the ability to generalize
to unseen data points from the same class. Since both training and testing performance are high,
this indicates that the network is properly trained. However, there are notable differences in accuracy.
Especially in runs 2 and 5 we see that the network was not able to generalize to the new data.

Table 6.1: Final testing loss and accuracy over 10 runs. The last row indicates the mean and standard deviation over the 10
runs.

Run Loss Accuracy
1 0.385 0.835
2 0.557 0.679
3 0.298 0.862
4 0.367 0.826
5 0.51 0.752
6 0.363 0.835
7 0.317 0.844
8 0.404 0.807
9 0.294 0.862
10 0.318 0.844

Overall 0.382 + 0.089 0.815 + 0.057

In the evaluation phase, the handling of behavioral adaptations was analyzed, for which the re-
sults are shown in Table 6.2. In this phase, only instances containing behavioral adaptations are given
as input to the network. Since the goal is to detect behavioral adaptations, we want the neural net-
work to classify all instances of behavioral adaptation as class 0, indicating that the behavior does not
correspond to the expected behavior of the driver. Since evaluation data only contain behavioral adap-
tations, only true positives and false negatives are taken into account. The table shows that when the
behavior is still similar to expected behavior, that is, T = 1.15 and T = 1.10, the neural network does
not consistently detect these instances as behavioral adaptations. However, all the classes afterwards
are detected effectively, indicated by the (near) perfect accuracy. So, the results show that as the be-
havior is drifting away from the expected behavior, more of the instances of behavioral adaptation are
detected as such. Regarding sensitivity, we see that at T = 1.15 the behavioral adaptations begin to be
detected. However, the large standard deviation indicates that this is not the case for each of the runs.
The same result continues in the next step of the drift at T = 1.1. This indicates that, although some
of the inputs are correctly detected as behavioral adaptations, the detector is not sensitive enough to
detect small changes in the behavior of the driver.

Table 6.2: Detection accuracy as the behavior drifts from T=1.15s to T=0.7s. A true positive occurs when the behavior is
accurately identified as a behavioral adaptation. Conversely, a false negative indicates that the behavior, which should have
been identified as a behavioral adaptation, is instead misclassified as typical behavior. Over 10 runs the mean and standard
deviation of the detection is given for each step in the behavior drift.

Time headway (s) True Positives False Negatives Accuracy (%)

1.15 20 + 29 72+ 29 21.30
1.10 62 + 26 23+ 26 72.94
1.05 85+6 2+6 97.70
1.00 9410 0+£0 100
0.95 9110 0+£0 100
0.90 98+ 0 0+0 100
0.85 102 +0 0+0 100
0.80 101 %0 0+0 100
0.75 90+0 0+£0 100

0.70 97+ 0 0+£0 100
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6.2. Results experiment 2: Detecting unusual adaptations

This section presents the results of our experiment aimed at indicating the detector’s ability to detect
unusual behavioral adaptations. We used training run 7 for the detection of novelties, since this run
had a good performance and offered the most comprehensible visualizations. Other training runs can
be found on GitHub".

The training and testing phase was used to set the parameters of the novelty monitor. Examples of
2-dimensional projections of the 4-dimensional abstraction are shown in Figure 6.2a and Figure 6.2b.
These two dimensions were chosen since they best visualized the drift of the behavior. As can be seen
in the figures, the distribution of class 0 is distributed over two regions. It was decided to use three
clusters for the clustering of the abstractions. A third cluster was introduced to minimize the amount of
empty space within the abstraction, which would have been larger if only one cluster had been used for
the lower left region. Other techniques to fine-tune the abstractions were not necessary for this training
run. Examples of other training runs and scenarios where fine-tuning could be useful are provided
in Appendix A. The testing phase, shown in Figure 6.2b, indicates that almost all instances of class
1 are contained within the corresponding boxes. When it comes to class 0, we see that part of the
instances is contained in the boxes of class 0 and part in the boxes of class 1. This can be explained
by considering that class 0 has overlap with class 1, as visualized in Figure 5.3. Therefore, it is not
surprising that some points are included in the abstraction of class 1. Most importantly, the fact that
almost all test input falls within the trained abstractions indicates that the network was properly trained
for this specific training run.
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Figure 6.2: The training (a) and testing (b) phase of the novelty monitor.

In the evaluation phase, the handling of behavioral adaptations was evaluated, for which the plot
is shown in Figure 6.3. Interestingly, we see a clear drift of the distribution as the behavior adapts. It
shows that at the end of the behavior drift, the instances clearly fall outside of the created abstractions.
To get a better overview of the types of instances that fall outside the box, the behavioral instances are
also shown in Figure 6.4, where the instances are grouped corresponding to their time headway. This
figure more clearly shows the distribution of points throughout the drift. This allows us to indicate the
point in the drift where the instances are detected as novelties. Ideally, what should happen is that from
T < 1 onward the points should be detected as novelties, since that is the point where the behavior
falls outside of the predefined normal range (see Figure 5.3). In fact, this is what we see in the figure,

"https://github.com/roudeelferink/thesis-monitoring-driving
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Figure 6.3: The behavior drift of the driver to identify from T=1.2s to T=0.7s, as captured by the novelty detection.

where the first instances drift outside of the abstraction at T = 0.95.

The qualitative analysis underscores the results found in this experiment. Table 6.3 presents the
detection rate per class. The time headway T = 1.15 to T = 1 can still be considered normal behavior,
since they fall within the defined boundaries of typical car-following behavior. All classes afterward are
the classes that fall outside these boundaries, meaning that they should be detected as novelties. The
table shows that when the instances should not be detected as novelties, i.e. the first four rows, the
instances are mostly not detected as such.

Only at T = 1.15 we find that instances are sometimes detected incorrectly. In our process of
modeling normal driving behavior, we increased the parameter T in steps of 0.1. This means that during
the training process for the monitor, we collected data for specific values suchas T =1.1and T = 1.2,
but not for intermediate values such as T = 1.15. During neural network training, the inputs where
T = 1.2 overlapped with the driver to identify were misclassified. Consequently, these misclassified
points were not included in the creation of the abstractions. The outer edge of the abstraction box
was thus set using points from T = 1.1, which explains why intermediate values such as T = 1.15 fall
outside the defined box.

The table also shows that as the behavior drifts outside of the predefined range, the accuracy
gradually increases. Already at T = 0.95 a substantial part of the instances is detected as novelty,
showing the detector’s sensitivity in detecting behavioral adaptations outside of normal behavior. This
shows that on a high level we can indicate a drift, when we consider all points for a specific value of T.
However, the notable false negative rate indicates that, on an individual instance level, it is difficult to
indicate whether a point is an unusual behavioral adaptation. These results indicate that the detector
can indeed be used to detect unusual adaptations of the driver. Moreover, it is important that these
detection outcomes are not analyzed per specific instance but rather over a longer period of time to be
able to indicate a drift outside of typical driving behavior.

T(s) True Positives False Positives True Negatives False Negatives Accuracy

1.15* 0 28 64 0 0.6957
1.10* 0 0 85 0 1.0000
1.05* 0 0 87 0 1.0000
1.00* 0 2 92 0 0.9787
0.95 33 0 0 58 0.3626
0.90 73 0 0 25 0.7449
0.85 90 0 0 12 0.8824
0.80 97 0 0 4 0.9604
0.75 90 0 0 0 1.0000
0.70 97 0 0 0 1.0000

Table 6.3: Detection performance for the selected training run. Rows with a star (*) are the behaviors that are in the range of
typical driving behavior. This means that these should not be detected as novelty. The other rows correspond to behaviors
outside the range and which should be detected as novelty.
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Figure 6.4: The distribution of the instances containing behavioral adaptations for each step from T=1.15s to T=0.7s.






Discussion

The research question used to guide this research was: How can long-term behavioral adaptations, as
an effect of driving with assistance systems, be effectively detected using the abstract-based approach
to novelty detection? The two sub-questions were formulated as:

1. How can the detection process be implemented to ensure that detected events consistently cor-
respond to instances of behavioral adaptations?

2. To what extent do the events identified by the detector correspond to behavioral adaptations?

This thesis showed that the detection process can be implemented using a neural network for driver
identification, combined with a novelty detection technique for behavior classification. Several design
considerations were presented, indicating elements that need to be taken into account for effective
detection. These included the creation of the dataset to ensure we capture meaningful novelties; the
modeling of the neural network, to select relevant input features and create an effective architecture;
and the setup of the novelty detection, which ensured that the abstractions capture only the key regions
of the distribution.

The results presented in this thesis showed that the detector is effective in detecting simulated
behavioral adaptation in a controlled setting, although the sensitivity of the detector could be improved.
This indicated the potential to detect behavioral adaptations using a neural network. We also found that
the abstract-based approach to novelty detection is an effective approach for the considered setting,
where it could accurately capture meaningful novelties outside of predefined ranges of driving behavior.
Animportant insight here was that only a high-level analysis of the detections will indicate this behavioral
drift, while on a low level not every unusual behavior will be detected as such.

7.1. Assumptions & limitations

Although the results provide some interesting insights, we must consider the assumptions and scope
set for this thesis. These assumptions give a good basis for obtaining meaningful results, but they also
introduce constraints on the realism of the detector. Therefore, for each of the assumptions made,
we briefly list how these constrain realism and how the detector could be adapted to eliminate these
assumptions.

First, we only focus on car-following situations, since this is the most common driving behavior in
everyday driving. This scope does not severely limit the applicability of the detector, since car-following
is already a ubiquitous behavior in driving, and only focusing on this behavior should provide meaningful
insights into behavioral adaptations. Therefore, it is suggested that any approaches that extend this
detector first maintain this scope, before moving on to other behaviors on roads, such as overtaking,
lane-changing, or signaling.

At this pointin the research it is most valuable to eliminate the other assumptions made in this thesis.
The most important assumptions that need attention are the exclusion of weather and road conditions,
the constant speeds at which the experiments are executed, and the exclusion of noisy sensors. All
of these factors complicate the training process of the neural network for driver identification, as more
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Behavioral adaptation

Novelty

Car-following behavior of driver to identify

Normal car-following behavior

All car-following behavior

Figure 7.1: Scenario where initial behavior of driver to identify is not contained in range of normal car-following behavior. This
could cause the behavior drift to still be classified as the driver to identify, since it is the closest class. In this case, the neural
network would give a misclassification, but the novelty should still be detected.

factors must be taken into account. This also means that we need more data on driving under various
environmental conditions to obtain an accurate and reliable identification. This data collection could
present a significant challenge in adapting to real-life applications. The main challenge is to obtain a
dataset that comprehensively captures all possible normal driving behaviors. This requires data for
every possible normal behavior in every scenario, which is difficult to collect. Moreover, interpretations
of "normal” driving behavior vary widely among individuals, making it challenging to establish a general
definition.

Another main assumption made in the design of the detector was that "the behavior of the driver
remains consistent over time, with no significant drift, allowing any observed changes in behavior to be
attributed to behavioral adaptations rather than natural fluctuations”. However, in a realistic scenario, it
might be possible that a driver adapts their behavior not because of the use of an assistance system but
because of, for example, fatigue, distraction, or psychological factors. Finding a distinction between
these types of adaptations and actual behavioral adaptations to the assistance system is not trivial,
since they can have similar effects on driving performance. However, a promising insight here is that
while natural fluctuations have a temporal nature, behavioral adaptations should have a more lasting
effect on the behavior of drivers. Therefore, we could use this insight to create a threshold that indicates
the point where we consider the detected changes in behavior to be a behavioral adaptation rather than
a natural fluctuation.

The last assumption made in this thesis was that the behavior of the driver to identify is first contained
within the range of normal behaviors. This assumption ensured that when the behavior of the driver to
identify started to drift, it would be detected as normal driving behavior. Nonetheless, if the behavior of
the driver to identify is not contained within the range of normal driving behavior at first, it might happen
that any behavior drift of the driver might not get detected. This scenario is visualized and explained
in Figure 7.1. This is a scenario that needs attention and for which a solution needs to be made that
prevents the drift from being misclassified.

7.2. What can be detected?

The results have shown effectiveness in indicating a linear drift toward a shorter time-headway of the
driver under consideration. But what other behavioral adaptations could our detector potentially detect,
and what are the considerations needed to detect these behavioral changes? This section will try to
provide some intuition for the detector’s capability by answering these questions.
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The design consideration for the input features of the neural network stated: the input features of
the neural network should have the ability to accurately capture not only the unique driving style of an
individual, but also to indicate any potential behavioral adaptations within driving behavior over time.
So, whenever we want to detect a certain behavioral adaptation, we need to make sure that the input
feature that captures this behavioral adaptation is also informative for driver identification. If this input
feature is not informative for driver identification, then during the training process the neural network
will learn to ignore that input feature and map it to zero. Consequently, we will not be able to detect
any changes in this input feature. So we can detect only those behavioral adaptations that can be
detected with one of the input features, where this input feature should also be informative for driver
identification.

Moreover, what happens if the behavior drift, unlike the modeled drift in this thesis, is not linear?
We believe that it would still be accurately detected since we do not make any assumptions on the type
of drift we will see. The detector is general enough to detect any type of behavior change of the driver
to identify, and the direction of the change does not impact the detection capability.

Then, we consider the case where the behavior does not necessarily get negatively affected but
does fall outside of defined normal ranges. In the case considered in this thesis that would correspond
to a time-headway larger than 1.6 seconds. In that case, the detector would identify it as both behavioral
adaptation and novelty, but would not indicate a negative adaptation. This example indicates that the
detector does not necessarily only detect negative behavioral adaptations but also any change from
normal driving behavior. This indicates that it is still important to manually analyze the detected events
to indicate which type of behavioral adaptation has been detected.

An interesting insight from the results was that the distribution of the novelties seemed to follow a
drift similar to the drift of the behavior. As the behavior drifted further away from normal behavior, the
novelties also drifted further away from the abstraction. This insight is interesting because it seems
that the final hidden layer did indeed capture some high-level information about the input. Therefore,
there seems to be more information available in this layer than just an indication of a novelty. It could
be interesting to investigate whether this also occurs in more complex settings. If this is the case, it
would allow us to indicate not only a novelty but possibly also the nature and severity of the novelty,
depending on where the novelty falls outside of the box. This is something that has great potential
in this setting, but also in a more general setting where interpretations of novelties are vital, such as
safety critical settings like healthcare, financial systems or cyber security [56].

Finally, the detector is designed to contribute to long-term research on behavioral adaptations, but
can it also be used for short-term research? We believe that this would be difficult since, in order to have
accurate detection, we need to have sufficient amounts of data. In short-term research, we do not have
enough data available to learn the identifiable characteristics of the driver. Consequently, we would get
a scenario similar to the first scenario described in Figure 4.2.2, where the model is underfit and not
properly trained. Therefore, the presented approach only finds application in long-term settings, where
we have access to sufficient amounts of data.

7.3. Application areas

Considering the current state of the detector, it would be premature to state that it could be effectively
applied to detect behavioral adaptations in real-life. However, if all modeling assumptions have been
taken care of, the detector will find application in a number of different areas. If we extrapolate the
findings of this thesis, the creation of a perfect detector for behavioral adaptations would be able to
improve the analysis process of behavioral adaptations in FOTs. Here, the detector could indicate the
moments where the behavior deviates from expected behavior while considering realistic observation
periods and contexts. Furthermore, novelty detection of the detector could provide insight into the
direction and severity of the drift. If we extrapolate the findings even further, we could, for example,
imagine a detection system that is able to give on-the-fly feedback to the driver about their driving
behavior, indicating the danger of their behavioral changes and allowing them to revise their behavior.
This would be helpful in promoting safe driving practices.






Conclusion

8.1. Summary

In recent years, the increasing integration of advanced driver assistance systems (ADAS) in vehicles
has encouraged research into how these technologies influence driver behavior over time. Under-
standing these long-term behavioral adaptations is crucial for improving the safety and effectiveness of
ADAS. This thesis has contributed to this ongoing research by exploring a way to automatically detect
long-term behavioral adaptations. A promising technique was an abstract-based approach to novelty
detection. Therefore, the central research question guiding this thesis was: How can long-term be-
havioral adaptations, as an effect of driving with assistance systems, be effectively detected using the
abstract-based approach to novelty detection? An approach was presented, where a neural network
detects behavioral adaptations and novelty detection additionally classifies the behavior as normal
or abnormal. The findings demonstrated that this detector successfully identified simulated behavioral
adaptations in a controlled environment, highlighting its potential application in real-world settings. Fur-
thermore, this thesis confirms the efficacy of the abstract-based approach to novelty detection in the
context of long-term behavioral studies to indicate an abnormal drift of behavior.

8.2. Future directions

To extend and improve the detector, the following approaches are suggested. In order to have more
accurate data collection, we need further research on the start and end of the learning phase after
first introduction to ADAS. In subsection 4.2.1, we mentioned that we need stabilized behavior to get
useful data for driver identification. Currently, it is not known exactly when these learning phases end
and when behavior stabilizes. Therefore, research into the timing of these phases is important for the
performance of the detector.

Another direction for future research is to look at automatic fine-tuning of the novelty detection tech-
nique. Here, research could focus on automatic clustering, outlier removal, and abstraction extension,
as mentioned in subsection 4.2.3. Being able to automatically adapt the novelty detection technique to
any situation is needed to apply the presented approach in real-life. Research could also focus on mak-
ing the modeling assumptions of the detector more realistic by including environmental conditions or
considering noisy sensors. A promising dataset in which this could be tested is FollowNet [25], which
contains realistic car-following data collected from several well-known driving datasets. A challenge
here is to find a definition for normal behavior, where normality can be a subjective concept.
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Training specifics

A.1. Data insights

This section provides more in-depth insights into the training data that have been collected for this
thesis. The identifiable differences are shown between the input features of the modeled behaviors.
In addition, this section indicates the maximum classification accuracy that can be achieved using this
dataset.

A.1.1. Behavior visualization

As input to the neural network during training, we have two classes: behavior of the driver to identify,
and behavior corresponding to normal driving behavior. For each of these classes, we have the input
features: speed, acceleration, jerk, and distance to leading vehicle. After collecting data from the
simulator, these features should be representative of the specific driving behavior we want to identify.
Here, we show whether this is actually the case.

Figure A.1 to Figure A.4 provide information about each of the input features and indicate the differ-
ences in input features between the two classes. Class 0 is the range of normal behavior and class 1
is the driver to identify. From these figures, it should be apparent that the input features speed, accel-
eration and jerk are not sufficiently informative for separating the two classes. This was an unexpected
result of the data collection phase, where it was expected that a change of acceleration and brake
parameters of the IDM would exhibit more distinctive behavior. Only for the distance to the leading
vehicle, in Figure A.4, there is a clear difference between the two classes. Consequently, this has
implications for the accuracy that we can expect from training the network on classifying these two
classes.

A.1.2. Maximum accuracy

There is some overlap between the two classes used for classification. This means that it is impossible
for the neural network to achieve perfect accuracy. We can precisely indicate this overlap by consid-
ering the IDM parameters used to model each of the behaviors. Since primarily the distance to the
leading vehicle appears to be informative for the classification, only the overlap is examined for this
IDM parameter. We find that 15.5% of the normal driving range overlaps with the driver to identify.
Therefore, the accuracy that we can reasonably expect the network to achieve during training is only
84.5%. This has no further consequences for the performance of the detector. However, it is important
that each of these overlapping instances is classified as the driver to identify. If this is not the case, any
overlapping behavior that corresponds to the driver to identify might get misclassified, thus incorrectly
indicating a behavioral adaptation.

A.2. Novelty detection training

In the training process of the novelty detection there are several techniques that we can apply to improve
performance, as described in subsection 4.2.3. This section shows examples of use cases for each of
these techniques, collected from several training runs of the neural network.
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Figure A.1: Example of a scenario, all scenarios combined, and the distribution of values for the speed input feature.
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A.2. Novelty detection training
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Figure A.3: Example of a scenario, all scenarios combined, and the distribution of values for the jerk input feature.
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Clustering Two use cases for clustering are shown in Figure A.5. These examples clearly show that
the distribution of the training points is not contained in one region but rather in multiple distinct regions.
This is especially visible for class 0. With fewer clusters, the clusters would capture more empty space,
making the clusters less representative for the relevant regions of the distribution. With more clusters,
we basically overfit on the training data, leading to a worse generalizability.

Box extension The goal of the box extension is to decrease the number of detected false negatives.
A false negative occurs when normal behavior is classified as unusual behavior. Such a detection
happens when an instance falls outside of the abstraction, while it should be contained. The use case
for the box extension is visualized in Figure A.6. Here, we see that a test instance falls just outside
of the abstraction. If the box had been extended to include this point, more of the points during the
evaluation would have been correctly included in the abstraction. This shows how the box extension
can be used to improve the performance of the detector.

Outlier removal Finally, outlier removal can be used in scenarios where outliers of the distribution
lead to abstractions that capture unrepresentative regions of the distribution. Two examples of this
scenario are shown in Figure A.7. The first example shows how a few outlier points expand the ab-
straction beyond the relevant distribution of the cluster. With the removal of these outliers in this cluster,
the abstraction will capture the relevant region of the distribution with greater precision. The second
example shows a cluster that contains only a few points. However, these points create a large box in
an irrelevant part of the value space. Using outlier removal, these points can be removed to prevent
them from being used in the creation of abstractions. A challenge of this fine-tuning process is that not
every point far away from the main points of a distribution should be considered an outlier. An example
of this can be found in the second example of Figure A.5. This example contains instances of class 0
that are still relevant, even though they are not near the two main clusters of the distribution.

A.3. Training parameters

Table A.1 gives an overview of all the relevant parameters used in the training process of the neural
network. Most of these parameters were empirically chosen. The class weights are included to com-
pensate for the class imbalance in the dataset. The values of the weights represent the ratio of class
labels in the dataset.

Table A.1: Neural network training parameters.

Parameter Value

Loss function  Binary cross entropy loss
Optimizer RMSprop optimizer
Learning rate  Max learning rate 0.001
Batch size 64

Epochs 75

Class weights 1 for class 0, 6 for class 1
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