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Abstract

Superconducting detectors such as Microwave Kinetic Inductance Detectors (MKIDs) have
lead to the designs of THz on-chip spectrometers such as DESHIMA. With DESHIMA a
wideband THz signal is fully sampled by several hundreds of channels of which the frequency
is defined by an array of band-pass filters. Each band-pass filter which is connected to
a separate MKID which can be read-out simultaneously by a microwave read-out signal.
This single-pixel system can be expanded through the implementation of steerable antennas.
Especially when several spectrometers are used to create a multi-pixel spectrometer, the
process of measuring the Universe’s background radiation could be sped up and also be used
to calibrate the instrument.

In this thesis an on-chip platform is designed which is able to quantify the achievable phase-
shifting capabilities of a superconducting microstrip line at terahertz frequencies. This is
done by exploiting the non-linear behavior of a superconductor’s kinetic inductance to a
dc current. DC-biased superconducting Fabry-Pérot (FP) resonators, replacing the role of
the filter-bank mentioned above, have been investigated and designed to quantify the phase-
shifting capabilities by probing the shift in the resonance frequency. The injection/extraction
of DC biasing currents on the Fabry-Pérot resonator need to be transparent to the THz
frequencies. To do so, low-pass stepped-impedance filters have been designed.

A Chebyshev filter has been implemented with a stepped-impedance filter which has a minimal
rejection of 45 dB between 300 and 400 GHz. This is necessary to prevent leakage of the
THz signal into the bias feeds. The two filters reactively load the FP and have an effect
on the Q-factors. This change, without any bias current applied, is small enough to be
neglected. The tuning of the FP with a dc bias current is limited by the critical current the
superconductor can support. This is determined by the geometry and material characteristics
of the superconductor. The sensitivity of the superconductor to a dc current is limited by its
kinetic sheet inductance. The larger this value is, the larger the tuning range. The results of
the simulations shown that with this design it is possible to obtain a phase shift of roughly
0.7% which coincides with phase shift values found in other studies. It is therefore possible
to implement this design to create beam-steerable superconducting antennas. The design is
being fabricated as this is written and will be measured in the coming months.
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Chapter 1

Introduction

The study of the Universe is fueled by information from the background radiation. Count-
less processes and phenomena occur within the Universe, each emitting signals at different
frequencies and together forming the background radiation. For a full understanding of the
Universe, it is therefore imperative to measure the background radiation at all frequencies.
An example using the Andromeda galaxy is shown in Figure 1-1. Each image is created from
data measured between radio frequencies (< 100 GHz) to x-ray (between roughly 108 and
1012 GHz). These snapshots give insight into chemical compositions, redshifts, and many
more events.

Since each process can be identified from a specific frequency range, the background radiation
can be subdivided into groups based on the source. The three largest sources are shown in
Figure 1-2. They are the Cosmic Microwave Background (CMB), Cosmic Infrared Background
(CIB) and Cosmic Optical Background (COB). The CMB is the radiation remnant from the
Big Bang and is the brightest of the three. Half of the remaining radiation originates from stars
and other processes which emit radiation in the visible frequency range (COB), the other half
emanates from dust clouds heated by stars (CIB). These dust clouds absorb the radiation from
stars and re-emit it at frequencies within the terahertz (THz), or sub-millimeter (submm),
band. The widest definition for this band is 0.1 − 10 THz, with corresponding wavelengths
of λ = 30 µm to 3 mm [1].

The THz band has only recently been studied and has already shown to be extremely infor-
mative. In this band, it is possible to localize and identify galaxies shielded by dust clouds
which are invisible when using optical surveys. These dust-engulfed galaxies reveal informa-
tion on the formation of stars from the interstellar medium (ISM) which gives insight into the
evolution of galaxies. Stars form from dense dust clouds which absorb the radiation from the
newly forming stars and re-emit this radiation in the THz range. Another virtue of the ability
to observe this frequency range is the measurement and identification of atomic and molecular
emission lines. These lines give information on the composition of the dust clouds. Since each
atom and molecule emit at very specific frequencies, any shift of these emission lines can be
used to calculate the redshift of the galaxy. THz observations have been especially good at
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2 Introduction

locating luminous high-redshift galaxies which give great insights into the early Universe [2]
[3].

Figure 1-1: The Andromeda galaxy observed at different frequencies demonstrates the impor-
tance of observing at different frequencies [1].

Figure 1-2: Radiation power in the universe. The CMB contains by far the largest amount of
power but can be neglected due to nearly isotropic distribution. Apart form that, most of the
radiated power emanates from stars (COB) and heated dust (CIB) [3].
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1-1 THz astronomical instrumentation 3

1-1 THz astronomical instrumentation

The THz band is sandwiched between the frequency range which can be measured resorting
to the combination of microwave and optical techniques. It is extremely difficult to read-out
THz frequencies with electronics and, while wide Field-of-View (FoV) cameras can be used
in this range, they are unable to perform blind spectral surveys which are crucial in this
band. It is through blind spectral surveys that sources whose continuum radiation is too
low to be measured can be located. The most viable option is therefore the design of multi-
pixel THz spectrometers. The design of THz spectrometers has been boosted by the creation
of superconducting detectors such as Microwave Kinetic Inductance Detectors (MKID) [4].
These are very advantageous to use due to their extreme sensitivity and the fact that their
output can be multiplexed and read-out at microwave frequencies.

THz spectrometers can divided into two categories, namely Multi-Object Spectrometers
(MOS) and Integral Field Units (IFU). The difference between the two is the sampling of
the FoV: IFUs implement a dense sampling of the FoV while MOSs have a sparse FoV. The
benefit of MOSs however is that they have steerable pixels. To be able to explore the THz
sky fast and effectively, broadband MOSs with steerable pixels are key. Their design requires
two things. The first is a broadband on-chip spectrometer such as DESHIMA [5], SuperSpec
[6], CAMELS [7] and µSpec [8]. The second is a steerable broadband antenna such as the
connected array of [9]. These superconducting phased array antennas rely on electronically
superconducting phase shifters.

1-2 Problem statement

In DESHIMA the wideband (measured) signal is fully sampled by 350 channels as shown in
Figure 1-3. The frequency of each channel is defined by the band-pass filters in the filter-
bank. Each filter is connected to a separate MKID which are all read-out simultaneously by
a microwave read-out signal. To speed up the process, instead of a single-pixel spectrome-
ter, multi-pixel steerable antennas could be used to rapidly scan the sky and calibrate the
instrument.

In [10] a Fabry-Pérot resonator was implemented between the antenna and an MKID to
characterize the losses of dielectric materials. The resonator only transmits a signal if it is
an integer multiple of its resonant frequency f0 and therefore defines the input signal of the
MKID. If the resonant frequency can be shifted, the input signal of the MKID is shifted and
can effectively scan a wideband signal. This is demonstrated in Figure 1-4 where the output
of an un-biased and biased Fabry-Pérot resonator is given. Without any biasing, for this
particular geometry the resonance peak is located at f0. After a certain level of biasing is
applied, the resonance peak has shifted by δf , scanning all frequencies in between.

An inherent property of superconductors is their kinetic inductance. The kinetic inductance
varies non-linearly with the magnetic field and the current. By biasing a superconducting
resonator its response can be shifted in frequency. The aim of this thesis is to provide an on-
chip platform to quantify the achievable phase-shifting capabilities at terahertz frequencies
by exploiting the kinetic inductance variation. This will be designed for the Fabry-Pérot
resonator as a proof of concept. The system has the following requirements:
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4 Introduction

1. The shift in resonant frequency should be more than the Full Width Half Magnitude
(FWHM) bandwidth of the unbiased peaks.

2. The biasing system cannot alter the shape of the peaks and their original location (f0)
by more than 10%.

3. The frequency range in which it must be able to scan is 300 - 400 GHz.

Figure 1-3: Schematic of a superconducting spectrometer with steerable antennas. There are
about 500 filters, each connected to an MKID, which constitute the filter-bank. Each filter is
called a channel. The MKIDs are read-out by a microwave signal.

Figure 1-4: Example output of a Fabry-Pérot resonator and the desired shift in frequency δf
from the original resonant frequency f0 after biasing.
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1-3 Proposed solution 5

1-3 Proposed solution

The nonlinear dependence of the kinetic inductance of a superconductor on a bias current or
magnetic field is exploited in a variety of applications such as parametric amplifiers, quantum
electrodynamics and astronomical detectors. The approaches for biasing with a current or
a magnetic field are very different and are optimized for different applications. A literature
study was carried out to find the advantages and disadvantages of both methods. The results
are summarized below, after which the proposed solution for this project will be selected.

1-3-1 DC current bias

When a dc current to regulate the kinetic inductance of a superconducting strip some sort of
low-pass filter is necessary to merge and separate the bias signal from the actual signal. From
the solutions found, two main distinctions could be made: the application to a superconduct-
ing slow traveling wave structure [11] [12] [13] and to a superconducting resonator [14] [15]
[16] [17] [18].

For slow traveling wave structures the emphasis is on controlling the phase velocity of the
signal through the kinetic inductance. Depending on the transmission line structure, material
and bias current, values the change in phase, which is analogous to a shift in frequency, has
been found to vary between 0.7% [11] to 4% [12] and even 6.7% [13].

In the case of the superconducting resonators, a shift in resonant frequency or the creation
of ideal conditions for quantum measurements without affecting the resonator modes are
often the objectives. The three studies which looked at the tuning of the resonant frequency
demonstrated shifts of 4% [14] to 6.8% [17]. In the case of [18] a shift of 44% was predicted,
this experiment was not yet measured though. The performance of resonators depends of the
quality factor of their resonant peaks. When applying a bias current to the resonator, this
should not effect the shape of the peaks. In [15] [16] the effect of two different low-pass filters
on the FWHM of the resonance shape was found to be less than 1%. They also found that
the location of the filters on the resonator can be optimized to enhance the rejection of the
filter. This happens when the filters are placed on voltage nodes of the resonator standing
wave pattern.

In all studies, lumped-element or distributed-element implementations of low-pass or band-
pass filters were used to separate the signal paths. None of these studies, however, were
conducted in the frequency range of this project, but a factor 10 to 100 times lower, which
affects the choice of the filter. Creating a low pass filter to inject current is a relatively simple
design to fabricate which only slightly changes the resonator structure. A drawback of this
extra circuitry, however, is that it can introduce a large insertion loss for the dc current or
form a leakage for the THz signal.

1-3-2 Magnetic field bias

The second method of tuning the kinetic inductance is through the application of a magnetic
field. The effect of a magnetic field on the resonant frequency is significantly smaller than that
of a current. In [19] the resonant frequency shifted by less than 1% for a coplanar waveguide
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6 Introduction

(CPW) resonator. For a microstrip resonator this is even smaller since CPWs focus the
magnetic flux between the conductors. In an attempt to increase the effect of the magnetic
field on the tuning factor, [20] and in [21] created a folded resonator in fractal patterns to
trap the flux. This lead to a slightly increased frequency shift of 2.5%. This also changes the
resonator geometry which is undesirable for this project.

A major advantage of using an external magnetic field is that the resonator structure does
not need to be changed at all and that the Q-factor of the resonator can therefore remain
high. There is, however, also a major drawback, namely that the effect of the tuning is not
limited to the resonator. Since it is generated outside the cryostat there is no straightforward
way to focus it only on the resonator. Therefore the whole system will be affected by the
magnetic field, meaning that the MKID and signal lines will be detuned.

1-3-3 Proposed solution

From this brief study it can be concluded that the design of a current bias system is the
preferable method of the two. Largest frequency shifts can be obtained and the effect of the
current is limited to the resonator only. Therefore, a low-pass filter must be designed which
only injects and extracts the dc current while having a minimal leakage of the THz signal. For
this, different filter implementations and filter functions must be studied. Learning from the
conclusions of [15] and [16] the location of the filter on the resonator must also be optimized.

1-4 Thesis outline

This thesis is structured in such a way as to guide the reader through the design process of
the frequency tunable Fabry-Pérot resonators. This is done in three chapters which explain
the theory, the design process and the final design which will be fabricated.

In chapter 2 the theory necessary for the comprehension of this work is explained. It is
subdivided into a section on superconductivity, current biasing, resonators and low-pass filters.
The section on superconductivity lays the foundation from which the effect of a biasing
current and the operation of the frequency-tunable Fabry-Pérot and MKIDs can be explained.
This introduces the concept of complex conductivity which is essential for most calculations
performed in this thesis. The effects of a bias current are first explained through those of a
magnetic field. The effect of a current and a magnetic field are analogous and some effects
are easier to explain using a magnetic field. The kinetic inductance and secondary effects
are derived from this. Microstrip resonators are treated next. Their frequency behavior and
quality factors are first explained for a regular resonator and after the effects of the current
are tied into the equations. The role of the Fabry-Pérot and MKID resonators are discussed
as well. The section ends with a derivation of the behavior of stepped-impedance low-pass
filters and two filter functions which can be implemented with it.

In chapter 3 the calculations necessary to design the Fabry-Pérot resonator and low-pass
filter are worked-out. The design choice for the Fabry-Pérot and the low-pass filter are
justified with simulations from Sonnet. After their designs are completed, the entire system
is simulated together and the effect of the current is shown. The material properties and
resonator architectures used in this section are not the final ones. They are used though since
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1-4 Thesis outline 7

it gives the chance to compare the behavior of the filter and the effect of the current under
different circumstances for the conclusion.

During the design process several significant changes were made. In chapter 4 the need
for these changes is justified and their effects studied. The new design values are given,
not calculated. This section also gives a discussion about the measurement objectives and
fabrication details.

This thesis ends with a conclusion on the effectiveness of the design and gives an outlook on
future work. This includes possible design improvements and a discussion on other possible
areas of application.
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Chapter 2

Theory

In this chapter the key concepts on which superconducting phase shifters are based are ex-
plained. These are used to justify the design of the Fabry-Pérot (FP) based prototype.
The first important topic to cover is superconductivity, section 2-1. The behavior of super-
conductors can be described by two charge carriers. After defining the limits in which the
superconductor operates, the complex conductivity will be explored. With the complex con-
ductivity the effect of a current on a superconducting strip can be studied, section 2-2. There
are limits to the application of a bias current in a superconductor. These will be derived
from well-known effects of superconductivity. In section 2-3 the Fabry-Pérot resonator, im-
plemented using a microstrip, is studied. Several characteristics of a microwave resonator,
such as it’s resonant frequency and the phase velocity will be defined in terms of bias current.
The design of a microstrip resonator is explained using a set of parameters called the quality
factors. Finally, in section 2-4 the design and synthesis of a low-pass stepped-impedance filter
are explored. This is what will eventually inject the bias current into the microstrip resonator
while not disturbing the resonator behavior.

2-1 Superconductivity

Atoms in a metal interact through metallic bonding. To envision this, the metal can be
thought of as a lattice of positively charged ions which share a cloud of electrons as depicted
in the left panel of Figure 2-1. Within this cloud electrons are allowed to move freely, allowing
for the conduction of electric current. The measure of how freely the electrons can move is
called conductivity σ; its inverse is defined as the resistivity ρ. As the temperature of the
metal decreases, the lattice vibrations decrease, thereby increasing the mean free path l
between electron scattering events and decreasing ρ [22]. At very low temperatures and for
non-superconducting metals ρ becomes constant at a certain non-zero value, being limited
by metal impurities. For superconductors on the other hand, the resistivity suddenly drops
to zero when the temperature drops below the critical temperature Tc. This phenomenon
was first observed in 1911 by Heike Kamerling Onnes when he studied the low temperature
resistivity of Mercury.
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10 Theory

Figure 2-1: Left panel: Lattice interaction within a metal in the normal state. The positively
charged ions form a lattice through which a cloud of electrons moves freely. Right panel: Example
of Cooper pairs. Below Tc, when an electron moves through the lattice it leaves a positively
charged area behind attracting another electron. This image has less electrons drawn in to
emphasize the motion of the ions and therefore attraction of a second electron.

2-1-1 Cooper pairs and quasiparticles

For a very long time, the sudden vanishing of the resistivity at very low temperatures could not
be explained. It wasn’t until 1956, when L.N. Cooper [23] postulated the existence of Cooper
pairs and together with J. Bardeen and J. R. Schrieffer [24] formed the microscopic theory of
superconductivity (BCS theory), that this phenomenon could be explained. A Cooper pair is
a pair of electrons of equal and opposite momentum and opposite spin. Even though the force
between electrons is always repulsive, the Coulomb force, the net force between electrons can
become attractive when the metal is in a superconducting state due to interactions between
the electrons and the lattice. This is depicted in the right panel of Figure 2-1. As an electron
moves through the lattice the positively charged ions are attracted to it. Due to the extremely
low temperatures and their larger mass, the ions move slower than the electrons, leaving a
space of higher positive charge and attracting a second electron. The conduction of these
Cooper pairs is lossless which is why the resistivity vanishes. The minimum distance between
the two electrons constituting a Cooper pair, also defined as the size of the pair, is called the
intrinsic coherence length and is given by

ξ0 = ~vF
π∆0

, (2-1)

where ~ is the modified Planck constant, vF the Fermi velocity, which depends on the number
of Cooper pairs and the volume of the metal, and ∆0 the energy gap at T = 0 K [25]. The
electrons which make up the pair switch constantly. At the onset of the superconducting
state, only electrons with low kinetic energies can form Cooper pairs [22]. The other unpaired
electrons, referred to as quasiparticles, will drop in number as the temperature decreases
further according to the following expression [25]

nqp ≈ 2N0
√

2πkBT∆ exp
(
− ∆
kBT

)
for kBT � ∆, (2-2)

where nqp is the quasiparticle density per unit volume, N0 the single spin density of states at
the Fermi level, kB the Boltzmann constant and T the temperature [25]. The formation of
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2-1 Superconductivity 11

Cooper pairs, and therefore reduction of quasiparticles, leads to an energy gap ∆. This gap
is also known as the binding energy of a Cooper pair and in the BCS theory [24] it is defined
as

∆ ≈ 1.76kBTc T << Tc (2-3)

∆ ≈ 3.2kBTc

√
1−

(
T

Tc

)
T ≈ Tc. (2-4)

Cooper pairs can be broken in two ways. The first is by thermal excitation. The second, shown
in Figure 2-2, occurs when radiation of ~ω > 2∆ is absorbed. In both cases the electrons in
a Cooper pair obtain enough energy to overcome ∆ and they become quasiparticles.

Figure 2-2: Cooper pairs are located at the Fermi energy (at the bottom of the graph). The
formation of the Cooper pairs creates an energy gap ∆. The quasiparticles are located above
the energy gap and are distributed according to Equation 2-2. Only particles with energies higher
than 2∆ can break a Cooper pair, creating two quasiparticles. Image taken from [26].

2-1-2 Electrodynamic response

For any superconductor there are three important length scales: the electron mean free path
l, the coherence length ξ and the magnetic penetration depth λ [25]. These length scales are
used to define the electrodynamic response of the superconductor. The electron mean free
path depends on the electron mobility, which is in turn dependent on temperature as well as
the amount of impurities in the superconductor. The coherence length is derived from the
intrinsic coherence length ξ0, Equation 2-1. The ξ0 is a lower limit of the coherence length
and can only be obtained in clean materials where there are no impurities and l is very long.
For dirty superconductors, for which l becomes short, the coherence length ξ is given by [27]

1
ξ

= 1
ξ0

+ 1
l
. (2-5)

In the same way that ξ is derived using ξ0, the λ is derived from the London penetration
depth λL. This is also a lower limit, defined by the brothers H. and F. London in [28] who
derived it from Maxwell’s equations for superconductors to be
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λL(0) =
√

m

µ0nse2 (2-6)

where m is the electron mass, ns the Cooper pair density and e the electron charge. As for
Maxwell’s equations, the magnetic field decreases exponentially over a certain length when
it encounters a perfectly electric conductor, the same happens to a magnetic field when it
encounters a superconductor. The London penetration depth is a theoretical limit for a pure
(type-I) superconductor. For non-pure superconductors (type-II) the penetration depth is
calculated using [29]

λ = λL

√
1 + ξ0

l
. (2-7)

In the case of very thin superconductors, where the thickness t is smaller than l and therefore
becomes the limiting factor, λ is described by the Pearl length [25] [30]

λ⊥ ≈
2λ2

t2
. (2-8)

These three dimensions define whether the superconductor is operated in the clean or dirty
limit and therefore define whether the response to an electromagnetic field is local or non-local
[25]. The superconducting strips used to develop the phase shifter prototype are very thin.
The superconducting strips are therefore operated in the dirty limit which means that l < ξ0,
and ρ is large. Applying this information in Equation 2-5 and Equation 2-8, it is implied
that ξ is small and λ is large. When λ� ξ the electrodynamic response is local because the
Cooper pairs are effected by an electromagnetic field [25] [26]. For superconductors in the
dirty limit with a local response, the electrodynamic response can be quantified through the
complex conductivity. Another distinction which can be made is that when λ > 1/

√
2ξ, the

metal is a type-II superconductor.

2-1-3 Complex conductivity

The concept of complex conductivity, σ = σ1−iσ2, was derived by D. C. Mattis and J. Bardeen
in [31] which is known as the Mattis-Bardeen theory. In this theory both the resistive response
of the quasiparticles σ1 and the inductive response due to the inertia of the Cooper pairs σ2
are taken into account. The expressions for σ1 and σ2 are very complex, however, under the
condition that ~ω, kBT � ∆ these expressions can be simplified to [26]

σ1
σN

= 4∆
~ω

exp
( −∆
kBT

)
sinh

( ~ω
2kBT

)
K0

( ~ω
2kBT

)
(2-9)

σ2
σN

= π∆
~ω

[
1− 2 exp

( −∆
kBT

)
exp

( ~ω
2kBT

)
I0

( ~ω
2kBT

)]
(2-10)

where σN is the normal state conductivity and K0 and I0 are first and second kind of the
modified Bessel functions of order 0. For very low temperatures the real part of the complex
conductivity σ1 and the change in the imaginary part of the complex conductivity σ2 are
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2-2 Biasing of superconductor 13

proportional to the quasiparticle density given in Equation 2-2. The surface impedance for a
thin superconducting film of thickness t is related to the complex conductivity through [25]
[26] [32]

Zs =
√

iµ0ω

σ1 − iσ2
coth

(√
iωµ0σt

)
= Rs + iωLs (2-11)

where the Rs is the surface resistance and Ls the surface inductance. For temperatures well
below the Tc, where σ2 � σ1, and for an arbitrary film thickness t

Rs = µ0ωλ
σ1
2σ2

β coth
(
t

λ

)
(2-12)

Ls = µ0λ coth
(
t

λ

)
(2-13)

where β = 1 + 2(t/λ)/ sinh (2d/λ) ≈ 2 for thin films.

2-2 Biasing of superconductor

The resonant frequency of a superconducting resonator is affected by a change in temperature,
the application of an external magnetic field and the injection of a dc bias current (not
regarding changes in geometry). The effect of an external magnetic field and a dc bias
current are related and can be observed through a change in the magnetic penetration depth
λ. Even though the magnetic field biasing will not be used in this thesis, it serves to explain
some important concepts such as the Meissner effect, intermediate state and vortexes. Since
the effects of a magnetic field an dc current are analogous, these are later applied to the dc
current. A change in temperature has an immediate effect on nqp, Equation 2-2, and therefore
∆, Equation 2-4. This effect is not studied in this thesis. It is however important to keep in
mind for measurements if the current locally heats the superconductor.

2-2-1 Response to magnetic field

In 1950, A. B. Pippard [27] applied an external magnetic field to a superconducting resonator.
There are two conclusions to be drawn from this experiment which pertain to this thesis. The
first is that he found that the application of an external magnetic field changed the reso-
nant frequency. The second is that when applying an external magnetic field to a type-II
superconductor (alloy), the resistivity no longer drops to zero for temperatures lower than
Tc, but rather gently slopes down to zero. He called this transitioning state between normal
and superconducting (ρ = 0) the intermediate state. In [33], A. A. Abrikosov found that this
intermediate state is defined by two critical magnetic fields, Hc1 and Hc2. For field strengths
below Hc1 the Meissner effect is observed and for field strengths above Hc2 the superconduc-
tivity is lost as shown in Figure 2-3. The Meissner effect describes the diamagnetic property of
a superconductor. An external magnetic field is effectively expelled from the superconductor
by the surface currents which it induces [22]. The magnetic field can therefore only penetrate

Master of Science Thesis N.E. Beschoor Plug



14 Theory

Figure 2-3: The different critical magnetic fields for type-I and type-II superconductors. Image
taken from [34].

the superconductor by the magnetic penetration depth over a distance λ, Equation 2-7. The
Hc in Figure 2-3 is the thermodynamic critical field of a type-I superconductor (pure metal).

There are two ways in which the magnetic field can destroy the superconducting state. The
first is that a magnetic field increases the propagation velocity of the Cooper pairs, increasing
their kinetic energy. When this added energy becomes larger than the condensation energy,
the energy difference between the normal and superconducting state, the superconductive
state becomes energetically less favorable and the superconductivity is lost [22][29][34]. The
second way in which superconductivity is lost is through the formation of vortices and their
combined movement. Vortexes are formed in the intermediate state. They are defined as areas
where the magnetic flux can penetrate the superconductor completely (not just a distance of
λ). Due to the normal core, the superconducting electron density ns goes to zero in the center.
This is shown in Figure 2-4, where |ψ|2 = ns is the Ginzburg-Landau wave function. The core
is roughly 2ξ, Equation 2-5, wide. Each vortex carries one flux quantum Φ0 = h/2e and the
vortex density nL is such that nΦ0nL, n being an integer, is equal to the magnetic induction
[33]. These areas consist of normal cores surrounded by superconducting currents. Ideally,
vortexes arrange themselves in a triangular array in the superconductor. They are, however,
pinned to impurities and irregularities in the geometry [30]. As long as these vortexes remain
pinned the superconductivity is, on average, retained. The vortexes will remain pinned until
a current of a certain value is induced by the magnetic field which induces a Lorentz force
(J × Φ/c) greater than the pinning force. If the vortexes move they experience a viscous
drag which induces dissipation [35]. A voltage is therefore induced which means that the
superconductivity is lost.

2-2-2 Response to current

Using the above described effects of a magnetic field, the effect of a dc current on a super-
conducting strip are now discussed in more detail. The effect of a dc current can be observed
from two parameters: the kinetic inductance Lk and the energy gap ∆. These are discussed
in the first two paragraphs. The application of a dc current is limited by the critical current
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2-2 Biasing of superconductor 15

Ic, similar to Hc. This is discussed in the last paragraph.

Figure 2-4: Structure of a vortex. The magnetic field is no longer expelled from the supercon-
ducting bulk since the superconducting electron density, |ψ|2 = ns, drops to zero at the core.
Image taken from [34].

Kinetic inductance

Any strip of metal has an inherent capacitance and inductance due to its geometry. In
addition to this, superconducting strips have a second source of inductance due to kinetic
energy stored in the Cooper pairs, namely the kinetic inductance Lk. When applying a dc
current, similar to the magnetic field, the kinetic energy of the Cooper pairs increases. This
effects λ, Equation 2-7, which can immediately be seen as a change in Ls, Equation 2-13. The
kinetic inductance is related to Ls through Lk = Ls(l/w), where l and w are the length and
width of the strip. The effect of the current on the kinetic inductance can be approximated
by [11][12][17][36]

LK(I) ≈ LK(0)
[
1 +

(
I

I∗

)2
]

for I

I∗
� 1, (2-14)

where Lk(0) is the kinetic inductance at zero bias current, I is the applied bias current and
I∗ is a scale for the non-linearity. The value of I∗ depends on the material and geometry of
the superconductor and is in the order of the critical current Ic. As the applied current is
increased, the kinetic inductance increases as well. When this is applied to a resonator this
results in a decrease of resonant frequency (further explained in section 2-3). This effect is
shown in the left panel of Figure 2-5 from [18]. In this plot, the applied current is normalized
to the critical current which they denoted as IΓ. The value of Lk(0) can be approximated by
[11][36]

Lk(0) = Ls(0) l
w
≈ ~Rn
π∆0

l

w
= ~
π∆0

ρ

t

l

w
(2-15)

where Ls(0) is the surface kinetic inductance, Rn is the normal state resistance and ∆0 the
energy gap at T = 0 calculated in Equation 2-3. This shows that the Lk(0) and the change in
kinetic inductance due to a bias current δLk increases with the resistivity and inversely with
the cross-sectional area of the superconductor.
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Energy gap

The second effect which can be observed when a dc current is applied to a superconductor is
that the density of states (DoS) of the quasiparticles is suppressed. This leads to a reduction
in the energy gap [18][37][38] which is plotted in the right panel of Figure 2-5 from [18].
Here, the DoS is plotted for three different current values, the red line representing a very
small current value, black a current value close to Ic and blue in between these two extremes.
This suppression decreases the frequency threshold for which the superconductor becomes
resistive, ~ω > 2∆ in Figure 2-2. The reduction in the DoS accelerates the effect that a
change in temperature has on the biasing of a superconductor.

Figure 2-5: Left panel: Results of [18] show the change in resonant frequency due to an increase
in the scaled bias current. Right pane: Results of [18] show the change in the superconducting
density of states for different current values. In both graphs, the red curve represents a low current
value and the black curve represents a current value near the pair-breaking current.

Critical current

Similar to the magnetic field, the dc current increases the kinetic energy of the Cooper pairs
which is defined as

Ek = LkI
2

2 = 2N0. (2-16)

Another energy associated to Cooper pairs is their pairing energy Ep, which is the net attrac-
tion between the electrons in a Cooper pair, can be defined as

Ep = 2N0∆2V. (2-17)

When Ek ≥ Ep, the bound state is energetically unfavorable and the superconductivity is
lost. This is a theoretical value though, due to other phenomena such as vortex formation
the superconductivity already is lost when Ek is slightly below Ep. The value of I∗ can be
calculated by equating the EK to the Ep since this value is larger than (but in the same order
as) Ic. The equation for I∗ then becomes
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2-3 Resonators 17

Ek = Ep −→ LkI
2

2 = 2N0∆2V −→ I∗ =

√
4πN0∆3V

~Rn
, (2-18)

where V is the volume of the superconductor. Knowing the value of I∗ it is possible to
approximate the value of Ic. For this approximation, the assumption that the current is
uniformly distributed over the superconductor is necessary. This means that the thickness t
and width w need to be smaller than the London penetration depth λL, Equation 2-6 [37].

The vortexes discussed in subsection 2-2-1 also play a role for in the application of the dc
current. When w < 4.4ξ it is impossible for vortexes to form. In this case it is possible to
calculate the theoretical critical current. For realistic superconductors with imperfections,
vortex flow can occur at current intensities of half the critical current [38][39].

Since N0 in Equation 2-17 is not accurately known, a different approximation is needed. S.
Zhao in [18] derived an expression for I∗ from the Usadel equations [40] as

I∗ =
√

2S∆0σN
eξ

. (2-19)

where S is the cross-sectional area, σN the normal state conductivity and e the electron
charge. The value of Ic is equal to roughly half of I∗. There is however, a small discrepancy
between different studies as to the exact number. In [18][37] they find Ic = 0.53I∗ while in
[36][38] the find Ic = 0.42I∗. It is the safest option to design the system for the lowest critical
current value. It is imperative to keep its magnitude well below the critical current to avoid
dissipation due to vortex movement.

2-3 Resonators

In the design used in this thesis there are two types of resonators: THz Fabry-Pérots [10],
which are overmoded half-wavelength resonators surrounded by two weak couplers, and
MKIDs [4], which are quarter-wavelength microwave resonators serving as detectors. The
FP is in-line and open-circuited while the MKID is in-line with the FP but shunted with
respect to the read-out line. The FP is implemented using a microstrip and is designed in
such a way that it can be tuned by a dc bias current. The MKIDs are implemented using a
coplanar waveguide (CPW). They will not be designed in this thesis and are taken from [10].
The characteristics of a superconducting microstrip resonator and the effect of a dc current
on it will be treated first in this section. After this the quality factors, which are used to
design an FP are discussed. To conclude this section, an overview of the MKID detector and
all the signals is given.

2-3-1 Microstrip resonators

The cross-section of a microstrip is shown in Figure 2-6. The ground plane and conductor are
separated by a dielectric. The signal line and the ground plane are separated by a dielectric
slab with a dielectric material of εr. Due to fringing effects the electric field lines drawn in
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Figure 2-6 are non-uniform. Since some lines travel through air before entering the dielectric
a second permittivity needs to be defined, namely the effective permittivity εeff which, for a
microstrip, is defined by [41]

εeff = 1 + (εr − 1)
2

1 + 1√
1 + 10h

w

 . (2-20)

B. Buijtendorp in [42] found that Equation 2-20 gives a better approximation than the stan-
dard calculation found in [43]. Using both εr and εeff , the filling factor p is derived. This
defines how much of the electric field is concentrated in the dielectric and is defined by [43]

p = εr(εeff − 1)
εeff (εr − 1) . (2-21)

Figure 2-6: Cross section of a microstrip.

The microstrip resonator can be used to create an in-line FP by terminating both sides with
an open circuit. This can be implemented by capacitors as shown in Figure 2-7. The entire
structure can be modeled using S-parameters which define how much power is reflected from
the two ports, S11 and S22, and how much is transmitted between the ports, S12 and S21.
Assuming that the capacitors C1 and C2 are equal, due to the symmetry of the network,
S11 = S22 and S12 = S21. These S-parameters are extremely useful for the design of the
individual couplers and later, the analysis of the FP. The transmission through a coupler
S21,c determines how much power is transferred into the FP and later out of it (into the
MKID). This can be calculated through

S21,c = 2
√
R{Z1}R{Z2}

Z1 + 1
jωC + Z2

(2-22)

where Z1 and Z2 are the impedances of port 1 and 2, ω the angular frequency and C the
capacitance of the coupler. When designing the FP itself, the two most important parameters
are its characteristic impedance Z0 and propagation constant β = 2π/λ.

The frequency behavior of the microstrip resonator is defined by its natural resonant frequency
f0 through

f0 = vp
2l = c0

2l√εeff
= 1

2l
√

(Lg + Lk) C
(2-23)
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Figure 2-7: Two-port network representation of an in-line resonator. The resonator itself is
capacitively coupled on both sides, so it has approximately open-ended terminations. The line
itself is characterized by its impedance Z0 and propagation constant β.

where vp is the phase velocity, l is the length of the resonator, c0 the speed of light in
vacuum, εeff the effective permittivity, Lg is the geometric inductance per unit length, Lk
(Equation 2-15 divided by the length) the kinetic inductance per unit length and C the
geometric capacitance per unit length. When a resonator is electrically long, it can ring at
multiple resonance frequencies fn which are related to the natural resonant frequency f0 by
the mode number n as

fn = nf0 for n = 1, 2, 3, ... (2-24)

At these resonance frequencies a standing wave pattern is produced on the resonator as shown
in Figure 2-8. Due to the open-ended terminations of the FP, the current is forced to zero
at the ends while the voltage is at a maximum. The locations on the resonator where the
voltage is zero along the FP are called voltage nodes and where the current is zero, current
nodes. The mode number n corresponds to the amount of voltage nodes/current anti-nodes
in an open-ended FP. As can be seen from the impedance line in the plot, at voltage nodes
the line impedance reaches zero and at current nodes it tends to infinity. The locations of
these nodes shift as n changes.
The output of a FP with f0 ≈ 8 GHz is shown in Figure 2-9. Above f0 the resonator only
transmits the signal when the frequency is equal to fn. The −3 dB bandwidth of the peaks is
referred to as a line width. Therefore, only the signals with a frequency of fn are transmitted
to the MKID.

2-3-2 Effect of current

As discussed in subsection 2-2-2 a bias current affects the Lk (Equation 2-14) by changing the
λ (Equation 2-7). The change in Lk can be expressed using the kinetic inductance fraction α
which shows the ratio of the Lk to the total inductance of the resonator through

α = Lk
Lg + Lk

≈ 2λ
h+ 2λ (2-25)

where h is the height of the dielectric as shown in Figure 2-6. The second approximation can
only be applied to an ideal microstrip where the fringing fields are neglected [36]. The effect
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Figure 2-8: Standing wave pattern on FP for mode 3. The voltage and current nodes are marked
with downward and upward facing triangles, respectively. Due to the open termination the current
will always be zero at the ends and the voltage will be maximum.

of a change in Lk and thus α can be expressed in a change in f0 through a change in the
phase velocity vp of the signal. This can be written as [11]

vp = 1√
(Lg + Lk) C

≈ vp(0)
(

1− α I2

2I2
∗

)
, (2-26)

where vp = ω/β = 2πω/λ. The resonant frequency, Equation 2-23, can then be rewritten to
incorporate the effect of the current through

f0 = 1
2l c
√

1− α
√

1
εeff

≈ vp(0)
2l

[
1− α

(
I

2I∗

)2
]
. (2-27)

The resonant frequency is shifted to lower frequencies when a dc current is applied. Therefore,
the sensitivity of a superconductor to a bias current improves for large α. This can be specified
using Equation 2-15 to materials with a large normal state resistivity and small cross-sectional
area [12][36].

It is possible that the dc current can affect the line width of the Figure 2-9. The line width
widens when nqp increases due to Cooper pairs which are broken. As long as the applied
current is well below Ic this should not be the case as shown in [15] and [16]. There is a
probability that the current could locally heat the FP, causing Cooper pairs to break due to
thermal excitations.

2-3-3 Quality factors

The quality factor of a resonator is defined as the energy stored in the resonator over the
power lost per cycle [10][26].
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Figure 2-9: The output of a resonator. The peaks represent the different modes of the resonator,
located at f = nf0. The −3 dB bandwidth of each peak is called the linewidth.

Q = ω
energy stored
Power lost (2-28)

The total Q-factor of a resonator is also known as the loaded Q-factor Ql, which describes the
performance when the resonator is connected to the rest of the circuitry. The loaded quality
factor of the resonator in Figure 2-7 can be described in terms of the Q-factors of the energy
leaking mechanisms as

1
Ql

= 1
Qi

+ 1
Qc1

+ 1
Qc2

(2-29)

where Qi is the internal Q-factor modeling the losses, such as radiative or ohmic in the
dielectric, as Qc1 and Qc2 respectively represent the coupling Q-factors of coupler 1 and 2 and
the power transmitted through them. A high quality factor means a small leakage of energy,
so a high Qi represents a low loss FP and a high Qc a weak coupler. Using Equation 2-28,
the coupling quality factor of one of the two coupling capacitors can be written as

Qc1 = ωEstored
Plost

= ωEstored
fEstored|S21,c|2

n

= 2πn
|S21,c|2

, (2-30)

where n is the mode number (Equation 2-24) and |S21,c|2 the transmission through a capacitor.
Assuming that the coupling capacitors are identical, the total Qc is given by [10]

Qc =
( 1
Qc1

+ 1
Qc2

)−1
= πn

|S21,c|2
. (2-31)

In this thesis, the values of Qi are not specifically calculated but are obtained from the
experiments done in [10]. The calculations and experimentally obtained values allow for
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a first order approximation of the Ql. After fabrication however, these values can differ.
Another method of obtaining the value of Ql is through the |S21| linewidths of Figure 2-9 for
any resonance fn as

Ql = fn
BW−3dB

, (2-32)

where BW−3dB is the bandwidth where the magnitude of the response around fn has halved
or, in other words, is −3 dB lower than the peak value.

2-3-4 MKID detector

The MKIDs used in this design are hybrid MKIDs. Their design and operation are briefly
explained here. Afterwards, the addition of the FP resonator and the dc bias is discussed.

Hybrid MKIDs

The hybrid MKID design for this thesis is constructed from Niobium Titanium Nitride
(NbTiN) and Aluminium (Al). An example of such an MKID, without FP, is shown in
Figure 2-10 from [44]. The wider NbTiN and the narrow Al section together form the λ/4
CPW microwave resonator. NbTiN is a type-II superconductor and has a critical temperature
of roughly 15 K which means that it is completely lossless up until

ν = 2∆0
h

= 21.76kBTc
h

≈ 73.6Tc GHz = 1.1 THz. (2-33)

Al is a type-I superconductor with Tc ≈ 1.28 K which is superconducting until a frequency
ν ≈ 90 GHz. Radiation with frequencies of 90 < ν < 1100 GHz will break Cooper pairs in
the Al strip, but not in the NbTiN strip. The Al strip is galvanically connected to the NbTiN
ground plane on the antenna side and to the NbTiN central line on the read-out side. This
traps the Al Cooper pairs and quasiparticles in the Al strip allowing the baseline response to
remain the same. The reason this quantum well is formed is because the NbTiN has a much
higher gap energy which leads to Andreev reflections. By making the Al section very thin,
the response of the KID is maximized [44].

The MKIDs are capacitively coupled to a read-out line which can be seen in the bottom right
corner of Figure 2-10. A microwave signal is sent through the read-out line and when its
frequency coincides with the resonant frequency of the KID, a dip can be measured in the
transmission of the read-out line as shown in Figure 2-11. If the frequency of the microwave
signal does not coincide with the resonant frequency nothing will happen, there will be no
loss in transmission of the read-out line. This is what allows the KIDs to be multiplexed:
they can all be designed to have different resonant frequencies and can therefore be read-out
at the same time with a comb of microwave probing tones.

The operation of (hybrid) MKIDs depends on the changes in the surface impedance, Equa-
tion 2-11, caused by pair breaking radiation, ~ω > 2∆. When the Cooper pairs break,
increasing the quasiparticle density nqp, Equation 2-2. For T � Tc, a change in surface
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Figure 2-10: Hybrid NbTiN-Al MKID design of [44].

impedance and thus a change in complex conductivity, Equation 2-9 and Equation 2-10, is
proportional to nqp. This relation is written as [25][45]

dσ1
dnqp

' σN
1

N0~ω

√
2∆0
πkBT

sinh
( ~ω

2kBT

)
K0

( ~ω
2kBT

)
(2-34)

dσ2
dnqp

' σN
−π

2N0~ω

1 + 2
√

2∆0
πkBT

exp
( ~ω

2kBT

)
I0

( ~ω
2kBT

) . (2-35)

For small fluctuations in nqp and T << Tc these behave almost linearly with nqp. Similar to
the effect of a current on a superconducting strip, the resonant frequency of the MKID, as
well as its the Qi, vary almost linearly as well [25]

δf

f
= αβ

4
δσ2
σ2

(2-36)

δ

( 1
Qi

)
= αβ

2
δσ1
σ2

, (2-37)

where

Qi = ωL

R
= 1
α

ωLs
Rs

= 2
αβ

σ2
σ1

(2-38)

β = 1 + 2t/λ
sinh (2t/λ) . (2-39)

These changes in f andQi can be seen in the response of the read-out line as shown in Figure 2-
11. For larger nqp the resonance dip shifts to lower frequencies and becomes shallower.
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Figure 2-11: Effect of the change in f and Qi of the KID on the read-out line. Image taken
from [46].

Addition of Fabry-Pérot resonator

In [10] the previously discussed MKID design was expanded by adding a λ/2 FP resonator in
series between the antenna and the MKID resonator. This resonator is used to measure the
characteristics of superconducting microstrip lines at high frequencies with extremely high
precision. Due to the fact that the FP is capacitively coupled to the rest of the circuit,
any dc signal injected into it cannot couple to the rest of the circuit. Running a dc current
through a superconductor changes its resonance behavior, and therefore tunes the input signal
of the MKID and its response without physically changing any parameters of the MKID. A
schematic overview of the entire circuit is shown in Figure 2-12. The FP, Al MKID section
and NbTiN MKID section are represented by transmission lines. The FP is capacitively
coupled on both sides and the MKID is shunted to the read-out line. The three differently
colored lines represent the three signals running through the system: the dc bias, the THz
signal measured by the antennas and the microwave read-out signal.

2-4 Low-pass stepped-impedance filters

A low-pass filter allows all frequencies below a certain cut-off frequency ωc to pass through it
while effectively blocking all frequencies higher than ωc. The cut-off frequency is defined as the
point where the transmission of the signal power is halved. The frequency range 0 < ω < ωc
is called the pass-band and the frequency range of ω > ωc is called the stop-band. An ideal
low-pass filter is referred to as a brick wall filter and its transfer function is shown on the left
of Figure 2-13. In an ideal filter the transition from pass-band to stop-band is very sharp,
there is no attenuation of the signal in the pass-band and no transmission in the stop-band.
The template of a realistic low-pass filter is shown on the right of Figure 2-13. This shows a
transition band of ωp < ωc < ωs, some maximum allowable attenuation Ap in the pass-band
and a minimum allowable transmission level As in the stop-band. From these restrictions the
filter function and the necessary filter order can be derived. The filter function can take any
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Figure 2-12: Two-port network representation of complete detector. The THz signal is absorbed
in the Al part of the MKID. The dc bias signal only runs through the FP and is injected and
removed through a low-pass filter, represented here by a series inductor. The shunt inductor
serves as a short for the λ/4 MKID and is almost an open circuit for the THz signal. The read-
out signal, typically a few GHz, is coupled into the MKID when its frequency coincides with the
resonant frequency of the MKID. This results in a transmission dip in the read-out signal at that
frequency.

shape as long as it remains within in the predefined white area. This section will treat two
widely used filter functions, namely the Butterworth and Chebyshev filter functions.

Figure 2-13: Ideal (left) and realistic (right) low-pass filter characteristics. The two realistic filter
functions which are also discussed here are the Butterworth (blue) and the Chebyshev (green)
responses.

To synthesize these filtering functions either lumped elements or transmission lines can be
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used. Given the high frequencies under investigation (300− 400 GHz) and the current micro-
fabrication capabilities [47], a transmission line approach is needed. For this we make use
of stepped-impedance filters, which approximate the behavior of series and shunt reactive
lumped elements.

Ladder networks such as the lumped-element filter shown in the top panel of Figure 2-14 and
its analogous stepped-impedance filter shown in the bottom panel of Figure 2-14 are known
as minimum phase networks. These are defined as systems where there is only one signal path
which directly links the input to the output [48]. Minimum phase systems are stable systems
because they have the requirement that the poles of the transfer function can only lie in the
left-half plane (LHP) or on the imaginary axis of the complex plane. Another characteristic
is that they have the exact same transfer function looking into both filter ports. It therefore
does not matter which side of the filter you attach. A low-pass filter implementation of a
stepped-impedance filter of order N consists of N sections synthesizing N reactive elements:
alternating cascaded series inductors and shunt capacitors. The low-pass filter consists of N
reactive elements, cascaded series inductors and parallel capacitors, and is called the filter
order. At dc, the inductors behave as a short while the capacitors behave like an open, allowing
the signal to pass. As the frequency increases the roles are swapped and the high-frequency
signal will be effectively blocked.

In the following subsections the derivation and synthesis of stepped-impedance filters will
be shown. For this analysis the filter is viewed as a passive lossless two-port network. The
values of the components in the network can be determined from the input impedance of the
network Zn(jω). The input impedance can be related to the reflection coefficient S11(jω) of
the two-port network through

Zn(jω) = 1 + S11(jω)
1− S11(jω) . (2-40)

From the assumption that the two-port network is passive and lossless, the reflection coef-
ficient is related to the transmission coefficient by

∣∣S11(p)
∣∣2 +

∣∣S12(p)
∣∣2 = 1. Therefore, if

S11(jω) is a bounded function, it is possible to derive the component values from Zn(jω) [49].

2-4-1 Filter functions

The main difference between the Butterworth and the Chebyshev response is their behavior
in the pass-band. The Butterworth response is also known as a maximally flat response which
means that it has a flat transfer until ωp. The Chebyshev filter has an equiripple pass-band
response. This means that there is a ripple in the transmission between two set values in the
pass-band. In the example of Figure 2-13 the ripple is between 0 and Ap. This ripple comes at
the benefit of a steeper roll-off rate and thus a smaller transition period. Both functions have
their zero transmission at infinity meaning they can be characterized as all-pole networks,
which have the property that their magnitude squared transfer function can be written as
[48]

∣∣S12(p)
∣∣2 = 1

DN (jω)DN (−jω) , (2-41)
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Figure 2-14: Top panel: Lumped-element ladder network. Bottom panel: Distributed-element
ladder network, analogous to lumped-element ladder network.

where DN (jω) and DN (−jω) are the complex conjugates of the denominator of the all-pole
transfer function. The poles of this function should all be in the left-hand plane (LHP) or on
the imaginary axis of the complex plane for the filter to be stable. For the following derivations
it is assumed that the source and load impedances on each side of the filter are equal to each
other, that all impedances in the network are normalized to the source impedance, that all
frequencies are normalized to the cut-off frequency and that

∣∣S21(jω)
∣∣2 = 1 in the pass-band.

Butterworth response

For a real lumped element network the filter function is finite and can be written as a proper
rational function as [49]

∣∣S12(jω)
∣∣2 =

∑m
i=1 aiω

2i∑n
i=1 biω

2i bn > 0. (2-42)

The Butterworth response is also known as a maximally flat response. This is because the
first 2n − 1 derivatives of Equation 2-40 can be equated to zero at ω = 0 and ω = ∞.
When applying this condition together with the low-pass conditions,

∣∣S21(j0)
∣∣2 = 1 and∣∣S21(j∞)

∣∣2 = 0, then ai = bi = 0 for i −→ n− 1 and Equation 2-42 reduces to

∣∣S12(jω)
∣∣2 = 1

1 + ω2N , (2-43)

which is known as the Butterworth response. The filter order N is derived in Appendix A
and it is calculated as
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N ≥


1
2

log10
(10Ap/10−1)
(10As/10−1)

log10

(
ωp

ωs

)
 . (2-44)

To find the transmission characteristic it is necessary to first find the poles of the Butterworth
response. The poles occur when

ω2N = −1 = exp jπ(2n− 1) → ωn = exp jπ(2n− 1)
2N n = 1, ..., N. (2-45)

And thus the poles can be written as

pn = jωn = j exp (jθn) = − sin (θn) + j cos (θn), (2-46)

where

θn = π(2n− 1)
2N n = 1, ..., N. (2-47)

All the poles lie in the LHP (if N is even) and on the imaginary axis as well (if N is odd).
These poles are equally spaced on the unit circle as shown on the left of Figure 2-15. Using
these poles, the filter is stable and the expression for the transmission coefficient can therefore
be written as [49] [50].

S12(p) = 1
N∏
n=1

[p− j exp (jθn)]
. (2-48)

Figure 2-15: Poles of Butterworth transfer function (left) and Chebyshev transfer function (right).
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The next step in the synthesis is to find the corresponding function for S11(p), which may be
written as

S11(p) = ±pN
N∏
n=1

[p− j exp (jθn)]
. (2-49)

The positive sign should be taken if the first element is an inductor and the negative sign
if the first element is a capacitor [48]. Using Equation 2-40, the value of the coefficients in
front of the poles give the impedance and frequency normalized values of the elements. The
coefficients can easily be calculated from Equation 2-49 if N is small. If N is large, J. Hong
derived in [50] an expression to obtain these values assuming that the filter is matched on both
sides. These impedance and frequency-normalized values of the N reactive filter elements can
be found using

gn = 2 sin
((2n− 1)π

2N

)
for n = 1, ..., N (2-50)

Chebyshev response

In the case of the Chebyshev response there is a ripple in the pass-band which can be described
by

A =
{

1 for N odd
1

1+ε2 for N even.
(2-51)

Applying this ripple and the maximally flat condition to the stop-band
∣∣S21(j∞)

∣∣2 = 0,
Equation 2-42 reduces to

∣∣S12(jω)
∣∣2 = A

1 + ε2TN (ω)2 (2-52)

which is known as the Chebyshev response. The function TN (ω) is the Chebyshev function
defined in Equation 2-53 and is plotted in Figure 2-16 for different values of N .

TN (ω) =

cos
(
N cos−1 ω

)
ω < 1

cosh
(
N cosh−1 ω

)
ω ≥ 1.

(2-53)

The ripple of the filter is defined by

ε =
√

10Ap/10 − 1 (2-54)

and the order of the filter is be calculated from Equation 2-55. The derivation of N is also
given in Appendix A.
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Figure 2-16: Chebyshev function for N = 1 to N = 4.

N ≥


cosh−1

√
10As/10−1
10Ap/10−1

cosh−1
(
ωs
ωc

)
 (2-55)

As with the Butterworth filter, the poles of Equation 2-52 must be found. To help with this,
an auxiliary parameter η is defined [49] as

η = sinh
( 1
N

sinh−1 1
ε

)
→ 1

ε
= sinh

(
N sinh−1 η

)
. (2-56)

To start with the Chebyshev function itself, Equation 2-53, the zeros of the function in the
pass-band are found at

ωn = cos (2n− 1)π
2N n = 1, ..., N. (2-57)

The poles of the Chebyshev filter, Equation 2-52, are located at

ε2T 2
N (ωn) = −1 → T 2

N (ωn) = − 1
ε2 . (2-58)

Using the auxiliary parameter defined in Equation 2-56, the poles occur at
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cos2
(
N cos−1 ωn

)
= − sinh2

(
N sinh−1 η

)
= − sinh2

(
−jN sin−1 jη

)
= −j2 sin2

(
−j2N sin−1 jη

)
= sin2

(
N sin−1 jη

)
cos2

(
N cos−1 ωn

)
= sin2

(
N sin−1 jη

)
cos

(
N cos−1 ωn

)
= sin

(
N sin−1 jη

)
cos

(
N cos−1 ωn

)
= − cos

(
N sin−1 jη + (2n− 1)π

2

)
N cos−1 ωn = −N sin−1 jη + (2n− 1)π

2

ωn = − cos
(

sin−1 jη + (2n− 1)π
2N

)
n = 1, ..., N.

(2-59)

which means that

pn = jωn = −j cos
(

sin−1 jη + (2n− 1)π
2N

)
n = 1, ..., N. (2-60)

The poles are located on an ellipse as shown on the right of Figure 2-15. The expression for
the transmission function can be written as [49]

S12(p) =
A1/2

N∏
n=1

[
η2 + sin2

(
nπ

N

)]1/2

N∏
n=1

{
p+ j cos

(
sin−1 jη + θn

)} (2-61)

where θn is the same as Equation 2-47. The corresponding function for S12(p) is [48]

S11(p) =
A1/2

N∏
n=1

{
p+ j cos (θn)

}
N∏
n=1

{
p+ j cos

(
sin−1 jη + θn

)} . (2-62)

Again using Equation 2-40, the values of the coefficients in front of the poles give the
impedance and frequency normalized values of the elements. J. Hong derived in [50] an ex-
pression to obtain the normalized values of the filter elements from Equation 2-62, assuming
that the filter is matched on both sides

g1 = 2
γ

sin
(
π

2N

)
(2-63)

gn = 1
gn−1

4 sin
(

(2n−1)π
2N

)
sin
(

(2n−3)π
2N

)
γ2 + sin2

(
(n−1)π
N

) for n = 2, 3, ..., N, (2-64)
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where gn is the impedance and frequency normalized for each filter element and

β = ln
[
coth

(
Ap

17.37

)]
(2-65)

γ = sinh
(
β

2N

)
. (2-66)

2-4-2 Filter synthesis

A stepped-impedance filter as shown in Figure 2-17 is an alternating cascade of transmission
line sections with low and high characteristic impedances which approximately synthesize
shunt capacitors and series inductors, respectively. For this approximation to work, the
transmission line sections need to be much shorter than the effective wavelength. For a mi-
crostrip implementation, the width of the conductor can be used to modify the characteristic
impedance of the line, determining thereby whether the microstrip section behaves induc-
tively or capacitively. The derivation is shown in Appendix B. It is necessary that Z0, the
characteristic impedance of the source/load lines, lies between the impedance of the inductive
and capacitive sections: ZC < Z0 < ZL. The larger the contrast between ZC and ZL, the
stronger the effect of the filter can be. The value of ZC is limited by the maximum attainable
microstrip width, which in turn is limited by any extraneous resonant behavior and practically
limited by the finite space available. The value of ZL on the contrary is limited by current
micro-fabrication capabilities [47] and the maximum tolerable current density.

Figure 2-17: Stepped-impedance filter for odd N and even N .

In the previous section the values of gn were derived. Re-scaling these values with the normal-
izing impedance Z0 and cut-off frequency ωc and applying the approximation for electrically
short lines as shown in Appendix B, the actual line lengths can be obtained from

lL = gnZ0
ZLβL

(2-67)
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lC = gnZC
Z0βC

(2-68)

where ZL (ZC) and βL (βC) are respectively the characteristic impedance and phase constant
of the inductive (capacitive), or narrow (wide), transmission line sections.

Figure 2-18: Transmission line and equivalent T-model.
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Chapter 3

Design process

The design process starts with the Fabry-Pérot resonator. This defines the output of the
MKID and therefore the signal which will eventually be measured. A schematic view of the
FP is shown in Figure 3-1. The design of the FP is based on the design of K. Kouwenhoven in
[10] and will therefore roughly follow the same design steps. The next part of the process is the
design the filter, which depends on the coupler transmission characteristics. Several design
choices need to be made for the filter implementation: lumped versus distributed elements,
filter function (Butterworth versus Chebyshev), and the values of the cut-off frequency fc,
stop-band frequency fs and stop-band attenuation As. The final part of the design is to study
the placement of the filters on the FP and the effect of a bias current on both. These design
steps will be discussed in the following sections, but first some broader system requirements
and limits are discussed.

Since the measurements of this design will be measured with a similar set-up to the one in
[10], it is beneficial to take the system limitations into consideration for this design. In this
case there are two limitations. The first of these is the spurious noise floor of roughly −30
dB. Any signal below this level is irretrievable. The second is the frequency resolution of
10 MHz of the continuous-wave THz photo-mixing source (Toptica Terabeam 1550) used to
probe the FP. This places a lower limit on the spectral resolution of the output peaks which
can be translated into an upper limit on the Ql. There are some further requirements for
the design which need to be specified. The first being that the signals of interest, for which
the FP and the filter should be optimized, are in the 300 − 400 GHz range. The materials
which are used for the design are the same as used in [10]. The relevant properties of these
materials are given in Table 3-1. The Tc and ρ are known and with these the thickness t of
the superconductors and their respective Lk are derived using Equation 2-9, Equation 2-10
and Equation 2-11. Since the materials are the same, the values of Qi and Ql in [10] can be
used for this design as well. From the measurements in [51] and [52], the value of Qi was
found to average around 3500 and the value of Ql, for two different values of a Qc, was found
to be 1500 and 2500.
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Table 3-1: Material characteristics

Superconductor
Material Tc [K] ρ [Ωm] t [nm] Ls [pH/sq]

FP and filter NbTiN 14.3 90× 10−8 92 1.009
Ground plane NbTiN 15 100× 10−8 107 0.926

Dielectric
Material εr t [nm]
a-Si 10 300

3-1 Fabry-Pérot

Given the previously mentioned system limitation it is important to design the FP in such a
way that the complete transmission is above the spurious noise floor. In order to be able to
quantify the effect of a bias current on the frequency behavior of the FP the number of peaks
visible in the 300− 400 GHz range is also paramount. If this number is too low, their shape
can be affected by possible fabrication tolerances in the coupler. If the number of peaks is
too high it becomes difficult to track the effect of the bias current on them. The design of
the FP, given the constraints on the minimum transmission level and the number of visible
peaks, is a delicate balance of the three Q-factors.

The schematic overview of the FP is shown in Figure 3-1. The gray metal layer contains the
CPW line from the antenna on one side, the KID on the other side and the ground plane
beneath the FP. The yellow area is the a-Si dielectric. The turqoise line is the FP resonator.
The length of the FP lFP and the length of the couplers lcoup, which are identical, are the only
two dimensions which can be altered to obtain the desired output. The width of the coupler
is 4 µm and was specifically designed in [10] to obtain optimal coupling from the 2−2−2 µm
CPW line and for it to be robust against possible misalignment during fabrication. The width
of the FP is equal to 2 µm.

Figure 3-1: Schematic of microstrip Fabry-Pérot resonator. The ground plane NbTiN is grey,
the a-Si dielectric is yellow and the FP resonator is turqoise.

As mentioned above, lFP and lcoup are used to define the FP transmission. The latter directly
affects the transmission through the couplers |S21c|2, as (Equation 2-31)
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Qc = πn

|S21c|2
, (3-1)

which is used to satisfy the requirement concerning the spurious noise floor. This effect is
shown in Figure 3-2a [10]. The values of |S21c| and Qc also set the requirements for the filters.
The low-pass filters for the injection of the dc currents should not load the FP, which can be
written as

|S21c| � |S21filt|
Qc � Qc,filt

(3-2)

Changing lFP has a direct effect on the fundamental resonant frequency and therefore the
mode number n (related by Equation 2-24) as

f0 = c0
2lFP

√
εeff

. (3-3)

This effect is shown in Figure 3-2b. Changing n however, also leads to a change in Qc.
Therefore, the determination of Qc requires a trade-off. On one hand, if Qc is small (high
coupling strength |S21,c|), the minimal FP transmission level increases and the peak height
does so as well according to

|S21,max| =
Ql
Qc
, (3-4)

as can be seen from Figure 3-2a. On the other hand, if Qc is large, the requirement on the
filter rejection is alleviated. Also, if Qc is large in comparison to Qi, the design becomes
robust against fabrication errors in the coupler and the Qi can be directly estimated from Ql
using Equation 2-29.

When designing the FP it is important to keep in mind that lFP is long enough for two
low-pass filters to be placed sufficiently far apart to reduce any coupling between them. On
the other hand, the length of the line should not be too long to be able to fabricate without
faults.

3-1-1 Fabry-Pérot length

To derive LFP , a set of realistic values of |S21c|2 is used to calculate theQc of the couplers using
Equation 3-1. ThisQc is representative for the FP with two couplers in the fundamental mode,
n = 1. Using the design values of Ql and the measured Qi value from [10] the corresponding
coupling quality factor of the overmoded FP Qc is calculated by

Qc = QiQl
Qi −Ql

. (3-5)

The mode number n of a FP with a particular Ql and Qi can be calculated by relating the
coupling quality factors of the FP (Qc) with the one of the isolated coupler (Qc(n = 1))) as
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Figure 3-2: Effect of lF P and effect of |S21c|2 on FP output. Adapted from [10].

n = Qc
Qc(n = 1) . (3-6)

The mode number immediately leads to the fundamental resonant frequency f0

f0 = fn
n
, (3-7)

where fn is equal to 350 GHz, the central frequency in the band of interest. Finally, the
length of the resonator is obtained using Equation 3-3 as

lFP = c0
2f0
√
εeff

. (3-8)

Table 3-2 shows the design values for a FP with Ql = 2500 and Qi = 3500 and different values
of S21c. This shows that, for a fixed Ql, the larger the transmission through the couplers,
the more visible peaks nvis in the frequency range of 300 to 400 GHz and the longer the FP
becomes. The design with S21c = −12 dB was chosen since there are many visible peaks and
the entire curve is above the spurious noise floor of −30 dB. The response of this configuration
is plotted in Figure 3-3.

Table 3-2: Calculated values for an FP with Qi = 3500 and Ql = 2500 at 350 GHz.

|S21c|2 [dB] Qc Qc,FP f0 [GHz] nvis lFP [mm]
-14 78.9 8750 3.1565 31 6.9048
-13 62.7 8750 2.5073 39 8.6926
-12 49.8 8750 1.9916 50 10.943
-11 39.6 8750 1.582 63 13.777
-10 31.4 8750 1.2566 79 17.344

3-1-2 Coupler

A close-up of the coupler from Figure 3-1 is shown in Figure 3-4. The transmission through
the coupler depends on how far the coupler extends over the CPW line. This overlap is
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Figure 3-3: Transmission through FP with a coupler transmission of |S21c|2 = −12 dB from
Table 3-2 for Qi = 3500 and Ql = 2500 at 350 GHz.

called lover. A small redundancy in the coupler length is added since slight misalignment is
common during fabrication. This extension of the coupler lred is equal to 1 µm. Both lengths
added together form lcoup. In Figure 3-5 a plot of the transmission through the coupler w.r.t.
varying lover is shown. This was simulated in Sonnet. The transmission increases almost
logarithmically with longer values of lcoup. From this plot, the value of lover corresponding to
the FP transmission in Figure 3-3 is equal to 14.5 µm.

Figure 3-4: Close-up of the microstrip coupling capacitor and its cross section.
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Figure 3-5: Simulated coupler overlap length lover versus transmission.

3-2 Low-pass filter

As mentioned in the previous section, one requirement of the low-pass filter is based on the
transmission through the couplers of the FP. The transmission of the high-frequency (300−400
GHz) signal through the filter should be at least 10 dB lower than the transmission through
the coupling capacitors. Another aim of the filter design is its attachment to the FP, without
bias currents, should ideally have little to no effect on the location of the resonant frequencies
as well as the shape of the peaks. In reality however, the filter will load the FP, causing a
change in the loaded quality factor and the location of the resonances in the response.
A low-pass filter can be constructed using lumped elements or electrically small transmis-
sion lines sections (distributed elements) and can be realized using different filter functions:
Butterworth and Chebyshev. These choices and their implementation are discussed in the
following sections.

3-2-1 Filter construction

In this section lumped components are compared to distributed components. In general,
filters constructed of either lumped- or distributed elements have very similar pass-band
characteristics. They both have different downsides. The lumped-element components are
more difficult to fabricate and due to their intricate design, introduce many parasitic effects.
The distributed elements on the other hand, are narrow band since their size should be
comparable to the wavelength. It is also possible that a distributed-element filter has more
pass-bands at higher frequencies. This response however, will not be periodic unless the filter
sections are commensurate [43].

Lumped-element filter

The simplest form of a low-pass filter for this design is a series inductor since its impedance in-
creases with frequency (ZL = jωL). The implementation of a series inductor using microstrip
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technology looks like Figure 3-1. The planar spiral can be patterned on the same level as the
ground plane of the microstrip. A via in the center of the spiral is required to connect the
spiral to the FP, in the microstrip layer. The inductance of a square planar inductor can be
approximated through [53]

L = Lself +Mpos −Mneg (3-9)

where Lself is the self-inductance of the strip, Mpos the positive mutual coupling and Mneg

the negative mutual coupling. The positive mutual coupling comes from the parallel segments
in which the current flows in the same direction. The negative mutual coupling arises from
the coupling between perpendicular sections. The inductance increases with the number of
turns, conductor width, conductor spacing and the size of the gap between the innermost
conductors [53].

Figure 3-6: Planar inductor diagram from [54]

Using Equation 3-9, the ideal transmission of the high-frequency signal through the planar
inductor is plotted in Figure 3-7a and Figure 3-7b for different combinations of number of turns
N and line widths w. The same planar inductors are also simulated using Sonnet, the results
are plotted in Figure 3-7c and Figure 3-7d. Using the equation for a series inductor, jωL, the
transmission through the inductors is calculated. The transmission is not low enough, but
it steadily decreases with frequency. The simulations show a completely different picture. It
shows the negative impact of the coupling and parasitic effects of the inductor sections on the
transmission. The only inductor which does not resonate everywhere has a conductor width
of 0.1 µm, which is very difficult to fabricate. The lumped-element inductor therefore cannot
be made electrically small enough to operate well at these frequencies. Since a single series
inductor already has this kind of resonant behavior, the use of a ladder network containing
shunt capacitances and more planar inductors will not be investigated and lumped-element
components will not be used for this design.
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Figure 3-7: Ideal calculation and Sonnet simulation of square planar inductor with varying amount
of turns N and line width w.

Distributed-element filter

In a distributed-element filter, electrically short transmission line sections are used to synthe-
size a cascade of series inductors and shunt capacitors. The cut-off frequency of the filter and
the characteristic impedance of the the source/load Z0, inductive section ZL and capacitive
section ZC determine how well inductors and capacitors are approximated as well as their val-
ues. The distributed elements are narrow-band since their electrical phase has to be smaller
than π/4 to approximate the behavior well. This can be calculated through Equation 2-67
and Equation 2-68, repeated below.

lL = gnZ0
ZLβL

(3-10)

lC = gnZC
Z0βC

(3-11)

Therefore, the range of characteristic impedances, ZC < Z0 < ZL, is of importance and the
behavior is improved as these lie further apart. Since the materials and their thicknesses
are already defined, the width w of the sections is the only parameter which can change the
characteristic impedances. This is the starting point of the filter design.

It is assumed that the filter is terminated on both sides with the characteristic impedance of
the FP line Z0. This value sets a lower limit for the impedance of the inductive section and
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an upper limit for the impedance of the capacitive section. As mentioned in subsection 2-4-2
the width for the inductive section is limited by fabrication constraints and current density
requirements. Within the group it is possible to reliably pattern lines as narrow as 450 nm
[47]. The width of the inductive section is chosen to be 0.5 µm. The largest limitation for the
width of the capacitive section is extraneous resonances. The width should also not be too
wide to create coupling between the capacitive sections. The width of the capacitive section
was therefore chosen to be 10 µm. Table 3-3 compiles the characteristic impedance ZL,C and
effective permittivity εeff of the different line sections that are obtained with Sonnet.

Since it is already decided to use distributed elements for the filter, simulations demonstrating
their performance are presented in the following section when the choice between the filter
functions is made.

Table 3-3: Simulated impedance and effective permittivity values for microstrips simulated with
Sonnet at 350 GHz.

w [µm] Lk [pH/sq] Z0 [Ω] εeff [-]
Inductive section 0.5 1 108.0 50.0
Capacitive section 10 1 8.0 53.2
Fabry-Pérot 2 1 34.3 47.3
CPW lines 2-2-2 0.925 80.1 15.4

3-2-2 Filter function

In subsection 2-4-1 two different filter functions were discussed: Butterworth and Chebyshev.
They differ in behavior in their pass- and transition-band response. For the Butterworth
the pass-band response is maximally flat while the Chebyshev response has a ripple with a
constant amplitude. This ripple gives the Chebyshev a higher roll-off rate in the transition
band in comparison to the Butterworth response. Their individual ideal responses are plotted
in Figure 3-8 for a cut-off fc frequency of 250 GHz, a stop-band fs frequency of 500 GHz and
a stop-band attenuation As of 50 dB. For the Chebyshev filter the magnitude of the ripple
also needs to be defined, which in this case is set to 3 dB. The behavior in the pass-band
does not weigh too heavy for this application since only a dc signal will be sent through. The
ripple of the Chebyshev therefore is no problem and its faster roll-off rate already gives it an
advantage over the Butterworth function. At least in the ideal case.

In order to compare the actual performance of the two filter functions, both are simulated
for a set of fc and fs. Both filters are designed to start with an inductive section so that
the connection area between the FP and the filter will be as small as possible and free from
spurious coupling. Equation 2-44 is used to calculate the order of the Butterworth filter and
Equation 2-50 to calculate the impedance and frequency normalized values of its sections.
The Chebyshev filter requires Equation 2-55 to be used for its order and Equation 2-67
and Equation 2-68 for the impedance and frequency normalized values of its sections. The
simulated impedance and effective permittivity of Table 3-3 are used as well in Equation 2-
67 and Equation 2-68 to find the lengths of the individual sections of both filters. For
comparative purposes, Appendix C shows tables with the segment lengths for both filters
for all the following simulations.
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Figure 3-8: Ideal behavior of Butterworth and Chebyshev filters. The cut-off frequency for both
is placed at 250 GHz and a minimum attenuation of 50 dB is required at 500 GHz. The ripple
for the Chebyshev filter is 3 dB which is quite exaggerated.

Effect of cut-off and stop-band frequencies

The frequency selectivity of both filters is studied fist. Using the S21,c = −12 dB criterion, it
is implied that the S21,f must be at least −22 dB. From simulations it was observed that this
level of transmission could easily be obtained with the stepped-impedance filter. Therefore,
to create a buffer, a stop-band attenuation of 50 dB is implemented in the following designs.
In Figure 3-9a and Figure 3-9b the transmission of the Butterworth and Chebyshev filters are
studied for three different combinations of fc and fs. The value of fs in all cases is 300 GHz
and the values of fc are 175 GHz, 150 GHz and 100 GHz. The filter order and individual
section lengths can be found in Appendix C (Table C-1, Table C-2 and Table C-3).

From Figure 3-9 it is immediately visible that the theoretical slope shown in Figure 3-8 is
not obtained, but it performs much better than the lumped element filter implementation of
Figure 3-7. From these simulation results, a condition for fc and fc in order to attain the
stop-band attenuation, namely fs ≤ 2fc. For the two simulations in which this criteria is met,
for both Butterworth and Chebyshev, there is some sort of resonance occurring around 440
GHz. After this their transmission increases which is due to the electric length of the sections
becoming too large in comparison to the wavelength. From these results the faster roll-off
rate of the Chebyshev filter can also be observed. In Figure 3-10 different combinations of
fs = 2fc are used where fc is equal to 75 GHz, 100 GHz and 175 GHz. The section lengths
can again be found in Appendix C (Table C-3, Table C-4 and Table C-5).

From this second round of simulations it is clear that the stop-band frequency fs cannot be
chosen arbitrarily. If fs is too low, the frequency band on interest is cluttered with spurious
resonances. If fs is too high, the frequency band of interest will lie in the pass-band or not
yet have reached a satisfactory amount of attenuation.

From the fact that the Chebyshev filter has a steeper roll-off rate and the fact that it requires
a smaller filter order than the Butterworth filter in each case, the Chebyshev filter will be
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Figure 3-9: Sonnet simulations Butterworth and Chebyshev filters with fs = 300 GHz, As = 50
dB and a ripple of 0.01 dB for different fc.
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Figure 3-10: Sonnet simulations Butterworth and Chebyshev filters with fc = fs/2 GHz, As = 50
dB and a ripple of 0.01 dB.

implemented in this design. More specifically, a Chebyshev filter with fc = 175 GHz, and
fc = 300 GHz and As = 50 dB. Now that the Chebyshev filter is chosen, the effect of its
ripple and the effect of unmatched filter terminations are briefly discussed as well.

Effect of ripple

The results of three simulations, performed on the above mentioned Chebyshev filter, with
different values of ripple magnitude ε is shown in Figure 3-11. For these simulations as well,
the filter order and individual segment lengths can be found in Appendix C (Table C-1,
Table C-7 and Table C-8). Even though an increase in ripple requires a lower filter order for
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the design, the roll-off rate in the transition-band decreases and the maximum attenuation
decreases as well. For this reason the Chebyshev filter will be implemented with a ripple
magnitude of 0.01 dB.
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Figure 3-11: Effect of ripple on Chebyshev filter transmission. In this case, fc = 175 GHz,
fs = 300 GHz and As = 50 dB.

Effect of unmatched terminations

The Chebyshev filter is designed to be terminated on both sides with the impedance of the
FP, 34.3 Ω. These impedances can vary as a result of fabrication tolerances and due to the
uncertainty in the actual loading posed by both the FP and the dc lines on the filter. It is
therefore useful to know how the filter transfer changes if these impedances are not identical or
have different values. This is studied in Figure 3-12. The filter transfer function is simulated
for the termination of the FP impedance on one side, and different termination impedances
on the other side. The black line represents the matched case. The other cases represent
different loading values of the dc line at THz frequencies, varying from impedances lower
than ZC to higher than ZL. There is no large impact visible unless the impedance of the
bias lines is very low. In that case the pass-band attenuation is non-zero. The variation in
termination impedance is therefore not a problem.

3-3 System design

The filter has been designed with an extremely high rejection (|S21|2 < −50 dB) for the
frequencies between 300 and 400 GHz so that the transmission of these frequencies through
the FP will be almost unaffected. In order to avoid the degradation of this rejection level, the
placement of both filters along the FP is optimized. After this, the effect of the bias current
and sensitivity of the FP to the bias current will be studied.
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Figure 3-12: Effect of changing the load at one side of the filter. The black line represents the
filter transfer for the ideal terminations (34.3 Ω).

3-3-1 Filter location

As discussed in subsection 2-3-1, the FP has many voltage and current nodes depending on
n. Different from what is shown in Figure 2-8, realistically the impedance at the current and
voltage nodes will not tend to zero and infinity, but just differ slightly from each other. The
filter by itself has a large input impedance for high frequencies. If the filter is connected to a
current node, the filter impedance might be less or close to that of the FP, therefore reducing
the rejection of the filter. If the filter is connected at a voltage node, its impedance will be
larger than that of the FP which preserves its rejection of the high frequency signals.

Another issue for the placement of the filters is that the couplers affect the standing wave
patterns around them. This is one of the reasons for having a large number of visible peaks
between 300 and 400 GHz. With the following simulations, the placement of the filter is
optimized, keeping in mind the location of the voltage nodes (low-impedance points). In
Figure 3-13 the simulations of the current distribution for four different modes is presented.
For these simulations the length of the FP was varied, the coupler length remained the same
15.5 µm, to accommodate a different number of modes each time. It was not possible to
simulate the entire length of the FP, 10.943 mm, due to the size of the simulation; however
these simulations are still meaningful to quantify the effect on the FP transmission in the
presence of the designed shunted low-pass filters. The dashed black lines in each simulation
indicate the end of the coupler and the 1 µm extension (lred) of the coupler. It is obvious that
the coupler has a large effect on the current distribution. Looking at the values of the current
distribution on the coupler, it is wise not to attach the filters on the couplers but rather on
the FP, where the current reaches its maxima, and thus the impedance minima. Furthermore,
the transmission through the FP couplers can be disturbed if the filters are directly connected
there. In Table 3-4 the locations of the current nodes (minima) and voltage nodes (current
maxima) are shown for the four simulations. These distances are measured from the outer
edges of the coupler, that is including the complete coupler length (lover + lred) as shown in
Figure 3-14. These lengths are similar for each mode number. Possible coupling between
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the filter elements and the coupler or between the two filters should be studied as well in
simulations to find the optimal filter location.
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Figure 3-13: Simulation of current distribution on FP for different amount of modes. This
simulation is used to determine the optimal locations for the filters.

Figure 3-14: Filter placement. The length between the coupler and the center of the filter is
used in Table 3-4.
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Table 3-4: Locations of current maxima and minima, measured from the inner side of the coupler
as shown in Figure 3-14.

Maxima (Voltage nodes)
Mode Length [µm] Max 1 Max 2 Max 3 Max 4 Max 5 Max 6
2 85.1 10.68 74.42
3 146.9 10.68 73.45 136.22
4 208.85 10.66 73.16 135.62 198.15
5 270.75 10.83 73.33 135.40 197.47 259.97
6 332.4 10.68 73.18 135.67 196.73 259.22 321.72
Minima (Current nodes)
Mode Length [µm] Min 1 Min 2 Min 3 Min 4 Min 5
2 85.1 42.55
3 146.9 42.55 104.36
4 208.85 42.58 104.40 166.22
5 270.75 42.66 104.50 166.31 228.14
6 332.4 42.56 104.38 166.20 228.02 289.84

To test the statement made above about the effect of the placement of the filter, simulations
were performed with the filter attached in three different locations with respect to the coupler,
namely on the first voltage node and current node and the second voltage node. A schematic
of this design is given in Figure 3-15. The port numbers are the same as in the simulations
whose results are plotted in Figure 3-16. In these simulations the gray line represents the
transmission through the FP without any filter, S21 is the transmission through the FP, S31
the transmission between one coupler and the closest filter and S41 the transmission between
one coupler and the furthest filter.

In all cases the resonance peak is shifted to higher frequencies with respect to the resonance
peak of the FP without filters (which is at 350 GHz). The amount by which it is shifted can
be found in Table 3-5. This shift is because of the reactive loading of the FP by the filter.
This is probably indirect coupling due to parasitic effects between the filter and the coupler.
It can also be due to the fact that the filter itself is not ideal. The effect of the reactive loading
seems to decrease as the filter is placed further away from the coupler, which indicates that
there is quite some spurious coupling between the filter and the coupler. Another aspect to
keep in mind is that these simulations are done for very short FPs (low mode numbers), but
in the actual design the size of the FP is significantly larger than the filters. When looking at
the rejection levels of the filter it is clear that the location of the filters does make a difference.
When the filters are attached at the voltage nodes the rejection remains below 60 dB. When
the filter is attached to the current node the shape of the rejection follows the resonance
peak up to −43 dB. Therefore it is preferable to attach the filters at the voltage nodes. In
Appendix C the current distribution on the FP and filters and ground plane corresponding
to Figure 3-16 are shown.

Despite the shift in resonant frequency due to the loading of the FP by the filters and the
smaller rejection if the filters are attached at current nodes, these effects are not detrimental
to the functioning of the FP. This design is therefore robust against any misalignment of the
filters during fabrication.

Master of Science Thesis N.E. Beschoor Plug



50 Design process

Figure 3-15: Schematic of the design of the FP with the filters attached. The port numbers are
the same as will be used for the following simulations.
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(a) First voltage node.
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(b) First current node.
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(c) Second voltage node. (d) Legend

Figure 3-16: The effect of the filter (without bias current) on the transmission of the FP with
n = 6 at 350 GHz. The grey line in each plot is the S21 for the FP without the filters attached.
S21 is the transmission of the resonator, S31 the transmission between one coupler and the filter
nearest to it and S41 is the transmission between one coupler and the filter furthest from it as
shown in Figure 3-15.
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Table 3-5: Resonance peak locations for different filter locations and their respective differences
from the FP without filters, nominally designed to resonate at 350 GHz. The peak frequencies
and difference between them were taken from Figure 3-16 from the S21 of the FP (blue line).
The shift in frequency was taken with respect to the FP without any filters attached to it (gray
line).

Filter location Peak frequency [GHz] Frequency shift [GHz]
1st voltage node 362.11 12.11
1st current node 360.52 10.52
2nd voltage node 358.86 8.86

3-3-2 Current considerations

Since the NbTiN layer of the FP and the filter have the same thickness, the critical current Ic
in this design will be limited by the part which is the narrowest: the inductive filter sections.
Using Equation 2-16 and Equation 2-19, Ic and I∗ were calculated to be roughly twice as
large as the values found in other studies. Therefore, to be on the safe side, these values are
estimated by scaling the measured values of S. Shu [12], very similar to the values of T. Basu
[13], for a 35 nm thick, 250 nm wide NbTiN microstrip to the dimensions of the inductive
filter section. In [12] they found the value of Ic to be equal to 0.8 mA and the non-linearity
scaling factor I∗ to be equal to 3 mA. Both values are scaled to the dimensions of the FP and
the inductive filter section used here through

Ic,∗ ≈ Ic,∗:Shu
(

t

35 nm

)(
w

250 nm

)
. (3-12)

The approximated values of Ic and I∗ of the FP and the inductive filter section are given in
Table 3-6. Since the current is limited by the inductive filter sections, the sensitivity of the
FP to the current is limited as well. This is evident from the calculation for the change in Lk
due to a bias current, Equation 2-14, repeated below

Lk(I) ≈ Lk(0)
[
1 +

(
I

I∗

)2
]

for I � I∗. (3-13)

The equation only holds for currents well below the I∗ and of course, for currents below Ic.
Therefore, the change in Lk for the FP cannot be exploited to the maximum. The change in
Lk in both the inductive filter section and the FP was simulated for currents up to 2 mA as
is shown in Figure 3-17. For the maximum value of 2 mA, the change in kinetic inductance
δLk for the inductive filter section is 0.1% and for the FP it is 1.61%. In this design, the FP
is not very sensitive to the bias current.

With the values of Lk after biasing with a current of 2 mA the filter and FP can individually
be simulated to quantify the effect of the current on their transmission. The left panel of
Figure 3-18 shows the simulation results of the transmission of the unbiased FPs of Figure 3-
13. On the right, the same FP is bias with 2 mA, which coincides with the values of Lk given
in Table 3-7. The increase of Lk causes a decrease in the resonant frequency as expected. This
frequency shift however is very small compared to the FWHM of the resonance peak. The
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Table 3-6: Critical current and non-linearity scaling factor of the FP and the filter. The values
are derived from the measurements in [12] and scaled to the dimensions of this design using
Equation 3-12.

Ic [mA] I∗ [mA]
FP 16.8 63.1
Filter 4.2 15.8
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Figure 3-17: The relative change in kinetic inductance (δLk = (Lk(I)− Lk(0)) /Lk(0)) for the
filter and the FP.

resonant frequencies for the unbiased and biased FPs and their difference with 350 GHz are
shown in Table 3-8. Because the FWHM of a highly overmoded FP (high mode number n)
is much narrower, the ratio of resonance shift to FWHM will be larger for the actual design.
It will still however, be smaller than the FWHM.

Table 3-7: Values of Lk for the FP and filter without biasing and with bias with a dc current of
2 mA.

Unbiased Lk [pH] Biased Lk [pH] ∆Lk [pH]
FP 11049 11060 11.1
Filter 181.6 184.5 2.92

The same simulations are done for the Chebyshev filter. In Figure 3-19 the filter is simulated
to see the effect of the current. The values of Lk for this simulation are shown in Table 3-7 as
well. From this simulation it is clear that the dc current biasing barely has any effect on the
filter except at the resonant behavior around 440 GHz, which is outside of the bandwidth of
interest.

The effect of the current on the FP together with the filter is shown in the Appendix C
in Figure C-4. Here the transmission through the entire system, shown in Figure 3-16, is
repeated next to the response of the entire system when biased at 2 mA. As was derived from
the previous simulations, the effect of the current is minimal as the resonance peaks shift
slightly to lower frequencies.
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Figure 3-18: Effect of current on a FP without filter. The level of current for the biased FPs is
2 mA.

Table 3-8: Resonance peak of Figure 3-18 for biased and unbiased FP and the frequency difference
of their resonance peaks.

f0 Unbiased [GHz] f0 biased [GHz] δf [GHz]
3rd mode 350 349.89 0.11
4th mode 350 349.89 0.11
5th mode 350 349.89 0.11
6th mode 349.95 349.84 0.11
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Figure 3-19: Effect of bias current on filter. The level of current for the biased filter is 2 mA.

3-4 Conclusion

In this chapter a Fabry-Pérot resonator and the shunted low-pass filters attached to it were
designed. From all the simulations it was found that the designs are very robust against
fabrication misalignments, filter termination mismatches, and filter positioning. Since it is
possible to design the filter with an extremely high rejection, the transmission through the FP
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is barely unaffected. The only caveat of this design is the limited heat dissipation capability
of the microstrip biased lines, thereby limiting the maximum allowable bias current and thus
the range of tunability. The solutions to this are explained in the following chapter.
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Chapter 4

Final chip design

There are two factors which limit the sensitivity to a dc bias current of the design discussed
in chapter 3, namely the low unbiased kinetic inductance Lk(0) of the Fabry-Pérot and the
low critical current Ic due to the narrow width of the inductive filter sections. Both problems
can be solved by making the FP thinner. Another possible issue with the design is heat
dissipation. It is possible that heat will build up when the current is run through the filter
and FP. Since a-Si has a lower thermal conductivity than Si it is beneficial to implement the
FP and filters as inverted microstrips rather than regular microstrips. The difference between
regular and inverted microstrips is shown in Figure E-3. The impact of these design changes
will be discussed first. Since the design steps are exactly the same, only the important results
will be examined in detail. Based on the new design, the measurement strategy is explained.
This includes the design of the chip and all other aspects necessary for the measurements.
Finally, the fabrication procedure is discussed.

4-1 Final design

The Lk(0) of the FP can be increased by making the superconductor thinner (Equation 2-15).
If the FP is made thin to such an extent that its cross-sectional area becomes smaller than that
of the inductive filter section, I∗, and therefore Ic, become limited by the FP (Equation 2-19).
In that case, the FP becomes the most sensitive part of the design to a dc biasing current.
The important material properties, including those of the new thin layer for the FP, are shown
in Table 4-1.
Changing the thickness of the FP as well as implementing the inverted microstrip structure
have a significant impact on Z0 and εeff of the filter sections and the FP. The new values
of Z0 and εeff are obtained from Sonnet simulations and are given in Table 4-3. With these
new values the FP and filter are re-designed following the exact same steps as in chapter 3.
For this reason, only simulations of the final results will be discussed in this section. All other
simulations discussed in chapter 3 are shown in Appendix D for further comparison between
the designs. For the simulations of the filter, the lengths of the filter sections can be found in
Appendix C.
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Table 4-1: Material characteristics for final design of inverted microstrip architecture.

Superconductor
Material Tc [K] ρ [Ωm] t [nm] Ls [pH/sq]

FP NbTiN 14.3 90× 10−8 22 4.068
Filter NbTiN 14.3 90× 10−8 92 1.009
Ground plane NbTiN 15 100× 10−8 107 0.926

Dielectric
Material εr t [nm]
a-Si 10 300

4-1-1 Fabry-Pérot

From Equation 2-22 and Equation 2-23 it is clear that any change in Z0 and εeff affects
both the FP and its coupling capacitors. If the same resonator output shown in Figure 3-3 is
desired, the length of the FP and that of the coupler need to change. Performing the same
calculations, the new FP lengths for different |S21,c|2 is given in Table 4-2. This shows that
the lFP is almost halved with respect to Table 3-2 for the same Qc using |S21c|2 = −12. The
new value of lcoup is again obtained through the Sonnet simulation shown in Figure D-1. This
new value corresponding to |S21,c|2 = −12 dB is now equal to 17.5 µm, which leads to a total
lcoup = 18.5 µm.

Table 4-2: Calculated values for an FP with Qi = 3500 and Ql = 2500 at 350 GHz.

|S21c|2 [dB] Qc Qc,FP f0 [GHz] nvis lFP [mm]
-14 78.9 8750 3.1565 31 3.6507
-13 62.7 8750 2.5073 39 4.596
-12 49.8 8750 1.9916 50 5.786
-11 39.6 8750 1.582 63 7.2842
-10 31.4 8750 1.2566 79 9.1702

4-1-2 Low-pass filter

The change in Z0 and εeff of the inductive and capacitive filter sections, as well as the change
in the Z0 of the FP, also have a significant effect on the behavior of the filter. To compensate
the change in Z0 and εeff , the lengths of the filter sections need to change. A simple change
in length in this case, however, does not lead to the same results as in subsection 3-2-2. This
becomes visible when the simulations for both the Butterworth and Chebyshev filter functions
are repeated. The results for the simulations with fs = 300 GHz, As = 50 dB and a ripple
of 0.01 dB for different fc are shown in Figure D-2. The simulations with fc = fs/2 GHz,
As = 50 dB and a ripple of 0.01 dB are found in Figure D-3.

From these plots it is clear that the changes in the design are not optimal for the behavior of
the filters. The minimal rejection of 50 dB is not reached in most cases and there is a lot of
resonant behavior in the stop-band, making the application of the filter more narrow-band.
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Table 4-3: Simulated impedance and effective permittivity values for inverted microstrips simu-
lated with Sonnet at 350 GHz. The values of the old design can be found in Table 3-3.

w [µm] Lk [pH/sq] Z0 [Ω] εeff [-]
Inductive section 0.5 1 90.6 78.9
Capacitive section 10 1 6.6 59.5
Fabry-Pérot 2 4 52.8 169.2
CPW lines 2-2-2 0.925 88.6 12.6

One reason for this is that the range ZC < Z0 < ZL has changed: Z0 is now much closer
to ZL. From Equation 2-67 and Equation 2-68 the dependence of lL and lc on this ratio is
observed (Z0/ZL and ZC/Z0, respectively). Since the characteristic impedance of the FP is
closer to ZL and further away from ZC with respect to the old design values, the lL necessary
to obtain the new inductance value becomes larger while the lC becomes smaller. With the
increase in εeff of the filter sections, the propagation constant β = 2π/λ = 2πf√εeff/c
increases as well. Both the increase in lL and in βL cause some of the inductive filter sections
to become electrically too long, βLlL > π/4 rad, making these sections to approximate less
an ideal inductor. This is denoted in the tables in Appendix C.

From these results, similar to the old design, the Chebyshev filter with fc = 175 GHz, fs = 300
GHz, As = 50 dB and a ripple of 0.01 dB performs the best. Its transfer function is plotted
in Figure 4-1 together with the transfer of the old design. Despite the resonant behavior in
the stop-band, a minimum rejection of roughly 40 dB should still be enough to not disturb
the signal in the 300 to 400 GHz range.

The effect of the ripple on the filter and the effect of non-matching filter terminations are also
simulated and shown in Figure D-4 and Figure D-5. The same conclusions as in subsection 3-
2-2 can be drawn. Increasing the ripple of the Chebyshev filter lowers the rejection of the
filter and brings the resonant behavior into the bandwidth of interest. The terminations do
not have a large effect unless they become extremely low, lower than ZC . In this case the
rejection of the filter between 300 and 400 GHz improves, however the pass-band attenuation
becomes non-zero.

4-1-3 System design

Due to the smaller lFP , the location of the filters needs to be optimized again. With these in
place, the new Ic of the system and the sensitivity of the FP to current need to be analyzed.
This is what will be studied in the following two paragraphs.

Filter location

To find the location of the voltage and current nodes the current distribution over the res-
onator was simulated for different modes using Sonnet. These are plotted in Figure D-6 and
the distance of the nodes with respect to the coupler are given in Table D-1. As before, the
first voltage and current nodes and the second voltage node are of interest. A schematic of
the new design is given in Figure 4-2. The response of the FP with the filters attached at
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Figure 4-1: Chebyshev filter with fc = 175 GHz, fs = 300 GHz and As = 50 dB implemented
with an inverted microstrip architecture.

these three locations in plotted in Figure 4-3, where the port numbers are the same as in Fig-
ure 4-2. Here the blue line represent the transmission of the FP, the red line the transmission
between a coupler and its closest filter, the yellow line the transmission between a coupler
and the filter furthest from it and the gray line the transmission of the FP without any filters
attached.

The reactive loading from the filter, especially in the case of the first voltage node, shifts the
resonance peak to higher frequencies. The frequency difference between the resonance peaks
of the loaded FPs and the non-loaded FP, located at 350 GHz, is given in Table 4-4. For the
filter located at the first voltage node this effect is so large that the resonance peak is moved
out of the frequency range. This is probably due to coupling with the coupler. For the filters
attached to the first current node and the second voltage node, the shift in resonant frequency
is smaller than the first design. The current distribution on the FP and filters and ground
plane corresponding to Figure 3-16 are shown in Figure D-7, Figure D-8 and Figure D-9. In
Figure D-8, where the filter is located at the current node, the coupling of the 350 GHz signal
into the filter is the largest; it is visible in the third inductive section. When the filter is
located at the second voltage node the coupling is the least, making this location the most
ideal one as for the old design.

The reactive loading of the filter on the FP is decreased by placing the filters on the voltage
nodes far away from the coupler. This should minimize any coupling between the filter and
the coupler. It is however, beneficial to have the filters close to the coupler so that the
current runs through the longest possible length of the FP. Should the filter be placed at a
less favorable location, the effect will not be detrimental due to the high rejection of the filter.

Current considerations

Now that the cross-sectional area of the FP is smaller than that of the inductive filter section,
the critical current of the system must be recalculated. The new value of Ic and I∗ for both
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Figure 4-2: Schematic of the design of the inverted FP with the filters attached. The port
numbers are the same as will be used for the following simulations.

Table 4-4: Resonance peak locations for different filter locations and their respective differences
from 350 GHz. The peak frequencies and difference between them were taken from Figure 4-3
from the S21 of the FP (blue line). The shift in frequency was taken with respect to the FP
without any filters attached to it (gray line). The peak of the 1st voltage node is out of the
frequency range, therefore the shift must be larger than 30 GHz.

Filter location Peak frequency [GHz] Frequency shift
1st voltage node - > 30
1st current node 355.26 5.255
2nd voltage node 362.75 12.275

structures are given in Table 4-5. Since the Ic of the FP does not differ that much from the Ic
of the inductive filter section, the simulations are again performed with a maximum current
of 2 mA. The change in Lk this current induces is given in Table 4-6. For the maximum value
of 2 mA, the change in kinetic inductance δLk for the inductive filter section remains 0.1%
and for the FP it is 1.76%.

Table 4-5: Critical current and non-linearity scaling factor of the FP and the filter. The values
are derived from the measurements in [12] and scaled to the dimensions of this design using
Equation 3-12.

Ic [mA] I∗ [mA]
FP 4.0 15.1
Filter 4.2 15.8

Due to this high value of Lk and the fact that the critical current itself is limited by the FP,
the FP is now notably sensitive to a dc bias current. In Figure 4-4, the effect of the 2 mA
bias current on the FP without any filters is shown. This results in a resonant frequency shift
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(a) First voltage node.
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(b) First current node.

320 340 360 380

−80

−60

−40

−20

0

Frequency [GHz]

|S
X

1
|2

[d
B
]

(c) Second voltage node. (d) Legend

Figure 4-3: The effect of the filter (without bias current) on the transmission of the FP with
n = 6 at 350 GHz. The grey line in each plot is the S21 for the FP without the filters attached.
S21 is the transmission of the resonator, S31 the transmission between one coupler and the filter
nearest to it and S41 is the transmission between one coupler and the filter furthest from it as
shown in Figure 4-2.

Table 4-6: Values of Lk for the FP and filter without biasing and with bias with a dc current of
2 mA.

Unbiased Lk [pH] Biased Lk [pH] ∆Lk [pH]
FP 23577 23992 434.4
Filter 181.6 184.5 2.92

of roughly 2.6 GHz. The exact frequency shifts for modes 3 to 6 are given in Table 4-7. This
shift is more than one FWHM for all modes except n = 3. As the mode number increases the
FWHM of the peaks decreases, meaning that for larger mode numbers the shift in resonant
frequency will be much more than one FWHM.

To get a better picture of the effect of the dc bias current on the entire system, the transmission
through the FP for zero bias current plotted in Figure 4-3 is plotted next to the transmission
with bias current of 2 mA in Figure D-11. To see the quadratic effect the current has on the
shift in resonant frequency the system with the filter attached at the three different nodes has
been simulated for equally spaced bias currents. The current and the corresponding value of
Ls used for the simulation is given in Table D-2, the simulations in Figure D-10. The effect
of the bias current on the Chebyshev filter is plotted in Figure D-12. The current has no
significant impact on the filter behavior.
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Figure 4-4: Effect of current on a FP without filter. The level of current for the biased FPs is 2
mA.

Table 4-7: Resonance peak of Figure 4-4 for biased and unbiased FP and the frequency difference
of their resonance peaks.

f0 Unbiased [GHz] f0 biased [GHz] δf [GHz]
3rd mode 350 347.37 2.635
4th mode 350.5 347.46 2.59
5th mode 349.98 347.37 2.605
6th mode 350.5 347.44 2.615

4-1-4 Conclusion

While the new design improves the sensitivity of the FP to a bias current, it degrades the
performance of the low-pass filter. Due to the electric lengths of the filters which become
too long, extraneous resonances occur just outside of the 300 to 400 GHz range which makes
the filter have a narrower band in comparison to the filter of the regular microstrip design.
Despite this, the rejection level remains satisfactory at > 45 dB levels. Despite the response
of the FP being slightly disturbed by the reactive loading of the filters, the effect is not
limiting its operation. As was already known from previous simulations, the optimal filter
location is at a voltage node, preferably not immediately next to the coupler. When the FP
is attached near the coupler there will be indirect coupling of the filter to the FP line via
parasitics. The loading posed by the low-pass filter is unaltered by its positioning on the FP.
However, what is reduced is the ratio of the characteristic impedance of the FP to those of
the filter sections when at different locations on the FP. The application of a current of 2 mA
allows the resonant frequency to be shifted by more than one FWHM which meets the system
requirements. A conservative analysis with respect to the current level has been performed,
so it might be possible to use a higher bias current if the measured value for Ic turns out to
be larger, allowing for an even larger shift.
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4-2 Measurement objectives

Now that the design works in theory, it must be implemented in such a way that it be
fabricated and fit on a chip so that it can be measured. Due to the similarities between this
project and the projects of K. Kouwenhoven [10] and S. Hähnle [52], the chip design for this
thesis is based on theirs. A wafer can fit up to eight of these chip designs. The chips on the
wafer do not need to be identical. It is however, wise to have some spare duplicates in case
something goes wrong during fabrication. In the following sections, the components on the
chip will be discussed. From this, the measurement objectives will be explained.

4-2-1 Chip overview

A schematic of the chip design is shown in Figure 4-5. During the measurements a chip will
be placed in a holder within a cryostat. This holder is not only used to keep the chip in place,
but also to prevent stray radiation, not coupled through the antenna, from being absorbed
by the detectors. This stray radiation is one of the causes of the spurious noise floor [55].

The antenna design is exactly the same as in [10] [52]. There are four twin slot antennas [56]
Their lenses, indicated by the dashed lines around the antennas, couples the radiation into
them. After the radiation is absorbed by the antenna, it is led to the FPs (red). There are
four FPs on one chip. Only the outer two FPs can be biased without having to fabricate
bridges for the dc bias signal to reach them. These bias lines run through the holder to
the bond pads. The output of the FPs is fed into the KID detectors which consist of an Al
part (black) and an NbTiN part (green). Their behavior is measured from the read-out line.
On the chip there are three blind KIDs and one blind NbTiN. These are not coupled to the
antennas and therefore measure only stray radiation. This can be used in the post-processing
of the data.

On the wafer, apart from the chips, there are alignment markers and dc test structures.
The alignment markers will not be treated. The dc test structures are used to measure the
properties of the deposited superconductors.

4-2-2 Measurement choices

The objective of the measurements is to quantify the maximum achievable frequency shift of
the superconducting FPs with a dc bias current. To quantify this, three FP responses need
to be known:

1. the response of a FP without any filters attached to it,

2. the response of a FP with filters attached to it but without any dc bias current and

3. the response of a FP which is biased at different current values up to the critical current.

From simulations it is known that the location of the filter on the FP has an effect on the re-
sponse. Therefore it is practical to test this response with the filter at different locations. The
effect on the FPs due to bias current values below 0.5Ic (theoretically no vortex nucleation),
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Figure 4-5: Schematic of chip layout.

between 0.5Ic and Ic (superconductor enters mixed state) and above Ic (superconductivity
lost) should be measured. It is also very useful to measure the current in order to confirm the
exact value of the critical current to be able to establish whether the equations (Equation 2-19
and the ones in the text) are correct.
All these responses can be measured using a chip design as shown in Figure 4-5. On a single
chip there is a total of four in-line FPs (numbers 1, 3, 5 and 7) of which two are biased (1
and 7) and two are not biased (3 and 5). Apart from the biasing, FPs 1 and 3 and FPs 5
and 7 are identical to each other. In this way, the difference between responses 1 and 2/3 can
be measured. The design specification for the two different FPs is given in Table 4-8. Their
output should theoretically look like the ones in Figure 4-6. All MKIDs, behind a FP or a
blind FP, are designed for different frequencies so that the measurements of all seven can be
read-out simultaneously.

Table 4-8: Calculated values for an FP with Qi = 3500 at 350 GHz.

Ql S21c [dB] Qc Qc,FP f0 [GHz] nvis lFP [mm]
2500 -12 49.8 8750 1.9916 50 5.786
1500 -12 49.8 2625 6.6388 15 1.7358

Since there can be up to eight different chips on the wafer, each chip will have the filters at a
different location on both biased FPs. The locations will be the ones which were simulated,
namely the first voltage and current nodes and the second voltage node. This gives three
different chip designs. To ensure that a small fabrication error does not ruin the measurement,
each of these three chips is fabricated twice, giving six chips in total. Because of the extra
space, it is possible to have a dc test structure in between each chip as well as on the sides of
the wafer.
Each dc test structure contains four pads which are used to measure the characteristics of
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(a) Ql = 2500 (b) Ql = 1500

Figure 4-6: Effect of current on a FP without filter. The level of current for the biased FPs is 2
mA.

the different NbTiN layers (FP, filter and ground plane) as well as the Al of the KIDs. It is
beneficial to have several of these test structures close to the chips as the metal layers may
vary across the wafer [57]. The test structure of the FP NbTiN and the filter NbTiN are also
used to measure the exact value of Ic. As the Ic of the FP and the inductive filter section are
very close, it useful to measure this and determine the upper current limit of the system.

4-3 Fabrication

While preparing for the fabrication of the wafer some aspects of the design had to be worked
out in further detail and issues came to light. These are discussed briefly before moving on the
to fabrication process. Here the detail of the masks will be discussed and the final material
properties given.

4-3-1 Additional design details

To avoid problems with fabrication and to ensure the functionality of the design four changes
were made to the final design. The reason for these changes and how they are implemented
are discussed below. None of these changes are simulated.

FP thickness

In the new design, the FP is so thin that the calculations of the sheet kinetic inductance require
feedback from previous batches to accurately infer the properties of the film. Therefore, the
thickness and corresponding Ls are extrapolated from fabrication data [58]. The measured
data for films of different thicknesses is plotted in Figure 4-7. From the extrapolated curve,
a superconducting NbTiN strip with Ls = 4 pH/sq corresponds to a thickness of the FP is
34.847 nm. This value, instead of the t = 22 nm given in Table 4-1, is used for fabrication.
This causes the Ic of the system to be limited by the inductive filter section since its cross-
sectional area is again smaller and therefore makes the FP slightly less sensitive.
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Figure 4-7: Extrapolation of Lk and Rs from fabrication data [58] to ensure correct FP thickness.
The correct thickness is equal to 34.847 nm.

Current crowding

As mentioned before, the critical current of a superconductor heavily depends on the geom-
etry; not only on the cross-sectional area, but also on any sharp discontinuities such as 90◦
turns, sudden changes of the strip width or intersections. This effect is shown in Figure 4-8.
The current tends to concentrate in the inner corners of these discontinuities, forming local
hot spots. In these hot spots the critical current can be greatly reduced. This reduction is
caused by heat build-up as well as vortex formation as vortexes are pinned to both impurities
and irregularities in the geometry of the superconductor [59]. H. L. Hortensius in [60] found
that for strips with a width smaller than the Pearl length (Equation 2-8) but larger than the
coherence length (Equation 2-5) the reduction R in Ic is proportional with

R ∝ (ξ/w)1/3 for ξ < w < λ⊥. (4-1)

The coherence length for NbTiN is roughly 50 nm, so for the FP a reduction of roughly
R ∝ 0.3 and for the inductive sections of the filter roughly R ∝ 0.45 are expected. To avoid
this reduction, curves with a radius of 700 nm have been added to the filter and FP.

Figure 4-8: Current crowding in the case of a sharp current and a sudden widening in the
superconductor geometry. Image taken from [60].

Master of Science Thesis N.E. Beschoor Plug



66 Final chip design

Trenching

Trenching is an unwanted phenomenon which can occur around a structure after it is etched.
In some cases the etching medium can over-etch the surrounding of the mask, causing a trench
to form around it. This poses an even bigger problem when the superconducting strips are
very thin as in the case of the connection of the filter and the FP. After the excess NbTiN of
the filter is etched away the thin layer of FP is deposited over it. If a trench has formed, it
could cause the FP strip to break. To prevent this, a patch of Silicon-Nitrite (SiN) is placed
below this connection point. This helps because SiN etches away slower than the Si of the
wafer.

Trenching however, can also occur around dielectrics such as a SiN patch. An example of
trenching is shown in Figure 4-9. The SEM image in both panels is the same, on the left the
layers are identified and the numbers stand for the amount of times the material is etched, on
the right the trench is highlighted for clarity. On this particular wafer five layers are deposited
and etched in the following order: the SiN patch, the NbTiN ground plane (GP), the a-Si
dielectric, the NbTiN strip in the middle and finally the Al strip in the middle. After the first
four steps, the Si of the wafer, not covered by the NbTiN GP, has been etched four times,
forming a trench. This trench is too deep and Al strip does not connect over it.

Figure 4-9: SEM image from [61] showing a trench formed in an area where there has been too
much etching. Left panel show the materials and how many times they have been etched during
fabrication. Right panel highlights the trench. The artifact between the trench and the SiN patch
is debris.

In order to avoid trenching in all areas where SiN patches are used, patches of a-Si are
deposited, and if already there, extended. The a-Si patch acting as the dielectric for the
microstrip filter and FP is extended over the newly placed SiN patch. This is shown in
Figure E-1. A large patch of SiN is also located beneath the transition of the Al to NbtiN
section of the KIDs. In this case a new patch of a-Si is deposited as shown in Figure E-2.
The same is done at both ends of the blind KIDs.
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Quality factor of inverted microstrips

Right before the masks for this design were finished, measurement from within the Terahertz
Sensing group showed that the Qi of inverted microstrip resonators is lower than expected.
K. Kenichi, [62] [63], showed that the actual Qi value lies between 400 and 500. From
Equation 2-29 and Equation 2-32, it is clear that this has a detrimental effect on the peaks
in the resonator. Due to the drop in Qi, the Ql will drop as well meaning that the peaks will
be very low, possibly below the noise floor.

For this reason two more chips are designed using a CPW FP. This architecture is shown for
one coupler in Figure 4-10. From the antenna side the design remains the same: the coupler
and the beginning of the FP, where the filter is attached is still implemented as an inverted
microstrip. After the filter is attached the CPW starts on top of the a-Si patch. This is a
negative mask, so the green lines indicate where the NbTiN of the CPW will be etched away.
After the a-Si patch stops, the CPW drops to the same level of the microstrip FP, and the
microstrip forms the center line of the CPW. This trick should improve the Qi. The addition
of two CPW FP chips removes the extra space for the dc test structures. In the final mask
there are only two dc test structures located either side of the wafer.

Figure 4-10: Schematic of the CPW FP.

4-3-2 Mask layers

For this design there is a total of eight masks. There are different etching processes or
combinations of etching processes used for each mask. The choice between these options
depends on the dimensions of the structure which needs to be printed and tolerances in
misalignment. The process, in order of very to less accurate, are Electron Beam Pattern
Generator (EBPG), UV Lithography and wet/gas etching. The EBPG is used for five layers.
The fabrication process and important properties of the superconductor and dielectric layers
are briefly discussed in the paragraphs below. This is only done for the chips, without the
alignment markers, not the entire wafer.
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Step 1

The first step in the process is the deposition of the SiN patches. These are located beneath
the point where the FP is attached to the filter to prevent trenchig as shown in Figure 4-9,
beneath the Al section of the KID and beneath the CPW read-out line. This is shown in
Figure 4-11.

Figure 4-11: Mask layer 1: SiN patches.

Step 2

The first layer of NbTiN is deposited in the second step. This is used for the filters and the
dc bias lines as shown in Figure 4-12. The end of the filter, which is connected to the FP,
climbs up the SiN patch which is already deposited. The dc bias lines run through the chip to
the connectors on the side of the antennas. Due to the width of the individual filter sections,
the EBPG is necessary. The final NbTiN properties for this layer are shown in Table 4-10.

Table 4-9

ρ [Ωm] Tc [K] Lk [pH/sq] t [nm]
120 · 10−8 14.3 1.0 115

Step 3

The EBPG is used again for the second NbTiN layer due to the small tolerances in misalign-
ment. The NbTiN is also deposited for the blind NbTiN strip. This addition to the chip is
shown in Figure 4-13 and the extrapolated NbTiN properties from Figure 4-7 are given in
Table 4-10.

Table 4-10

ρ [Ωm] Tc [K] Lk [pH/sq] t [nm]
122.5 · 10−8 13 4.0 35
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Figure 4-12: Mask layer 2: NbTiN of the filters and dc bias lines.

Figure 4-13: Mask layer 3: NbTiN of the FP.

Step 4

The patches of a-Si are deposited and etched in step 4. The a-Si is used as the dielectric for
the microstrip filters and FPs as well as to prevent the trenching in all areas where a SiN
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patch may be etched too many times. a-Si has a dielectric constant of 10 and the layer itself
will be 300 nm thick. This is shown in Figure 4-14.

Figure 4-14: Mask layer 4: a-Si patches.

Step 5

The fifth step in the process is the deposition of a Tantalum (Ta) mesh on the backside of
the wafer as shown in Figure 4-15. This mesh is used to block stray radiation from entering
the chip through the backside or reaching the detectors as surface waves. Ta has a resistivity
ρ of 240 · 10−8 Ωm and after etching has a thickness of 40 nm.

Figure 4-15: Mask layer 5: Ta backside.
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Step 6

The third layer of NbTiN makes up the ground plane for the microstrip structures, KID, an-
tennas and THz line and the read-out line. This is a negative mask, meaning that everywhere
it is drawn in, the NbTiN will not be deposited. The properties of this layer of NbTiN are
given in Table 4-11. Especially for the fourth CPW FP strip, there is barely room for any
misalignment, therefore EBPG is used again in this step. The addition of this layer is shown
in Figure 4-16.

Table 4-11

ρ [Ωm] Tc [K] Lk [pH/sq] t [nm]
900 · 10−9 15 0.926 107

Figure 4-16: Mask layer 6: NbTiN ground plane and CPW read-out line, THz line and KID.

Step 7

In the seventh step, small patches of Polyimide are deposited over the CPW read-out and
THz-signal lines Figure 4-17. Over these bridges, small Al strips will connect both ground
planes. This is done to avoid any common-mode excitation in the CPW lines. The thickness
of the Polyimide bridges will be 400 nm.
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Figure 4-17: Mask layer 7: Polyimide for bridges.

Step 8

The final step involves the deposition of the Al KIDs and bridges as shown in Figure 4-18.
The material properties are given in Table 4-12.

Table 4-12

ρ [Ωm] Tc [K] t [nm]
1.6 · 10−8 1.25 40

Figure 4-18: Mask layer 8: Al for KID and bridges.
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Chapter 5

Conclusions and outlook

In this chapter the conclusions of the work are presented and discussed. The aim of this thesis,
as defined in section 1-2, is to provide an on-chip platform to quantify the achievable phase-
shifting capabilities at terahertz frequencies through a dc-biased FP, where the resonance
peaks are shifted in frequency. To create a design for such a bias system, the theoretical
effect of a dc bias current on a superconducting resonator was thoroughly studied. The
literature study reveals that such a bias system can be implemented using a low-pass filter.
However, since all the studies analyzed work with microwave signals, a different type of low-
pass filter needs to be designed for this THz application. For this design there were three
requirements:

1. The shift in resonance frequency should be more than the Full Width Half Magnitude
(FWHM) bandwidth of the unbiased peaks.

2. The biasing system cannot alter the shape of the peaks and their orignal location (f0)
by more than 10%.

3. The frequency range in which it must be able to scan is 300 - 400 GHz.

In the following sections the design of the low-pass stepped-impedance filter and the sensitivity
of the entire system to the dc bias current are discussed. Both the regular and inverted
microstrip designs are used for this discussion. Due to time constraints the chip could not
be measured before this thesis was written. The conclusions will therefore only be drawn
from the simulation results. After this discussion, the feasibility and effectiveness of the
implementation of this design for steerable superconducting antennas is explored. Finally,
this chapter will conclude with an outlook on future work and other recommendations.

5-1 Stepped-impedance filter

One of the two most significant changes when switching from the regular to the inverted
microstrip implementation is the deterioration of the filter transmission. For the stepped-
impedance filter sections to approximately behave as inductors and capacitors it is imperative
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for the electrical phase to be smaller than π/4. Since the width of the FP is set at 2 µm,
there is not a lot of room left to make the inductive section significantly narrower before
fabrication limits are reached. Even though the inverted microstrip structure increases the
effective permittivity (the εr of Si is 11.44) which increases the maximum electrical phase
slightly (and decreases the characteristic impedance), the electrical phase of the inductive
sections was too large, allowing extraneous resonant behavior to emerge and diminish the
rejection. When such a distributed-element filter is designed for a steerable antenna, the
characteristic impedances must be carefully chosen.

The location of the filters on the FP with respect to the couplers affects the reactive loading
of the FP. From the simulations of the regular microstrip design it can be interpreted that the
further the filters are located from the couplers, the smaller the reactive loading becomes. The
reactive loading of the filter affects the Q-factors of the peaks. With all filter placements the
FWHM becomes slightly larger. This change remains below 10% and is therefore acceptable.
From the simulations of both microstrip implementations the conclusion can be drawn that
the filters should not be attached too close to the couplers. This is due to two reasons. The
first is that the filters couple to couplers, introducing spurious resonances. The second is
that the outer edge of the coupler is a current node and that the wider section of the coupler
modifies the standing wave pattern by smearing it. Therefore it is an unfavorable position
for the connection of the filter.

The simulated value of the locations of the filters do not apply to the actual long resonators
since the length of resonator does not change anymore, but the wavelength does. For each
mode there will be a different amount of voltage and current nodes and their locations will
therefore be different. In the case of this design, where the FP has many modes, the distance
between the voltage or current nodes becomes very small and any fabrication misalignment
can lead to the filter being at either an enhancing or a diminishing location. Even when the
filter is located at an unfavorable position, the rejection is still satisfactory.

Both filter designs meet the third requirement. Simulations show that the minimal rejection
in the 300 to 400 GHz band is roughly 45 dB, which is enough to prevent the THz signal from
leaking through the dc-biasing network.

5-2 System sensitivity

The second of the two most significant changes between the designs is the improvement in
sensitivity to a change in dc current. The increase of Lk(0) is the parameter which has
the largest impact on the sensitivity. In this case the Lk(0) is increased by making the
superconductor thinner. It could also be increased by choosing a different superconductor
with a lower Tc (thus lower ∆) or a larger ρ. For maximal sensitivity, it is necessary that the
resonator limits the current, not the low-pass filter. Increasing the value of I∗ and therefore Ic
has a smaller effect on the sensitivity since it is their ratio what really determines the kinetic
inductance tunability.

From the simulations of the inverted microstrip design, a frequency shift of roughly 0.7% is
observed. This is more than one FWHM (almost 2.5 times) and the system therefore satisfies
the first requirement. This frequency shift is comparable to the phase shift found in [11].
With the conservative estimate of the maximum bias current of the FP, all other studies in
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which a dc bias current is implemented the measured shift in phase or frequency is larger.
It is important to note that this result will improve when the resonator has a higher mode
number as the FWHM of the peaks becomes narrower, as will be the case for the implemented
designs to be fabricated. Another matter is that in [14] the shift is found to become larger
with frequency. This is not seen in simulations because the values of εeff and others are only
simulated for the peak at 350 GHz. The frequency dependence of many variables has not
been taken into account. This will probably be seen in the measurements though.

When the measurements will take place it is important to keep in mind that two very large
assumptions about the current in the superconductor are made. The first is that the current
is uniform over the superconducting strips and the second is that no thermal excitation of
quasiparticles is caused by the current. Both of these can decrease the theoretical value of Ic.

5-3 Implementation of steerable antennas

The simulations show that the transmission peaks in the Fabry-Pérot resonator can be tuned
by 0.7%. This proof of concept means that it can be applied to the feed lines of antenna to
change the phase of the signals in order to steer the beams. This could be implemented as
shown in Figure 5-1. With each antenna element receiving the signal at a different phase it is
possible to scan, in the set-up in Figure 5-1, from left to right. Due to the superconductivity
the current can run through the different lines with negligible conductor loss. The 0.7%
obtained for the design of this thesis is quite small, but would still work for scanning. An
impression of a broadband beam-steering antenna is shown in Figure 5-2 [9]. Due to the
many elements in the antenna array, the inter-slot spacing is already crowded with the feeding
network. Since the size of the filters would be so small it is no problem to fit them in. The
real problem lies with the addition of the current bias lines. For that, the feeding network
would probably need to lie outside the antenna aperture.

In conclusion, creating a steerable antenna with this design is definitely feasible, however the
sensitivity should be increased in order to be able to steer a satisfactory amount.

5-4 Outlook

Depending on the measurement results, but also in general, there are several areas in which
this design can be developed further. These include different implementations of the feed
lines/resonator, different filters and different materials.

Since the Qi of the inverted microstrip is very low, it is wise to design the system for regular
microstrips or CPW lines. The design of the regular microstrip in this thesis can easily
be made more sensitive by increasing the Lk(0) of the FP. Looking at the characteristic
impedance ratios, this might even be a better design than the inverted microstrip design
proposed here. Compared to microstrip resonators, CPW resonators have much a better Qi.
They could therefore be beneficial to use. Especially since the stepped-impedance filter can
also be implemented as a CPW.

The design in this thesis works with dc bias currents and can also be used for low ac frequencies
(f � fc). When dc currents are used, there always needs to be a closed path for the current
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Figure 5-1: Schematic of a steerable-beam antenna with a biased feeding network.

Figure 5-2: Impression of steerable connected array antenna [9].

to enter and leave the resonator. For this, only minimum phase filters are studied since
they are the simplest to fabricate. Apart from the stepped-impedance design, open-circuited
stub filters can also be implemented for dc currents. Should only a low frequency ac bias
current be used it is possible to design coupled resonator filters or hairpin filters. These can
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be made extremely narrow-band to only allow the ac bias current to pass. This could also
be necessary if the measured frequency range of 300 to 400 GHz is increased since then the
stepped-impedance filter will become extremely small.

Finally, it is also possible to experiment will different superconductors and dielectrics. Super-
conductors with larger normal state ρ have larger Lk(0) and will therefore be sensitive without
having to use it with a small cross-sectional area. Using dielectrics with low dielectric losses
will greatly improve the microstrip resonator behavior and therefore enhance the effect of the
current biasing.
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Appendix A

Derivation of filter order

The reflection coefficient S11(jω) and transmission coefficient S21(jω) of a lossless passive
two-port network can be expressed in decibels and represent the signal attenuation in the
pass-band and stop-band, respectively [48] [64]. These correspond to Ap and As in Figure 2-
13. Together with the pass-band frequency ωp and stop-band frequency ωs they are used to
calculate the filter order.

Ap = −20 log10
∣∣S11(jω)

∣∣ dB 0 < ω < ωp (A-1)

As = −20 log10
∣∣S21(jω)

∣∣ dB ωp < ω <∞. (A-2)

A-1 Butterworth filter

To calculate the order N of the Butterworth filter, its transmission coefficient S21(jω), from
Equation 2-43, must be substituted into Equation A-1 and Equation A-2 which will be rewrit-
ten in terms of ω/ωc. For the calculations for the pass-band, the S11(jω) needs to be calculated
using

∣∣S11(p)
∣∣2 +

∣∣S12(p)
∣∣2 = 1. The expression for Ap is then

Ap = 10 log10

[
1 +

(
ωp
ωc

)2N
]
−→

(
ωp
ωc

)2N
= 10Ap/10 − 1 (A-3)

−→ ωp
ωc

=
(
10Ap/10 − 1

) 1
2N (A-4)

(A-5)

The same can be done for the stop-band. The result is

ωs
ωc

=
(
10As/10 − 1

) 1
2N . (A-6)
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The filter order N can then be found by solving Equation A-3 and Equation A-6 for ωc and
then equating them to each other. The final expression for N is given in Equation A-7, which
is rounded up to the next integer.

ωp(
10Ap/10 − 1

) 1
2N

= ωs(
10As/10 − 1

) 1
2N

−→ ωp
ωs

=
(

10Ap/10 − 1
10As/10 − 1

) 1
2N

(A-7)

−→
(
ωp
ωs

)2N
=
(

10Ap/10 − 1
10As/10 − 1

)
(A-8)

−→ 2N log10

(
ωp
ωs

)
= log10

(
10Ap/10 − 1
10As/10 − 1

)
(A-9)

−→ N =

1
2

log10

(
10Ap/10−1
10As/10−1

)
log10

(
ωp

ωs

)
 (A-10)

A-2 Chebyshev filter

By setting the frequency to the cut-off frequency and using the property of the Chebyshev
polynomial that TN (1) = 1, the response of the Chebyshev filter, Equation 2-52, can be
written as [64]

∣∣S12(jω)
∣∣2 = 1

1 + ε2T 2
N ( ωωc

)
= 1

1 + ε2 . (A-11)

This means that the maximum allowable pass-band attenuation can be written as

Ap = 10 log10

(
1 + ε2

)
−→ ε =

√
10Ap/10−1 (A-12)

The Chebyshev filter order can then be found by calculating As and rounding it up to the
next integer. For ω > ωs, from Equation 2-53 it is clear that the Chebyshev polynomial starts
to play a role and the function for As becomes

As = 10 log10

(
1 + ε2T 2

N

(
ωs
ωc

))
= 10 log10

(
1 + ε2 cosh2

[
N cosh−1

(
ωs
ωc

)])
(A-13)

−→ 10As/10 − 1
ε2 = cosh2

[
N cosh−1

(
ωs
ωc

)]
(A-14)

−→ cosh−1

√
10As/10 − 1

ε2 = N cosh−1
(
ωs
ωc

)
(A-15)

−→ N ≥

cosh−1
√

10As/10−1
ε2

cosh−1
(
ωs
ωc

)
 =


cosh−1

√
10As/10−1
10Ap/10−1

cosh−1
(
ωs
ωc

)
 . (A-16)
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Appendix B

Transmission line equivalent circuit for
stepped-impedance filter

The behavior of a lossless transmission line can be fully described by its length l, characteristic
impedance Z0 and phase constant β = 2π/λ. When the electric length of a transmission line
is electrically short, i.e. βl << π/4, this line can be approximated with lumped elements
in a T- or π-equivalent circuit. For this derivation the T-equivalent circuit is used, which is
shown in Figure B-1. To obtain the values of the lumped elements, the transmission line is
first written in terms of its ABCD parameters as

[
A B
C D

]
=
[

cos (βl) jZ0 sin (βl)
jY0 sin (βl) cos (βl)

]
. (B-1)

The ABCD parameters are then converted to the Z parameters through standard conversions
found in [43]. The Z parameters describe the impedances at and between the ports of the
network and can be used to obtain the values of the T-equivalent network as described in
[43].

[
Z11 Z12
Z21 Z22

]
=
[
A/C (AD −BC) /C
1/C D/C

]
=
[
−jZ0 cot (βl) −jZ0 csc (βl)
−jZ0 csc (βl) −jZ0 cot (βl)

]
(B-2)

Since the circuit is symmetric the value of the inductors is the same and can be found by
subtracting Z12 from Z11, this is calculated in Equation B-3. For this calculation, the half-
angle identity tan (θ/2) = csc (θ) = cot (θ) = 1−cos (θ)

sin (θ) is used. The susceptance of the
capacitance is described by Z12 only and it is calculated in Equation B-4.

jωL = j
X

2 = Z11 − Z12 = Z0 (csc (βl)− cot (βl)) = Z0 tan
(
βl

2

)
(B-3)

jωC = jB = 1
Z12

= − 1
Z0 csc (βl) = − 1

Z0
sin (βl) (B-4)
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Figure B-1: Transmission line and equivalent T-model.

It is important that the length of the transmission line segment is electrically short, i.e.
βl << π/4 so that the argument of the trigonometric functions tan () and sin () can be
approximated by their arguments. This renders X positive and thus inductive, while it forces
B to be negative and thus capacitive. If the electric length of the transmission line segment
is shorter than π/4 there is only one parameter which can largely affect the reactance and
susceptance in Equation B-3 and Equation B-4: the characteristic impedance of the line. For
very high characteristic impedances Equation B-3 and Equation B-4 can be approximated by

X ' Z0βl (B-5)
B ' 0, (B-6)

while for very low characteristic impedances the opposite happens and Equation B-3 and
Equation B-4 can be approximated by [43]

X ' 0 (B-7)
B ' Y0βl. (B-8)

Figure B-2: Distributed elements approach lumped-elements as long as they are electrically
small.

When using microstrip transmission lines with a certain dielectric material, and a fixed con-
ductance, the width of the line is the only parameter which can be changed to vary the
characteristic impedance. Looking at Figure B-2 this means that, for electrically short lines,
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a narrow transmission line section can be used to model an inductor and a wide section of
transmission line can be used to model a capacitor. The larger the contrast between charac-
teristic impedance of the inductive line section and the capacitive line section, the better the
response the filter can have.
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Appendix C

Simulations and tables for regular
microstrip design

In this appendix extra simulation results and data from chapter 3 are shown. First tables
giving the lengths of the Butterworth and Chebyshev filter sections corresponding to the
simulations shown in subsection 3-2-2 are shown. These also include the lengths for the
inverted microstrip simulations of chapter 4. During the simulations, the value of εeff used
to calculate the electrical phase was retrieved from the Sonnet simulations for the lines at
350 GHz. Second, three plots showing the temporal current distribution over the design of
the FP with filters attached are shown. These were also simulated in Sonnet at 350 GHz. In
these simulations the signal is applied from port 1. From these simulations it is possible to
see the coupling of the signal into the filter and to see how the attachment of the filter affects
the standing wave pattern on the FP. It is important to keep in mind with these figures that
the currents also have a temporal dependence which, in some cases, makes it look as it the
filters are not attached at a voltage or current node but somewhere in between. The port
numbers are the same as in Figure 3-15. The last figure gives the transmission of the FP with
the filters attached with zero bias current on the left and 2 mA of bias current on the right
for three different filter locations.
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Table C-1: Filter section lengths in µm for filter requirements: fc = 175 GHz, fs = 300 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 3.5 10 5.0 14.5
C2 7.25 12.5 3.75 6.25
L3 16 22 23.5 32.25*
C4 14.75 15 7.5 7.5
L5 23.5 23.25 34.25* 34*
C6 17.5 15 8.75 7.5
L7 23.5 22 34.25* 32.25*
C8 14.75 12.5 7.5 6.25
L9 16 10 23.5 14.5
C10 7.25 3.75
L11 3.5 5.0
Total length 147.5 142.25 156.75 155

Table C-2: Filter section lengths in µm for filter requirements: fc = 150 GHz, fs = 300 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 5 11.5 7.25 16.75
C2 10.25 14.25 5.25 7.25
L3 22 25.5 32* 37.25*
C4 19 17 9.5 8.75
L5 28.5 26.5 42.75* 38.75*
C6 19 16.5 9.5 8.25
L7 22 22.25 32* 32.5*
C8 10.25 9.5 5.25 3.75
L9 5 7.25
Total length 141 143 150.75 153.25
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Table C-3: Filter section lengths in µm for filter requirements: fc = 100 GHz, fs = 300 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 11 16.75 16.25 24.5
C2 21.5 20.75 11 10.5
L3 41.5 36.25 60.5* 53*
C4 29.5 23.5 15 11.75
L5 30.25 32 44.25* 46.75*
C6 8 10.75 4 5.5
Total length 141.75 140 151 152

Table C-4: Filter section lengths in µm for filter requirements: fc = 75 GHz, fs = 150 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 10 23 14.5 33.75
C2 20.25 28.75 10.25 14.5
L3 43.75 51 64* 74.5*
C4 38.25 34.25 19.25 17.25
L5 57.25 53 83.5* 77.25*
C6 38.25 33 19.25 16.75
L7 43.75 44.5 64* 65*
C8 20.25 15 10.25 7.5
L9 10 14.5
Total length 279.75 282.5 299.5 306.5

Table C-5: Filter section lengths in µm for filter requirements: fc = 100 GHz, fs = 200 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 7.5 17.25 10.75 25.25
C2 15.25 21.5 7.75 11
L3 32.75 38.25 48* 55.75*
C4 28.75 25.75 14.5 13
L5 42.75 39.75 62.5* 58*
C6 28.75 24.75 14.5 12.5
L7 32.75 33.25 48* 48.75*
C8 15.25 11.25 14.5 5.75
L9 7.5 10.75
Total length 211.25 211.75 231.25 230
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Table C-6: Filter section lengths in µm for filter requirements: fc = 175 GHz, fs = 350 GHz,
ripple of 0.01 dB. Cells with an astrix indicate that the segment electrical phase is larger than
π/4.

Microstrip Regular Inverted
Function Butterworth Chebyshev Butterworth Chebyshev
L1 4.25 10 6.25 14.5
C2 8.75 12.25 4.5 6.25
L3 18.75 21.75 27.5* 32*
C4 16.5 14.75 8.25 7.5
L5 24.5 22.75 35.75* 33.25*
C6 16.5 14 8.25 7.25
L7 18.75 19 27.5* 27.75*
C8 8.75 6.5 4.5 3.25
L9 4.25 6.25
Total length 121 121 128.75 131.75

Table C-7: Filter section lengths in µm for filter requirements: fc = 175 GHz, fs = 300 GHz,
ripple of 0.1 dB. Cells with an astrix indicate that the segment electrical phase is larger than π/4.

Microstrip Regular Chebyshev Inverted Chebyshev
L1 14.5 21.25
C2 12.5 6.25
L3 26 38*
C4 14 7
L5 26.5 38.75*
C6 13.75 7
L7 23.75 34.75*
C8 7.75 3.75
Total length 138.75 156.75

Table C-8: Filter section lengths in µm for filter requirements: fc = 175 GHz, fs = 300 GHz,
ripple of 1 dB. Cells with an astrix indicate that the segment electrical phase is larger than π/4.

Microstrip Regular Chebyshev Inverted Chebyshev
L1 26.5 38.75
C2 9.75 5
L3 38 55.25*
C4 10.25 5.25
L5 38 55.25*
C6 9.75 5
L7 26.5 38.75*
Total length 158.75 203.25
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Figure C-1: Current distribution on FP and filters for n = 6 and filters at first voltage node,
corresponding to Figure 3-16a.
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Figure C-2: Current distribution on FP and filters for n = 6 and filters at first current node,
corresponding to Figure 3-16b.
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Figure C-3: Current distribution on FP and filters for n = 6 and filters at second voltage node,
corresponding to Figure 3-16c.
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(a) First voltage node.
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(b) First voltage node biased at 2 mA.

320 340 360 380

−80

−60

−40

−20

0

Frequency [GHz]

|S
X

1
|2

[d
B
]

(c) First current node.
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(d) First current node biased at 2 mA.
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(e) Second voltage node.
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(f) Second voltage node biased at 2 mA.

(g) Legend

Figure C-4: The effect of the filter (no bias current) on the transmission of the FP. The grey
line in each plot is the S21 for the FP without the filters attached.
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Appendix D

Simulations and tables for inverted
microstrip design

In this appendix the simulations performed for the inverted microstrip design of chapter 4,
which are not treated in the text, are shown. This allows for further comparison between
the two designs. First the simulation of the coupler length is shown. After this, the effect
of varying fc and fs on both the Butterworth and the Chebyshev filters, the effect of the
ripple on the Chebyshev filter and the effect of unmatched terminations on the Chebyshev
filter are given. The simulation of the current distribution to optimize the location of the
attachment of the filter to the FP is shown with the according positions given in the table
below. The three plots show the temporal current distribution over the design of the FP
with filters attached. These were also simulated in Sonnet at 350 GHz. In these simulations
the signal is applied from port 1. From these simulations it is possible to see the coupling
of the signal into the filter and to see how the attachment of the filter affects the standing
wave pattern on the FP. The port numbers are the same as in Figure 4-2. It is important
to keep in mind with these figures that the currents also have a temporal dependence which,
in some cases, makes it look as it the filters are not attached at a voltage or current node
but somewhere in between. The last figure gives the transmission of the FP with the filters
attached with zero bias current on the left and 2 mA of bias current on the right for three
different filter locations. The nonlinearity of the change in resonance with respect to a linear
change in current in shown after this. The values of the bias current and their corresponding
change in Ls for each line are given in Table D-2. Finally, the effect of the 2 mA bias current
on the filter is shown.
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Figure D-1: Simulated coupler overlap length lover versus transmission for inverted microstrip.
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Figure D-2: Sonnet simulations Butterworth and Chebyshev filters with fs = 300 GHz, As = 50
dB and a ripple of 0.01 dB for different fc.
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Figure D-3: Sonnet simulations Butterworth and Chebyshev filters with fc = fs/2 GHz, As = 50
dB and a ripple of 0.01 dB.
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Figure D-4: Effect of ripple on Chebyshev filter transmission. In this case, fc = 175 GHz,
fs = 300 GHz and As = 50 dB.
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Figure D-5: Effect of changing the load at one side of the filter. The black line represents the
filter transfer for the ideal terminations (52.8Ω).
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Figure D-6: Simulation of current distribution on FP for different amount of modes for an
inverted microstrip and a thinner FP. This simulation is used to determine the optimal locations
for the filters.

Table D-1: Locations of current maxima and minima for the inverse microstrip, measured from
the inner side of the coupler. These correspond to the current distribution simulations of Figure D-
6

Maxima
Mode Length [µm] Max 1 Max 2 Max 3 Max 4 Max 5 Max 6
2 33.75 1.57 32.18
3 66.3 1.57 33.15 64.73
4 98.9 1.57 33.17 65.73 97.33
5 131.45 1.55 33.15 66.7 98.25 129.86
6 164 1.57 33.17 65.68 98.32 130.83 162.43
Minima
Mode Length [µm] Min 1 Min 2 Min 3 Min 4 Min 5
2 33.75 16.88
3 66.3 16.86 49.44
4 98.9 16.88 49.45 82.02
5 131.45 16.85 49.42 81.98 114.55
6 164 16.86 49.44 82.0 114.57 147.14
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Figure D-7: Current distribution on FP and filters for n = 6 and filters at first voltage node,
corresponding to Figure 4-3a.

Figure D-8: Current distribution on FP and filters for n = 6 and filters at first current node,
corresponding to Figure 4-3b.
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Figure D-9: Current distribution on FP and filters for n = 6 and filters at second voltage node,
corresponding to Figure 4-3c.

Table D-2: Values of bias current and according values of sheet kinetic inductance for the filter
and FP. This change is plotted in Figure D-10 to visualize effect of the biasing on the transmission
of the FP with n = 6 at 350 GHz.

Bias current [mA] Ls,FP [pH/sq] Ls,LPF [pH/sq]
0 4.0680 1.0090
0.2 4.0687 1.0092
0.4 4.0709 1.0096
0.6 4.0744 1.0105
0.8 4.0794 1.0116
1.0 4.0859 1.0131
1.2 4.0937 1.0148
1.4 4.1030 1.0170
1.6 4.1138 1.0194
1.8 4.1259 1.0221
2.0 4.1395 1.0252
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(a) 1st voltage node

(b) 1st current node

(c) 2nd voltage node

Figure D-10: The effect of a linear change in current on the resonance shift for the filter attached
at different locations on the FP. The current and according values of Ls are given in Table D-2.
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(b) First voltage node biased at 2 mA.
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(c) First current node.
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(d) First current node biased at 2 mA.
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(e) Second voltage node.
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(f) Second voltage node biased at 2 mA.

(g) Legend

Figure D-11: The effect of the filter (no bias current) on the transmission of the FP. The grey
line in each plot is the S21 for the FP without the filters attached. S21 is the transmission of the
resonator, S31 the transmission between one coupler and the filter nearest to it and S41 is the
transmission between one coupler and the filter furthest from it.
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Figure D-12: Effect of bias current on filter. The level of current for the biased filter is 2 mA.
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Appendix E

Fabrication details

In this appendix images of the fabrication process are shown to clarify the design discussed
in chapter 4.

Figure E-1: Schematic of FP coupler with large a-Si patch to avoid trenching.

Figure E-2: Schematic of KID Al-NbTiN transition with large a-Si patch to avoid trenching.
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Figure E-3: Layout of regular versus inverted microstrip architecture.
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