Delft University of Technology
Master of Science Thesis in Msc. Embedded Systems

An LC-to-Camera Communication System
with Ambient Light

Rohan Katkam







An LC-to-Camera Communication System with
Ambient Light

Master of Science Thesis in Msc. Embedded Systems

Networked Systems Group
Faculty of Electrical Engineering, Mathematics and Computer Science
Delft University of Technology
Mekelweg 4, 2628 CD Delft, The Netherlands

Rohan Katkam

10/03,/2023



Author
Rohan Katkam

Title
An LC-to-Camera Communication System with Ambient Light
MSc Presentation Date

17/03/2023

Graduation Committee
dr. Marco Antonio Zuiiga Zamalloa  Delft University of Technology

dr. Soham Chakraborty Delft University of Technology



Abstract

The current wireless networks can face congestion issues due to the increasing
number of digital devices. One way to overcome this is to establish communica-
tion at a different range of frequencies, specifically in visible light. Most studies
in Visible Light Communication (VLC) systems use active light sources like
LEDs for transmission, but due to its high power consumption, studies have
explored the domain of passive VLC that employs Liquid Crystal (LC)s. These
systems utilize the existing lighting infrastructure, without needing dedicated
LED transmitters. LCs modulate ambient light by controlling its polarization,
thus encoding information. At the receiving end, a camera consisting of optical
sensors captures and decodes these signals. However, single-pixel LC-to-Camera
systems struggle to transmit data at high capacity. On the other hand, recent
developments reveal that LCs can convert incoming light to polarized color sig-
nals under certain conditions. This thesis work exploits these properties to
design a method that employs colors as data symbols in order to tackle the
throughput issue. Therefore, we propose a multi-symbol, multi-channel LC-
Camera system. We develop a modulation-demodulation mechanism that helps
to establish a robust link. Experiments demonstrate an 8-symbol scheme results
in a three-time throughput increase at per-pixel level with distances up to 160
cm at minimal error. We explore the scalability with a 2x2 pixel system that
operates at rates four times that of a single pixel.
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“The only thing greater than the power of the mind is the courage of the heart”
— John Forbes Nash Jr.
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Chapter 1

Introduction

Wireless communication has existed for a long time and still has a large foot-
print in today’s digital revolution. Most conventional wireless technologies lie
in the RF frequency range, namely Bluetooth, WiFi, and cellular. Billions of
devices are currently working over these networks, and the trend continues to
increase at a staggering rate [27]. It will result in severe network congestion,
and researchers have long been proposing to look for alternatives. The visible
light spectrum (400-700 THz) is a good candidate as it lies in a different part of
the EM spectrum. It’s bandwidth is unlicensed and does not face interference
from existing technologies. Light waves are used as a source and as a modulator
to transmit messages. Furthermore, it does not pass through walls, so commu-
nication within a building is more secure as external parties cannot intercept
t [31]. Thus, studies of [VLC] have increased in the last decade and have many
applications, from indoor localization to sensing [48].

Typically, a VLC system uses LEDs to communicate with optical receivers
such as a photodiode. LEDs are light-emitting diodes that can switch signals
at frequencies compatible for the receiver to capture them. Such a VLC system
where the light source is actively modulated with its intensity, frequency, is also
termed 7 Active-VLC”. While LEDs are universally present as illuminating
devices, they function as VLC transmitters in many applications, from sending
data in toys [7] to intelligent traffic control [33]. Active VLC achieves high data
rates due to its ability to switch instantaneously between on-off states. This
also ensures the flickering effects is not perceived by human eyes [30].

However, a major drawback with Active-VLC is that LEDs consume a sig-
nificant amount of power to operate, typically a few watts [48]. In addition, it
faces interference from surrounding ambient light. To overcome these challenges,
researchers focused on saving energy by addressing two significant aspects:

e Instead of constructing light infrastructure for data transmission, use ex-
isting lighting in the environment.

e To this end, use energy-efficient devices that can modulate the light source
to establish a communication link.

The points outlined above led to the emergence of the ” Pasive-VLC” domain
which provides simpler and cost-effective solutions. This is because it does
not require the additional cost in setting up a lighting infrastructure. The



communication channel relies on ambient light, for example, street lamps, indoor
lights or even sunlight. Recent studies employed liquid crystals (LC) as ambient
light modulators because they consume very little power, on the order of a
few uWs [10], [16], [46]. They control the properties of incoming light waves,
allowing them to block or let light pass through. This pattern of light and dark
states can be used to encode data, and to achieve this, all we have to do is apply
voltage across the crystal.

However, a single crystal needs at least one photodiode to receive stable sig-
nals. Moreover, to increase throughput, system can be scaled to contain multi-
pixels, like a display screen [37]. In that case, an array of photodiodes would
be required [4I]. Fortunately, cameras are another option; they have a 2D grid
of photo sensors built into them and can be used as a receiver in multichan-
nel communication. More importantly, unlike photodiodes, they have a wide
presence on smartphones and the number of phone users is expected to increase
[29]. The camera chip contains millions of transistors and can function as VLC
receivers. Each transistor is equipped with a red, green, or blue color filter,
making it a color-sensitive device.

Although most ambient light studies have been over LC-to-photodiode sys-
tems [10, B, 45 4T1], only a few studies have investigated the combination of
LC-to-Camera. They range based on the pixel size, viz. single pixel domain
[47] or the multi-pixels domain [37]. They have data rates ranging from tens
of bytes to a few kilobytes. However, LC-to-photodiode systems still perform
faster on single-pixel basis.

Even so, most of the above mentioned passive-VLC systems relied on mod-
ulating with two states. More recently, Chromaluz [10] expanded the design
space for state selection. They examined a lesser-used optical property of crys-
tals known as birefringence. In short, when light passes through LCs of a certain
thickness, it generates a various colors as an output. This work can be translated
to generate more than two distinct symbols, and theoretically improve the per-
pixel rate. Therefore, we were motivated to develop a practical LC-to-Camera
system that can increase the data speeds.

Additionally, we are inspired by the potential applications for passive VL.C
systems. Liquid crystals are manufactured and sandwiched between glass pan-
els and are transparent in nature. Thus, we can convert windows in building
spaces as passive VLC transmitters. Although some companies are working on
the use of tinted glass panels for visual entertainment [39], s[43], we can ima-
gine LC transmitters communicating the location of the building, maintenance,
emergency details and other notifications. It can provide more accurate and
up-to-date information about the environment. Smartphone users may scan a
signboard of LC cells, where it captures dynamic data. We can visualize the
deployment of the setup as illustrated in

1.1 Problem Statement

Thus, in our desire to fill the gaps in state-of-the-art systems, we strived to come
up with a workable solution. For which we addressed the problem statement,
and it boils down to the following question:



Figure 1.1: Application of LC panel-to-Camera setup in indoor

environment

"How can we design an LC-to-camera setup for a passive-VLC com-
munication, in which we can exploit the optical properties of a single
pizel to mazximize it’s throughput and also scale it to a multi-channel
multi-pizel system?”

1.2

Challenges

For the purpose of this research work, we investigated the approach to key
challenges.

The main goal is to increase system throughput, but we need to confront
the slow response times of the LC because it is a major bottleneck.

In addition, the frame rate of a smartphone camera is low, making it
difficult to capture faster changes on a transmitter. Thus, the sensor shall
reliably notice the changes and extract the colors with good contrast.

Given that the noise in the light channel can result in sampling errors and
delayed bits, we need to develop a reliable decoding model.

We need to create a system that can transmit multichannel symbols under
varying lighting and distance conditions.

Finally, we need to increase the LC pixels and simultaneously transmit
symbols. The challenge includes the hardware control.

1.3 Contributions

We summarize the main contributions made during the research thesis as follows.

We explored the voltage-color relation of the LC and explored it’s resulting
color space. Then, we developed a Color Shift Keying (CSK]) mechanism
to modulate a single-pixel LC using colors.

We designed a mechanism for symbol identification and selection that
considers the LC response times.



A passive VLC-compliant protocol was designed in which each packet is
split between two segments. One segment contains information for syn-
chronization and training sequence for demodulation. The second part
contains the actual message or a payload.

e We developed an offline detection method to extract the color intensities
as seen on the LC modulators.

e In addition, we came up with a decoding mechanism that includes packet
detection, and a symbol training using k-means clustering algorithm. The
resulting trained model is then used for decoding the received message.

e To test reliability, we evaluated the link under different lighting, distance,
and orientation conditions.

e Also, we devised a Multiple-Input Multiple-Output system to maximize
channel capacity. Here, we used a 2x2 grid of LC modulators as transmit-
ters and a multi-sensor camera sensor as receiver. Our system is built on
low-cost off-the-shelf components (COTS).

1.4 Structure of the Report

We categorize the report of our work into seven chapters. The second chapter
introduces the background concepts relevant to the working domain, followed
by a review of literary works. This is the third chapter that discusses the studies
that constitute the basis of our research study. In chapter 4, we focus on the
proposed modulation technique. After which, we detail the demodulation meth-
odology at the receiver side. Then, we describe relevant experiments conducted,
along with a discussion on their findings. Chapter 7 concludes by detailing the
overall system flow, followed by mentioning the key results. It finally finishes
with the suggestions for further research.



Chapter 2

Background

In this chapter, we take a look at the basics of optical properties of LC in passive-
VLC. First, we explain how a liquid crystal can exploit polarization. Next, we
introduce another critical optical phenomenon seen in LCs: birefringence. We
examine how a configuration of birefringent LCs can help generate a spectrum
of colors and explain how the colors are represented.

2.1 Polarization

Light consists of electromagnetic waves that travel perpendicular to the direction
of propagation. Each light wave oscillates in a particular orientation, and in
visible light generally, the constituent waves are aligned in random orientations.
In this case, visible light is said to be ”unpolarized”. It is possible to filter
out waves of a particular orientation through a process known as polarization.
It is achieved by using a sheet of filter called a polarizer. We can see that
in the polarizer allows only the waves oscillating in the vertical
orientation to pass through. However, to exploit this property for passive VLC,
we need to understand the functioning of LCs.

Unpolarized Light Polarizer Polarized Light

Figure 2.1: Polarizer Working

2.2 Working of LC

A liquid crystal is composed of tiny, transparent, rod-shaped structures that
change their molecular orientation in response to an external voltage [36]. This



unique feature allows for LCs to change the polarization direction of incoming
light. Importantly, LCs are used in conjunction with polarizers to regulating the
intensity of ambient light. An LC is positioned between two polarizers, aligned
orthogonal to each other and referred to as horizontal and vertical polarizers.
We explain the operation with an example as shown in Figure The
unpolarized light first passes through a vertical filter, where is gets polarized.
When no voltage is applied to the liquid crystal, the polarized light rotates 90
degrees. As a result, the light has a horizontal orientation and aligns with the
direction of the second polarizer. Thus, the light passes through, appearing
transparent. We can assign this state to the binary ”70”. When the maximum
voltage is applied, the LC molecules allow light to pass without twisting the
polarization. This outgoing light is orthogonal to the second polarizer, hence
is blocked. It creates an opaque state or represents a binary ”1”. It is worth
mentioning that the transformation from unpolarized to polarized light reduces
the intensity by half.

Unpolarized Light Polarizer DR Liquid Crystal ------2 > Analyzer

3.3V

...l nyn

Figure 2.2: Controlling Polarization using Liquid Crystals at two
extreme voltages

2.3 Optical Response of LC

Previously, the research in LC based illumination was limited only to binary
states [8]. They employed techniques like On-Off Keying ([OOK]), where light
signals represented a binary 1 or 0, similar to we saw in Figure The LC’s
opacity was changed by switching between extreme voltage levels Further, the
researchers overlooked another reason causing transparency, which is an optical
property called as birefringence. A study by Chromalux [I0] revealed that by
exploiting the changes in LC’s birefringence, it is possible to visualize colors
instead of grayscale. We need to understand the concept of birefringence before
we can explain the implications of Chromalux’s discovery for our research.
When a light ray passes through a transparent material like LC, its direction



and velocity changes. This measure of change is calculated by the refractive
index of the ray. If the entering light is polarized, it splits into two separate
rays at orthogonal orientations. This means that each polarization direction
has a pair of different speeds, and different refractive indices. The faster one
has an index of n,,4., and the slower one is n,,;,. They leave the crystal with
a phase difference between them, which can be measured by the difference in
their indexes, also termed as birefringence. We can explain the property through
an example illustrated in Birefringence is calculated as An in the
equation below.

An = |nmarc - nm1n| (21)

crystal sample

AN AL A

| ' 4 X

v

Figure 2.3: Phenomena of Birefringence on an LC[10]. A single
wavelength of red light upon incidence splits into rays of orthogonal
polarization, where the green one travels faster in the LC more than

the yellow wave.

It is important to note that only applies to light containing one
wavelength. However, white light is composed of a spectrum of colors at different
wavelengths. When all these wavelengths exit the crystal, their polarization
outputs merge, giving an impression of white light since human eyes cannot
perceive polarization. Only after adding an analyzer, we can visualize those
colors based on the polarization direction, as indicated in

Analyzer

@ @ "Green"
[ White Light

‘
White Light I -
LC

Polarizer Analyzer "Blue"

?

Figure 2.4: Birefringence Output

Additionally, the observed color at the analyzer is affected by the thickness of
the crystal. The reason is that the thickness (¢) impacts the separation between
the orthogonal rays. This difference is known as the path difference, which is
expressed in We use a Michel Levy chart to determine a certain
color output based on the relationship between three factors: thickness, path



difference, and birefringence value. The chart is demonstrated in

r=t-A (2.2)

Birefringence An = n-n,
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Figure 2.5: Michel Levy Chart [24] The order is defined as the path
difference of 550 nm

The horizontal lines of the graph represent the thickness, the radial lines
indicate the birefringence values, and the vertical lines shows the path difference.
The intersection of these lines results in the color that is seen through the
analyzer. It is important to observe that the we visualize a different color as we
vary the path difference along the horizontal axes.

2.4 Voltage-Color Relationship

Interestingly, birefringence value can also change with voltage applied across the
LC. When we apply a set of voltages anywhere between 0 and the maximum
applicable voltage (Vinin-Vinaz), we obtain a set of birefringence values. This
translated into getting a color spectrum. The colors in this spectrum vary
horizontally between two radial lines, one corresponding to Vj,;, and one for
Vinaz- We can see this relationship with the color output in the Michel-Levy
chart illustrated in

A typical thickness (t) of an LC layer for display applications is around 5 pm
[21]. According to the Michel Levy color chart, this is represented as spectrum
S1 in Figure This means, a single LC layer can only produce black-and-
white displays, as the region between the radial lines falls on the left side of the
chart. Thus, increasing material thickness is a likely option to produce colors.
Instead, Chromalux’s approach [I0] involves grouping LCs together to emulate
the working of a thicker LC. For example, stacking two LC layers increases the
overall thickness (t) to 10 gwm. The result is a shift of output spectrum along
the same radial lines to the right with an increase in gap between them. Thus,
we get a range of colors, as indicated as Sy in Figure 2.6



Birefringence

Anpin Az

§10
g
2 Vi Sz Vinas
g
c) Vit V,
'E Y
B
,'sl
(a)
V €0, V)
O ©) ©

NAL L . A
4—2&» S ?I@ , S5

Figure 2.6: (a) Michel Levy chart indicating spectrum of two configur-
ations: (b) single LC and 2 LCs stacked together

2.5 Color Represenation

Our research is thus based on the aspects of birefringence, thickness and voltage
response to generate a range of colors. It will improve the modulation capabil-
ities of our system. Before selecting colors for encoding, we must quantify and
organize them in a suitable color space. It is essential for our receiver to distin-
guish these values sufficiently to maintain a high Signal-to-Noise Ratio (SNRJ).
That’s why, we use a standardized color standard known as RGB space. It is a
3-dimensional space where the coordinates indicate the amounts of three shades:
Red (R), Green (G), and Blue (B), required to match a particular color. It is

illustrated in

Figure 2.7: RGB Color Space [3§]



The primary concept behind the transmission is that the LC modulates dis-
tinct data at specific voltage levels, which the camera sensor detects as colors.
This produces a time-series response for three color channels, creating a multi-
channel link. We can visualize the process in figure 2.8 In later chapters, we
explore each segment of the communication in detail.

Figure 2.8:
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Chapter 3

Related Work

In this chapter we examine previous research studies in passive-VLC domain.
Unfortunately there are limited works regarding LC-to-Camera link. As a result,
we investigate how the various components were employed in other studies.
Specifically, we first review works that solely used LCs for transmission but
a non-camera receiver. Next, we focus on systems that involve camera-based
reception. We explain key insights and analysis that motivates our research.
We highlight the the findings in a table. Next, we touch upon studies that used
color schemes. Finally, we discuss the works where the decoding method was
used. A summarized graph of the works are classified in figure

PolarTag

Statitc Tag
(Passive)

3
%
& RetroTurbo :
- = Retrol2V : Sunbox
- Pixelated VLC | | | Our System
2 :
<
&
o £ Chromalux :
& Luxlink :
= auzdiial : PIXEL
E PassiveVLC H
@ RetroVLC
Rx
Photodiodes Camera

Figure 3.1: A Chart on Related Systems in Passive-VLC

3.1 Liquid Crystal as a Modulator

Most studies in this field have been conducted using LC to photodiode [4I]
setups, and as such we focus on how LC modulators are used in these systems.
Photodiodes are susceptible to incoming light, so they tend to have a high
They also have quick response times, allowing faster sampling rates compared
to smartphone cameras. This section is divided on the basis of the number of
LC pixels that are used as transmitters: single-pixel and multipixel. An LC
pizel is defined as the smallest unit for display that modulates ambient light.

11



3.1.1 Single LC pixel

In this scenario, the transmitter can be a single LC or a group of LCs combined
to form a unit with a surface area equivalent to a single LC. We examine systems
that operate in natural sunlight, as seen in references [3] and [I0]. There are
also systems that rely on artificial lights, such as [41] and [16].

In Luxlink [3], the LC encodes binary data with Frequency Shift Keying
(ESK)) modulation. Compared to intensity-based OOK, FSK uses polarization
to send a symbol, which means that opaque and transparent states alternate
at different frequencies, making it robust. In addition, the system prevents
modulation-induced flickering by shifting the analyzer to the receiver’s location,
making the change in light signals undetectable along the Line-of-sight (LoS]).
This process, known as late polarization, is illustrated in Figure[3.3] The system
can attain zero-error links at 80 bits per second and a range of 4 meters (indoor)
and 60 meters (outdoor).

TRANSMITTER

I Polariserfims(with . Unpolarized light Y

| orthogonal axes) 1
| 1
_..\ \\l | I
RECEIVER
il et .m [
1
|
1
1

f ! -~ ‘\\‘
1 i /
I o 1 Liquid cryetah YT
| 3 : 1 \

Glass substrate
1 \ Dispersor /
\ | ~

Figure 3.2: Late Polarization [3]

The study Chromalux [I0], unlike previous single LC systems, stacks 4-6 LCs
together. As explained earlier, this results in a broad color spectrum. However,
they examined that certain regions within the spectrum produce non-linear
transitions. It is possible to assign symbols close to each other in this region.
It gives the system a high bandwidth and also increases the data rates. The
ambient light was modulated and demodulated using a complex three-symbol
state machine. The receiver identifies the signal’s variations and extracts the
bits by comparing them against a set threshold. However, the transition region
is unstable, making the receiver circuit. This is because it has to be tightly
synchronized with the transition parts. Chromalux achieves a bit error rate of
less than 1 percent at distances up to 50 meters, with a throughput of 1 kbps.

In contrast to Luxlink and Chromalux, where the receiver and transmitter
operate in ambient light, PassiveVLC [46] and RetroVLC [16] use retroreflectors
to reflect directed light to a modulator that is then sent back to the starting
point of incidence, known as backscattering in VLC. The receiver is located at
the light source in these systems.

In RetroVLC [16], the downlink uses narrow-beam LEDs that actively mod-
ulate light. The scattered light is modulated by a tag fitted with an LC shutter.
The modulation is based on [OOK]| and to avoid a continuous pattern of the
same symbol, they used Manchester encoding, sacrificing bandwidth at the cost
data rate. The photodiode receives the modulated uplink signal and amplifies
it. Then, a comparator detects these differences and decodes the data back to

12
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bits. The system achieved a maximum throughput of 500 bits per second in a
range of 2.4 meters.

The setup of PassiveVLC [46] is similar to that of RetroVLC. However,
it achieves higher throughput by employing the Miller coding scheme instead
of Manchester coding. However, it is complex to implement and is susceptible
to noise. PassiveVLC used an additional technique to boost data rates by
reducing the switching interval between symbols. Rather than LC reaching a
settled state, the incomplete transition was used to select states. The system
throughput is at 1 kbps and was successfully demonstrated within the 2 m range.
A PassiveVLC/RetroVLC system representation is illustrated in

5 e [ Lcoshuter
-l AN Retroreflector

Photodiode

LI
T Soar panc! |

Figure 3.4: Backscattering in RetroVLC /PassiveVLC [46]

RetroVLC and PassiveVLC systems are considered semi-passive VLC systems
because they use high-powered illuminators. However, their coverage areas are
limited, as they have a narrow Field-of-View (FQV]), which is also the case
with Chromalux and Luxlink. Unlike PassiveVLC and Chromalux that employ
transient areas, our system limitations restrict our focus on the settling states.

3.1.2 Multi-Pixels

In pursuit of maximization of the throughput in ambient light communication,
some studies came up with a pattern of connected LCs. Multiple shutters modu-
late simultaneously, creating parallel links and linearly scaling up the data rates.
We examine the works of RetroTurbo [41] and RetroI2V [40)]. These sys-
tems are multiple-input and multiple-output (MIMO)), in which the LC-shutters
function as transmitting antennas and photodiodes as receiving antennas.

13



In RetroTurbo [41], the transmitter consists of 64 LC shutters divided into
groups of 4. To efficiently modulate all of them simultaneously, they devised
two schemes: Delayed Superimposition Modulation (DSM) and Polarization-
based Quadrature Array Modulation (PQAM). In DSM, a symbol is created
by adding the intensities of LCs within a group. It ensures the symbol dura-
tion accounts for all of shutter’s response times. Additionally, P-QAM uses a
combination of Quadrature amplitude modulation modulation and po-
larization to achieve multiple states. The photodiodes are equipped with two
analyzers aligned at 45 degrees angles, resulting in two independent channels.
Through these methods, the total system symbol count increases to 256. An
offline regression algorithm predicts the data with known model coefficients.
The model was trained with a large set of ideal signals. Here ideal signal means
that the waveforms were transmitted from each LCM under optimal brightness
conditions. The overall system capacity runs at 4 kbps at a distance of 7.5 m
with a Bit Error Rate (BER) of < 1 %.

Retrol2V [40] employed a large grid of 6x6 LC shutters that modulates
light using Unlike Retroturbo, this setup employs a complex channel
estimation model to account for channel errors. Additionally, a linear regression
algorithm is used to recover the components of the signal. The results of their
experiments show that Retrol2V can work at large FoVs (at £18°) with a < 1
% [BERI at a rate of 1 kbps and an impressive range of 80 m.

Pixelated-VLC is [34] is an improvement over RetroVLC [I6] in terms of
increased channel throughput. The system has an array of LC shutters modulat-
ing with Pulse Amplitude Modulation (PAM). For example, each pixel produces
two level outputs, and combining three pixels allows eight different pulses to be
generated. Therefore, the throughput is three times greater than that of a single
pixel. The data rate is 600 bps for a distance of 10 meters.

Like single-pixel backscattering systems, both RetroTurbo and RetroI2V have
a drawback of high power consumption, with lamps consuming between 3 to 30
W. The LCs in these systems respond slowly to voltage changes, which is a
bottleneck for passive VLC-based links. Furthermore, they only considered a
limited design space for symbol selection, and thus chose only two levels per LC
pixel.

3.2 Camera as Receiver

In contrast to the backscattering systems mentioned earlier, which employed
photodiodes with a limited field of view, a camera receiver provides a wider
field of view for data collection. The camera is equipped with photosensors that
can receive multiple data streams transmitted by multiple VLC transmitters.
In this way, they create single-input and multiple-output (SIMOI) /MIMO] links,
providing reliability and ease of deployment. We divide this section by the type
of transmitter used: LED, static tags, and LCs.

3.2.1 LED-Camera

Studies on LED-camera captured the incoming light as videos [28], [4]. The
data was modulated based on the intensity of the LEDs. However, the speed at
which the LEDs switch is often much faster than the camera’s sampling speed.
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To overcome this, the rolling shutter is used to allow the camera to capture
light for a longer period of time, thereby capturing more information while still
maintaining a high LED switching frequency. Studies like [I1] used a rolling
shutter to increase data transmission rates by sending 8 symbols using color
LEDs for indoor localization.

In POLI [5], birefringent dispersers split the LED light into color beams,
which are then filtered through a polarizer and perceived by a camera as RGB
signals, as shown in It proposed a polarized-based intensity mod-
ulation (P-CIM) scheme in which color symbols are mapped to the intensity
values of LEDs. The modulated signals from the LEDs are polarized in distinct
orientations. However, the intensity of transmitted light is maintained at a fixed
level because the signals are aggregated with a beam combiner. The decoding
scheme uses bilinear interpolation and compares the incoming color signals with
a lookup table. The table stores the intensities of the known training symbols
sent at the beginning of packet transmission. With three high-power LEDs, 16
symbols are used for modulation, resulting in a data rate of 72 bps in a range
of 10 m.
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Figure 3.5: POLI’s setup, polarized light from three LEDs into
separate beams of different colors

3.2.2 Static Tags - Camera

Polartag, like POLI, utilizes optical materials to produce birefringence. How-
ever, it polarizes ambient light using static tags rather than an electrically
controlled liquid crystal. The tags contain reference and payload cells. The
Polartag camera receiver recognizes colors by examining the polarization at dif-
ferent angles. The captured color values are compared to the reference cells
during decoding and thresholded into binary data. Polartag has a field of view
(FoV) of 110 degrees, making it suitable for non-line-of-sight positioning with
a range of 3 meters and a zero-bit error rate, with a system rate of 40 bits per
second. The use of static tags eliminates the issue of LC’s transition times.
However, given that the content of the cells is fixed, they cannot transmit con-
tinuous dynamic data.

3.2.3 An LC-Camera Setup

Here, we look at related studies that form the basis of our setup. LC-Camera in
passive VLC has only been conducted by a single LC pixel like the work done
at PIXEL [47] and the multi-pixel that was conducted by Sunbox [37].
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The first LC-Camera study to use ambient light is PIXEL [47]. It was devised
for indoor positioning using ceiling lamps as a light source. The modulators are
directly attached to the lamp for maximum light availability and stable link.
Similar to Luxlink [3], the analyzer was placed next to the receiver. Most studies
with LC use polarization to encode binary states. However, it is not robust to
rotations between the transmitter and receiver, causing rapid degradation in
signal transmission. This is illustrated in To address this problem,
PIXEL added dispersors, similar to what we noticed in POLI. This way, a color
spectrum is produced. To this end, the encoding utilizes Binary Color Shift
Keying (BCSK).

They utilized BCSK which encodes binary states as two distinct colors. This is
designed in such a way that the camera receives two distinct colors irrespective of
the analyzer’s orientation. Due to their uneven sampling in the camera, PIXEL
devised an algorithm that uses OS clocks to sample the data more evenly. The
points are downsampled based on their highest The selected points are
compared with a threshold reading to decode it to 0 or 1. The transmission
rates was 14 bps at a distance of 10 m.

The approach of obtaining color in the VLC link by PIXEL differs from
Chromalux [I0]. The net thickness of the modulator in Chromalux was higher
than that in PIXEL and gave a more extensive color range. PIXEL, on the
other hand, relied on an LC-dispersor combination. Unlike Chromalux, they do
not use intermediate voltages, nor employed multi-symbols.
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Figure 3.6: BCSK in PIXEL; when the angle is 0°, an orange is ” 1”
and a turquoise represents a ”0”

Since PIXEL worked only with one-pixel modulators, Sunbox [37] is the first
passive VLC screen-to-camera system. The screen is a microdisplay made up of
smectic LC pixels that modulate the natural light with black-white states. They
are expensive to manufacture, making them cost-ineffective. However, smectic
LCs have to switch responses faster than those nematic LCs. Sunbox does not
utilize a modulation scheme. Instead, the data is represented as a series of QR
codes. A low-end smartphone camera records the patterns on the screen as
frames. The data is decoded with existing extraction methods used for QR.
The transmission rate was 20 QR codes per second and the receiver sampled 30
frames-per-second ([fps]). Although the camera has problems capturing at that
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System Transmitter/Modulator | Reciever Tx Pixel Count | Symbols per pixel | Bit rate
PassiveVLC LC Photodiode 1 2 1 kbps
RetroVLC LED and LC Photodiode 1 2 0.5 kbps
Pixelated-VLC LED and LC Photodiode 1 8 0.6 kbps
Retrol2V LED and LC photodiode 1 2 1 kbps

" RetroTurbo  LED and LC Photodiode 64 2 8 kbps
Luxlink LC Photodiode 1 2 80
Chromalux LC Color Sensor  4-6 3 1k
Sunbox LC Camera 720x540 2 10 kbps
Polartag Static Tags Camera 24 4 40
PIXEL LC Camera 1 2 14

Table 3.1: Summary of the State-of-the-art

transmission speed, packet losses are compensated with Reed-Solomon (RS)
error correction method. Sunbox achieved a total throughput of up to 10 kbps,
but the system was unable to work beyond 10 cm due to the display size.

An overview of relevant studies is presented in tabular form in

3.2.4 Work on Color Modulation Schemes

Color modulation methods were used to encapsulate more information than
traditional on-off techniques. It was in the active VLC domain [44] [13]. Fast-
switching RGB LEDs can produce a wide range of distinct colors, and a higher
number of different colors leads to higher throughput. A study [23] proposed
that uses different colors of LEDs to represent different symbols. Another
study focused on Color Sequence Shift Keying (CSSK]) [22] that uses a sequence
of colors as a symbol. In CSSK, the color changes, but the light intensities of the
LEDs remain constant. In passive-VLC, only PIXEL and Polartag have worked
with color components for information encoding. There have been no studies
on LC-camera systems using higher-order color modulation methods beyond
binary color modulation schemes.

3.2.5 Work on Demodulation Scheme

Machine learning (ML) techniques have been applied in various research fields,
including active-VLC. They improved decoding accuracy while compensating
for channel interference problems [19] [18]. Smartphone cameras are frequently
used in ML applications, for purposes such as classification, tracking, and seg-
mentation of objects [42]. The work at [I2] used a camera to record data from
LED panels and decode the camera data using regression models. The combin-
ation of camera and ML can capture visual information and identify patterns,
rather than relying on complex signal processing methods [5], [46] or state ma-
chines [49]. However, to the best of our knowledge, there has been no use
of a camera as a receiver in passive-VLC using supervised, semi-supervised or
unsupervised ML.

17



18



Chapter 4

Modulation

As discussed in the previous chapter, most research on passive VLC relied on
LC’s transparent and opaque conditions for transmission. These LC states will
modulate the polarized ambient light using binary schemes like [DOK] or [FSKI
The modulation data will be decoded on the basis of their perceived intensities
at the receiver. Thus, LC-to-camera systems were limited only to these binary-
based modulation methods, which limited their per-pixel data rate. Our re-
search work focused on finding methods to address the low-throughput problem.
LCs, through birefringence, can produce a color spectrum [10], and our research
goal translated this idea into a high-throughput modulation scheme, which was
not explored for LC-Camera links before. The communication method, also
known as [CSK], involves using the magnitude of colors as transmission sym-
bols. A multi-symbol communication link is established, allowing more data to
be encoded than just binary states.

Our work to maximize the data rate is focused on the modulation of a single
pixel. We first introduce the CSK scheme and how it is expected to take shape.
To develop the modulation method, we need to understand the factors that af-
fect its design. It requires a discussion of its symbols. A CSK symbol is affected
by two factors: its magnitude and duration. The magnitude section is estab-
lished by selecting colors. Therefore, we first understand how LCs theoretically
and empirically produce colors. We talk about its representation through con-
stellation diagrams which lay the footwork for selecting favorable CSK symbols.
To examine the symbol duration, we analyze the timing characteristics of LCs.
Next, we discuss the mathematical formulation for mapping color intensities
as CSK symbols. We discuss how our modulation can be optimized through a
section on channel capacity. Next, we detail how multipixels can create mul-
tiple pathways for faster data transmission. Finally, we use a protocol design
approach to systematically translate digital bits into polarized light signals for
reliable transmission.

4.1 Passive CSK: A Prelude

The polarized ambient light goes through birefringent LCs to give colors. CSK
modulation aims to use these colors as symbols for VL.C transmission effectively.
It is an intensity-based color keying scheme similar to those utilized in [23] and
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[5]. A symbol uniquely designates the digital data, and we map each symbol to
a color. Using a larger set of distinct colors, we can encode more information,
which in turn increases the data rate of the communication link. For example, a
CSK symbol can represent data ”000,” which has the capacity to transmit data
three times more than a binary bit ’0’. Two primary factors that influence the
design of a symbol are magnitude and period.

4.1.1 Magnitude

The magnitude of these symbols affects the of the communication link.
The color symbol is split as intensities along RGB values. The receiver perceives
these values with a particular contrast. Higher contrast means that the receiver
can better differentiate between different colors and recover the transmitted
information more accurately.

4.1.2 Duration

We communicate each symbol with a sufficient duration known as the symbol
period. It directly affects the maximum rate of symbols that can be transmitted.
The symbol rate (S) can be calculated as the inverse of the period (T), with a
higher rate indicating a faster transmission speed. We describe it as follows.

S=_ (4.1)

However, achieving this reduction depends on accounting for the following
considerations:

e Slow Response Duration: LC, due to its material properties, does not
respond or produce output instantaneously.

e Receiver’s sampling time: that refers to the duration required for the re-
ceiver to capture and receive an intensity, allowing for error-free decoding.

The longer the symbol duration, the lower the transmission data rate, but if
its symbol period is short, then it can cause Intersymbol interference ([SI)) in the
channel, that is, distance between the symbols in the constellation is reduced.
Our initial approach is to analyze the colored output of LC theoretically. This
is followed by an empirical translation of voltage to color to obtain contrasting
colors.

4.2 LC Response

4.2.1 Theoretical Response

We have discussed earlier that the polarized light from a liquid crystal generates
an output that is visualized from the Michel Levy graph in However,
to understand how the colors in the chart are mathematically realized, we have
to understand LC’s theoretical response. It is based on the following equation:

L= sinQ(%) (4.2)
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Here, L refers to the fraction of light transmitted of a wavelength (\) after
exiting the analyzer. T" is the liquid crystal’s path difference. It is important
to note that this equation applies to a single wavelength. We are working with
an ambient light spectrum, so we have to sum the results for all its constituent
wavelengths. After this summation, we get a transmission matrix for each color
in the graph [35]. We aim to produce an RGB representation from the matrix,
since it is a supported color space format for the camera hardware. Therefore,
we use color matching functions for this transformation procedure, which [6]
convert the amount of light resulting from a color to a 3-dimensional vector
[X,Y,Z]. This vector corresponds to transformed data from three channels:
Red (R)), Green (G), Blue (B, respectively. We can denote it by Lxyz shown
in

X
LXYZ =Y (43)
Z

Lxyz gives us a vector value for a single color of a specific path difference (T').
By varying I" from 0 to 2500 nm, we get a numerical response that describes the
Michel Levy chart colors appearing on the liquid crystal. The vector variation

with the path difference is illustrated in The graph is
produced through a set of equations discussed in Chromalux [I0] and [20].
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Figure 4.1: Decomposed Color Response [10]

In the first order, all the channel magnitudes begin from zero, indicating black
color, rise in unison, and reach the first peak, white. The behavior is monotonic
and in phase. As the order increases, the values go out of phase, resulting in
color.

4.2.2 Voltage-to-Color Relationship

In practice, the visual outcome of LC only covers a portion of the theoretical
graph. The colors obtained are affected by changing two parameters, thickness
and voltage. As the thickness of the LC increases, the value of the path difference
also increases, causing the response region to shift to the right as shown in
Within this region, the intensity of X, Y, and Z can be influenced
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by adjusting the voltage value. However, since the birefringence values of the
LC are unknown, it is difficult to determine the exact correspondence between
the voltage-thickness combination and the theoretical XYZ values. Also, the
intensities can differ from the receiver’s output. So, to further explore these
trends empirically, we conducted an experiment as follows.

We use indoor ceiling lights as an illumination source. We change the voltage
in a single LC from 0 to 3.3 V, with a step size of 0.1 V. This gives us 34 voltage
points/levels. A camera receiver takes pictures of the resulting color output of
the transmitter. The images will be processed to extract the RGB data. The
procedure is repeated for a stack of 2 to 4 LCs. The experimental responses are
normalized from (0-255) to (0-1) and plotted as colored charts in [Figure 4.2]and

as channel magnitude plots in
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Figure 4.2: Color Spectrum at the camera based on voltage levels
across the LC stack

Analysis of the Responses

As depicted in there is a common trend across all stack sizes, i.e.,
there are no color transitions below 1.8 volts. It is caused by the inability of LC
molecules to change polarization. This minimum operating voltage is referred
to as the Fréedericksz threshold [I0].

In it is essential to note that the experimental and theoretical
measurements are mismatched because, in XYZ, each channel has a different
range of values, whereas the RGB channel follows an equal range (0-255) [10].

The channel intensities of 1 LC as depicted in [Figure 4.3] indicate a response
similar to the rising edge of the first order in [Figure 4.1 Additionally, the
spectrum covers a grayscale region similar to that seen in Most
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Figure 4.3: Response of the camera according to the size of the stack.
The LC pixel value is represented as a tuple of 3 color channels, each
with a normalized intensity.

passive-VLC research focused on this region; therefore, they could utilize only
transparent and opaque states for data transfer.

More than one LCs in a stack create a non-linear color spectrum response.
The RGB curves in a 2 LC stack traverse from first to the second order in
As we continue to add more LCs, the order number increases. The
channels go more out of sync, resulting in a dynamic range of colors as seen in
In addition, the colors corresponding to this range are shifted to the
right in the Michel Levy chart .

Importantly, we notice that the stack size is inversely proportional to the
contrast of the RGB channels. Upon closer look at the spectrum responses in
appears less bright in comparison. Similarly, the peak magnitudes
depicted in are highest for a 2 LC transmitter (with peaks ranging
between 0.5 and 0.6). This trend is also evident in the theoretical response
shown in The cost of going to higher order reduces the channel
amplitudes, leading to lower contrast.

We aim to have color signals with a high SNR. This means that the contrast
must be high and thus, comparing to camera responses of different LC-sizes, we
choose a 2 LC stack as the modulator.

4.2.3 Color Intensities and Constellations

To visualize the voltage-color response spatially, use a constellation diagram.
It assists in identifying the colors that can be candidates for potential CSK-
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states. We consider the measurements for the voltage range of 1.8 to 3.3 V.
These intensities are plotted on a 3D graph along the RGB coordinate axes.
It is shown in Each such value is considered a constellation point
on the constellation graph. Let C), describe the vector of a constellation point
produced at p Volts and be given as:

Tp
Cp=| 9
by
Tps gp, and by, are the normalized RGB magnitudes. We can see in

that the points are arranged along an oval-shaped curve-like pattern known as
a constellation curve.

—— Curve

% Color Point

Figure 4.4: 3D Constellation graph for 2 LCs at a voltage range of 1.8
to 3.3 V, the points depict it’s corresponding output color

Next, we look at how to consider far-apart points to maximize Oth-
erwise, selecting close points will be heavily affected by the noise in the light
channel, resulting in a low contrast. We choose the Euclidean distance metric
to measure this closeness. Consider two points of voltage i and j; the distance
is calculated in[44] If the distance is below a predetermined distance threshold
(T; = 25), we say that the two colors are similar. Otherwise, the colors are said
to be contrasting. We notice that the colors within 3.1-3.3 V are similar. In
this case, the colors of the LC pixel are very close to dark-gray values as seen

in |Figure 4.2
dij = [|C; — Cil|

= \J(ri =132 + (g — g5)? + (b — by)?

However, the constellations do not provide a complete picture for the selection
of symbols. The graph does not indicate the response time to change between
color points; this is important because it impacts the CSK-symbol period. So,
in the next section, we talk about how the LC’s timing response affects output
colors’ generation.

(4.4)

24



Figure 4.5: Distance between two constellation points

4.3 Timing Characteristics of LC

In reality, the LCs do not instantaneously toggle between two voltage levels.
This happens because the LC molecules take time to orient to a new configura-
tion. From a receiver’s perspective, it will notice a transitional change from one
state’s magnitude to another. In other words, the camera notices the change
in intensity in a color channel. There are two types of durations for a pair of
voltage levels: the rise time and the fall time. We can understand this with an
example illustrated in The rise time is the change from 2.2 to 2.8
V, and the fall is vice versa.

We aim to estimate the duration of the transition so that the symbol period
can account for these changes. Otherwise, the receiver cannot confidently de-
code the correct symbol by looking at the transient region. It is essential to
wait for the state to settle to its expected color magnitude. Therefore, we con-
ducted this estimation study using a photodiode as receiver; it has a faster
sampling rate than a smartphone [37] and records transitional trends on a finer
scale. Individual RGB filters were placed to record the intensity of channels
separately; these color filters allow light from a particular color to pass through
[1]. The noisy samples were filtered from measured data through convolution.
Eventually, we get the voltage toggle shown in To distinguish the
transient region from the settled ones, we calculated the gradient of the data
and compared it with a predetermined threshold (7, = 0.1). Any data points
above this threshold were identified as within the transition region.

Transition times Experiment

We repeat the experiment mentioned above to accurately calculate the response
times for all possible voltage combinations (within 1.8 and 3.3 V). We compile
a table of all rise and fall times based on these findings, which is illustrated as
a heatmap in

We notice that the fall times are higher than the rising times. Chromalux [10]
argued that the reason behind this is due to the capacitive behavior of LCs. The
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Figure 4.6: Rise and fall times, the rise time in this case is for
switching between 2.2 and 2.8 V

heatmap in the bottom left is bright due to slow fall times between significant
voltage differences. They have longer falls because of the large voltage gap, so
this is a bottleneck to our symbol design. The maximum transition time in this
region is 24.8 ms, but it contains voltage points that generate distinct colors.
To ensure a high signal-to-noise ratio (SNR) and maximize the number of CSK
symbols, symbols chosen for this region must have durations that exceed the
maximum response time.

The bottom-right region of the heatmap includes low response times (j 9
ms). The states here almost plateau to the final stage of LC, after which the
molecules do not rotate any further. We cannot assign symbols solely from
this part because it does not favor our receiving system. The camera has a
maximum capture rate of 120 S0 using the sampling period
is 8.33ms, which has a bandwidth not sufficient to capture some of the settled
states, causing detection errors. More importantly, the colors here are similar,
making it harder to detect distinct intensities.

4.4 Symbol Selection

Considering the bottlenecks mentioned above regarding the response times and
the camera’s sampling speed, we resolved to design a high throughput and error-
free CSK scheme by targeting two fronts:

e We maximize the number of contrasting colors to maximize the number
of symbols. Increasing the contrast between colors is more likely to result
in a significant improvement in SNR.

e For the chosen symbols, minimize the symbol period. It must not be
shorter than transition times because the backflow effect might result in
unstable predictions [I0]. Thus, we include an additional duration for
settling time so that the camera can capture the change in encoded signals.

The camera sensor does not necessarily need to detect incoming RGB colors
with the same magnitudes as the original transmission. However, if the symbols
are widely spaced, the decoder can easily distinguish between them. When the
points in the color space are closer together, the colors are considered to be more
similar. Therefore, we developed a symbol selection algorithm that identifies the
group of constellation points that are maximally distant from each other.
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Figure 4.7: Heatmap of Transition Times

4.4.1 Algorithm

The algorithm aims to optimize the selection of N symbols for CSK by maxim-
izing the minimum distance between them. We choose a subset k of size N from
the set of constellation points of size P to achieve this. Then we determine the
distance between each pair of unique points (¢ and j) within &, and from this we
keep track of the minimum distance d,in, ;. Here, the distance is the intensity
different calculated using We repeat this process for all possible
combinations of size N to obtain a list of minimum distances. A linear search
is performed to find the maximum from the list of these minimum distances. A
mandatory criterion for the objective is that the distance between two points in
the subset must be greater than a predetermined contrast threshold (7). The
algorithm reaches its solution by obtaining the group of points that contains the
max-min distance and is denoted as Sy in the equation [£.5] It is important to
note that each constellation point corresponds to a voltage level as illustrated

from [Figiire 1

Sy = arg max iIElelllcdi,j Jifi # j.di; > Ty (4.5)
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4.4.2 Types

We define order of passive-CSK as the number of distinct symbols used for
transmission. From the subset obtained in[Equation 4.5] we get N-voltage levels
for an N-CSK scheme. For instance, 4-CSK indicates that we employ four
symbols, each containing two binary bits. The symbols are thus represented in
the format shown:

A’ (1.9 V): °00°, B’ (2.2 V) : 017, °C’ (2.4 V) : °10°, D’ (2.9 V): "11°

Generally, the number of bits in a symbol is calculated as log, K, where K
is the number of different colors. The constellations for 4-CSK and 8-CSK are
visualized in Based on the algorithm and the criterion, we can, in
principle, expect a CSK order of up to 10 unique points. Next, we determine
the duration required to transmit the symbols.

-- Constellation Curve ---- Constellation Curve

Y symbol Y symbol

(a) 4-CSK (b) 8-CSK

Figure 4.8: CSK Types

4.4.3 Symbol Period and Channel Capacity

The passive-CSK scheme not only selects the farthest constellation points in
space but applies a long enough symbol duration time to let the intensities
reach their settled states. We emphasize the settled region because the camera
will reliably demodulate signals based on constant intensities of colors. It is also
important to note that the period is maintained equal for all symbols, making
our decoding easier. The symbol interval accounts for the worst possible rise or
fall transition scenario. For example, in 4-CSK, the longest switching time of
22.6 ms occurs between 1.9 and 2.9 V; this implies that we fix a symbol duration
to be greater than this value. Additionally, an extra duration is added to the
total symbol interval to give sufficient time to transmit settled regions. To this
end, we calculate the state duration and the resulting data rate by looking at
the longest duration for a CSK.

For contrasting color set for 8 or 10 CSK, longest duration is 24.8 ms, and
for 4-CSK it is 22.6 ms. We denote this as the transition time t;. after which
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we allocate time for settled duration, known as ts. The period of the symbol is
thus ts given as:

ts =ty +tst (46)

To maximize the rate, we have to minimize tz, but the only tweaking para-
meter is ts;. The worst possible transition time is set to 24.8 ms. We must
consider the Nyquist criterion for the reception to adjust the settled time. Un-
der the sampling theorem, the camera sampling rate must be twice or more than
the transmission rate to extract data signals reliably. The camera captures the
signals as a series of frames. In other words, we must set the symbol period
where at least two frames can capture a transmitted symbol. Another criterion
is that the decoding algorithm requires more than one frame corresponding to
the settled intensities. However, this comes at the cost of considering frames
corresponding to the transient region. To explain clearly with the worst case
scenario, each frame is sampled at every 8.333 ms. When two frames are cap-
tured, the symbol period is still at the transient stage of 24.8 ms. Once the
transitions plateau to the stable part, the camera samples the third frame at 25
ms. This is registered as the first settled frame. To satisfy our receiver condi-
tions, we also record the next instance of the frame, which occurs at 33.33 ms.
Thus in total, when we capture four frames across a single stat, in the worst
case, we get two frames for transient and two for settled.

Any duration greater than 33.33 ms will result in the capture of more than
four frames per symbol. This means that the transmission rate drops. Thus, the
minimum symbol duration is 33.33 ms. Using the maximum throughput
for our LC-camera link that we can achieve is 30 Ssec™! (Symbols per second).
Since our system works with binary data, we measure the capacity of data
transfer in the network using bits per second, which is formulated as B as
mentioned below:

B =S8-log, N bps (4.7)

Where N is the CSK order, if we use two color states, the bit rate is 30 bps,
4-CSK is 60 bps, 8-CSK is 90 bps and 10-CSK is 99 bps.

4.5 Multi-Pixel VLC

So far, the main focus has been establishing a practical VLC link for single-pixel
LC under a color-based modulation. Compared to using black-white states,
the single-pixel indicates a logarithmic gain in data rates. The grand goal,
however, is to increase the data rate by increasing the number of pixels. It
produces multiple parallel pathways, and since the camera has a wide angle
[5], the frames can store changes from multiple pixels simultaneously. In this
manner, the channel capacity increases in linear folds, and if we combine with
the passive-CSK at every LC-pixel, we get the following data rate:

By = M - B bps (4.8)

B is the net data rate of the M-pixel system. To demonstrate the viability
of our passive link, we utilize 4 pixels as modulators. The achievable data
rate is thus 396 bps. Here, we assign an independent data stream for each
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pixel, the pixel then converts them to a stream of CSK-modulated colors. This
would require establishing a communication protocol design for our passive-VLC
system.

4.6 Packet Protocol Design

Once the data bits are converted to polarized light masquerading as color sym-
bols, we design a protocol that encapsulates and transmits the symbols as pack-
ets. The transmission format is depicted in Between every data
packet, an inter packet gap between the consecutive packets is inserted so that
the camera can have some time to automatically adjust it’s capturing settings
in case there are abrupt changes in the lighting conditions or brightness.

time
Packet Inter Packet Packet Inter Packet | """ | »
Gap Gap
Preamble Delimiter Payload
DDCCBBAA... AAAA DCBBADBCC...

Figure 4.9: Packet Format in a 4-CSK packet transmitted by a single
pixel

Each packet consists of a preamble, a delimiter, and a payload. The packet
size and it’s constituents are fixed so that it can be easier to receive and
troubleshoot. We will discuss them in detail as follows:

e Preamble: The preamble is the first stage of the data packet. It stores a
known sequence of symbols required for the decoding training algorithm.
Each packet’s preamble is repeatedly transmitted three times to provide
robust data against variations in the ambient channel. The preamble is
also designed for packet detection and synchronization. The first bit or
symbol of the preamble is the bit that is maximally separated from packet
gap; this way, we can identify the start of the packet with this peak. We
shall discuss in detail the utilization of the preamble in the subsequent
chapter.

e Delimiter: It consists of 4 known continuous symbols that are used for
detecting the start of the payload. Without a delimiter to separate the
preamble from the payload, and in the presence of noise, the receiver would
have difficulty synchronizing.

e Payload: The payload segment contains the actual message string that
is transmitted, and these data are stored in a CSK encoded format. The
size of the payload is roughly 40 percent of the overall size of the network
packet.
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The structure of the packet is depicted in For 4-CSK modulation-
based transfer, we transmit 48 symbols of preamble, and four delimiter symbols,
and 40 payload symbols. In total, the entire packet size contains 92 symbols.

31



32



Chapter 5

Demodulation

As explained in the previous chapter, the LC modulators transmit CSK-modulated
signals over the optical link. This chapter explains the process of collecting this
modulated polarized light at the camera receiver. After collection, we explain
how the system recovers the information signals from the carrier data. We
divide the explanation into two parts: frame extraction, and decoding.

In the extraction stage, the initial step involves capturing the transmission
as video. After recording, it is initially processed to detect the location of LCs
within the video frames. Object detection methods are utilized to obtain detec-
ted boundaries and extract color data at LC stacks. This process is repeated
for all frames to extract image data as color intensity versus frames. This down-
sampled image data is subsequently stored offline across separate RGB channels.
A flowchart depicting this process is presented in

Within the decoding stage, our focus shifts towards extracting packets from
the stored color-versus-frame number data through signal processing methods
on the PC. This process aims to detect packets accurately and interpret trans-
mitted signals with a decoding algorithm. In the presence of communication
channel noise, such as attenuation, dispersion, and ambient light, the transmit-
ted signal is often distorted. To mitigate noise, known symbols are transmitted
with the packet information. They provide a reference intensity for the mes-
sage signals. Our work details the training and feature extraction of each known
symbol using the k-means clustering algorithm. We discuss the frame-to-symbol
synchronization, followed by usage of trained data to predict the payload. This
synchronization maps the payload intensities across the frames to the intended
transmitted symbols, ensuring the correct decoding of the sampled data at the
correct time.

5.1 Capture and Extraction

In the context of a communication system, the camera sensor is designed as
multiple receiving antennas where each antenna receives data in either of 3 color
values: R, G, or B. For a multi-pixel transmission, we consider each LC stack
to be a transmitter that emits polarized color beams and establishes a parallel
pathway with the receiver. During this process, the antennas receive data from
all the stacks simultaneously; this data is converged and translated into color
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pixels based on the RGB color model [2]. The resultant image is a 2D grid
representation of pixels, with each pixel represented as a vector (Cp), and each
constituent intensity ranges from 0-255. In order to capture the entire duration
of transmission, it was necessary to record it as a video. Video recording can be
viewed as a sequence of frames that are captured at periodic intervals determined
by the frame rate (fps). As explained in the modulation chapter, the optimal
frame rate can capture the most signal changes while adhering to the sampling
theorem. In most modern-day smartphones, the typical maximum recording
rate is at slow-motion mode, which enables the recording of videos at 120 fps
(32).

In addition to channel-induced effects on SNR, the camera’s sensor also af-
fects the quality of the light signal it perceives. The primary camera settings
affecting the sensor perception are the focus and the exposure time. If the focus
is not correctly calibrated, abrupt brightness changes will make the captured
color pixels appear blurry. The length of time each frame is sampled before
transitioning to the next frame is called the frame duration. It is the inverse of
the frame rate and is typically 8.33 ms. During this duration, the CMOS sensor
is exposed to incoming light for a short period to prevent saturation, which is
referred to as the exposure time. The exposure time can vary from 1/500 to
1/2000 seconds depending on the illumination conditions in the environment
and can significantly impact the received intensities [5]. If the exposure time is
too brief, the camera can capture more frames per second, leading to a higher
frame rate and vice versa. The camera software is designed to maintain a con-
sistent frame rate by adjusting the exposure time. However, inconsistencies can
still arise, leading to the loss of frames or the capture of additional transmitted
frames [25]. Our synchronization mechanism is designed to account for these
inconsistencies.

The smartphone camera is set at a fixed focus setting and a frame rate of
120 fps. The recorded video is then transferred for frame processing and signal
storage. This is discussed in the next section.
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Figure 5.1: Block diagram detection and extraction

5.1.1 Detection of ROI

The first step in obtaining the LC’s color information from the video output
involves detecting its location or Region of Interest (ROI). It is achieved by data
processing from the first ten frames. Data loss is not a concern for the initial
frames as the transmission remains idle for a brief period, allowing the receiver to
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locate the modulators. After that, the data within the detected ROI coordinates
are gathered. The exact coordinates are used to repeat the extraction for the
remaining video frames. This approach reduces the computational time and
processing burden required for locating the ROI. OpenCV [26] object detection
functions were employed for this purpose. The following points outline the
process:

1. Original 2. Grayscale

PO, A: 23135.01 8 P1, A: 40602.0

R: 1.63 R: 1.44
P2, A: 35784.5 P3, A: 35720.0
R: 1.69 R: 1.49

|
— &

< Sy,
————
\ = ;:\\\:'-(—:‘ S

Figure 5.3: Detected Contours around the LC border, with the
LC-pixel index, area (A) and aspect ratio (R) displayed as text
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ROI and Extraction

Figure 5.4: Region of Interest within the bounding box for an LC

e To distinguish the desired foreground objects from the background, we first
convert the color image to extract the L (luminance) component from the
Lab color space [6]. This color space is preferred since it is less sensitive
to lighting variations. Next, we apply a threshold to the L component to
generate a binary representation, where each pixel is assigned either black
or white based on its intensity value. Pixels below the threshold (at value
40) are assigned 0, while those greater than the threshold are assigned
255. The binary image obtained is then subjected to the OpenCV imple-
mentation of the Ramer—Douglas—Peucker algorithm [9], which identifies
the boundaries of foreground objects. These boundaries are commonly
referred to as contours. The operation is illustrated in stages 1-4 in
ure 5.2l

The next step in the process involved determining the boundaries of the
transmitter object using its contours. The contours are simplified to simple
geometric shapes using the approxPolyDP() function. The rectangular
shapes were filtered out of these patterns because that is the shape of the
Liquid Crystal. We then identified the rectangles that fell within specific
area and ratio ranges of the LCs and covered between 10 to 60 % of
the image while maintaining an aspect ratio between 1.3 and 1.7. The
resulting rectangle coordinates are known as the bounding boxes around
the frame of an LC, and the box for each LC region is illustrated in
Next, we utilized the Linear Indexing method to number the
LCs. In this case, we use the top left corner of the image as the reference
point. With this, we sort the boxes into rows and columns and assign
them numbers as depicted in

After getting the bounding boxes, the next stage is extracting the relevant
features of the LC’s transmission within the bounding boxes. This involves
cropping the box to obtain a subset of the pixels, that is, the region of
interest. This cropping avoids pixels in the boundary or the frame. Within
this ROI, the overall color is represented by the mean of ROI rather than
using individual pixel values. It reduces the amount of data to be stored
for post-processing. The mean indicates the color intensity seen from the
transmitter and is denoted as a 3-dimensional color vector.
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The extracted pixel mean from all succeeding frames is saved as a CSV file
consisting of a sequence of RGB vectors. Next, the decoding algorithm processes
this data offline, which we detail below.

5.2 Decoding

5.2.1 Decoding Algorithm Flow

Since the data is transmitted as packets, which we illustrate in
the first step is to detect the packets within the extracted color-frame data.
However, this would require synchronizing the receiver algorithm with the packet
start, and this is marked by the signal edges at the preamble. We explain this
process in the packet detection part in subsection 5.2.2.
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Figure 5.5: Intensity vs Frame number extracted from video across
color channels

During the packet processing step, we aim to map the payload message back
to the originally transmitted data. That requires the decoding algorithm to use
the reference data from the preamble. The reference data is essential in every
packet because the same symbol can have a different intensity in a different
packet. Moreover, the algorithm needs to compensate for noisy channel effects
as they affect the signal intensities of the packet. Typically, an equalization
method is used for this purpose; for instance, it was employed in Retrol2V
[40]. However, it required determining a channel model with complex channel
parameters of the optical link. Instead, we employ a machine-learning approach
that estimates the SNR, that is, the contrast of the symbols. This approach
is a clustering algorithm known as K-means that analyzes the received signal
from the preamble and extracts features. It does so by making clusters around
similar patterns. These trained clusters contain reference color vectors for each
symbol which are then employed for predicting message data. However, to
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avoid skewing the clustering process, we filter the outlier points using numerical
gradients. The clustering stage is detailed in subsection 5.2.3.

During the payload prediction stage, the receiver must synchronize with trans-
mitted data. It ensures that the transmitted data is sampled at the correct
instant and can be decoded correctly. For this purpose, we leverage the symbol
transitions as instances where we know the symbols have begun or ended. Ad-
ditionally, the transition detection will facilitate the extraction of stable data
values from payload signals. This is done using the rate of change in signal. We
apply K-means predictions to decipher our stable payload data, and map the
symbols back to binary bits through quantization. The entire flow for this stage
is discussed in subsection 5.2.4.
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Figure 5.6: Demodulation Algorithm Pipeline

5.2.2 Packet Detection

During the idle gap duration, as shown in the left plot in [Figure 5.7} the channel
and sensor-induced noise results in fluctuating output in all color channels. The
packet identification algorithm is thus a moving average filter that attends to
two tasks: smoothen the signal and find signal patterns to search for the packet
start. To effectively search for signal changes, the filter window size is set to
be less than the size of the idle gap, that is, we consider the size of 20 frames.
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Intensity

This means that this sliding window averages data of 20 samples for each color
channel and stores it as a 3D color vector.

The first symbol of the packet is designed to have a significant Euclidean
distance from the value of the idle gap symbol. With this knowledge, the moving
filter detects a sudden peak at this signal region. The peak is compared with
a predetermined threshold known as the start threshold (7). In [Figure 5.7
we can see the change in the intensity from the idle to the first instance at
the packet. Once the packet is detected, we move the receiver’s attention to
deciphering the data segments per the packet protocol.
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Figure 5.7: Received packets at a magnified view, for a 4-CSK
transmission at 30 Symbols per second (Sps)).

5.2.3 Preamble and Identifying Clusters

The preamble consists of a pattern of symbols, for instance, in a 4-CSK modu-
lated signal, the sequence is "1DDCCBBAAAABBCCDD.” Our approach is to
take the entire set of preamble data and use K-means to identify similar color
symbols based on their distances in the RGB space. It partitions them into N
clusters, where N is the order of CSK. It is simple and computationally faster
than other clustering algorithms [I4]. Within that cluster, we obtain a trained
pilot symbol that serves as a reference for that symbol cluster.

The size of preamble for K-means training of clusters is based on the following
equation:

S,=L, f+E (5.1)

L, is the number of preamble symbols transmitted in a packet, and f is the
number of frames per symbol. Due to data offsets from camera settings, we
cannot pinpoint the frame at which the preamble ends. We assign additional
frames for detecting the end of the preamble. For instance, for a 30 Symbols per
second baud rate, f is 120/30 = 4, and F is five frames. We send 48 preamble
symbols per packet; thus, S}, is calculated to have 197 frames.
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Filtering Stable Signal

Before applying the training algorithm, we need to filter the outliers in the data,
which are the transition points. This is because K-means will make clusters
around these outliers points, which can skew the pilot symbol searching calcu-
lations. For this purpose, we use the gradient response of the signal to find the
transitions.

We explain the method by looking at a single channel response inFigure 5.8}
the response is a part of the preamble’s intensity vs. frame number. The
gradient is calculated with the numerical difference from the previous data point.
We get the peaks and troughs corresponding to the transition and take the
modulus. Gradient values with more than the threshold value (at value 5) are
considered noise and discarded. However, to get a combined gradient response
for all the color channels (y;) and compare with a single gradient threshold (T}),
we use Root Mean Square (RMS) as shown in s, correspond to
transient points, and @ is the first-order numerical difference of a single color
channel.
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Figure 5.8: Filtering by thresholding the gradient

Training and Labeling

After obtaining the filtered preamble data, we run the K-means works by iterat-
ively partitioning the data into N clusters and adjusting the cluster centers. The
algorithm selects k random points as initial cluster centroids. It then assigns
each data point to the nearest centroid based on the Euclidean distance metric.
Then, the algorithm iteratively updates the centroids by computing the mean of
all data points assigned to each cluster. The data points are then reassigned to
the closest centroid, and the process is repeated until convergence occurs when
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the centroids no longer move. The implementation is employed from scikit-learn
software library [I5]. The centroids thus represent pilot symbols.

As illustrated in for transmission over the 4-CSK scheme, we
identify four distinct groups that will are represented as spheres. However, the
algorithm randomly assigns a symbol label to the cluster. We use a subset of the
preamble sequence to assign the correct label. This makes our training algorithm
a semi-supervised learning approach. Each preamble symbol is transmitted
twice, corresponding to 8 frames of the same symbol. The midpoint intensity
in this sequence is taken for labeling. It works even with data offset by one
or two frames since it gets more sampled frames with symbol repetition. For
example, for symbol 'D,” the intensity of the symbol would be at four frames
after the packet start. Then, the cluster centroid closest to this known intensity
is designated as 'D.’
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Figure 5.9: Preamble data in color space; the K-means clustered data
are orange and within the cluster spheres. The noise are the black
points outside the spheres. The k-means assigned random labels are
shown in blue, whereas the relabeled symbols are displayed in black

5.2.4 Payload Prediction

Delimiter Detection

The delimiter symbol is designed to be different from the last preamble symbol.
For example, the preamble ends with a ’D,” and the delimiter is ’A’. The decoder
compares with cluster centers to locate the frame instant at which the intensity
corresponds to the last preamble symbol. After which, we synchronize our
receiver to the delimiter and preamble. The data prediction begins with the
delimiter up to the end of the packet. The size we thus consider is the sum of the
delimiter (4 symbols) and payload lengths, and similar to the previous equation,
we add extra frames to account for the offset. We can refer to this using the

41



below equation, where L, is the payload size. For a 4-CSK transmission, L,, is
40 and E is 5, the size for prediction is thus, S, : 4% (4 +40) + 5 = 181 frames.

S =f (44 Lp)+E (5.3)

Synchronization and Filtering

When the decoder is sampling the payload data, it must align the frames to
the sequence of transmitted symbols. This synchronization needs to be done
constantly, and one way to achieve this is by employing a sliding window. For
example, for four frames per symbol, we have a window of length 4. It would
move across the packet, assume the frames-to-symbol correspondence, and de-
code that symbol. However, data offset of one or more frames will result in a
mismatch leading to symbol errors.

Our proposed solution for synchronization is by looking at transitions them-
selves. Once a transition occurs, the decoder knows the frame/frames at which
a symbol ends, and a new one begins. At the same time, identifying trans-
itions can help extract stable data points. This is necessary because the cluster
centroids are also trained with stable values, enabling an easier symbol predic-
tion process.

Segregation of transition from the settling data is achieved using the gradient
of the data. The method is similar to that discussed in the preamble filtering
step. However, we use a different, higher threshold (=30) that was determined
to account for any symbol transition in the modulation.

The K-means prediction method is employed for each filtered point of the
payload segment. It measures the Euclidean distances (formula in [Equation 4.4)
with each pilot symbol and iteratively identifies the cluster centroid with the
minimum distance. This way, the classified symbol has the label of that cluster.

Quantization

After detecting the transition edge, settled points are continuously identified
and predicted. The process continues until we reach the next transition peak.
These in-between predicted points signify a single symbol or a repetition of
the same transmitted symbol. This is because the receiver that satisfies the
Nyquist criterion samples in multiple instants across a single symbol. These
predicted data points that are classified with the same label are thus quantized
to calculate the original number of symbols transmitted. In quantization, the
number of predicted symbols is downsampled to the original signal by rounding
them using the formula:

ys = |v/f +0.5] (5.4)

Where y; is a positive integer and the number of consecutive times the pre-
dicted symbol s was transmitted. v is the number of times the predicted symbol
was detected between two transients, and f is the frames per symbol. For ex-
ample, in 4-CSK transmission at a rate of 30 when the predicted symbol
"A” was detected in two consecutive frames, the equation determined that only
one symbol ’A’ was transmitted for that duration of frames.
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Mapping to original bits

We continue the prediction and quantization for continues for the rest of S,
frames until we reach the end of the packet. Downsampled symbols are then
mapped to the bits they represent; for instance, ’A’ is converted to ’00’. The al-
gorithm detects a peak at the last payload symbol and uses a gradient threshold
to calculate the frame at which the idle gap begins. After all the transmission
packets are decoded, we merge the sequence of the binary bits resulting in the
expected sequence of the original message.

In the next section, we evaluate our transmission-reception capabilities in our
LC-Camera communication link and analyze if the demodulation can indeed
decipher the data with minimal error under different system conditions.
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Chapter 6

Testing and Analysis

6.1 Introduction

In order to prove the effectiveness of our modulation-demodulation schemes, we
need to test them over a proper hardware setup. Thus, the first part of this
chapter details the transmitter and receiver systems. Next, we define the stand-
ard parameters and metrics for experimentation. The first set of experiments
aims to optimize transmission revolving around the characteristics of a single LC
stack. This is conducted through three experiments: transmission throughput,
stack size, and the order of CSK. The results determined the optimal system
properties that give the least error. With these settings, we conduct experi-
ments to analyze single-pixel systems in different environmental scenarios. The
scenarios are the distance with the transmitter, the type of ambient light source,
and the tilt of the analyzer. Then, we demonstrate the results of scaling pixels
to a 2x2 grid.

& Light Source
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i
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Figure 6.1: System Overview
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6.2 Setup

The ambient light communication between LC to camera forms a one-way down-
link channel. We can see this in the system configuration illustrated in
In terms of the transmitter circuitry, there are two configurations:
single and a multi pixel. The single LC stack is meant for demonstrating the
performance of our communication protocols and methodology. Due to the lim-
ited availability of crystals in-hand, the multi pixel transmitter is 2x2 grid of
pixels. Through this, we analyze the scalibility of the system.

Figure 6.2: Transmitter Setup; (a): Diffuser, (b): Enclosed LC Stack,
(¢): Microcontroller board

Figure 6.3: Receiver Setup, (a): Analyzer, (b): Smartphone, (c):
Tripod

6.2.1 Transmitter Design

Since we focus on using Common Off-the-Shelf (COTS) components, we use
STM microcontroller STM32L496 ZG for digitally generating the transmission
symbols. This is achieved through the onboard Digital-to-Analog Converter
(DAC). The DAC has an 8-bit resolution and can provide from 0 to 3.3 V,
which lies within the operating of the shutters. LC shutter is a 4.2x3.2 cm
custom-built TN type [I7]. In a stack, all the LCs are connected to a common
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DAC pin and ground pin. A 3D-printed enclosure holds the stack and has a
larger dimension than the LCs. It creates a border around it so the object
detection mechanism can easily distinguish it from the background. The indoor
lights are intense resulting in saturated images at the camera. For this reason,
we use diffusing panels (as shown in to scatter the incoming indoor
light before it enters the polarizer.

Multiple-LCs

Due to the limited availability of DAC pins on the Microcontroller ([Cl) board,
we utilized an external DAC module: TLC7528CN. It provides two additional
interfaces necessary for the 2x2 pixel grid. We employed a direct addressing
approach where the data is transferred by theiClto all the pixels simultaneously.
Single pixel setup is shown in and the multi-pixel is illustrated in

6.2.2 Receiver Design

Since the shutters modulate at a frequency less than 200 Hz, they can cause
flickers in the channel link, and to avoid this, we use the late polarization method
[3]. In this case, the analyzer is situated before the receiver, as shown in
The camera is fixed on a tripod to prevent the human hand’s shaking
from affecting the signal reception. The receiver is a cheap commercial low-end
smartphone Motorola Moto G5. It supports slow motion mode at a resolution
of 1280x720 pixels, which can provide enough perspective to view a multi-pixel
grid. For ease of testing, the video is recorded at the camera and transferred to
the PC. Then, the PC decoder is responsible for offline post-processing: signal
extraction, and execution of the decoding algorithm.

6.3 Evaluation

6.3.1 Metric

Bit Error Rate (BER) metric is used for evaluating the reliability of our commu-
nication link. It is defined as the percentage of binary bits that are incorrectly
transmitted over a communication channel, relative to the total number of bits
transmitted. In VLC systems, the BER is affected by various factors such as
ambient light interference, distance, and type of incoming light.

6.3.2 Common Settings

Before transmitting modulated symbols, the transmitter board sends a con-
stant 0 voltage for 5 seconds to allow the receiver to switch on the slow-motion
video. The decoder can execute the object detection program during this idle
time without missing out on any information packets. The system transmits a
standardized amount of around 10,000 bits for evaluation in all scenarios. The
bits represent either series of randomized symbols or ASCII strings. For the
common setup conditions, and unless specified,

o We test on a single pixel where the stack contains 2 LCs in series. The
modulation order is 4-CSK.
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Rate (Sym per sec) | BER (%)
10 0

30 0

40 29.81

60 52.65

Table 6.1: Symbol transmission rate vs Error

e The polarizer and analyzer are orthogonal to each other. The transmission
rate is 30 symbols per sec.

e The illumination are white office ceiling lights at 400 lux. They are located
at a height of more than 2 m from the setup.

e The camera’s field of view is along the line of sight. The range of commu-
nication is 40 cm.

6.3.3 Modulation Rate

We experiment with different symbol rates to investigate whether the decoding
algorithm performs better using sufficient settled points or only with transition
points. The receiver’s sampling rate is fixed at 120 fps, which means the system
sending rate must be an integer factor of 120. The system is tested with 4-CSK
modulation, and the performance results are tabulated in

As the table indicates, an increase above the 30 Sps mark drastically increases
the error. This happens because the decoder captures partial transitions and
skips settled points. Also, it samples insufficient settling data making it unreli-
able at the quantization stage in the decoder. For instance, at 60 Sps, the error
is 85 percent for symbols going from D’ to A’. The transition time is 20.8 ms,
and the symbol duration is 16.6 ms, causing the error. The optimal rate is thus
30 symbols per second, achieving an acceptable error at the highest throughput.

6.3.4 Stack Size

In this case, we evaluate the optimal number of LCs in a stack for a reliable link.
We perform the experiment with a 4-CSK modulation at 30 Sps for a series of
2, 4 and 6 LCs.

Stack Size | BER (%)
2 0.0

3 4.21

4 2.31

Table 6.2: Performance w.r.t. different number of LCs in series

As one can notice from the results in the BER is higher for more
than 2 LCs. We note two key points:

We observe a downward trend in the average symbol differences, for stack
size 2 LCs it is 90.7, 3 LCs is 88.7, and 4 LCs is 72.3. As we can see in the
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(c) 4 LCs

Figure 6.4: Intensities of cluster centers, with their associated labels

constellation figures the clusters in 4 LCs are present together at the
lower end of the color range than far apart symbols in 2 LCs. This results in
lower average distances in the former configuration. Also, it can reasoned that
this is due to the reflected light affecting the LC back to the LC, reducing the
net intensity of illumination exiting the crystal [I0]. However, the contrasts are
still higher than the minimum distance threshold. Moreover, the preamble can
generate distinct clusters.

The error can be likely attributed to increased response times. Increasing
thickness increases the duration of transitions, but we could not establish the
reason behind it. To test this hypothesis, we modulate 3 LCs at 20 Sps. The
BER drops to 0.55 %. However, more extensive experimentation can be con-
sidered for future work to find the transition times for different LC thicknesses.
This can be done with transition times experiments for different sizes.

6.3.5 CSK order

This evaluation was aimed to maximize the number of symbols that the mod-
ulation scheme can accomplish at a minimal BER. Based on our modulation
design limitations, we consider three CSK orders: 4, 8 and 10, transmitting at
30 Sps.

While we achieve zero error rates for the first two CSK types, the system
performance in indicates a spike at 10-CSK. Note that the minimum
contrasting distance between some symbols is near the threshold. Considering
the channel noise, this caused mispredictions of nearby clusters. For instance,
symbols A’ 'B’, and 'C’ are close to each other, this is illustrated in
It will be an ineffective tradeoff between the increased logarithmic rate for a
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much higher BER. Based on the results from the experiments so far, our optimal
parameters are two stacked LCs modulating at 4-CSK and 8-CSK schemes at
30 Sps.

Figure 6.5: CSK-10 Constellation with close symbol distances marked
in red

CSK Order | BER (%)
4 0

8 0

10 16.6

Table 6.3: CSK Order

6.3.6 Distance

Polarized light from the modulator attenuates over the communication distance.
Thus, we evaluate the system with distances ranging from 40 cm to 3 m. At
every experiment, we zoom the camera view to maintain the visibility of the
LC for object detection. The lighting conditions are fixed at 400 lux, and we
evaluate for 4-CSK and 8-CSK modulation at 30 Sps.

As observed in BER drastically increases for both modulation
orders beyond 2 m. It is because the digital zoom decreases the quality of
image pixels, thereby worsening the contrast. The unpolarized ambient light of
the environment overpowers the incoming polarized light. These factors result
in tight symbol clusters, leading to misclassification of payload. The range can
be improved using smartphone cameras with much larger zooming capabilities
and higher resolutions. On the other hand, the result indicates we achieve a
stable link at a maximum throughput of 90 bps upto 1.6 m.
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Figure 6.6: BER plot for the distance between LC and camera

6.3.7 Lighting Conditions

The system is subjected to different types of illumination incoming the indoor
space. We consider two indoor sources: white office lights and a yellow lamp.
The lamp is a single source tested in a dark environment and is placed at a
distance of less than 1 m. The third source is incoming natural light during
typical overcast weather. For non-white sources, The lights are diffused with
translucent sheets before interacting at the LC shutters. They are illustrated in

The BER results are indicated in

(a) Yellow Lamp (b) Natural Light

Figure 6.7: Setup at different lighting scenarios

While the yellow lamp faces less diffusion compared to other sources, the color
intensities are maximum under natural light. This is tabulated in
Nevertheless, the presence of minor fluctuations in the naturalf light resulted
in erroneous packets, which could explain the small error observed. At both 4-
CSK and 8-CSK, the system performs the worst under the bulb. We attribute
that warm yellow light’s spectrum might influence these symbol intensities. The
performance can be improved with 4-CSK by choosing a different set of symbols,
but it requires investigating symbols with low response times.
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Figure 6.8: Comparison of BER under different sources

Source Mean Intensity
White Lights | 55.4
Yellow Lamp | 60.5
Natural Light | 78.5

Table 6.4: Mean Intensities of color symbols

6.3.8 Rotation

We investigate the impact of smartphone tilt, that is, the the angle between
the polarizer and analyzer. To this end, we test at polarization angles 0° (par-
allel polarizers condition), 15° and 45°. To simplify the process of detecting
bounding boxes, we maintain a stationary camera position while rotating only
the analyzer.

When the polarization angles vary, a different color spectrum is generated. It
is important to note that the transition times at all angles stay the same because
the symbol voltages are unaltered. The BER for 4-CSK stays low (< 2.8 % BER)
compared to that in 8-CSK because it is possible to achieve sets of four distinct
colors. The color range may not be sufficient to generate eight symbols. The
symbol clusters overlap, and cause mislabeling that leads to under-quantization.
For instance, the transmitted sequence 'BDAD’ is decoded as 'BDD’, because
the quantization did not receive sufficient ’A’ labeled points. This left shift of
symbols in the message results in high BER.

6.3.9 Pixel Count

We tested over two configurations for this setup: single pixel and a 2x2 panel
of LC stacks. The diffusing element for the multi-pixel is a white-painted wall.
The distance is maintained at 40 cm, and the illumination is ceiling light in both
cases. The error in the multi-pixel array is the average BER of the individual
stacks. The upper half of pixels communicate at error-free links. Conversely, the
lower half of the array experiences errors (< 2 % in 4-CSK, < 3 % in 8-CSK).
It might be caused by the shadows falling on the wall by the 3D-printed casing
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Figure 6.9: Polarization angle vs BER

(as shown in . It causes unwanted variations in the light intensities,
making the camera capture the LC stacks with a slightly dull appearance. The
optical link can be made more robust with brighter illumination and relocating
the setup to reduce the amount of shadow. Additionally, we also can develop a

less obtrusive LC panel.

Pixel Count | 4-CSK BER (%) | 8-CSK BER (%)
Single (1x1) 0.0 0.0
Multiple (2x2) | 0.47 1.22

Table 6.5: Pixel Count vs BER
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Chapter 7

Conclusion and Future
Work

7.1 Conclusion

The aim of this thesis was to enhance the capacity of a passive VLC system,
particularly of the LC-to-Camera system. Specifically, the direction of the work
was to increase the throughput at a single LC-pixel and achieve linear growth
in throughput with a multi-pixel setup. To achieve this, a multi-symbol multi-
channel communication link was developed, which demonstrated minimal error.

Our proposed method first explored at using an LC shutter to send multiple
symbols. This part was inspired by the recent developments of Chromalux [10],
which detailed that birefringent LCs under voltage can generate polarized color
beams. We exploited this aspect to develop a color modulation method known
as [CSKl Unlike most passive-VLC studies [3] [37) [47] that utilized two states,
our CSK can encode up to eight symbols of distinct colors, thus increasing
the modulation rate by three folds. However, the transition times between the
voltages posed a bottleneck. This limited the color design space and resulted in
long symbol durations, in the order of tens of ms.

At the receiving end, the camera acquires the data packets containing ref-
erence data and the payload. We use a machine learning approach where a
clustering-based algorithm extract features from the preamble and produce sym-
bol clusters. Since the receiver is a slow sampling camera and not a fast sampling
photodiode, we had the challenge of decoding data with limited sampling points.
This was necessary because sampling affects our downsampling algorithm to
map points to transmitted symbols. Moreover, even in those points, we had a
noise that came as transition points, which posed a challenge in filtering them.
Using the rate of the change in signal, we were able to achieve synchroniza-
tion and filtering of settled data. The trained K-means model then aided in
classifying points into symbols.

The second aspect of the study was to increase the pixel count by replicating
the single-pixel links. This results in establishing parallel channels with the
camera sensor. However, due to the limited availability of shutters and the
potential development of complex circuitry, we resorted to a 4-pixel setup. Each
stack connects to an individual voltage interface to modulate light symbols.
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Our modulation-demodulation methodology was thus evaluated at a single-pixel
setup to demonstrate its feasibility.

The optimal configuration for an LC-pixel is at a thickness of 2 LCs and can
produce up to 8 distinct colors. Under standard indoor illumination, the setup
obtains 90 bps for a maximum range of 1.6 m. Similarly, the rate increases
linearly to 360 bps for a 2x2 grid at < 2 % BER. The per pixel performs
better than other LC-Camera systems, with a three-fold increase compared to
Sunbox’s [37] results (30 bps) and a six-fold to PIXEL [47] (at 14 bps). Our
scaled system’s throughput lags behind Sunbox (10 kbps), although the latter
performs at the expense of an expensive LC display, and short range (at 10
cm). Other related studies perform at higher pixel speeds (> 120 bps) due to
their use of fast switching modulators and faster sampling speed of photodiodes
[16, 45]. Chromalux has a high single-LC rate (> 1 kbps) since it operates on
narrow high-contrast transient regions instead of settled states.

7.2 Future Work

The implemented LC-Camera system and the proposed communication meth-
odologies have the potential for improvement in the future. To this end, we
outline the following future improvements:

7.2.1 Standalone System

Immediate future work can be in developing a smartphone application that
decodes in real-time. This will save the overhead of storing the video for offline
processing. However, it may require storing incoming packet data within buffers.
Further, a portable transmitter setup with a PCB board can be built that can
be placed on a well-lit vertical surface. A solar cell or a battery can connect to
power the microcontroller board. For this setup, the protocol can be modeled
to include an intiation packet that indicates the start of transmission.

7.2.2 Error Correction

Sunbox sacrificed bit errors to increase transmission speeds beyond the sampling
theorem [37]. However, it recovered those losses with Reed-Solomon error cor-
rection schemes. A similar proposition can help the LCs to modulate at high
symbol rates and potentially recover the misclassified symbols. In addition,
error detection like CRC to discard corrupt packets to save processing time.

7.2.3 Decoding Algorithm

In this case, other complex clustering algorithms can be explored, for instance,
Hierarchical or Density-based clustering. Also, supervised machine-learning al-
gorithms can be examined, but it might require a substantial number of training
samples and necessitate a different protocol format to transmit this type of data
to avoid potential mislabeling.
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7.2.4 Different LCs

A potential improvement with symbol rates is by examining faster responsive
LCs, such as pi-cells [I7]. This would involve investigating birefringence response
across different thicknesses and response times. In this manner, expanding it to
an array of pixels can maximize overall link throughput. However, it can come
with hardware challenges, notably the number of connections the board
can support with the LCs. If the connections are inadequate, a custom driver
circuit may be necessary for data addressing.

7.2.5 High-end Smartphone

Most flagship smartphones offer slow-motion capture at rates exceeding 120
fps. By demodulating at higher frames per symbol, it becomes easier to detect
edges and stable regions of the LC. This can yield sufficient points, thereby
improving the ability to quantize and detect symbols. Moreover, these cameras
can allow for fast-changing shutters as transmitters. It will also offer higher
resolution captures, which would operate at longer ranges. We can experiment
to investigate the impact of smartphone selection on the BER.
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