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Abstract

From the research in the field of mechanobiology, it is evident that cells exert different force magnitudes while
growing based on the biomaterial these are in contact with. The magnitude of the exerted force determines
certain behaviors and mechansims of the cells, such as differentiation. For this reason, it is proposed to develop
a distributed force sensor using a photonic integrated circuit with a PDMS top layer to measure the exerted
forces, which can be used to study the behavior of the cells. Unlike conventional measurement techniques,
this method allows cell exerted distributed forces at uN levels to be detected and monitored over a continuous
time-span of multiple days and weeks. The photonic integrated circuit design consists of a 28 x 28 array of
silicon photonic ring resonators for force sensing with radii of around 2 um and a ring resonator spacing of
8 wm in both the vertical and horizontal directions. On each sensor row, three reference ring resonators are
applied as well to cancel out the spectral noise caused by temperature drifts and laser wavelength repeatabilities.
The reference ring resonators are shielded against cell exerted forces with a commercial hybrid-polymer called
Ormocore, which has a Young’s modulus of around 1 GPa. Using three reference ring resonators resulted in a
theoretical measurement resolution of potentially as small as approximately 0.012 pm. The force sensing and
reference ring resonator have waveguide cross-sections of 450 x 220 nm and 410 x 220 nm respectively. Both
ring resonator types also have an inner slab layer with a thickness of 100 nm to increase the confinement of the
electromagnetic field that is propagating inside the ring resonators. Finally, the force limit-of-detection of the
designed distributed force sensor remains below 1N when the force exertion area does not exceed 100 um?
and assuming a sensitivity of 65.41 nm/RIU for one of the multiplexed ring resonators.
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Chapter 1

Introduction

Anno 2022, a collaboration project between Wouter J. Westerveld (TU Delft, Precision and Microsystems En-
gineering) and Mohammad J. Mirzaali (TU Delft, Biomechanical Engineering) is running to develop a novel
sensing platform for mechanobiological analysis of cells. Part of this research is to develop a new array of
integrated photonic sensors to meassure the mechanical and molecular properties of cells at high spatial resolu-
tions. Photonic integrated circuit (PIC) is a microchip that can manipulate light at microscale by guiding light
through fiber-like structures called waveguides. Part of the light that is guided through the waveguide will leak
out and interact with the medium or material that is surrounding the waveguide. In this case, a polymer layer
is applied on top. More of it will be explained in section 1.2. This way, (distributed) force of cells can be sensed
by detecting refractive index changes of the polymer layer caused by the force of cells. Photonic integrated
circuit is a promising method to sense the cellular forces, as it has been shown that for example highly sensitive
and compact biosensors can be created with it [1].

1.1 Project Motivation

In the field of mechanobiology, it has been shown that different mechanical and physical cues of cells, for ex-
ample elastic stiffness, shear stress, local geometries and surface properties, could indicate certain cell growth,
proliferation and differentiation [2|[3]. The behaviors of these biophysical cues are complex processes, which
makes it still unclear how each individual cue or combined cues affects the cell mechanisms, notably the mechan-
otransductions which modulates the tissue growth and remodelling. Therefore, it is important to accurately
measure the forces exerted by the cells while these are growing over a span of days and weeks in order to analyze
and understand the cell behaviors and mechanisms. The cell force sensing method must satisfy the following
requirements.

Cell exerted force detection limits at the micronewton level.

Real-time force sensing over a span of potentially multiple days and weeks.

Distributed cell exerted force sensing.

e Submersion in solution to allow nutrients to be provided to the cells in order for these to grow.

There are different existing methods for meassuring cellular forces (see Figure 1.1) which are explained in the
next subsections.

1.1.1 Traction Force Microscopy

Traction force microscopty (TFM) can measure cell forces by putting cells on top of a synthetic elastic polymer
layer. This layer can deform as a result of the traction force exerted by the cells. Due to this, the beads that are
placed inside the polymer layer will displace as well. The displacement can be tracked using imaging analysis
and the force required for the displacement to happen can subsequently be deduced. Forces smaller than 1 yuN
are detectable with TFM [4]. However, the drawbacks of TFM is its sensitivity to experimental noise (i.e. low
microscope resolution, image processing uncertainties and non nonhomogeneities in in the polymer layers) [5].



1.1.2 Micropillars

Micropillars measures cell forces by determining the deflection of the pillars due to forces exerted by the cells.
The deflection can be determined by using optical microscopy [6]. When knowning the deflection, the exerted
force can be determined using linear beam theory. Forces smaller than 1 /N are detectable with micropillars
[4]. However, it has also been shown that pillars with small diameters and seperation distances (< 1 um) can
map a more detailed cell force distribution due to better mimicing a continouous adhesion surface with the cell.

1.1.3 Cantilever

Cantilevers of atomic force microscopes (AFM) have been used to measure single cell force [7]. The cantilever
is placed on top of the cell and gets deformed due to forces exerted by the cell. The force detection limit goes
down to pN levels. However, this method only allows a single or few forces to be measured instead of measuring
force distribution over an area.

1.1.4 Comparison of Force Sensing Methods

The comparison of different force sensing methods using the aforementioned requirements is shown in Table 1.1.

Sensing uN force  Continuous sensing over Distributed  Allowing for
method detection multiple days/weeks force sensing submersion
TFM v v v X
Micropillar v X v X
Cantilever v X X X

Table 1.1: Comparison of existing force sensing methods for detecting forces exerted by biological cells

All three sensing methods can detect cell exerted forces at uN levels. However, only the TFM can potentially
allow force sensing in a time-span of multiple days and weeks. Unlike TFM, the cells are fixated on the micropillar
and the cantilever. The cell fixation prevents the cells from growing beyond the pillars and cantilevers that have
already been covered by the cells, making these options only suitable for short-term force sensing. Also, the
cantilever method is the only option that can measure cell exerted force at a single location, making distributed
force sensing with this method impossible. Finally, none of the three options allow to be submerged for providing
nutrients to the cells. The reason for this is that submerging entire imaging devices, microscopes (for TFM and
micropillars) or AFM systems (for the cantilever sensing method) is unsuitable. The liquid solution will also
make image analysis even more difficult.
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Figure 1.1: (a) Traction force microscopy [8], (b) micropillars [8], AFM [7]

1.2 Proposed Sensing Method and Scope

Because of the limitations of the existing cell force sensing methods, it has been proposed to use photonic
integrated circuits to measure the forces exerted by the cells due to the high precision sensing capabilities and
small footprints of integrated photonic devices. The current sensing method or measurement platform proposal



is shown in Figure 1.2.

Soft Nanopattern features
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Figure 1.2: Proposed measurement platform

The proposed measurement platform consists of a biomaterial and an elastic polymer layer put on top of a
photonic integrated circuit. Forces exerted by cells go through the biomaterial and causes the polymer layer
to deform and strain. Due to the photoelastic effect [9], the strain of a material causes its refractive index to
change as well. Subsequently, the change of refractive index of the polymer layer can alter the light signal that
goes through the photonic integrated circuit. Therefore, the alteration of the light signal can be used to detect
cell exerted forces.

With integrated photonics, all the requirements as shown in Table 1.1 can (potentially) be satisfied. Using
an elastic polymer cladding for refractive index sensing, forces of below 1 /N can in theory be detected as shown
in section 7.4. Due to a lack of cell fixations, the cells can grow freely, making force sensing over multiple days
and weeks possible. Using small integrated photonic sensors (as explained in section 3.3), an array of force
sensors can be developed, allowing it to sense distributed forces. Finally, the photonic integrated circuit can be
submerged in liquid while being connected to the outside world (i.e. laser and photodetector) using fiber-optics
(see Figure 2.4). Unlike integrated photonic refractive index sensors, the footprint of optomechanical sensors
(i.e. sensors that utilize both optical as well as mechanical structures such as membranes or cantilevers) are
much larger in order measure small forces [10][11][12][13], making it very hard to develop compact sensor arrays
with it.

This thesis focuses on designing a distributed integrated photonic sensor that can detect static forces. This
includes a mask design of the photonic integrated circuit that can be used to fabricate the sensor using CMOS
process (a fabrication process that has already been utilized for fabricating electronic chips) as well as analytical
and numerical calculations to theoretically describe the sensor performance. These goals will contribute to the
overall research collaboration between Westerveld and Mirzaali by providing a photonic integrated circuit that
is suitable for meassuring (distributed) static forces of cells as well as the knowlegde of designing such sensor (i.e.
what methods are possible to improve the sensor performance and compactness in the case of distributed static
cell force sensing etc.). However, the design of the polymer cladding that exhibits high photoelastic response
for refractive index sensing is outside of the scope of the thesis, although the presence of such material (and its
optical properties) on top of the photonic integrated circuit will be taken into account.

1.3 Requirements

From the start of the cell measuring research collaboration, several requirements are created for the distributed
force sensor.

e Micronewton force limit-of-detection: The forces exerted by biological cells are very small. The
distributed force sensor must have the capabilities to detect forces at micronewton levels.

e Measuring cell mechanics: to enable cell sensing, a polymer layer must be put on top of the distributed
force sensor. The polymer acts as a cladding of which the refractive index can change if cell force is
subjected to it. Since this thesis assignment is carried out at a very early stage of the research collaboration,
the polymer type is unknown.



¢ High spatial sensing resolution: the distributed force sensing elements must be around 5 ym to 10 um
separated from each other.

¢ Simultaneous interrogation of multiple sensing elements: the distributed force sensor will have
many sensing elements, partially caused by the requirement for high spatial sensing resolution. To increase
productivity, the user should be able to detect forces from multiple sensing elements at the same time.

e Fabrication at Cornerstone: Cornerstone is a (photonic chip) foundry in the UK, which is the currently
the main provider of photonic integrated circuits for W-Lab. Due to the fact that the entire measurement
platform (i.e. photonic integrated circuit, polymer cladding and cells) are comsumables, the cost of each
die (i.e. chip on a wafer) becomes more important. In that case, having the photonic integrated circuits
made by Cornerstone is from a financial standpoint a viable choice.



Chapter 2

Background

In this section, the waveguide theory of integrated photonics and the requirements of the distributed force sensor
will be discussed.

2.1 Light Propagation in Integrated Photonic Waveguides

In this section, light propagation in slab waveguides (i.e. a 2D problem) is initially studied and later expanded
upon to analyze rectangular waveguides (i.e. a 3D problem). Slab waveguides are 2D representations of a
waveguide, consisting of three layers: a core layer representing the light guiding structure that is sandwiched
between two outer layers. The thickness of the core layer is finite, while its width is considered to be infinite due
to the two-dimensional representation of a waveguide. Light propagation in slab waveguides can be described
with both geometrical optics and wave optics. Afterwards, the slab waveguide theory based on wave optics will
be expanded to describe the light propagation in a rectangular waveguide, which considers both the width and
the height to be finite. The theory in this section closely follows the work from Westerveld et. al.[14][15] and
Reeds et al. chapter 2 [16].

2.1.1 Slab Waveguides described by Geometrical Optics

Light can travel in a medium (core) with outer media surrounding it that have refractive indices different
compared to the core medium by internally reflecting at the interfaces. The light interaction at this interface
can be described with Snell’s law:

nysin(01) = nasin(6s) (2.1)

where n;,i = 1,2 are the refractive indices of the media of interest and 6;,7 = 1,2 are the angles of incidence and
refraction respectively. When n; is larger than no, then the refraction angle 62 becomes 90° if 6, is large enough.
In that case, #; becomes the critical angle, which is determined by substituting 65 = 90° in Equation 2.1 and
rewriting it to:

n

sin(f,) = — (2.2)

ni
where 0. is the critical angle. When 6; > 0., no light will be transmitted to the second medium, as all the light
gets internally reflected in the medium of incidence. When this happens multiple times as shown in Figure 2.1,
then light can propagate forward in a fiber-optic stucture.

2.1.2 Slab Waveguides described by Wave Optics

Light propagation in integrated photonics waveguides can also be described by propagating electromagnetic
waves in linear and passive materials. Linear materials means that light propagates through a linear isotropic
dielectric material, indicating a material polarization direction that is propertional to the one of the electric field
E and a polarization magnitude that is independent of the electric field direction. Also, photonic integrated
circuits do most of the time not have (light) sources, meaning the utilized materials are passive (they do
not induce electric and magnetic fields). This means that both the current of the electric charge and the
electric charge density can be omitted from the Maxwell’s equations. Furthermore in Westerveld et. al., the

10
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Figure 2.1: (a) Total internal reflection in a waveguide (b) wavevectors in y,z-direction [16]

permeability 1 and optical properties (e.g. angular frequency w and wavelenth \) is taken in vaccuum and the
light is considered monochromatic.

An electromagnetic wave contains both the electric field £/ and the magnetic field H. Both fields are plane
harmonic waves and can be expressed with the complex exponential function.

E = Eoei(kziwt) _ Eoei9 (23)

H = Hoei(kzzl:wt) — H06i9 (24)

where Ey and Hy are the amplitude of the electric and magnetic field respecively and € is the phase of the
wave. kz, where k = 27w /\ (with A\ being the free-space wavelength) is the free-space wavenumber and z is
the respective propagation direction, represents the spatial phase. wt is the phase varying over time ¢, where
w = 2nf is the angular frequency of the wave. Finally, the exponetial term of Equation 2.3 and Equation 2.4
represents the oscillatory part, since e = cos(0) + isin().

The wavevectors defined in Equation 2.3 and Equation 2.4 can subsequently be applied to the geometrical
optics model of light propagation in a slab waveguide, as explained in section 2.1. The reason for this is to add
"phase" in the rays of the geometrical optics model. As a result, the zig-zag path of the light can be divided
into a horizontal propagation and a vertical reciprocal propagations. The propagation constants or wavevector
of each of these three propagation directions are:

k= k()nl (25)
ky = konicos(61) (2.6)
kz = konlsin(ﬂl) (27)

where kg is the wavenumber in vaccuum space. These wavevectors are also illustrated in Figure 2.1. Propagation
constant k, is often written as 3, which will also be denoted as in this report from now on. Since the propagation
in the y-direction is reciprocal, it is considered a standing wave, completing a round trip after each zig-zag
propagation. If the height of the waveguide is equal denoted as h, then the phase shift in the y-direction can
be defined in the following way:

0, = 2k, h = 2konihcos(61) (2.8)

In order for light to propagate along a waveguide, the total phase shift of the light propagation must be a
multiple (m) of 27 to ensure constructive interference after a single round-trip.

11



0, — 0, — 0, = 2rm (2.9)

where 6, and 6; is the phase delay due to the reflection in the upper and lower interface of the slab waveguide
respectively.

From the wavevectors, propagation constant in the z-direction 5 describes the propagation rate of light
along the waveguide length direction. Due to the fact that part of the light leaks out of the waveguide during
propagation (which will be explained in more detail later in this section), the light bundle will travel through
media with multiple different refractive indices simultaneously The multiple different refractive indices can also
be denoted as a single effective refractive index n., which is only applicable to light propagation along the
waveguide length direction (in this case it is the z-direction). The effective index can be determined with the
following equation:

g
.= — 2.10
ne =1 (2.10)
The effective group index ny can be approximated as the first-order dispersion in the effective index.
ap on,
= — — 2.11
n9<>\0) ak ’I’Le()\) A aA ( )

where wavelength dependence as a linear function has been applied to n. and a center wavelength dependence
(Ac) as a linear function to n,. The center wavelength is the wavelength around which the function is lin-
earized. On./OA can be determined by taking a center wavelength dependence of the effective index (ne(\;))
and subsequently rewriting Equation 2.11 with n.(A.) and A = A. substituted in it. For photonic integrated
circuits, the telecom wavelength (1550 nm) is usually taken as the center wavelength. After determining dn./0A
and considering k = 27 /), the phase delay with an arbitrary wavelength dependence can be expressed in the
following equation:

Ac A

When considering that light propagates through multiple refractive indices simultaneously due to evanescent
fields, the wavenumber & from plane harmonic wave equations Equation 2.3 and Equation 2.4 is replaced by the
propagation constant in the z-direction (), resulting in the following equations.

BN = ne(\k = 27 (”E(AC) —nge) ”-"(AC)) (2.12)

E = Eye!«t=52) (2.13)
H = Hye'“wt=52) (2.14)
where the sign notation wt — 5z that is different from Equation 2.3 and Equation 2.4 is taken from Westerveld

et. al. [14].

Slab waveguides being planar means that it has an infinite width w in the x-direction and therefore the
change of electric and magnetic field is equal to zero in that direction (9/0x = 0). Substituting this condition in
the Maxwell’s equations result in equations of which the electric and magnetic field terms are divided between
E., Hy, H, and H,, Fy, E,. The solution of the Maxwell’s equations with the first combination of field terms
result in mode fields of a TE mode, while the solution of the latter combination result in mode fields of a TM
mode. In a slab waveguide, TE mode means the electric field is only in the x-direction, while for TM mode the
magnetic field is only in the x-direction.

Any mode field can be determined by solving the Helmholtz equation, which is an eigenvalue problem derived
from the Maxwell’s equations. In the case of a slab waveguide with TE mode, invariance in the x-direction and
an effective propagation in the z-direction, the Helmholtz equation can be written as the following:

0*U
Erie (8% — wPpoeo) U
= (82— B2 U (2.15)
2
= —k,U
where U can be either E,, Hy, H, for TE modes. The following equations are also applied.
2

12



1
2 Ho€o (2.17)

k and n; are the wavenumber in the resulting propagation direction of light and the refractive indices of the
slab waveguide layers (e.g. core or cladding depending on the layer that is being studied) respectively. \g is the
wavelength of the plane harmonic wave in vacuum. k, is the wavenumber in the y-direction, which according

to Equation 2.15 is defined as:
ky = \/k*n? — 32 (2.18)

The sign of k, can change depending on the slab waveguide layer. In the case of the core layer, k?n2 .. >
B > k2nflad. Since in this case 1n; = nNcore, ky is positive, resulting in the Helmholtz equation as shown in
Equation 2.15. On the other hand, when 32 < k?n?,, and thus n; = ncqq, ky, will be negative instead. This

cla
results in the following Helmholtz equation for solving the TE mode outside the core layer.

02U
a7 = kU (2.19)

Solving the Helmholtz second order differential equations result in the following TE and TM mode field.

Eypexp [~vyup(y —0/2)]  y > —b/2
E.(y) = { Ecorecos(kyy) b/2>y>—b/2 (2.20)
Elowexp h/y,low (Z/ + b/2)] y < _b/2

Hupexp [=vyup(y — b/2)]  y > —b/2
H,(y) = § Heoresin(kyx) b/2>x>-b/2 (2.21)
Hlowexp h’y,low(y + b/2)] Yy < _b/2
where all the modal amplitudes are chosen that satisfies the boundary conditions at the interfaces (i.e. the field

magnitude of both the core layer and the evanescent field are equal to each other). Also the following equations
have been used for ~;:

Vi = \/62 - an? = \/kz(ngore - n?) - k12/’ (222)

where j denotes the outer layers of a slab waveguide. Equation 2.20 can be also used to determine the magnetic
field modes of TE and Equation 2.21 for the electric field modes of TM. Westerveld et. al. [14] have shown
that Equation 2.20 and Equation 2.21 can be used to calculate the only unknown k,, which in turn can be
substituted back into the same equations in order to plot the modal fields of a slab waveguide.

2.1.3 Rectangular Waveguides

Light propagation in rectangular waveguides can be analytically approximated by placing both a dominant
electric and magnetic field of a slab waveguide orthogonal to each other in a 2D refractive index profile n(x,y),
as shown in Figure 2.2. It can be seen from Figure 2.2 that there are five regions of interest. A core region
(1) and the surroundings (2-5). The corner regions are neglected, since the light intensities are low there. Due
to the fact that both the width and the height of the waveguide are finite, light can propagate in all three
directions now. This means that electric and magnetic fields in all directions are present, no matter the mode.
That is why the modes in rectangular waveguide are sometimes called "TE-like" and "TM-like". The electric
field of the TE-like modes are mostly normal to the side-walls, while the electric fields of the TM-modes are
for the most part located at the top and bottom surface of the waveguide. For this reason, the propagation
constant 3 can be determined with the following equation:

B=/nik? —kZ k2 (2.23)

where k, can be determined from the slab waveguide theory as explained in subsection 2.1.2. k is similar to k,,
but for TM mode instead. The propagation constant § can then be used to determine the effective refractive
index of the rectangular waveguide with Equation 2.10.

Similar to Westerveld et. al. [15], a coordinate system is taken such that E, is the biggest electric field and
H, is the dominant magnetic field. In Figure 2.3, the equations modal field shapes of the rectangular waveguide

13
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Figure 2.2: Left: fundamental TM-like mode with region 2 being the BOX layer, right: fundamental TE-like
mode with region 4 being the BOX layer. This is due to the orientation of the electric field E,. [15]
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Figure 2.3: (a) Mode shape equations of a rectangular waveguide (b) Modal amplitudes A;, i = 1,2,...10 [14]

is shown. All transverse fields (E,, E,, H,, H,) can be expressed in terms of fields parallel to the propagation
direciton (E,, H,).

It can also be seen from Figure 2.3 that there are ten field amplitudes (A;,7 = 1,2,...10) in the mode field
equations. This is an ansatz that is made to satisfy the Maxwell’s equations in all five regions, with some

14



errors present at the interfaces of these regions. The field amplitudes should be chosen in order to ensure
accurate continuity of electromagnetic fields tangential to these interfaces. If that is the case, then the normal
electromagnetic fields will obey the Maxwell’s equations. There are different approximate methods to calculate
these modal amplitudes. A famous example is the Marcatili’s method [17], where H, is set to zero in order to
satisfy the boundary condition at interface 1-2 and 1-3 at the cost of the continuity at interface 1-4 and 1-5.
Instead of H, = 0, E, can be set to zero instead [17][18], but continuity quality of all interfaces swap. Westerveld
et. al. [15] have developed a method that optimizes and minimizes all the amplitude field mismatches (that
result in interface continuitiy errors) by analyzing the average energy densities of the discontinuities. This
method, which is called Amplitude Optimization, gives full field profiles that are more accurate than Marcitili’s
approach (which is also not limited to low-index-contrast waveguides) and will therefore be used in this thesis
for fast explorative modeling of the distributed force sensor. The Amplitude Optimization method can be
performed with an open-source Matlab code [19].

2.2 Interrogation

The method of providing light sources for the photonic integrated circuit and determining changes in external
factors (e.g. force or temperature) is often referred as interrogation, as shown in Figure 2.4. Typically a (wave-
length) tunable laser, a broadband laser or a monochromatic laser are used as light sources for interrogations,
depending on the application. Light from these light sources are coupled onto the chip via e.g. fiber-optics or in
free space. Out-of-plane grating couplers is one way to couple light. These have limited supported bandwidth of
e.g. 30nm [14]. Afterwards on the chip, light is used to detect cell forces. For the distributed cell force sensor,
the detection of static force changes is done by sensing the refractive index changes of the cladding material (a
polymer in this case) caused by static force changes. Cladding refractive index can be sensed due to the fact
that part of the light in the waveguide leaks out and is essentially also propagating through the cladding, as
explained in subsection 2.1.2. The alteration of the light signal as a result of changes in static external factors
is usually in the form of a shift in resonance peaks for resonator devices or a phase shift for interferometers.
Altered light signals due to static force changes is then coupled away from the chip using an out-of-plane grating
coupler as well and sent to a photoreceiver. Finally, an oscilloscope can be used to read the light signal changes
(due to force exertion of the biological cells).

° - Fiber optics
J J \W \W}
Light source Oscilloscope

[ ==\ Photoreceiver

Photonic integrated

circuit

Figure 2.4: Schematic interrogation setup
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Chapter 3

Design Concept Selection

In this section, different aspects of integrated photonics are analyzed to check the suitability for distributed
biological cell force sensing. It starts with the study of possible material platforms. Then different waveguide
geometries are considered. Afterwards, several integrated photonic sensing devices are analyzed. Finally, mul-
tiple approaches to compensate temperature drift as well as integrated photonic sensor array configurations are
studied as well.

3.1 Material Platforms

Different materials can be utilized to develop photonic integrated circuits. The design criteria that are important
for material platforms are the possibility of designing small-sized integrated photonic devices, the possibility of
designing a sensor array that can cover the 80 x 80 um biological cell and low-cost PIC fabrication. Designing
small-sized devices is possible if the minimum waveguide bends using a certain material platform is also small
(i.e. R < 3um). The cost of fabricating PIC’s can be brought down by using material platforms that are CMOS-
compatible, since CMOS fabrication processes are already being widely used for the semiconductor industry. As
an example, Cornerstone can provide DUV projection lithography service for 200 nm SOI-wafer costing around
2300 euros per wafer. Finally, when the light propagation loss in a certain material platform is high, the size
of the integrated photonic device and therefore the entire sensor array fabricated from that material will be
limited in size, making it difficult to cover the entire biological cell.

3.1.1 Silicon Photonics

Silicon is the most common material platform for developing photonic integrated circuits. The most important
aspect of silicon photonics is the availability of high-end fabrication. The existing CMOS-compatible processes
for the semiconductor industry (i.e. fabrication processes and tools) can be also used to fabricate silicon
photonic chips. A silicon-on-insulator (SOI) wafer is used to fabricate silicon photonic devices, which consists
of three different layers: a bottom silicon substrate layer, a buried Si0s (BOX) layer in between and a silicon
layer on top of the SiO> layer. The latter layer gets etched in order to manufacture waveguides and other
integrated photonic devices. The high refractive index of silicon ng; = 3.46 allows for very high confinement of
light due to the high refractive index contrast with the cladding, which makes small waveguide bending radii
(<= 3 um) possible [14][20]. Similar to silicon-on-insulator, silicon nitride SigzNy4 is another material platform
that is CMOS compatible. Notable aspects of Si3Ny4 include wide operable wavelength range (400 — 2350 nm)
and low propagation losses due to its transparency [21]. However, it is shown that the minimum bending radius
for silicon nitride waveguides is from 50 pm to milimeter scales [22][23], which is unideal for densely integration
of small force sensors.

3.1.2 Non-Silicon Platform

Both III-V materials and metals are other options used to develop integrated photonic sensors. Indium phosphide
(InP) is a common platform among III-V materials. The bending radii of InP waveguides can be as small as
10 gm [24]. Unlike silicon, InP is not CMOS-compatible. As for metals, light can be confined and guided along
metal-dielectric interfaces. These types of waveguides are also known as plasmonic waveguides. In this way,
very small waveguide bends can be made [25][26]. However, it has been shown that waveguide losses are high
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[27]. Different metals can be used to fabricate plasmonic devices. However, CMOS-compatibility depends on
the metal type [28].

3.1.3 Comparison of Material Platforms

The overview of possible footprint and costs of different material platforms are shown in Table 3.1.

Material Platform  Possible Footprint in CMOS-compatibiility ~ Additional notes
Bending Radius

Silicon <=3um Compatible -

Silicon Nitride =50 um Compatible -

Indium Phosphide = 10um Incompatible -

Metals <1lpm Depends on the metal High propagation losses

Table 3.1: Comparison of material platforms

It can be seen that silicon material platofrm shows both small possible waveguide bends and CMOS-compatibility.
The former makes designing small integrated photonic devices possible, while the latter is more economical due
to the CMOS-compatibility. Due to a large minimum bending radius, the footprint of devices from silicon nitride
are also very large. Unlike silicon, indium phosphide devices are more expensive to fabricate since this material
is not CMOS-compatible. Finally, plasmonic devices may look promising at first due to the possible small
footprint (due to small possible waveguide bends) and CMOS compatibility. However, the high propagation
losses makes it impossible to design a large sized distributed force sensor. In conclusion, silicon-on-insulator
is the most ideal platform for this project. Therefore, this material platform with be considered in the next
sections.

3.2 Waveguide Geometries

The shape of a waveguide can have an effect on optical properties e.g. light confinement, propagation losses
and mode intensity distributions. In this section, strip, rib, sub-wavelength and photonic crystal waveguides
are discussed.

3.2.1 Strip Waveguides

Strip waveguides are the most general type of waveguides. These are rectangular shaped and its optical prop-
erties can be accurately described by the rectangular waveguide theory, as explained in subsection 2.1.3. In
practice due to the etching process, the side-walls of the waveguide can be slanted, creating a trapezoidal-shaped
waveguide instead. However, it has been shown that its effective (group) index can be approximated with a
rectangular waveguide having width that is the average of the trapezoidal waveguide [14]. It should be noted
that the slanted side-walls can cause a mode conversion, which is a source of propagation loss [29]. Other losses
for strip waveguides are scattering due to side-wall roughness [30], radiation due to bending [14] and absorp-
tion of materials (depending on the propagation wavelength) [31]. Also from the analysis using Rect WG, strip
waveguides with lower width and height result in higher sensitivities (which is a sensor performance criteria
and will be explained in more detail in subsection 3.3.1) due to the lower light confinement that causes larger
evanescent fields. Strip waveguide dimensions of around 4502220 nm are very common, but the height is usually
decreased to 150 nm or even 90 nm for increased light interaction with the cladding [32].

3.2.2 Rib Waveguides

Rib waveguides are low thickness strip waveguides (also called the ridge part) stacked on top of a slab layer
made from the same material. To fabricate this structure from SOI, a silicon layer must be partially etched in
order for the slab layer to remain. As explained in subsection 3.2.1, this etch process causes side-wall roughness,
which can cause propagation losses. Due to the absence of side-wall roughness in the slab layers, the mode fields
only experience the side-walls/interface at the ridge part, reducing the scattering loss. Rib waveguides with
very low propagation losses of below 0.5 dB/cm at a wavelength of 1550 nm have been shown [33][34]. The slab
part of the rib waveguide results in low light confinement [31]. Since the slab waveguide is made from the same
material as the ridge part, the effective index contrast between the side cladding and the ridge waveguide will
be very small. At rib waveguide bends, the mode that is propagating in the ridge part will for this reason leak
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into the slab part, with more leaks for smaller bending radii. This means large radii is required to minimize
bending losses [34]. From research carried out by Westerveld Lab, a rib waveguide with a slab height of 100 nm,
a rib height of 220 nm and a rib width of 450 nm has a propagation loss of 1dB/cm for a bending radius of
10 pm (W.J. Westerveld, personal communication, December 5, 2022). A trend of further exponential increase
in propagation losses below a bending radius of 10 yum was shown.

3.2.3 Sub-Wavelength Waveguides

In this report, the term sub-wavelength waveguides refers to both slot waveguides and sub-wavelength gratings,
since both waveguides have gap sizes that are smaller than the propagating wavelengths. Slot waveguides consists
of two small strip waveguides placed closely together with a small gap in between. This gap is much smaller
than the decay length of the evanescent field, allowing light to propagate between these two strip waveguides.
On th other hand, sub-wavelength gratings are strip waveguides that contain small periodic gaps along the
length direction. The gap length is smaller than the wavelength, causing light to keep propagating along the
sub-wavelength grating. What both waveguides have in common is that high intensities are present in these
gaps, which are reachable for analytes. This allows for increased in sensitivity compared to strip waveguides
[35][36][37]. However due to the small dimensions, it is very challenging to fill these gap with non-fluids, such
as the polymer cladding for force sensing as explained in section 1.2.

3.2.4 Photonic Crystals Waveguides

Photonic crystal (PhC) are nanostructures that contains periodically changes in refractive indices, creating a
region where light is unable to propagate through. This is also known as (photonic) bandgap. PhC’s can be
divided 1D-, 2D- and 3D-PhC’s [38]. One-dimensional photonic crystals are also known as Bragg gratings [39],
which contain periodically placed low refractive index gaps along the sidewalls of the waveguide. This type of
waveguide can be used to create integrated photonic sensors, which will be discussed in subsection 3.3.4. Two-
dimensional photonic crystal structures consists of an array of holes (cavities) in the material platform, which
reprents the photonic bandgap. Light can only propagate at places where no cavities are presents. Missing
cavities or changes of cavity radii in the photonic bandgap are called defects (i.e. the disruption of periodic
refractive index changes). Three-dimensional photonic crystals will not be discussed, since photonic integrated
circuits are most of the time two-dimensional. However, photonic crystals (notably 2-dimensional variants) are
sensitive to fabrication errors [40]. This can be a problem for an array of resonator sensors, where multiple
resonance peaks can overlap as a result. However, the bandgap can strongly confine light [41].

3.2.5 Comparison of Waveguide Geometries

The comparison of the rib, slot and photonic crystal waveguide to the strip waveguide is shown in Table 3.2.

Waveguide geometry

compared to strip Profs) Con(s)

Rib Less affected by side-wall roughness Small bending radii show high radiation
scattering losses into the slab

Subwavelength High sensitivities Not applicable to polymer cladding

Photonic crystals Strong light confinement Prone to fabrication errors

Table 3.2: Comparison of material platforms

Due to the slab layer which decreases the sidewall area, rib waveguides show lower scattering losses compared
to strip waveguides. However, the slab layers also result in higher radiation loss in the bends compared to strip
waveguides. This makes it impossible to design integrated photonic devices with rib waveguides that is small
enough to satisfy the sensor size requirement defined in section 1.3. This makes rib waveguides an unideal
design choice compared to strip waveuigdes.

Slot waveguides and subwavelength gratings are not suitable for this project either, due to the challenge of
putting polymer material between the very small gaps. Despite having higher sensitivities compared to strip
waveguides due to more light interaction with the cladding in these gaps, the fabrication challenges makes these
two waveguide types less appealing compared to strip waveguides.

Similar to slot waveguides and subwavelength gratings, the fabrication error sensitivity of photonic crystals
has a higher chance of resulting in low yields (i.e. percentage of all fabricated chips on a wafer that work as
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desired) compared to strip waveguides, which increases the fabrication costs per chip. As defined in section 1.3,

low-cost photonic integrated circuit fabrication is required to treat the measurement platforms as consumables.
As a conclusion, photonic devices from strip waveguides can be very small and are not as sensitive to

fabrication errors compared to photonic crystals, making it the most optimal choice for this project.

3.3 Integrated Photonic Sensing Devices

Biological cell forces can be sensed by detecting changes in light signals due to refractive index differences of the
polymer cladding. This will also result in a different effective refractive index n.. Various integrated photonic
devices can be used to use this phenomenon to sense external effects such as biological cell forces. All integrated
photonic devicesdescribed in this section make use of n. change to detect changes in the light signal.

3.3.1 Ring Resonators

Ring resonators are ring-shaped photonic devices (see Figure 3.1a) which can be used to divert light intensities
at resonance wavelenghts from an input waveguide that passes along the ring resonator. A normalized intensity
spectrum that is coupled to this input waveguide will then experience intensity drops at certain wavelengths,
which resemble inverted resonance peaks (see Figure 3.1b).
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Figure 3.1: (a) Ring resonator [42]. (b) Resonance dip [14]

These certain wavelengths are called the resonance wavelengths (), which can be determined from the reso-
nance condition equation:

MAm = ne(Am, X)L (3.1)

where m is an integer number that describes the resonance number associated with the ring resonator. L is the
total coupling length of the ring resonator and the term x in n. is a physical parameter (e.g. temperature or
refractive index of the cladding). In this case, certain wavelengths fit m amount of times in the ring resonator,
causing constructive interference and therefore can keep propagating in the ring resonator [43]. For a refractive
index sensor, only n. is affected by x (not the coupling length L, since no mechanics are involved that can
change the coupling length of the ring resonator). From Equation 3.1, it can be seen that a change in x will also
change n. and therefore cause a resonance wavelength shift. Refractive index sensors work with this principle
to detect any physical parameter.

When neglecting x, the effective index n.();,) is only expressed in terms of resonance wavelength\,,. Equa-
tion 3.1 can then be rewritten to determine a specific resonance wavelength:

ng(Ac)L
_ ne(Ac)—ng(Ae) L

c

A = (3.2)

where n.(A;,) is determined by rewriting Equation 2.11 with A = A, and subsequently substituted in Equa-
tion 3.1 to get Equation 3.2.
Going back to the physical parameter y, an equation that represents a linear shift of the resonance wavelength

caused by a change of x (which will be referred as sensitivity from now on) can be derived from Equation 3.1
[14].
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where ng = ne(Ae) — AeOne/OX. When x = ngqq, then O, /Oncqaq represents the refractive index sensing
sensitivity, that describes the wavelength shift per refractive index unit (RIU) of the cladding. With this,
the limit-of-detection (LOD) can be calculated, which is a measure to determine a sensor’s performance. In
section 4.1, the LOD is explained in more detail. However when Y is temperature T, then d)\,,/0T represents
the temperature sensitivity or the temperature induced wavelength shift. This is caused by the thermo-optic
coefficient property of a medium, which negatively affects sensors that is supposed to sense anything but the
temperature. As an example, a small temperature drift can mimic refractive index changes of the cladding due
to external forces (in the case of a force sensor that uses bulk refractive index sensing method), giving a false
force detection. In section 3.4, different methods to combat this phenomena are discussed.

Light coupling and transmission processes are based on the coupled mode theory [14]. The principles of
coupling and transmission in a racetrack-shaped ring resonator with and without a drop port (often referred as
all-pass and add-drop configuration respectively [30]) are shown in Figure 3.2.
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Figure 3.2: (a) An all-pass racetrack with couplings, transmissions and modal field amplitudes indicated. (b)
Sketch of an all-pass racetrack resonator. (c¢) An add-drop racetrack resonator [14]

a1, ag, by and by are the amplitudes of the travelling modes in the waveguides. Taking a square of these
amplitudes gives intensities |a1|?, |az|?, |b1|?, |b2|>. 7 and s are the transmission and coupling coefficients
respectively, with |7]2 4 |x%| = 1 indicating a lossless coupler without any reflections. The drop port extracts
light that is propagating in the ring resonator. This leaves a high extinction ratio’s (a ratio between the highest
and lowest point of a resonance peak) in output |b; |2, since less light is coupled back to the input waveguide. The
intensity spectrum at output b; of an all-pass ring resonator can be analytically determined with the following
equation [44].

a? + |7|2 — 2al7|cos(0)
bi? = 2 3.4
b1l 1+ o?|7]? —2a|7'\cos(t9)‘a1‘ (3-4)

where « is the light propagation loss (with o = 1 indicating no loss) and 6 is the phase delay. If « is equal to
7 (the roundtrip losses of a ring resonator equals the amount of optical coupled power), then critical coupling
is achieved. This results in a very sharp resonance peak and a high measurement resolution as shown in
subsection 4.2.4. When both waveguides of the coupler are identical in size, then 6 can be determined with the
following equation.

0=—BL (3.5)

where L is the coupling length of the ring resonator and g is the propagation constant, which can be calculated
with Equation 2.12. In the case of a ring resonator with a drop port, the intensity at output |b;|? and the drop
port |ag|? can be determined with the following equations are applicable [44].

(a® + 1 —2alr|cos(0))|7]?

by =
1] 1+ a?|7]* — 2a|7|2cos(0)

jas]? (3.6)
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The sensitivity of a SOI strip waveguide ring resonator is calculated to be around 40 — 80 nm/RIU using
RectW G, depending on the waveguide dimensions and the cladding index. A 5002220 nm strip waveguide
submerged in water (n = 1.333) with a propagating TE mode gives a sensitivity of 45.3nm/RIU. This is
somewhat close to the experimental result of Fard et al. of 38.2nm/RIU [32]. However, De Vos et al. [45]
have shown a similar ring resonator having a sensitivity of 70mm/RIU and a LOD of 10~° RIU. But even
higher performances are reachable, as Igbal et al. [46] have shown identical ring resonators with a sensitivity of
163nm/RIU and a LOD of 7.6 - 10~7 RIU for TE mode. Therefore, it can be observed that the sensitivity can
be different in practice compared to the theory.

The sensitivity can also be increased by choosing a TM propagation mode instead of TE. Due to TM
mode’s more leaky nature compared to TE modes, ring resonators with TM modes show higher sensitivies but
experience higher radiation losses [47]. Another way to cause light to leak out of the waveguide more to increase
the sensitivity is to lower the waveguide height [32], as explained in subsection 3.2.1. Furthermore, two rings
can be cascaded (with the first ring being the reference and the second being the sensor) in order to obtain the
Vernier effect, which can drastically increase the sensitivity [48]. However, the minimum detectable wavelength
shift also increases, resulting in an identical LOD. The downside of Vernier effect is the larger required device
footprint and the very small free spectral range (FSR, which is the distance between two resonance wavelengths
from the same integrated photonic resonator), making interrogation of multiple sensors simultaneously difficult.

Xu et al. [49] have demonstrated ring resonators with long path lengths folded into a small area. The longer
path lengths relaxes the resonance condition, making it easier to achieve critical coupling and high Q-factors
(sharp resonance peaks). In other words, the decrease of Q-factor is less affected by coupling variations). On the
contrary, longer path lengths also reduce the FSR. Decreasing it too much limits the amount of ring resonators
that can be multiplexed. Many resonance peaks will quickly overlap each other, making it difficult to interrogate
refractive index changes.

Finally, ring resonators can be very small to satisfy the requirement of 5 to 10 um sensor seperation as
mentioned in section 1.3 [20]. Such small sensors show higher radiation losses due to low bending radii besides
the scattering loss from side-wall roughness. This can explain why Q-factors of around 10*. Ring resonators
with larger radii show Q-factors that are larger than 10* [32][46].

3.3.2 Mach-Zehnder Interferometers

In a Mach-Zehnder interferometer (MZI) on a photonic integrated circuit, a monochromatic light that propagates
in a waveguide get split in two and recombined afterwards, causing interference. Due to an optical path
difference, phase difference will be introduced. Based on the magnitude of the phase difference, light gets either
constructively or destructively interfered, or somewhere in between. For a refractive index sensor based on a
MZI, both the path length difference and the difference in the propagation constant result in a phase difference
[43]. The reason for this is that a sensing arm is cladded with the analyte, while the reference arm is shielded
from it. This results in a different effective (group) refractive indices (An.(A;) and Angy(A)c)) and therefore
also a difference in the propagation constant (AfS).

6 = ABAL
= (2/3867156 - ﬁref)AL (38)
= TﬂAne(A)AL

where AL = Lgense — Lyey, k and A is the wavenumber and wavelength of the monochromatic light input
respectively. It can be seen from Equation 3.8 that the phase sensitivity 0¢/0n. scales with AL. This makes
very high sensitivities possible if the path length difference is large, but it also increases the footprint.

In a MZI, light can get split by a Y-splitter, a multi-mode interference coupler or a directional coupler [14]
(which uses coupled mode theory, similar to ring resonators). In this report, the analytical calculations of a
MZI with directional couplers are discussed with parameters as shown in Figure 3.3. Similar to the coupled
mode theory used for ring resonators, variables a;, b;, ¢; and d; where i = 1,2 are amplitudes of the propagating
light at different points of the MZI. a; and d; being the input and output amplitudes respectively. Knowing
only the input amplitudes a; # 0 and as = 0, transmission 7 and coupling coefficient k, propagation losses of
both arms a; and ay as well as the phase difference ¢; — ¢, the output intensities |d;|? can be calculated with
the following equations.
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\d2|2 = |T|2|/€|2 (oz% + oz% + 201008 (1 — qbg)) |a1|2 (3.10)

Plotting the output intensities at different optical path lengths differences (i.e. over different effective indices
or path length differences), a sinusoidal wave can be seen, indicating constructive and destructive interferences
at certain optical path length difference. This means that the interrogation method of a MZI refractive index
sensor is to determine the change intensity caused by the difference in refractive index of the cladding in the
sensing arm with a single-frequency light input.

Different MZI refractive index sensors are shown to have phase sensitivities from around 600 rad/RIU to all
the way to 4710 rad/RIU, depending on the sensing arm length and the modes, with TM being more sensitive
than TE [50][51][52]. This results in detection limits of 1075 RIU to 10~7 RIU for sensing arm lengths from
600 um to 10mm. It has been shown in subsection 3.3.1 that these performances can also be reached by ring
resonators for a fraction of MZI’s footprint. The footprint of a MZI can be made somewhat compact by folding
the path lengths [51][53], but ring resonators will always be superior in this regard. MZI’s can be cascaded with
a ring resonator to obtain a Vernier effect as well [53]. This increases the sensitivity but requires larger footprint
and a large part of light spectrum gets occupied by resonance peaks of a single Vernier sensing element, similar
to the ring resonator’s case. Finally, it is shown that MZI’s can show low fabrication error sensitivity [54].

3.3.3 Disk Resonator

Disk resonators are circular shaped with light travelling along a path length that is equal to the perimeter
of the disk. Equations (the ones discussed in subsection 3.3.1) are used to determine the characteristics of a
disk resonator [55]. Unlike ring resonators, disk resonators only have a single side-wall. This means there is
less side-wall interaction with light, reducing scattering losses. As a result, the disk resonators can show high
Q-factor resonance curves (Q = 33000 to 10°) [56][57] or be very small in size (R <= 3 um) [56][58][59]. If the
disk radius is small, the optical path length will also be small, resulting in high FSR. All these characteristics
make multiplexing disk resonators possible [56][60] [61]. It should be noted that very small disk resonator is
only suitable for TE modes, since the bending losses for TM will be very high [56]. The sensitivities of disk
resonators vary from different research. In general, higher sensitivies are caused by TM modes, utilizing smaller
disk radii or to use suspended disks to allow additional analyte interaction below the resonator [59]. It is also
shown that the sensitivities can be quite low (around 30 nm/RIU) [56][62]. A probable reason for this is the
strong light confinement resulted from the combination of TE mode and the single side-wall of a disk resonator.
The limits-of-detection for a disk resonators is around 1073 RIU to 10~° RIU [56]. Another downside to disk
resonators is the possibility of multi-mode propagation [58][59]. Single-mode propagation is desired, especially
for sensor arrays, to prevent excess amount of resonances in the spectrum. It has been shown that higher-order
modes have higher losses, therefore suppressing these resonance peaks to a certain extend [59]. A compromise
is to use a hybrid ring-disk resonator, which is a ring resonator that uses a high-width strip waveguide. The
amount of propagating modes can be minimized while exploiting the lower side-wall scattering found in disk
resonators [63].

3.3.4 Phase-Shifted Bragg Gratings

As for Phase-shifted Bragg gratings, based on the phase of these periodic refractive index changes (which
depends on both the length and refractive indices), specific wavelengths of a light spectrum can be reflected
back and therefore create a resonance peak or dip. A notable advantage of Bragg gratings over ring resonator
is the lack of bends, which decreases propagation losses [61]. The footprint is very small in the width direction
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as well. However, smaller grating lengths lead to lower Q-factor (Bragg gratings become a broadband filter
instead)[64][65], which results in lower minimum detectable wavelength shift, as explained in section 3.5. Having
a longer grating length means the sensing element is not compact in the length direction, which is undesirable for
distributed sensing. On the other, longer grating lengths are also more susceptible to fabrication errors [66]. A
Bragg grating biosensor has been shown that has a sensitivity of 90nm/RIU, a Q ~ 10* and a limit-of-detection
of approximately 5-1075 RIU [64], which is roughly in the same order of magnitude for smaller ring resonators.

3.3.5 Photonic Crystal (Cavity) Resonators

There are two different types of 2D photonic crystal defect types: a line defect and a point defect [41]. With
line defects, entire rows of cavities are removed or its radii have changed. This allows light to propagate
similar to a waveguide. Light is confined in-plane by photonic bandgaps and cofined out-of-plane by internal
reflection. When cavity holes are removed, the line defect becomes a regular waveguide. However, refractive
index sensors can be created with points defects acting as an optical resonator [67]. Point defects are local
removal, size changes or shift of cavities. At these point defects, light will reflect back and forth. This means
only resonant wavelengths (at which light will constructively interfere with each other) can keep propagating
in the point defect wavelengths [68] while light with the remaining wavelengths can propagate through the
defect to the photoreceiver. As a result, resonance dips as shown in Figure 3.1b will be measured. These
resonance wavelengths can shift if for example the cladding refractive index changes (that causes the optical
path length in the defect to change). This method can be combined with PhC line defect waveguide to create
multiple compact add/drop filters along a waveguide [67][69]. It has been shown that these types of refractive
index sensors with 2D photonic crystals can obtain good sensing performance (sensitivity >= 200nm/RIU
and/or @ > 50000 possible) [41][69][70]. However, photonic crystal resonators have very short cavity lengths
(e.g. L = 95nm [71]), meaning that the smallest fabrication error can result in a large percentage cavity
length change and therefore a large shift in resonance wavelength (W.J. Westerveld, personal communication,
Januari 23, 2023). This problem is more apparent when considering an entire array of sensors. Ring resonators
have larger cavity lengths (e.g. for R = 1.5um, L = 9425nm), which reduces the sensitivity to dimension
nonuniformities compared to photonic crystal cavity resonators.

3.3.6 Comparison of Integrated Photonic Sensing Devices

The properties of different integrated photonic sensing devices are shown in Table 3.3.

Robustness to

Device Sensitivity Q-factor Footprint Fabrication Errors
Ring 40 ... 160* >=1-10" R>=15pum Robust

Disk 30* 3-10%...1-105 R>=15um Robust

MZI 600...4710%* N/A Loense = 600 um e g b o

10mm

Phase-Shifted % 4 D

Brage Gratings 90 1-10 L >10pum Sensitive

PhC Cavity >=200* > 50000 L =95nm Sensitive

Table 3.3: Qualtitative comparison of sensing devices. *Unit in nm/RIU. **Unit in rad/RIU.

From the table, it can be seen that the MZI, phase-shifted Bragg gratings and photonic crystal cavity resonators
are either too large or are prone to fabrication errors, making these options unideal for this project. This leaves
the ring and disk resonator as the only viable options, since these sensing device types can be small and are more
robust to fabrication variations due to having a longer cavity length compared to other devices. Disk resonators
show additional robustness to fabrication errors, since having a single side-wall reduces the scattering losses due
to side-wall roughness. The Q-factors of disk resonators are in general higher compared to the ones of the ring
resonators. This allows more disk resonators to be multiplexed on a single bus waveguide without the resonance
peaks overlapping one another (resonance peak overlap is explained in more detail in subsection 6.2.2). However,
ring resonators show higher sensitivities compared to disk resonators. The ring resonator design presented in
section 7.2 strikes a balance between the higher sensitivity of the ring resonator and the sharpness of a resonance
peak (i.e. high Q-factor) found in disk resonators.
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3.4 Methods for Temperature Drift Compensation

Changes in refractive index of the cladding due to external forces is not the only way to induce resonance
peak shift, temperature drifts can do it as well (as explained in subsection 3.3.1). This is caused by the
thermo-optic coefficient (TOC) of a material, which is a gradient that describes the change of refractive index
due to temperature changes. Also due to the nature of thermodynamic entropy and the small footprint of a
photonic integrated circuit, the temperature is considered to be uniform all over the distributed sensors. Using
Rect WG, a temperature sensitivity of around 53 pm /K for a silicon photonic ring resonator with PDMS cladding
(TOCppys = —4.5-107* RIU/K [72]) has been calculated. This means a temperature drift of as small as
0.1 K can shift the resonance peak by 5.3pm. In chapter 4, it has been shown that this has a huge effect on
the sensor performance. For this reason, different methods are discussed in this section to combat the effects of
temperature drifts.

3.4.1 Temperature Reference

Integrated photonic temperature sensors can be employed to determine wavelength shift caused only by tem-
perature drifts, which can be used as a reference for the force sensors [73]. This is done by shielding the
temperature sensor from other external effects (in our case, it is the force from the cells). SiOs or SUS8 are
options to cover these reference sensors. Resonance peak shift determined from the reference sensor can be
subtracted from the resonance peak shift of the force sensor (which can contain contributions of both force and
temperature changes). The remaining observed resonance peak shift of the force sensor after the subtraction
is then considered to be only caused by changes of external factors other than the temperature. It should be
noted that both the reference and force sensors need to be interrogated at the same time in order to obtain the
same temperature induced resonance peak shift.

This is one method to decrease the temperature dependence of the sensor. Current research has not taken
into account the wavelength repeatability of a tunable laser (which also causes wavelength variations in the
resonance peak after each sweep). This means the resonance peak shift of both the reference and force sensor
is also contributed by the wavelenght repeatability. This tunable laser property cannot be cancelled out with
reference sensor unless the temperature sensitivities of both the reference and force sensors are the same.
Having different cladding materials, the width of either sensor type can be tuned to equalize the temperature
sensitivities.

3.4.2 Different Waveguide Widths

Research has shown that MZI’s with different (tuned) widths in each arm can be used to cancel out the
temperature sensitivity [74][75][76]. The different widths of each arm result in different temperature sensitivities
and can also be used to make the device fabrication error intolerant [77]. With a MZI configuration, these
temperature sensitivities can be subtracted with each other, effectively cancelling out the overal temperature
dependence. However, using MZI as a sensor is not suitable for designing a densly integrated array of force
sensors due to its large footprint. Another research shows a MZI can be cascaded to a drop port of a ring
refractive index sensor [78]. This way, ring resonators can be used to create a dense array of sensors, while still
utilizing MZI’s athermal effects. However, this method utilizes intensities instead of wavelengths to interrogate.
section 3.5 shows that intensity fluctuations present caused by the laser source and the read-out instruments,
which decreases the signal-to-noise ratio.

3.4.3 Negative Thermo-Optic Materials

The large resonance peak shift due to temperature drift is mainly caused by the large TOC of silicon (TOCg; =
1.8 - 10"* RIU/K ') [79] and the high intensities in the waveguide core. Negative TOC materials (mainly
polymers) can be used to decrease the overall (effective) temperature sensitivity. This is done by allowing
part of the total light intensity to propagate through negative TOC materials (via evanescent fields). Since
the intensities of the evanescent fields are small in comparison to the intensity in the waveguide core, the
contribution of negative TOC materials will also be small. This makes it difficult to completely cancel out the
overall temperature sensitivity. In this project, it has already been decided to add a polymer cladding on top of
the integrated photonic sensor for cell force sensing. Since polymers generally have negative TOC, the partial
temperature cancellation is already considered. As an example, when the TOC of the cladding is neglected, then
the temperature sensitivity becomes 78 pm/K [14], which is higher than taking PDMS cladding into account
(see the introduction of this section).
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3.4.4 Dual Mode Sensing

It is possible for a waveguide to have multi-mode propagation (e.g. TEO and TMO0). Each mode has its own
resonance peak in the spectrum and sensitivity of both temperature and force. In this way, a sensitivity matrix
can be created, which can be used with the resonance peak shifts of both modes to seperately determine the
temperature drift and RI change due to external factors (e.g. force) [47][62][80]. Compared to temperature
reference method, this method has a smaller footprint due to the lack of extra reference sensors. However, TM
modes are less confined, resulting in large radiation losses (but higher sensitivities) for small bending radii.
Furthermore, the wavelength repeatability issue is present here as well.

3.4.5 Active Temperature Control

The temperature of a photonic integrated circuit can be stabilized using an active temperature controller.
This can be done in two ways: a PID temperature controller for ambient temperature control or integrated
microheater or thermoelectric cooler onto the chip. The first option is always helpful, since the lab temperature
can change during the day. However, on-chip temperature compensation methods are still desirable to assure
local chip temperature stabilization, hence the existence of integrated microheaters [81]. These devices can
be put on top or next to the resonators with isolation in between to prevent propagation losses [30]. The
device performances are the tuning efficiency (related to the amount of power input) and the tuning speed [82].
For distributed sensors, either each sensor gets a microheater placed on top which makes the chip layout very
complicated, or only a few microheaters are spread over the sensor array. The latter option is less efficient,
since heat gets diffused further away from the microheater. Placing heaters above of resonators mean the
top evanescent field does not propagate through any cladding of which the refractive index can change due
to external factors like biological cell forces, making the sensor less sensitive. For these reasons, integrated
microheaters are not considered for this project from now on.

3.4.6 Comparison of Temperature Drift Compensation Methods

The properties of all the temperature compensation methods are shown in Table 3.4.

Temp. compensation
method Pro(s) Con(s)
Temperature Can potentially cancel - Requires interrogating two resonance peaks
reference out wavelength repeatability
MZI with diff. widths ow.temperature SensItivity, Large footprint

passive
Materials with ti . s . .

aterials With Negabive - p, ssive Decrease sensitivity, CMOS incompatible
thermo-optic coefficient
. Local ring resonator Twice the amount of resonance peaks,

Dual mode sensing . . .

temperature compensation requires interrogating two resonance peaks
Active temp. control Temperature stabilization Requires extra fabrication steps

Table 3.4: Comparison of material platforms. Note: none of the methods takes into account the wavelength
repeatability.

Although every method can compensate temperature to a certain degree, only the temperature reference sensor
can potentially cancel out wavelength repeatability as well when the temperature sensitivity of the reference
sensor is the same as the one from the force sensor. This means even if another temperature compensation
method is chosen to combat the tempearture drift, a reference ring resonator is still required to eliminate
the wavelength repeatability, making these temperature compensation methods redundant. Therefore, the
temperature reference sensor is the most ideal option.

3.5 Array Configurations of Integrated Photonic Sensing Elements

Different array of integrated photonic sensors designs have been shown [1][46][83][84]. One method to multiplex
ring resonators is to put these ring resonators on the same bus waveguide, as shown in Figure 3.4.

Poon et al. [85] have shown different ring resonator array configurations for creating on-ship switch intercon-
nections, which can also be used for refractive index sensing. A promising ring resonator array configuration is
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Figure 3.4: Rings on a bus [1] Figure 3.5: Grid array of ring resonators [85]

the grid-type, which consists of add and drop ports placed perpendicularly to each other (see Figure 3.5). This
is the most compact way to add drop ports to an array of integrated photonic sensors, allowing the spacing
between the ring resonators in both the horizontal as well as the vertical direction to be the same, unlike parallel
add and drop ports [1]. Due to a lack of completed research specifically focusing on integrating multiple small
photonic sensors closely together, it has been decided to go more in depth to array design after the literature
review.
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Chapter 4

Interrogation Performance of Integrated
Photonic Resonators

From chapter 3, it has been concluded that resonator-based sensors can be small enough to satisfy the array
density requirement mentioned in section 1.3, with ring resonator shown to be the most robust to fabrication
errors. In this chapter, the performance of resonator-based sensors will be determined in presence of different
noise sources and improved by decreasing these noises.

4.1 Measurement Resolution and Limit-of-Detection

Besides the refractive index sensing sensitivity as discussed in subsection 3.3.1, the minimum detectable wave-
length shift (i.e. the measurement resolution) A\, is also a performance parameter of an resonator-based
sensor. It represents the possible variation of resonance wavelengths between tunable laser sweeps, even if no
force is exerted on the sensor. A\,,;, depends mainly on the noise from the measurement setup, such as the
temperature drift (as explained in subsection 3.3.1), wavelength repeatability of a tunable laser and the intensity
noise, which is shown in Figure 4.1.

Intensity

A

» Wavelength

A

A/lmin = A/l[ + AAT + A/lWLR

Figure 4.1: Schematic illustration of the measurement resolution. AMX;, AAr and AAw g is the resonance
wavelength shift due to intensity noise, temperature drift and wavelength repeatability respectively

Taking both the refractive index sensing sensitivity and A\, into account, the limit-of-detection (LOD)
can be determined with the following equation [86].

AA'min
S

The limit-of-detection describes the minimum detectable refractive index unit change (smaller LOD indicates
higher performance). Another method to indicate the refractive index sensor performance without considering

LOD = (4.1)
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the noise (i.e. only taking into account the properties of the ring resonator) is to determine the intrinsic

limit-of-detection (iLOD).

AdrpwaM — Am
S Q-8

where AXpyw g is the full-width half maximum (FWHM) of the resonance peak, which can be calculated using

the following equation.

1LOD =

(4.2)

A2 2at
AN =—""  _cos! | — 4.3
FWHM ﬁLng(/\m)COS L +a272} (4.3)

It can also be seen that a higher Q-factor (@) results in a lower iLOD. The equation for the Q-factor can be

derived from Equation 4.2, resultin in Equation 4.4.

j— Am
ANFwW HM

Q

In general, iLOD is less accurate than LOD. The reason for this is that A\,,;, is much smaller than AXpw gas,
which will be shown in section 4.2.

(4.4)

4.2 Performance Determination in Presence of Intensity Noise

As mentioned in section 4.1, the measurement resolution is dependent on the measurement setup noise. Both the
light source and the photodetector show intensity fluctuations at very small time scales, meaning the intensity of
all the measurement points on the transmission spectrum (Equation 3.4) vary independently. In this subsection,
the effect of the independent intensity variation at each measurement point on AM\,,;, and subsequently the
LOD is analyzed. The influence of the intensity noise on the measurement resolution will be compared to the
influence of the temperature drift and the wavelength repeatability in subsection 4.2.5.

4.2.1 Considered Setup and Noise Modeling

A schematic interrogation setup has already been shown in Figure 2.4. For this analysis, a general case of a
photonic integrated circuit with a silicon strip waveguide ring resonator with a radius of 10 um, propagation
loss 2dB/em, waveguide dimensions of 4502220 nm, fundamental TE mode, a central resonance wavelength of
1550 nm and air cladding is taken. With the propagation loss and the ring radius, the power loss after one
roundtrip in the ring can be calculated with the Equation 4.5, resulting in a2 = 0.997.

062 — 107(2 dB/cm)-2wR/10 (45)

Besides the photonic integrated circuit, a Santec TSL-570 (Type A) [87] tunable laser and 1811-FC InGaAs
Fiber-Optic Receiver [88] (which has a saturation power of 55 W) have also been chosen as a part of the
considered setup. A schematic interrogation setup is shown in Figure 2.4. As mentioned above, these two
instruments causes noise in the measurement signal. For the laser, the relative intensity noise (RIN) is the
dominant intensity noise source. As for the fiber-optic receiver, the intensity noise is primarily caused by the
noise equivalent power (NEP). The intensity flucuation caused by the laser can be determined with the following
equation:

P 2
(51’2“\’> = RIN - BWpp (4.6)

where JP is the power fluctuation, P is the average power and BWpp is the photoreceiver bandwidth. The
RIN of Santec TSL-570 (Type A) is equal to —145dB/Hz for a photoreceiver bandwidth from 1 MHz to
3GHz [87]. The bandwidth of 1811-FC is BWpp = 125 M Hz [88], which is in range. P is in this case the
saturation power of the fiber-optic receiver (55 uW). Substituting these values in Equation 4.6 result in a power
fluctuation caused by the relative intensity noise of 6 Pryy = 34.58 nW.

The noise equivalent power (NEP) describes the noise experienced by the fiber-optic receiver. The power
fluctuation caused by this noise can be calculated with the following equation:

§Pygp = NEP-/BWpp (4.7)

28



where the NEP of 1811-FC is 2.5pW/vHz and BWpp = 125 M H z. Substituting these values in Equation 4.7
results in d Pygp = 28 nWW. The total power fluctuation caused by these two noises can be determined with the
following equation:

0Ponas = 30 Pasaey = 3\/0 PRy + 0P op (4.8)

It can be seen that d P,,., in Equation 4.8 is modeled using normal distribution and represents three standard
deviation of the mean (30). The standard intensity deviation is 0 Psiger, = 44.49 nW, which has been calculated
with the two aforementioned intensity noise values.

To randomize the intensity noise in Matlab, the command normrnd(0, 6Py, /3) will be used. The value
generated with this command will subsequently be added to a measurement point. The zero represents the
mean and dP,,,, /3 is the standard deviation. This process is done seperately for all the measurement points
in the entire transmission spectrum (Equation 3.4) that is going to be analyzed in order to obtain different
intensity noise for each measurement point. Figure 4.2 shows how a transmission spectrum can change when
intensity noise is added to it.

0.92 - — -
o Noiseless transmission points

© Transmission points with intensity noise

0.9%%8g

0.88

0.86

Intensity

0.84

0.82

0.8 1 1 1 "..EE““- 1 1 1 |
1.54706 1.54708 1.5471 1.54712 1.54714 1.54716 1.54718 1.5472 1.54722

Wavelength (m) x10®

Figure 4.2: Transmission points with and without intensity noise example. Each measurement point has a
seperate intensity noise value determined using Equation 4.8

Besides RIN and NEP, (out-of-plane) coupling variations can also fluctuate intensities. However due to the
very fast sweep speed of TSL-570 (up to 200 nm/s) [87], the entire transmission spectrum will be entirely swept
before the (out-of-plane) coupling variations start to become noticable. Also, optical fibers can be glued on the
grating couplers, making the (out-of-plane) coupling process even more robust to scattering variations.

4.2.2 Measurement Resolution Determination using Curve-Fitting Methodology

A common way to determine the measurement resolution AM,,;, is by curve-fitting both noisy and noiseless
resonance data points with a Lorentzian distribution curve and get a statistical average resonance wavelength
difference between these two curve-fits over multiple (Monte-Carlo) simulations [1][48] (note that subsection 6.2.2
shows Monte-Carlo simulations as well, but these are intended for analyzing resonance peak overlaps instead).
The shape of the Lorentzian distribution is identical to the resonance peak plotted with Equation 3.4 and is also
suitable for curve-fitting (due to easily optimizable variables, which are shown in this section). The intensity
noise applied to the transmission points as shown in Figure 4.2 can cause the resonance peak wavelength to
deviate as illustrated in Figure 4.3.

In this section, the curve-fitting steps of Hu et al. are followed [89]. It starts by plotting the FWHM of
a resonance peak from a transmission determined using Equation 3.4. The values of n., n, and dn./0X\ that
are required for Equation 3.4 can be determined using RectWG. Different intensity noises calculated with
Equation 4.8 can be added to each data point of this FWHM transmission, which mimics a measurement with
noise as shown in Figure 4.2.

An inverse Lorentzian distribution can then be curve-fitted in this transmission (with and without intensity
noise) consisting of discrete measurement points using the following equation.
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Figure 4.3: Two Lorentzian curve-fits of transmission points from Figure 4.2 at the resonance peaks. Due to the
presence of intensity noise, the resonance peak can deviate from the resonance peak of the noiseless transmission
curve-fit

A
2
A=A ea
L+ (0-5-A>\;W2M)
where Paz, A, Apear and AXpyw s are the input power (This can be either the absolute input power such as
the photoreceiver saturation power 55uW or a normalized power), the dip height of the resonance peak, the
resonance wavelength and the full width half maximum of the resonance peak respectively. The dip height of

the resonance peak with a normalized intensity transmission spectrum can be determined using the following
equations [30], wit R,,;, representing the lowest point in the transmission spectrum.

PLorentz ()\) = Pmax - (49)

A=1-Rin (4.10)
T —a)?

Both the noiseless and the noisy transmission data points can be curve-fitted by optimizing these four
variables using the Nelder-Mead simplex method (i.e. Matlab’s fminsearch function) by minimizing the least-
squares:

n
SSE = Z(Pdata,i - PLorentz()\i))2 (412)
i=1
where 7 is the current data point, n is the total amount of data points, Pyqt4,; is the power value of the data point
and Prorent»(A;) is the power value of the Lorentzian distribution at a wavelength of the current data point.
As for Matlab’s fininsearch settings, the maximum function evaluations (MaxFunEvals) and the termination
tolerances (TolFun and TolX) should be sufficiently large and small enough respectively (see Matlab’s optimset
function) in order to get the most accurate curve-fits. For this test, the maximum function evaluations is set to
10° and both termination tolerances to 1012
Due to the random power fluctuations of the noisy transmission, the curve-fit and therefore also the reso-
nance wavelength deviation will change for each calculation. For this reason, Monte-Carlo simulations must be
carried out to provide a statistical average resonance peak deviation due to intensity noise. A thousand Monte-
Carlo simulations for Lorentzian curve-fitting will be carried out, as it has been done before [1][89]. However,
Figure 7.33 shows that more simulations are required to get a more accurate result. The minimum detectable
wavelength shift can then be determined by first calculating the difference between the optimal A,cqr values of
the noiseless and each of the noisy transmission curve-fit, and then taking the root-mean-square of all the Apcqr
difference (see Equation 4.13).
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1N
A)\mzn = N Z(Apeak,noiseless - )\peak,i)2 (413)
i=1
where N is the amount of simulations carried out and Apeak noiseless 1S the resonance wavelength of the noiseless
transmission curve-fit.

4.2.3 Test Methodology

Different curve-fitting tests have been conducted with varying wavelength steps (1.6 fm, 0.01 pm, 0.1 pm, 1pm,
10 pm) of the data points, different photoreceiver bandwidths (100kHz, 1 MHz, 10 MHz, 125 M Hz, 1 GHz)
and different transmission coefficients 7 that result in Q-factors of (102, 5- 103, 10%, 5-10%, 103, 106, 1.94 - 105,
3-105, 3.855 - 10%) with Q = 1.94 - 10° resulting in critical coupling with a? ~ 0.997 and R = 10 um. The
Q-factors are increased by increasing the transmission coefficient 7 while keeping « constant. The wavelength
step of 1.6 fm is taken from the linewidth of Santec TSL-570 type A of 200 kHz [87] and the photoreceiver
bandiwdth of 125 M Hz is the specification of 1811-FC InGaAs Fiber-Optic Receiver [88].

For varying wavelength steps test, a photoreceiver bandwidth of 125 M Hz and a Q-factor of roughly 10* is
taken. For varying photoreceiver bandwidths test, a wavelength step of 0.1 pm and a Q-factor of around 10*
is chosen. Finally for varying Q-factors test, a wavelength step of 0.1 pm and a photoreceiver bandwidth of
125 M H z is utilized.

In this analysis, the photoreceiver bandwidths is varied solely to change the intensity noise values using
Equation 4.6 to Equation 4.8 and observe the effects of the intensity noise on AM.,;,. Also, the different
Q-factors are caused by varying the transmission coefficient 7. This also causes the extinction ratio (FR) to
change, which is the ratio between the highest and the lowest point of a resonance peak. This can be calculated
with the following equations [30], with T} representing the highest intensity point on the transmission spectrum.

ER= RTt (4.14)
(T +a)?

4.2.4 Test Results

The minimum detectable wavelength shifts versus different wavelength steps, receiver bandwidths and Q-factors
are shown in Figure 4.4, Figure 4.5 and Figure 4.6 respectively.
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Minimum detectable wavelength shift (fm)
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Figure 4.4: A\,,;n versus wavelength steps Figure 4.5: A\,,;n versus photoreceiver bandwidths
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It can be seen that the wavelength shift (AM,,;,) starts from roughly 4 fm to 316 fm for wavelength steps
from 1.6 fm to 10pm. The increase of A\,,;, for varying wavelength steps increases with a logarithmic slope
of 0.5. This makes sense, since higher wavelength steps mean there are less data points considered, making it
harder to accurately curve-fit these points.

For varying photoreceiver bandwidths, A\, starts from 0.87 fm and increases up to 83.2 fm with a
logarithmic slope of 0.5 fm as well. This result makes also sense. From Equation 4.6 and Equation 4.7, the
receiver bandwidth is positively correlated with the intensity noise levels, which can affect A\,,;, as mentioned
before.

When varying the Q-factor, A\, (and therefore also the LOD) decreases from 1055 fm for a Q-factor of
1000 to 0.69 fm for a Q-factor of 1.94 - 10° (critical coupling), resulting in a fitted logarithmic slope of roughly
—1.39. This result matches with Equation 4.2, where it has been shown that the iLOD decreases with an
increasing Q-factor. However, when the Q-factor passes 1.94-10°, the ring resonator becomes undercoupled and
starts to show a large increase in A\,,;,- When a ring resonator gets undercoupled, R,,;, from Equation 4.11
starts to increase and therefore the extinction ratio decreases as shown in Figure 4.7. Having a smaller extinction
ratio due to a higher R,,;, makes it harder to accurately curve-fit transmission points subjected to intensity
noise, resuting in a larger A\,,;,. From this, it can be concluded that the smallest A\,,;, can be obtained
when the ring resonator gets critically coupled.

Finally, the limit-of-detection obtained from this analysis ranges from 2.6-10~° RIU for a Q-factor of 1000 up
to 1.7-1078 RIU in case of a critical coupling when considering a sensitivity of roughly 40.2 nm/RIU calculated
using RectW G and the chosen ring resonator specifications mentioned in subsection 4.2.1.

4.2.5 Influence of Noise Sources on Measurement Uncertainties

It can be seen from these results that the minimum detectable wavelength shift remain below 1pm most of
the time. This is small compared to the calculated temperature sensitivity of the respective ring resonator of
around 80pm/K (using RectWG) and the wavelength repeatability of £8 pm (from Santec TSL-570 Type A
[87]). It can therefore be concluded

that the latter noise sources are dominant compared

to the influence of the intensity noise on the measure- [ Noise source Effect on A\,

ment resolution. Therefore, methods for compensat- Intensity noise <= +1lpm

ing thermal effects as well as wavelength repeatability Temperature drift +80pm/K

are discussed in section 3.4. Wavelength repeatabil- Wavelength repeatability —e.g. +1.5pm or £8pm

ity noise can also be decreased by choosing Santec
TSL-570 (Type C) [87] instead, valued at +1.5pm Table 4.1: Comparison of the effect of different noise
(which still causes a larger minimum detectable wave- sources on Ain

length shift). Finally, an overview of different noise

sources and their effect on the measurement resolu-

tion (AAin) are shown in Table 4.1.
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Chapter 5

Modeling of Integrated Photonics for
Distributed Force Sensing

In the next sections, the steps for modeling the photonic integrated circuit for distributed force sensing are shown
and explained. It starts with the device specifications, which provides an overview of both the requirements as
explained in section 1.3 and the corresponding design challenges that arise. Afterwards, the actual modeling
methods using RSoft (Synopsys) simulation software are introduced.

5.1 Device Specifications

Several requirements for the distributed force sensor have been shown in section 1.3. In this section, different
methods to satisfy the requirements are discussed.

An elastic polymer layer must be used as a cladding material for sensing the forces exerted by the cells.
For this design thesis, a PDMS cladding is used with the measured refractive index of nppyrs = 1.3892 from
Zhang et al. [90]. However, other polymer types can also be considered after this thesis design project. Besides
the refractive index, the thermo-optic coefficient and the stress-optic coefficient are also important properties
to consider. Special attention must be paid to the thermo-optic coefficent, since subsection 5.5.4 has shown
that the temperature sensitivity (influenced by the thermo-optic coefficient) of both the force sensor and the
reference sensor must be equal to cancel out all the spectral noise sources (i.e. temperature drift and wavelength
repeatability, which are discussed in chapter 4). Note that it was concluded in subsection 3.4.6 that the reference
sensor method is the optimal solution to combat temperature drift. The stress-optic coefficient of a polymer is
important for characterizing the mechanical sensitivity of the distributed force sensor.

Since reference sensors are going to be used, the seperation distance between the reference, force sensors
and the out-of-plane grating couplers as well as the cladding material for the reference sensors need to be
determined. Since both type of sensors will have a different cladding material (as explained in subsection 3.4.1),
the fabrication processes of depositing these polymers on top of the same chip should not interfere with each
other. Putting the sensors far away from the grating coupler prevents the latter component getting covered by
polymer (grating couplers must have air cladding). The distance between these three component types must be
around hundred of microns (T. Erdogan and W.J. Westerveld, personal communication, November 2, 2022). The
cladding material should also be chosen based on the refractive index, thermo-optic coefficient and the youngs
modulus, similar to the polymer cladding for force sensing. Since it has been shown subsection 5.5.4 that the
temperature sensitivity of both sensor types should be equal, the thermo-optic coefficient of the reference sensor
cladding material should be as close as possible to the one of the cladding material for force sensing (PDMS
in this case, which has a thermo-optic coefficient of —4.5-10~* K~! [91]). A commercial hybrid polymer from
Fraunhofer ISC called Ormocer [92] is a promising material for this, since it has a thermo-optic coefficient of
—4to —1.5-107* K1, a refractive index of around nomocer = 1.5 and a Youngs modulus of potentially in the
gigapascal levels, which allows the reference sensor to be shielded from the forces exerted by the cells. Since
the optical properties of both polymer types aren’t exactly equal, the waveguide width of either the force or
reference sensor should be adjusted in order to equalize both temperature sensitivities.

To obtain high spatial sensing resolution, the sensors must have a very small footprint. It has been concluded
that ring and disk resonators are for this reason the ideal integrated photonic devices as mentioned in section 3.3.
Small ring and disk resonators to show higher radiation losses due to the sharp constant waveguide bends,
resulting in a lower Q-factor and therefore also a lower measurement resolution. To prevent excessive propagation
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loss, fundamental transverse electric (TEQ) mode is preferred over transverse magnetic (TM) mode. Also, using
silicon with its high refractive index provides high confinement of the mode compared to other material platforms
discussed in section 3.1.

For this thesis, the distributed force sensor should also have as many sensors as possible for distributed
sensing over a wide spatial range. This means fitting as many resonance peaks as possible on an intensity
spectrum with a bandwidth that is limited by the grating coupler. For this to happen, the free spectral range
(FSR) of a resonator, which is the seperation distance between multiple resonance orders m, should be as high
as possible. The FSR can be calculated with the following equation.

/\2
ng(Am)L

It can be seen from Equation 5.1 that a smaller roundtrip length of a resonator (L) will result in a larger
FSR. This means the ring or disk radii should be small in order for this to happen, which conveniently aligns
with the previous requirement of having small sensors for high spatial sensing resolution. The resonance peaks
should also be as sharp as possible (i.e. high Q-factor) to fit more resonance peaks without overlapping one
with another, which requires high mode confinement. Again, this is also the case for the previous requirement.
However, higher mode confinement generally means light with lower optical intensity is propagating in the
cladding, resulting in a lower sensitivity.

Finally, the device will be fabricated with Cornerstone’s photolithography machine that operates at a wave-
length of A = 248 nm [93]. This does put a limit on the smallest features and gaps that can be fabricated. The
waveguide width cannot be smaller than 350 nm to prevent the collapse of the photoresist during the patterning.
The absolute minimum gap between structures is 200 nm.

Adpsp = (5.1)

5.2 Waveguide Bend Loss Modeling

5.2.1 Study

Due to constant bending of the waveguide, light propagation inside ring resonators will continuously experience
radiation loss. Combined with absorption and scattering losses, the propagation loss of ring resonators for each
roundtrip can be determined (i.e. the term « in Equation 3.4), which affects the shape of the resonance peak
(i.e. the Q-factor and exctinction ratio). This in turn influences the measurement resolution and the limit-
of-detection, which has been shown in subsection 4.2.4. The radiation loss due to bending can be determined
using RSoft’s simulation software FemSIM (in 3D). This simulation tool can solve Helmholtz equations, plot
the mode field distribution and calculate the corresponding complex effective index. The latter can be used to
determine the radiation. The next sections show how to obtain the complex effective index and how to calculate
the bend loss with it.

5.2.2 Model and Parameters

For calculating the mode fields of a bend, only a single strip waveguide with the desired cross-section dimensions
is required. The length of this waveguide is for this simulation study irrelevant. A waveguide width of 450 nm
and a thickness of 220 nm will be applied for most of the simulations, except for analyzing the effect of fabrication
errors that result in a change of these cross-sectional dimensions. For RSoft’s bend simulations, the horizontal
center of the waveguide should be placed at X = 0 of the spatial domain to simulate a bend waveguide at
an arbitrary radius, since the bend origin is located at X = —R (where R is the radius of the bend). The
propagation wavelength is set as 1.55 um, which is wavelength used for telecommunication [30].

The waveguide is located on top of a SiO; BOX, which has a refractive index of ng;02 = 1.444. This model
can implemented in RSoft with either the Rib/Ridge or the Multilayer 3D structure with the latter being
chosen for this simulation study. Silicon is used as the waveguide material, which has a refractive index of
ng; = 3.476. Therefore, the index difference between the waveguide and the BOX layer is An = 2.032. For
the force sensor cladding, a PDMS cladding with a mass ratio between the main agent and the curing agent of
5: 1 is used with the measured data from Zhang et al. [90]. The complex refractive index at a wavelength of
1550 nm is measured to be nppars = 1.3892 4+ i7.83 - 10~ 6. For the reference sensor cladding (i.e. Ormocer), a
refractive index of 1.53 and a TOC of —2-10~* K~! have been chosen, since these values are within the specified
range [92]. In subsection 7.2.2, both optical property values are replaced by n = 1.543 and —3.385 - 10~% K1,
representing another commercial hybrid polymer called "Ormocore" [94], which is based on Ormocer. The new
optical property values are required to equalize temperature sensitivities for both sensor types for the new ring
resonator design shown in section 7.2 (this cannot be done with the former optical property values).
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The spatial domain as shown in Figure 5.1 should encompasse the entire waveguide as well as the evanescent
fields. A grid size of 0.01pm in all directions is utilized, which is small enough to accurately plot the mode
field. As for the domain boundaries, putting the vertical boundary edges around Y = +2 um (above and below
the waveguide) is sufficient to cover most of the evanescent fields at those parts of the waveguide. The same
cannot be said about the boundary edge location on the left and the right of the waveguide when considering
bends. Due to the bend, the mode field radiates outwards, creating a larger evanescent field at the outer radius
of the bend. For this reason, the domain boundary edge should be placed around X = 5pum (to the right
waveguide center) to encompasse the large evanescent field. The simulation parameter Allow Leaky M odes
in Advanced Options must be enabled to simulate this large evanescent field due to radiation. The domain
boundary edge location to the left hand side of the waveguide cannot decrease below X = —R/2 in order for
the solver to give correct results. Therefore, the boundary edge location to the left of the waveguide should
change accordingly especially for bends with smaller radii.

Y'z C
r’ix :
Figure 5.1: Cross-sectional view of CAD model in FemSIM

Besides the domain boundary edges as explained above, perfectly-matched layers (PML) are placed at these
edges outside of the spatial domain. These layers absorb the mode fields hitting the boundary edges. Without
it, light will be reflected from the edges instead, which is an inaccurate phenomenom. Increasing the PML-
thickness gives more accurate results, but is also more computational demanding. For bend simulations using
FemSIM, having PML added to the boundary edges in the horizontal direction is obligatory, since optical
power is radiating in this direction. No PML have been added in the vertical direction, since the mode field in
that direction is well confined. For this study, a PML-thickness in the X-direction of 1 gm is chosen.

By enabling the dispersion option in the simulation parameters, the both the effective indices as well as the
group indices ny(A) can be calculated at different wavelengths. This can be used to calculate for example the
FWHM with Equation 4.3 or the FSR with Equation 5.1.

Finally, the number of modes that needs to be determined can also be chosen. Increasing this number
allows the amount of supported modes in a waveguide to be determined. However, this number is set to 1 for
waveguide cross-section of 4502220 nm which only supports T E0 mode. Higher order mode analysis for the new
ring resonator design introduced in section 7.2 is left as a follow-up research.

5.2.3 Post-Processing

After simulating, the complex effective index will be given for each calculated mode. As mentioned before, the
complex effective index can be used to calculate the propagation loss in bends. It starts by substituting the
following equation in plane harmonic wave equation (in e.g. Equation 2.3).

- w(n +ik)

- (5.2)
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where n +ix is the complex refractive index. Equation 5.2 is similar to Equation 2.5, but for a space not limited
to vacuum. Substituting it in Equation 2.3 results in:

E = Byel(“0 5 a—wt) (5.3)

which can be rewritten into:

E = Ege™ "¢ ¢itkz—wt) (5.4)

It can be seen that a exponential decaying term e~ ¢ is in Equation 5.4. The power term can be rewritten to

2”/{‘7: using the following equations

v= % (5.5)
f=5 (5.6)
w=2rf (5.7)

where v is the propagation speed of light and f is the frequency of the wave. The rewritten power term contains
terms that are common in integrated photonics. Finally, the following equations can be used to calculate o and
the propagation loss in dB respectively.

Qpad = 67%2 (58)

Lossqp = —20logng ( _277”;2) (5.9)

Afterwards, the calculated roundtrip loss « can be substituted in Equation 3.4 to plot the optical power spec-
trum. When assuming the transmission coefficient 7 is equal to «, then the FWHM, Q-factor and the extinction
of the resonance peaks corresponding to critical coupling can be determined.

With the known bending radius R as well as the calculated effective index n.y; and the group index ng,
the resonance wavelengths of a ring resonator with a radius R can be determined using Equation 3.2 with
Ae = 1550 nm.

5.3 Refractive Index Sensitivity for Force Detection

5.3.1 Study

This section specificially focuses on the force detection sensitivity of biological cells, of which the working
principle has already been explained in section 1.2. As shown for the first time in subsection 3.3.1, the sensitivity
is a measure of how much the resonance peak shifts due to changes in the optical path length of the ring resonator
caused by in this case changes in the effective index n.ys. The force detection sensitivity can be calculated
using Equation 3.3 with y being refractive index n.j.q, resulting in Equation 5.10.

oA )\C 8neff

== 5.10
anclad Ng 8nclad ( )

Therefore, the terms n, and elf L from Equation 5.10 must be obtained using FemSIM bend simulations,
similar to what has been shown in section 5.2. The latter can be obtained by simulating twice using different
cladding refractive indices n.jqq in order to get two different n.yy.

5.3.2 Model and Parameters

Most settings from subsection 5.2.2 can be used for this simulation as well, except for the (real) refractive index
of the PDMS cladding. For force sensing of biological cells, only the refractive index of the PDMS cladding
changes due to its deformation which is caused by the exerted cell forces. The effective index does not scale
linearly with the cladding refractive index n.,q over a large n.,q range as shown in Figure 5.2. Therefore, the
change in the cladding refractive index should be sufficiently small to linearize the relation between n.;s and
Nelad, Which in turn also linearizes the sensitivity of the integrated photonic sensor. For this simulation, the
refractive index of the PDMS has been rounded to 1.39 from 1.3892 in subsection 5.2.2.
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Figure 5.2: Effective index n.fs versus the cladding refractive index nj,q for silicon strip waveguide with a
cross-sectional area of 4502220 nm on top of SiO, BOX layer calculated using RectW G

Another method to determine gn”; fd is to curve-fit a polynomial function in multiple data points (e.g. at
Neiad = 1.37 to 1.41 with increments of 0.05) and subsequently derive the polynomial function at n.¢ r= 1.3892.

As explained in subsection 5.3.1, the group index n, needs to be determined among others in order to
calculate the sensitivity using Equation 3.3. Just like in subsection 5.2.2, this can be done by enabling the
dispersion option in the simulation parameters. The wavelength at which the sensitivity is calculated is most
of the time at A\, = 1550nm. However in section 7.4, the sensitivity of a force sensing ring resonator (R; =
1.949 pm) is evaluated at A,,—19 = 1553.167 nm instead.

5.3.3 Post-Processing

After obtaining different effective indices for varying cladding refractive indices, the term ggiﬁlf{i from Equa-
tion 3.3 can be calculated, as shown in Equation 5.11.

Onepy  AMepf _ Meff2 —Neffl (5.11)
anclad Anclaal Neclad,2 — Nelad,1

The derivate term is approximated as a slope that intersects at [nciqa,1, Refs1] and [Reiad,2, Nes r2], With neea1 =

1.3892 and ngiqq,2 is 1.39. Subsequently, the sensitivity can be computed with "ef’;, ng that has been deter-

mined from the simulations and the wavelength from the input parameters. For most simulations in this report,
the sensitivity is evaluated at A, = 1.55 um. In section 7.3, the sensitivity of a force sensing ring resonator is
analyzed at \,,—19 = 1.553167 pum instead.

As explained in subsection 5.3.2, the term g:;fa J; can also be determined by curve-fitting a polynomial
function in multiple data points) and subsequently derive the polynomial function at n.sy = 1.3892.

5.4 Coupling Simulations

5.4.1 Study

Similar to the roundtrip loss in a ring resonator («), the transmission coefficient 7 from Equation 3.4 also plays an
important role for shaping the resonance dips in the spectrum. Determining 7 together with « in section 5.2 is an
efficient way to plot the wavelength spectrum with the resonance peaks. There are multiple simulation methods
to achieve this. Both Beam Propagation and Eigenmode Expansion (EME) are more suitable for parallel
waveguides. For ring resonators (especially when the radius is very small), Finite Dif ference Time Domain
(FDTD) or RSoft’s FulllW AV E software is a better option, since it can account for sharp bends in the spatial-
domain. With FDTD, the propagation of a mode field calculated with FemSIM along a photonic device
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model can be rigorously simulated (i.e. solving Maxwell’s equations without approximations). This way, 7 can
be derived by monitoring the intensity differences between the mode launch input and either the transmitted
or coupled output. The following sections show how to perform these simulations.

5.4.2 Model and Parameters

To obtain the transmission coefficient 7, two seperate simulations need to be carried out. The first simulation is
a FemSIM analysis where the mode field of the input bus waveguide is simulated. For this, most parameters
mentioned in section 5.2 can be used again. This time, the bend simulation option must be disabled, since the
bus waveguide is (generally) straight. The cross-sectional dimension can be chosen to be different, meaning
both the width and height should be adjusted accordingly. The mode fields determined with FemSIM can
then subsequently be used as a launch parameter in FullW AVe (by choosing the launch type: file).

The FullW AV E model as shown in Figure 5.3 consists of a straight input bus waveguide and a bend
waveguide (with a certain radius) representing a part of the ring resonator, with the width-direction of the
input bus waveguide representing the x-direction and waveguide thickness-direction the y-direction (which is
similar to FemSIM). This bend is located right next to the bus waveguide with a gap length in between
that is going to be varied from 200 nm to 300 nm. The gap length of 200 nm being the smallest gap size that
Cornerstone can fabricate. The 3D structure used here is multilayer with silicon waveguide, SiO; BOX and
PDMS cladding, which results in the same structure as the one from FemSIM simulations.

Figure 5.3: Top view of the CAD model in FullW AV E. Overlap integral monitors are shown in green. The
launch field is located at the bottom of the bus waveguide. The ring resonator radius in this example CAD
model is 5 um

Three overlap integral monitors are placed in the CAD model. Monitor 1 is located at the input close to
the launch field, monitor 2 is placed at the output of the bus waveguide and monitor 3 is placed on the ring
resonator. The overlap integral monitors can measure the optical power at the monitor locations relative to the
launch location. This is also the reason why the simulation domain does not include the entire ring resoantor,
since a ring structure will result in the mode fields eventually returning to the coupling part and interfere with
the overlap monitors. By partially covering the ring resonator in the simulation domain as shown in Figure 5.3,
the propagating mode fields will eventually propagate into the PML layer and disappear. The transmission
coefficient 7 can be determined by comparing the monitor values at the input and output of the bus waveguide.

Besides the spatial-domain covering a part of the ring resonator and the entire input bus waveguide, evanes-
cent fields for all waveguides should also be included in the domain. For the latter, a domain boundary edges
are placed 1um away from the center of all waveguides (i.e. in the x- and y-direction). This is smaller than the
waveguide-boundary seperation distance of 2 um in FemSIM as stated in section 5.2, since seperation distance
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of 1 um is found to be already sufficient after multiple explorative simulations and is also less computationally
demanding especially for computation heavy simulation such as FDTD.

Remaining essential simulation parameters for FullW AV E include continouous wave (CW) simulation at
a wavelength of 1550 nm, PML widths of 0.5 ym in all directions and the enabling of a nonuniform grid. For
getting an estimate of 7, a F’DT D analysis with the mode field propagating at a single wavelength is sufficient,
hence CW. Multiple wavelength simulations can be used to directly determine the resonance spectrum of a
ring resonator. However, this is very computationally demanding, which is why it has been chosen to use
CW in combination with Equation 3.4 instead (see also subsection 5.4.3), similar to FemSIM simulations.
The PML widths of 0.5 um are standard parameters that gives accurate results after multiple test simulations
while preventing the simulation time to become to long. By enabling nonuniform mesh, the grid structure is
automatically smoothened at the material interfaces. This allows waveguide dimensions to be chosen in which
the grid size does not have to fit integer amount of times.

5.4.3 Post-Processing

After obtaining the overlap monitor values, 7 and x can be determined by using the following equations.
Monitors
=4/ 5.12
TRSoft Monitory ( )
Monitors
=4 5.13
FRSoft Monitory ( )

With both 7 and &, the intensity loss calculated by RSoft can be determined using Equation 5.14.

Tioss = 1 = Thgopt — Khsoft (5.14)

If I1pss < “2Rsofta then I,ss can be neglected and the unit power expression of le%soft + “2Rsoft ~ 1 can be
assumed. This means that the actual transmission coeflicient is close to the value of Trgoft. On the other
hand when I, s ~ K,%SO o then the intensity loss cannot be neglected anymore. This indicates that the actual

transmission coefficient is somewhere between Trgoy¢ and /1 — fﬁ%soﬁ, which cannot be /1 — n%soﬁ itself.

The reason for this is that K%SOﬁ from this term also includes radiation losses of the waveguide bend.
The computed transmission coefficient can then be compared with a,..q determined with FemSIM as
explained in section 5.2 to determine whether the ring resonator is criticallyc coupled or not.

5.5 Temperature Drift Modeling

5.5.1 Study

The duration of the measurement of forces exterted by the cells takes several hours to a few days. This
means the ambient temperature in the laboratory will change during the measurement. It has been shown in
subsection 4.2.5 that the temperature drift can shift the resonance wavelength as well, due to the temperature
changes inducing refractive indices of all the materials used for the photonic integrated circuit. The magnitude
of the resonance wavelength caused by the temperature drift is the temperature sensitivity (also explained in
section 3.3). This can be calculated using Equation 5.15.

Q _ & aneff ONmaterial
or Ng 8nmaterial oT

It can be seen from Equation 5.15 that the temperature induces a refractive index change for all the materials
(not just the cladding). This subsequently affects n.ss, similar to what is shown in Equation 5.10. The rate
at which the refractive index changes per Kelvin differs for each material due to a material property called
thermo-optic coefficient (TTOC' or g—;i). In this study, multiple simulations are carried out to determine the
change in effective index for varying temperatures in order to obtain the temperature sensitivity.

The temperature sensitivity calculation method described in this section holds for small temperature drifts
(AT). The reason for this is that the temperature sensitivity changes with the wavelength (as shown in
Figure 7.9 and Figure 7.23). If the resonance wavelength shifts due to changes in temperature, the rate at
which this resonance wavelength shifts for varying temperatures (i.e. the temperature sensitivity) also changes.

(5.15)
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5.5.2 Model and Parameters

Many parameters mentioned in subsection 5.2.2 can be used here again, except for the refractive indices of all
the materials and the dimensions of the waveguide. The change of refractive index due to temperature drift can
be determined with Equation 5.16.

on
An = 6TAT (5.16)
The thermo-optic coefficient for silicon, silicon-dioxide, PDMS is 1.83 - 1074 K !, 0.95- 107 ° K—! and —4.5 -
10~* K1 [91] respectively. For Ormocer, the refractive index can be varied between —4 - 107* K~! to —1.5 -
10~* K—1. Due to thermal expansion, both the width and the height of the waveguide can also increase or
decrease depending on the temperature. The thermal expansion coefficient for silicon is 2.6 - 1076 K1,

AT is chosen to be £10 K. Multiple FemSIM simulations as described in section 5.2 have been carried out
to determine n.s; at different temperatures in order to obtain %. It should be noted that the thermo-optic
coefficient also changes with temperature [73]. Due to the lack of data (specifically the provided data for Ormo-
cer), the thermo-optic coefficient is assumed to be uniform over this temperature range in this study. However,
the effect of temperature difference on the thermo-optic coefficient should be experimentally characterized to
obtain a more accurate temperature sensitivity model. Although it has been stated in subsection 5.2.1 that the
temperature sensitivity holds for small temperature drift ranges only, which isn’t the case for AT = £10 K, the
term Bgejff from Equation 5.17 remains linear even at this temperature drift range (as long as the propagation
wavelength is constant). Example of this can be found in Figure 7.8 and Figure 7.22. This means the final
temperature sensitivity result does not get affected by the chosen temperature drift range in this analysis.

Finally, the temperature sensitivities are for the most part analyzed at A\. = 1550nm. Only in few cases

(e.g. in section 7.4), the temperature sensitivity is analyzed at a different wavelength.

5.5.3 Determining Temperature Sensitivity

After obtaining different effective indices corresponding to different AT as well as ng from the simulation, then
the temperature sensitivity can be calculated with Equation 5.17.

) Ae ONe
0T = 1{ / (5.17)
where the term ag‘}ff can be approximated with Equation 5.18, similar to Equation 5.11.
Onepy  Aepy _ Meff2 = Neffl (5.18)
oT AT T — T
The term g—% is sometimes denoted as St in this report.

Another method to determine 6g‘¥f is to line-fit the data points of effective refractive indices n. sy at different

temperatures T using a first-order polynomial equation (since relation between the effective refractive index and
different temperature is linear for a constant TOC-value) and subsequently determining the slope of the fitted
line.

5.5.4 Spectral Noise Compensation

In section 3.4, it has been explained that a ring resonator with a different cladding material can be used as a
reference temperature sensor for the force sensor in order to cancel out the resonance wavelength shift due to
temperature drift. The following relevant calculations are from Xu et al.[73]. The total resonance shift for both
the force sensing and the reference ring resonator (both of which can be determined from interrogation) can be
determined with the following equations.

A)\sense,tot = A)\sense,force + A>\T,sense

5.19
= A)\sense,force + <g);:> AT ( )
oA
A)ret tot = <) AT (5.20)
T ) s
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Equation 5.20 can be substituted in Equation 5.19 in order to remove the AT term. This results in the following
equation.

o
A>\sense,tot = A>\sense,force + %A/\reﬁwt (521)
oT )ref

Equation 5.21 can then be rewritten to calculate Algense, force, resulting in Equation 5.22.

O

A)\sense,fm"ce = A)\sense7t0t - %A)\rwﬂtot (522)
(ﬁ)raf

It can be seen in Equation 5.22 that it does not matter whether the temperature sensitivities (g—%) of both the
(force) sensor and the reference ring are the same or not in order to calculate Agepse, force. However, the differ-
ence in temperature sensitivity can become a problem when the wavelength repeatability is considered, which
the analytical model described above did not do. Adding wavelength repeatability (AAw rg) in Equation 5.19
and Equation 5.20 results in the following equations.

A)\sense,tot = A)\sense,fm”ce + A)\T,sense + A)\WLR

o\ 5.23
= A)\sense,force + (W) AT + A)\WLR ( )
O\
A)‘Tef,tot = (87“) AT + AAWLR (524)
ref

Afterwards, the same steps from Equation 5.19 and Equation 5.20 to Equation 5.22 can be used for Equation 5.23
and Equation 5.24 to get Equation 5.25.

X

A)\sense,force = A>\sen,se,tc)t - %(A)\mﬁf,wt - A)\VVLR) - A)\VVLR (525)
(W)ref

It can be seen from Equation 5.25 that AAy g cannot be cancelled out unless both temperature sensitivities
are equal, resulting in the fraction term becoming equal to 1. Since the reference ring resonator has a different
cladding material to shield it from the forces exerted by the cells compared to the cladding material of the force
sensor (PDMS), the temperature sensitivity of both sensors will likely not be same when similar cross-sectional
dimensions are used for the waveguide (since the thermo-optic coefficient of both cladding materials are usually
different). It has been proposed in this thesis to adjust the width of the reference ring resonator in order to
tune its temperature sensitivity to be equal to the one of the force sensor.

5.6 Cross-Talk Analysis

5.6.1 Study

When desiging a distributed force sensor by placing multiple bus waveguides and ring resonators close to one
another as shown in Figure 7.29, the propagating electromagnetic field can potentially unintendedly couple to
another ring resonator or bus waveguide (i.e. cross-talk). The distributed force sensor design from Figure 7.29
shows that the distance X,,;, is the smallest spacing between two waveguide besides the coupling gap, assuming
both the horizontal and vertical seperation distance between ring resonators are the same. This means the cross-
talk probability in this distributed force sensor design is the highest in that region. Therefore in this analysis,
the cross-talk potential between a ring resonator and a bus waveguide from another ring resonator array will
be explored.

5.6.2 Model and Parameters

The simulation model and parameters are similar to the ones of the coupling analysis (from section 5.4), since
the cross-talk analysis also uses continuous wave (CW) FDTD simulations. However in the cross-talk analysis,
a different CAD model is utilized as shown in Figure 5.4.

A ring resonator design from section 7.2 is used in this model (since the distributed force sensor design from
Figure 7.29 also utilizes this design). The launch field is located at the right hand side of the ring resonator.

41



Launch

Figure 5.4: FDTD model for cross-talk analysis.

Since the launch field is located at a waveguide bend, the input launch field is therefore modeled with a FemSIM
waveguide bend simulation (as explained in section 5.2). Afterwards, the electromagnetic field propagates and
radiates along the 180° waveguide bend. Monitor 1 and 2 measures the overlap integral at both ends of the bus
waveguide. The measurements of the latter two monitor is especially relevant, since these indiciate whether the
distributed force sensor design experiences cross-talk.

A reference ring resonator from the design explained in section 7.3 will be analyzed for cross-talk. The
reason for choosing to analyze a reference ring resonator is because the refractive index contrast ratio between
the waveguide and cladding is lower compared to the one of the force sensor, resulting in a lower light confinement
(see subsection 3.1.1) or higher radiation losses. The reference cladding refractive index is 1.543, representing
the refractive index of Ormocore (as explained in subsection 7.2.1), which is higher than the refractive index of
PDMS for the force sensor. The reference ring design has a cross-section of 410 x 220 nm and a slab height of
100 nm as explained in subsection 7.2.1. However, the cross-section of the bus waveguide is 450 x 220 nm instead.
Finally, any spacing distance between the ring resonator and the bus waveguide (X, from Figure 7.29) can be
chosen, as long as the seperation distance of the ring resonator does not exceed 10 um (due to the requirements
of section 1.3).

The remaining simulation settings and parameters used in this analysis are the same as the ones described
in the coupling analysis as shown in subsection 5.4.2.

5.6.3 Post-Processing

After obtaining the monitor values from the FDTD CW simulation, the presence of cross-talk can be determined
by examining the monitor values of monitor 1 and 2.
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Chapter 6

Fabrication Error Analysis

Since multiple integrated photonic resonators are going to be placed on a single bus waveguide, the resonance
peaks of each resonator are placed close together. To be able to interrogate all these resonance peaks individually,
the resonance peaks should not overlap each other. This makes the location of each resonance peaks relative
to each other very important. However, fabrication errors can introduce deviated widths and thicknesses to
the waveguide, resulting in a different effective index and therefore also an unwanted shift in the resonance
wavelength. In this chapter, the consequences of fabrication errors and the influence on the design process are
discussed.

6.1 Wafer-Scale Dimension Deviations

Wafer-scale dimension variations indicates the nonuniformity of the waveguide width and the thickness between
multiple dies originating from the same chip. Cornerstone has stated that the silicon-on-insulator thickness can
vary by £20nm and the etch depth by £10nm [93]. It also has been shown that the waveguide width can
deviate around 10% [95]. Therefore in this thesis, it is considered that a nominal waveguide width of 450 nm
can potentially decrease to 400-410 nm or increase to 490-500 nm due to fabrication errors at the wafer-scale.

6.2 Die-Scale Dimension Deviations

A more important source of fabrication error is the die-scale dimension deviation, where the widths of waveguides
can vary within a single die. Unlike wafer-scale dimension deviations, this nonuniformity can potentially result
in the overlap of resonance peaks due to individual waveguides being exposed to these small scale dimension
variations. For example, research has shown that the die-scale width variation can be as small as 0.47 nm [96] or
a resonance wavelength variation of < 0.6 nm [97]. This section analyzes magnitude of the die-scale waveguide
dimension errors found in photonic integrated circuits fabricated at Cornerstone.

6.2.1 Width Nonuniformity Approximation from Measurements

Besides the existing research, W-Lab has also ordered photonic integrated circuits from Cornerstone consisting
of varying ring resonator sizes and gap lengths intended for sensing graphene mechanics among others. The
waveguide is designed to have 4502220 nm cross-section and has 180 nm thick SiOs2 hard mask layer on top.
These photonic integrated circuits also contain five and ten multiplexed rings (with a ring radius of 5 um) on a
single bus waveguide as well, of which measurements have been made. Figure 6.1 and Figure 6.2 show the chip
responses of 10 and 5 rings on a bus respectively with a gap length of 200 nm, resulting in critical coupling.
These figures also show the assumed corresponding ring resonator radius for each of the resonance peak, where
the first ring on the bus (with the smallest radius) corresponds to the first resonance peak in the FSR. The
reason for assuming is that the corresponding resonance peak to a certain ring resonator cannot be determined
with 100% certainty from the spectral response.
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Figure 6.1: Spectral response of 10 multiplexed rings. Red dotted lines represent the FSR boundary. Although
it cannot be determined from the spectral response, it has been assumed that the resonances numbers 1 to 10

represent rings with radius of 5.00 ym to 5.09 pum.
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Figure 6.2: Spectral response of 5 multiplexed rings. Red dotted lines represent the FSR boundary. Although
it cannot be determined from the spectral response, it has been assumed that the resonances numbers 1 to 5

represent rings with radius of 5.00 um to 5.08 um.

The goal of this study is to estimate the potential die-scale width variation by analyzing the measured
data. By using RectW G for determining n.sy and ng as well as Equation 3.4, waveguide widths and heights
that result in an analytically calculated resonance spectrum that results in the most accurate match with the
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measurement can be obtained. The results of both measurements are shown in Table 6.1.

Ring radius (um) width-thickness (nm)  width-thickness (nm)
10 Rings 5 Rings

5.00 410.5 x 202.5 411.9 x 200.1

5.01 410.4 x 202.5 N/A

5.02 413.5 x 200.3 412.0 x 200.2

5.03 412.3 x 201.6 N/A

5.04 412.6 x 201.1 413.0 x 199.8

5.05 411.6 x 202 N/A

5.06 411.3 x 202.6 412.7 x 200.1

5.07 411.2 x 202.9 N/A

5.08 410.2 x 203.5 413.1 x 200

5.09 424.3 x 203.4 N/A

Average

hickness (um) 202.24 200.04

Table 6.1: Varying width and thickness of waveguide resulting in resonance spectrum that matches the measured
data the best using RectWG. Width and height step size is 0.1 nm

It can be seen from Table 6.1 that both the width and thickness is much smaller than the standard 4502220 nm
dimensions, which suggests the presence of wafer-scale nonuniformity as explained in section 6.1. Since the
thickness is considered to be constant at the die-scale, new iterations are performed with varying widths and a
fixed thickness valued at the average from Table 6.1.

Ring radius (m) width-thickness (nm) width-thickness (nm)
10 Rings 5 Rings

5.00 410.9 x 202.24 412.0 x 200.04

5.01 410.7 x 202.24 N/A

5.02 410.8 x 202.24 412.2 x 200.04

5.03 411.4 x 202.24 N/A

5.04 411.0 x 202.24 412.7 x 200.04

5.05 411.3 x 202.24 N/A

5.06 411.8 x 202.24 412.8 x 200.04

5.07 412.1 x 202.24 N/A

5.08 411.9 x 202.24 413.1 x 200.04

5.09 426.0 x 202.24 N/A

Average 411.32 x 202.24 412.56 x 200.04

Table 6.2: Varying widths and a constant thickness that results in resonance spectrum that matches the mea-
sured data the best using RectWG. Width and height step size is 0.1 nm

The average width and thickness from Table 6.2 are considered to be the undeviated dimensions at the die-scale.
In other words, the difference between the average and the other widths from Table 6.2 is then assumed to be
a die-scale width deviation. In Figure 6.3 and Figure 6.4, a comparison can be made between the average
(undeviated) dimensions and approximated (deviated) dimensions of Table 6.2 for the 5 rings measurement.

It can also be seen in Table 6.2 for the 10 rings measurement that the width of the ring resonator with a
radius of 5.09 um deviates substantially relatively to the other rings. This is considered to be an anomaly, which
is why the average width does not take into account the width of this ring resonator. In that case, the root-
mean-square error of the 10 and 5 rings measurements are Aw = 0.485nm and Aw = 0.403 nm respectively,
both of which are the standard deviation (1o). These results are close to the experimental value observed by
Horikawa et al. [96].

Applying the standard width deviation of 0.485 nm to the average cross-section of 411.322202.24 (from the
10 rings measurement) with e.g. R = 5.05 um, then the resonance wavelength shift is around AX = £0.65 nm.
For 30 width deviation, the resonance wavelength shift becomes also around three times larger. The same thing
can be done for the 5 rings measurements. Taking the standard width deviation of Aw = 0.403 nm and add or
substract it to/from the average cross-section of 412.562:200.04 for e.g. R = 5.02 um, then the resonance shifts
by around AX = +0.5nm (1o width deviation) or AX = +1.5nm (30 width deviation). Selvaraja et al. [97]
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Figure 6.4: Spectral response of 5 multiplexed rings with an average undeviated dimension of 412.452x200.04 nm
for each ring. The difference between the resonance wavelengths of the approximation and the measured data
illustrates the spectral deviation resulting from die-scale fabrication errors

show a maximum die-scale width deviation of Aw = 0.6 nm for a A = 193 nm process. This indicates that the
A = 248 nm process from Cornerstone results in a die-scale width deviation that is at least three times larger
than the one from A = 193 nm process.

A similar analysis is also performed with a fixed waveguide width and varying thicknesses instead. The fixed
widths of 411.32nm and 412.56 nm (which are the averages from Table 6.2) are taken for the analysis of 10
and 5 rings measurements respectively. The respective waveguide thicknesses that result in matching resonance
peaks are shown in Table 6.3.
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Ring radius (m) width-thickness (nm) width-thickness (nm)
10 Rings 5 Rings

5.00 411.32 x 201.9 412.56 x 199.6

5.01 411.32 x 201.8 N/A

5.02 411.32 x 201.9 412.56 x 199.84

5.03 411.32 x 202.3 N/A

5.04 411.32 x 202.0 412.56 x 200.1

5.05 411.32 x 202.2 N/A

5.06 411.32 x 202.6 412.56 x 200.2

5.07 411.32 x 202.8 N/A

5.08 411.32 x 202.7 412.56 x 200.4

5.09 411.32 x 213.0 N/A

Average 411.32 x 202.24 412.56 x 200.02

Table 6.3: Varying thickness and a constant width that results in resonance spectrum that matches the measured
data the best using RectW G. Width and height step size is 0.1 nm

For the 10 rings measurement, the average thickness remain 202.24 nm, resulting in a thickness deviation of
roughly Ah = £0.3563nm (1o) and Ah = +1.0688 nm (30) without including the thickness R = 5.09 um due
to its large thickness anomaly (similar to the width analysis). This thickness deviation results in resonance
wavelength shifts for R = 5.05 pm of around AX = £0.60 nm (1o thickness deviation) and AX = £1.85nm (30
thickness deviation). As for the 5 rings measurement, the average thickness is 200.02nm. This results in a a
thickness deviation of approximately Ah = 4+0.2857nm (1o) and Ah = +£0.8570nm (30). For R = 5.02 um,
this means the resonance wavelength shift is around AX = +0.5nm and A\ = £1.5 nm respectively.

It can be observed that the standard thickness deviations of Ah = £0.2857nm to Ah = £0.3563 nm
result in a resonance wavelength shifts that are similar to the values observed for standard width deviations
of Aw = +0.403nm to Aw = +0.485nm. This indicates that both the width and thickness variations can
influence the resonance wavelength shift. From now on in this thesis, only the standard width deviations will be
used as a simplified description of the die-scall fabrication error induced resonance wavelength shift. However in
practice, this spectral deviation can potentially be caused by a combination of both width and thickness errors.

6.2.2 Probability of Resonance Peak Overlap

In subsection 6.2.1, it has been shown that there is a linear correlation between die-scale width deviation of
the waveguide and the resonance wavelength shift as a result of it. For this reason, the resonance wavelength
uncertainty due to die-scale width nonuniformity can be described by a normal distribution with a standard
deviation of e.g. AX = 0.65nm (based on the 10 rings measurement from subsection 6.2.1).

With this information, the probability of an arbitrary number of resonance peak overlap can be predicted
using Monte-Carlo simulations that are different from the ones of subsection 4.2.3. This is done by first plac-
ing multiple points next to each other as shown in Figure 6.5, representing resonance peaks of different ring
resonators in a spectrum. Two extra points are then added at the beginning and the end of the resonance
points spectrum, representing one a mode order higher and lower of the first and last existing resonance point
respectively (see Figure 6.5). Afterwards, each point individually deviates horizontally based on the normal
distribution with the standard deviation of e.g. 0.65nm determined in subsection 6.2.1. Then the number
of resonance peak overlaps can be counted by checking the seperation distance between each point pair. The
definition of resonance peak overlap is subjective. For this analysis, the definition is chosen to be the minimum
distance required between two peaks in order for both to be individually curve-fittable using the steps described
in subsection 4.2.2. Curve-fits have been carried out for the 10 rings measurement in section 6.3. It was ob-
served that resonance peaks with a seperation distance of approximately > 3 - AApw gy were individually
curve-fittable. Reducing the seperation distance to below 3 - AApy gy causes one resonance peak to interfere
with the curve-fitting process of another resonance peak, resulting in less accurate curve-fit.

This entire process needs to be repeated 10000 times (from explorative calculations, more iterations do not
give noticable different results) in order to get the overlap statistics. The 10 rings measurement is used as
an example here. The bus waveguide contains 10 ring resonators. The resonance seperation distance without
die-scale width deviations is 1.4nm, the FSR is 17nm and the FWHM of 25 pm is taken (which is a rough
average of the Q-factors from Table 6.4).

Taking these and the aforementioned information result in the overlap statistics for the 10 rings measurement
as shown in Figure 6.6. It can be seen that the probability of zero overlap is 82.56% and 16.13% for a single
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Figure 6.5: Schematic overview of resonance peak overlap analysis principle. The seperation distance between
each resonance peak is initially the same. Afterwards, spectral deviation caused by die-scale fabrication error
is applied individually to each of the resonance peak. The spectral deviation probability is modeled using a
normal distribution with a standard deviation o defined in subsection 6.2.1. The resonance points representing
the higher and lower mode order of the first (black line) and last (yellow line) respectively are added as well.

overlap (with AApw g = 25pm). This indicates that this device configuration will most probably not result
in a single resonance peak overlap, but it still not unlikely for that to happen. It can also be seen in Figure 6.6
that an increase of the FWHM while keeping the remaining simulations parameters the same results in a higher
resonance peak overlap probability. For A pw gy = 50pm and AXpw gy = 75 pm, the probability of zero
resonance peak overlap decreases to 67.12% and 54.07% respectively.
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Figure 6.6: Overlap statistics of the 10 rings measurement for different AXpy s of the resonance peaks.

In this way, tests can be carried out to determine the likelihood of resonance peaks overlapping one another
for an arbitrary amount of ring resonators on a single bus waveguide. For large array of sensors for distributed
force sensing, a certain percentage of resonance peaks that are overlapping can be considered acceptable. The
determination of an acceptable overlap percentage is left as a follow-up research topic. It should be noted that
this analytical model does not consider resonance splitting. This is caused by the back reflection of a certain

wavelength inside the ring resonator that results in an excitement of a second mode and therefore also the
appearance of a second resonance [98].
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6.3 Sidewall Roughness and Absorption Loss

With RSoft, the transmission coefficient 7 and the roundtrip propagation loss of a ring resonator « can be
determined. The actual values of both 7 and « can deviate due to fabrication nonuniformities and errors that
cause the photonic integrated circuit to perform differently. In this section, both 7 and « are determined from
measured data of existing ring resonators and compared with the values obtained from RSoft.

From the measurements, the full width half maximum (AXpw ), free spectral range (AApsgr), resonance
wavelength (\,,,) and the roundtrip length (L) can be determined. The group index at the resonance wavelength
of interest ngy(Ap,) can be determined by rewriting Equation 5.1 resulting in the following equation.

)\2

Ng(Am) = —— 6.1
9( ) AAFSRL ( )
After obtaining the group index, Equation 4.3 can be rewritten to solve for a|r|.
AN Ly (A
(A% +1) - cos ( FWHM)\ZW it )) —24=0 (6.2)
m

where A = «|r|. There are two solutions for A in Equation 6.2. The one that has a value of lower than 1
must be taken. In the case of critical coupling, when « = 7, then both o and 7 can be determined by taking
the square root of A. However, the ring resonator is most of the time not perfectly critically coupled, meaning
7 # a. Figure 6.7 shows the extinction ratios for different - combinations.
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Figure 6.7: Extinction ratio for different o and 7 combinations

The extinction ratio defined in Figure 6.7 is the inverse of Equation 4.14, with critical coupling corresponding to
an extinction ratio of 0. The two possible 7 and a combinations that corresponds to the measured extinction ratio
and FWHM can be found by increasing a and decreasing 7 by the same amount and vice versa and afterwards
finding the combination that results in the same extinction ratio as the one found from the measurement. This
process is also illustrated in Figure 6.8.

In all the measured data, the resonances of the ring resonators have been split. The two splitted resonances
that partially overlap each other can be described by the sum of two seperate Lorentzian peaks. However, this
makes curve-fitting much harder, since twice as many variables have to be optimized (for curve-fitting procedure,
see subsection 4.2.2). Therefore, this analysis limits to measurements where the splitted resonance peaks do
not overlap each other. Certain resonance peaks of the measurements discussed in section 6.2 do satisfy this
requirement. Each resonance peak can be individually curve-fitted using Equation 4.9 to obtain AXpw g,
Am and the extinction ratio, while the AApgr can be directly determined from the measurement data (FSR
values are between 16.3nm and 17.6 nm). Subsequently, the calculation steps described earlier in this section
can be applied to determine the possible 7-a combinations for each of these resonances. The results are shown
in Table 6.4.
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Figure 6.8: Top view of the plot from Figure 6.7. By solving Equation 6.2, the combination of 7 and « at
the green dot can be obtained. Afterwards, follow the green arrows until the location of the red dot has been
reached, which corresponds to «-7 combinations that result in the measured extinction ratio as well as the
measured FWHM.

R (pm) Measurement A, (nm) Alpwam (pm)  Rmin/T: Tmeas OF Otmeas

5.08 10 rings 1541.044 19.88 0.00405/0.345 (1) 0.99790, 0.99831
’ 1541.257 17.79 0.0222/0.3409 (2) 0.99785, 0.99872

5.07 10 rings 1556.253 20.73 0.0/0.534 (1) 0.99853
’ 1556.425 18.37 0.0/0.5344 (2) 0.99827

5.07 10 rings 1572.953 29.12 0.019/0.641 (1) 0.99684, 0.99777
’ 1573.059 31.14 0.0/0.641 (2) 0.99713

5.08 5 rings 1538.780 19.53 0.0245/0.289 (1) 0.99758, 0.99867
’ 1538.946 28.05 0.0266/0.292 (2) 0.99634, 0.99827

5.08 5 rings 1571.761 29.85 0.0293/0.539 (1) 0.99649, 0.99781
’ 1571.947 27.57 0.0266/0.575 (2) 0.99689, 0.99799

5.06 5 rings 1585.552 30.58 0.0/0.537 (1) 0.99722
’ 1585.696 36.84 0.0/0.543 (2) 0.99666

5.02 5 rings 1596.503 34.63 0.005666,/0.425 (1) 0.99657, 0.99728
’ 1596.723 40.74 0.0/0.419 (2) 0.99637

Table 6.4: Variables obtained from measured spectral responses.

The last column of Table 6.4 represents the possible 7 and « values that result in the extinction ratio, FWHM
and resonance wavelengths as shown in the same table. For example in the first row of Table 6.4, 7 and « are
either 0.9979 and 0.99831 respectively in the case of overcoupling or vice versa in the case of undercoupling
(corresponding to the first resonance of the resonance split).
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Afterwards, 7 and « can be determined using RSoft. The CAD model of the waveguide consists of cross-
sections with a refractive index of 3.46 and dimensions taken from the ones shown in Table 6.2. The refractive
index of the BOX layer and the cover is 1.444 and 1 respectively, representing SiO, and air. Finally, a 180 nm
thick Si05 layer is put on top of the waveguide, which is the hard mask used for etching the die. This layer has
not been removed at the time of measuring. Finally, the average resonance wavelength of the resonance split is
taken. With this model as well as the relevant simulation settings and the post-processing steps discussed in
chapter 5, 7 and « can be obtained. The results are shown in Table 6.5.

igﬁiﬁjﬁion R (pm) Measurement Wavelength (nm) g (dB)  @swae (dB/em)
1 5.08 10 rings 1541.150 6.91-1077 8 g:;z: g:i;

2 5.07 10 rings 1556.339 1.98-1077 gg 2:3411

3 5.07 10 rings 1573.406 6.92-10°7 83 ?:gg’ 610

4 5.08 5 rings 1538.628 7.39-1077 8 g:gg: i:%

5 5.08 5 rings 1571.854 2.08-1078 83 gj 4577 ’ 55375

6 5.06 5 rings 1585.624 221107 8; g%

7 5.02 5 rings 1596.613 5.54-107° g; ?043,2 o

Table 6.5: Roundtrip loss results obtained with RSoft FemSIM. Note that the wavelength in the third column
is the approximate average between the two resonances of the resonance split.

1 0.99334  0.99350 3.11-107* 223 8:833; gjgjﬁg
2 0.99193  0.99212 3.58 10 83 8:82?31

3 0.99000  0.99020 3.94-1074 g; 8:8232’ 0007
1 0.99327  0.99345 3.60- 107 83 8:8%;: 8:811;2
5 0.98761  0.98992 4.61-107* g; 8182333 b
6 0.98766  0.98796 5.89 1074 gg 8:832;

7 0.98580  0.98605 492107 Eii 8:8332’ m

Table 6.6: Coupling results obtained from the coupling simulations in FullW AV E.

It can be seen in Table 6.5 that a calculated using RSoft’s FemSIM is much higher than the measured values,
due to the fact that RSoft simulations only considers radiation losses. Therefore, by subtracting the radiation
loss from the total loss determined with the measurements, the sidewall scattering and absorption loss gy, (in
dB/cm) can be obtained.

Uswa [dB} = Qmeas [dB} — Qrad [dB} (63)

The results of oy, are shown in the last column of Table 6.5. The sidewall scattering and absorption loss ranges
from around 3 dB/cm to 10dB/cm for a waveguide bend with a 5 pm radius at different resonance wavelenghts.
This is on average higher than what Cornerstone has specified for straight waveguides, but lower than another
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research [99]. Therefore determining «, extra propagation loss should also be taken into account besides the
radiation losses simulated with RSoft.

In Table 6.6, the coupling results from FDTD simulations are shown. It can be observed that the simulated
transmission coefficient is lower than the ones obtained from the measurements in Table 6.4. The reason for this
is that the simulations do not consider sidewall roughness, making it less difficult to couple mode fields from
one to another waveguide. In other words, there are additional transmission losses in practice (due to optical
intensity losses during coupling), which can be determined with .

Tloss [dB] = TRSoft [dB] — Tmeas [dB] (64)

The results of 75,55 are shown in the last column of Table 6.6. The additional losses of the coupling process
ranges from 7,55 = 0.027dB up to 7,55 = 0.1dB.

It can also be determined from Table 6.6 that the intensity loss is much smaller than the /{%soﬁ (ﬁ%soﬁ
can be computed for each simulation number by taking the values of the third column (7'C) of Table 6.6 and

rewriting the equation TC' = | /1 — k%,g,, t0 kg, = 1 —TC?). As explained in section 5.4, this indicates the

intensity loss can be neglected and the expression T3, s H%SOﬂ ~ 1 can be assumed (note that the values

both Trgoft and /1 — ﬁ%soﬁ are similar).
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Chapter 7

Results

In this chapter, the final photonic integrated circuit design for distributed force sensing is shown. It starts by
analyzing a medium-sized sensor design, which is a ring resonator with a radius of 5 um. Afterwards, smaller
ring resonator designs are shown that satisfy the design requirements as mentioned in section 1.3. Subsequently,
the entire chip design is shown, representing the photonic integrated circuit for distributed force sensing. Finally,
the interrogation performance of the photonic integrated circuit is determined using a methodology described
in subsection 4.2.2.

7.1 Medium-Sized Sensor Design

The medium-sized sensor design consists of a ring resonator with R = 5 um, a cross-section of 4502220 nm and
PDMS cladding (remaining device specifications are found in section 5.1). A waveguide height of 220 nm is
chosen, since this is also the thickness of the top silicon layer of the SOI-wafer Cornerstone uses for fabricating
photonic integrated circuits [93], while a waveguide width of 450 nm is a typical dimension for guiding a single
mode [14]. This sensor design is intended to test out both the temperature compensation using a reference
ring as well as the multiplexibility when considering fabrication errors. The reason for this is that the spectral
characteristics of silicon ring resonators with a 5 um radius are already well known by W-Lab. The design is
presented by showing simulation results of the intrinsic limit-of-detection, coupling gap, temperature drift and
the spectral devations due to fabrication errors.

7.1.1 Intrinstic Limit-of-Detection

The intrinsic limit-of-detection (as explained in section 4.1) can be calculated by determining both « and the
sensitivity using the steps described in section 5.2 and section 5.3 respectively. With «, assuming 7 = « as
well as ng(A,) with the resonance order m that is the closest to the central wavelength of A\, = 1550 nm, the
FWHM can be determined using Equation 4.3.

Starting with determining «, both n.;y and n, at different wavelengths and a cladding refractive index
of neeq = 1.3892 from the bend loss dispersion simulations are shown in Figure 7.1 and Figure 7.2. The
effective index at the central wavlength of 1550 nm is negp(Ae) = 2.34215 + 4 - 1.62335 - 107°. This results in a
radiation loss of a,.qq = 0.99991174 or 0.244 dB/cm. Note that the extinction coefficient of the PDMS cladding
is defined as mentioned in subsection 5.2.2. This means that «,.q also contains absorption losses in PDMS.
As an approximation for this study, a,.q = 0.99991174 is assumed for all wavelengths, not just the central
wavelength. The sidewall roughness and absorption induced propagation loss (asyq) is varied from 3dB/em to
10dB/em with an increment of 1dB/cm. The total roundtrip loss « for different gy, is shown in Figure 7.3.
It can be seen that « ranges from 0.99883 to 0.9963 for awe = 3dB/cm to agwe = 10dB/cm.

From the dispersion simulation, the group index n, at the central wavelength is ng(A\.) = 4.17768. With
these variables and using Equation 3.2, the resonance order m that is the closest to the central wavelength
is m = 47, which corresponds to a resonance wavelength of \,,—47 = 1558.68 nm. The group index at this
resonance wavelength according to the dispersion simulation is ng(A,=47) = 4.18172. These values can be
substituted in Equation 4.4 to calculate the Q-factor in the case of critical coupling (therefore @« = 7). In
Figure 7.5, the Q-factors at different sidewall roughness and absorption losses are shown.

The effective index with a cladding refractive index of neqq = 1.39 instead of nejaq = 1.38921is ne s f(Ac, Netad =

1.39) = 2.34231. Applying Equation 5.11 results in ﬂlA 0f 0.20625. The sensitivity of the ring resonator can be

clad
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different sidewall roughness and absorption induced culated with RSoft at different cladding refractive in-
propagation losses. dices (red) and a corresponding curve-fit (blue)

calculated using Equation 5.10. With the variables determined using RSoft, this results in S = 76.52nm/RIU.
Figure 7.4 shows that the effective refractive index is nearly linearly correlated to the cladding refractive index.

A curve that corresponds to a second-order polynomial equation is fitted in the data points as shown in
Figure 7.4. The curve-fit errors of all these data points are ranging from around 4 - 1078 to roughly 4 - 1078,
The first-order derivative (corresponding to a"cff from Equation 5.10) at the PDMS refractive index of ngqq =

1.3892 is 0.2073. This results in S = 76.96 nm/RIU when substituting 3 "eff = 0.2073 in Equation 5.10 with
ng(Ac) is still 4.17768. This is close to the previously calculated value of S ='76.52 nm/RIU.

Finally, the intrinsic limit-of-detection (which can be calculated using Equation 4.2) at different sidewall
roughness and absorption losses are shown in Figure 7.6.

7.1.2 Temperature Drift

A 3D-plot showing the required width for the reference ring resonator for varying cladding refractive indices and
thermo-optic coefficients in order for its temperature sensitivity to match the one of the force sensing reference
sensor (cladded in PDMS) with the same waveguide height but a standard waveguide width of 450 nm is shown
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Figure 7.5: Q-factors versus propagation losses ay,,, Figure 7.6: Intrinsic limit-of-detections versus propa-
with resonance order m = 47. gation losses augyq With resonance order m = 47.

in Figure 7.7. RectW (G is used here for calculating the mode fields. The range of the cladding refractive indices
and the thermo-optic coefficients is taken from the provided specifications of the commercial hybrid-polymer
Ormocer [92]. If the refractive index and the thermo-optic coefficient of the reference cladding is for example
1.53 and —2 - 10~* K~! respectively (arbitrarily chosen), then the required reference waveguide width should
be 360 nm according to RectWG.
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Figure 7.7: Different Ormocer properties versus required width in order for the temperature sensitivity of the
reference sensor to be equal to the one of the force sensor, Note that the reference waveguide width does not
go below the minimum of 350 nm specified by Cornerstone. RectW G is used for calculating mode fields.

A similar study is performed with RSoft with these example optical properties. 875;5’” of both the force
sensor as well as the reference sensors at the central wavelength obtained from RSoft is shown in Figure 7.8. By
line-fitting the data points in Figure 7.8a using a first-order polynomial equation, aia"}ﬁﬁ of the force sensor is
equal to around 1.10 - 10~* RIU/K (see Figure 7.8a). Considering the central wavelength of \. = 1550 nm and
a group index of ny(A.) = 4.17768 obtained from the dispersion simulation, the temperature sensitivity of the
force sensor is around 40.84 pm/K. The temperature sensitivity of the reference sensor shown in Figure 7.8b

corresponds to a waveguide width equal to the one of the force sensor, which is 450nm. This has resulted in
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BZET” =1.51-10"* RIU/K. With a corresponding groupd index n,4(\.) = 4.09385 obtained from the dispersion
simulation, the temperature sensitivity of the reference sensor is 57.02 pm/K. This is different compared to the
one of the force sensor, resulting in a large minimum detectable wavelength shift as explained in section 5.5.
To equalize the temperature sensitivity of both sensor types, the reference waveguide width must be decreased
to 370 nm. This results in % =1.10- 107* RIU/K (see Figure 7.8c), ny(\.) = 4.18615 and a temperature
sensitivity of 40.63pm/K. The curve-fitting errors of all the data points from Figure 7.8 are ranging from
roughly 1.9-1077 to 2.2 - 1076,

When using Equation 5.18 to determine Azgf with e.g. T3 = —10 K and T> = +10 K instead of determining
the slope of the fitted line, the temperature sensitivities of the force, reference and the adjusted width reference
sensor are 40.77 pm/K, 57.01 pm/K and 40.91 pm/K respectively. This shows both methods of determining

Ancsy . . ..
=gt will give similar results.

The required width for temperature sensitivity equalization is 10 nm larger compared to the result obtained
from RectW G in Figure 7.7. The required waveguide width of 370 nm obtained with RSoft is taken as the
final result of the design. The 3D-plot of Figure 7.7 obtained with RectW G is considered to be an intermediate
result, which can be used as an input data for RSoft to calculate the required waveuguide width numerically.
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Figure 7.8: =L at A = 1550nm for (a) force sensor, (b) reference sensor with the same cross-sectional

dimensions as the force sensor and (c) reference sensor with adjusted waveguide width to equalize temperature
sensitivity with the one of the force sensor

The temperature sensitivities of both the force and reference sensors remain roughly the same at different
wavelengths as shown in Figure 7.9. The wavelengths of 1580nm and 1610 nm have been simulated as well
besides the central wavelength. This shows that the temperature sensitivity of the force sensor is constantly
higher at all wavelengths. Since the FSR of R = 5 um ring resonators is around 18.5 nm (calculated with Equa-
tion 5.1 using A,,=a7 = 1558.68 nm and ng(A\p=47) = 4.18172), the temperature sensitivity errors between the
reference sensor and all multiplexed force sensors due to the wavelength difference will remain below 2.5 pm/K.
As an example, according to Figure 7.9, the temperature sensitivity of the force sensor at A = 1570 nm and the
reference sensor at A = 1570nm + 18.5nm is 39.23pm/K and 37.56 pm/K respectively. However, for smaller
ring sizes which have increased FSR, multiple reference sensors can be considered to minimize the temperature
sensitivity error caused by wavelength differences over the entire FSR.

Besides the group index of the reference sensor (n4(A;) = 4.18615) as mentioned before, the complex effective
index at the central wavelength calculated with FemSIM is nesrp(A.) = 2.16297 +i-1.45959 - 1078, This results
in a radiation loss of a,.qq = 0.99999914. The total roundtrip loss a decreases further to 0.9989 and 0.9964 when
adding agpe = 3dB/em and agye = 10dB/em from «,.qq4 respectively as shown in Figure 7.10. The resonance
peak that is the closest to the central wavelength according to Equation 3.4 is A = 1547.08 nm, which corresponds
to a group index of ny(1547.08 nm) = 4.18753 obtained from the dispersion simulations. This results in a critical
coupled Q-factor of 123003 to 36922 when considering aywqe = 3dB/cm and agwe = 10dB/cm respectively.
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Figure 7.9: Temperature sensitivity of both the force and reference sensor at different wavelengths

These values are close to the ones of the force sensor as shown in Figure 7.11, indicating that the reference sensor
and the force sensor have similar minimum detectable wavelength shifts (A\,;,). It should be noted that the
extinction coefficient of the force sensor cladding (PDMS) is considered, which results in the Q-factors being
systematically lower than the Q-factors of the reference sensor by a little bit. Due to the reference sensor’s lower
cross-sectional area, a higher cladding refractive index and the absence of the cladding extinction coefficient,
the Q-factors of the reference sensor is expected to be lower than the force sensor in practice, similar to what
it is shown in subsection 7.2.2, specifically Figure 7.25.
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Figure 7.10: Total roundtrip loss of the reference sen- Figure 7.11: Q-factors of both the force and reference
sor (3702220 nm) at A\ = 1547.08 nm sensor at different propagation loss .

7.1.3 Coupling Simulations

The coupling process for a gap length of 200 nm, 250 nm and 300 nm have been simulated for both the force
and the reference sensor. The results are shown in Table 7.1 and Table 7.2 respectively.
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Gap length ; VI— A2 Intensizty logs
(nm) (1 —7°—k?)
200 0.99021 0.99065 8.75-10~*
250 0.99571 0.99594  4.61-10~*
300 0.99809 0.99823  2.64-10~*

Table 7.1: Coupling results of the force sensor obtained from the coupling simulations in FullW AV E.

Gap length Intensity loss
(nm) T VISR e ey
200 0.98909 0.98935 5.19-10~%
250 0.99524  0.9953 2.25-107%
300 0.99792 0.99794 5.54-107°

Table 7.2: Coupling results of the reference sensor obtained from the coupling simulations in FulllW AV E.

From Table 7.1 and Table 7.2, it can be determined that the intensity loss is much smaller than the x? (k2 can
be calculated for each gap length by taking the values of the third column (T'C') of Table 7.6 and Table 7.7 and
rewriting the equation TC' = /1 — 2 to k2 = 1 — TC?). As explained in section 5.4, this means the intensity
loss can be neglected and the expression 72 + k2 ~ 1 can be assumed (note that the values both 7 and v/1 — k2
are similar).

In order for the force sensor to get critically coupled, the transmission coefficient should be equal to the total
roundtrip loss as shown in Figure 7.3. For a gap length of 200 nm as well as sidewall scattering and absorption loss
Qswa Of 10dB/em, an additional intensity loss (due to scattering for example) of around 0.0533 dB besides 7 or
V1 — k2 from Table 7.1 is needed for that to be the case. When .y, is 3dB/cm instead, the additional required
itensity loss increases to 0.0753 dB. These additional intensity loss are on the higher end of the value range
determined in section 6.3. However, when the gap length is increased to 250 nm, the extra intensity loss necessary
for critical coupling reduces to 0.00513 dB for asyq = 10dB/em and 0.0271 dB/em for asyq = 3dB/em, which
is on the lower end of the values determined in section 6.3. This means the gap length should be somewhere
between 200nm and 250nm in order for the force sensor to be critically coupled, based on the additional
intensity losses determined in section 6.3. Increasing the gap length beyond 250 nm results in the transmission
coefficient to be very close to the roundtrip losses from Figure 7.3 without any coupling scattering losses. Since
scattering losses will happen in practice, a gap length of larger than 250 nm will not critically couple the ring
resonator based on this analysis.

A similar phenomenom can be seen for the reference sensor. For a gap length of 200 nm, the additional
intensity loss must be around 0.06387 dB and 0.08585dB for agy, = 10dB/cm and 3 dB/cm respectively. If
the gap length is 250 nm instead, then the extra required intensity losses become 0.01005dB and 0.03206 dB
respectively. Further increasing the gap length can cause the reference sensor to be undercoupled for larger
(gpq Values.

7.1.4 Wafer-Scale Fabrication Error Induced Spectral Deviations

For wafer scale fabrication error analysis (as mentioned in section 6.1), both the width and the height of the
waveguide have been sweeped individually to determine its effect on the Q-factor, sensitivity and the intrinsic
limit-of-detection. The waveguide widths of 400 nm, 450 nm and 500 nm and heights of 200 nm, 220 nm and
240 nm are simulated. The change of Q-factor, sensitivity and the iLOD as a result of varying these cross-
sectional dimensions are shown in Figure 7.12.

All plots in Figure 7.12 and Figure 7.13 are curve-fits of the simulated data using second-order polynomials.
It can be seen in Figure 7.12a that the width change of 50 nm can cause the Q-factor to increase or decrease
by around 33%, while a height change of 20 nm results in Q-factor change of roughly 15%. The Q-factors are
taken at critical coupling with 7 = «,44. The reason why g, determined in section 6.3 is not considered
is because the relation between gy, and the waveguide width and height is unknown. Only considering
radiation (and PDMS absorption) losses calculated using FemSIM results in very large Q-factors that are
not likely to appear in practice, but its value in relation to the cross-sectional dimensions of the waveguide
can be observed. Figure 7.12b shows that the width increase and decrease by 50nm result in a sensitivity
changes of —15.95nm/RIU and +29.04 nm/RIU respectively, while the height increase and decrease result in
—7.55nm/RIU and +9.85nm/RIU. This shows that the change in sensitivity due to cross-sectional dimension
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Figure 7.12: Varying waveguide widths and heights versus (a) Q-factors, (b) Sensitivities, (c) Intrinsic limit-of-
detections.

changes is nonlinear. In the end, the iLOD stays between 1.3-10"°RIU and 1.4-10"°RIU despite the changes
in the cross-sectional dimensions.

The difference between the temperature sensitivities of both the force sensor and the reference sensor for
varying waveguide width and height changes is shown in Figure 7.13. It can be seen that the changes in the
waveguide height have little effect on the temperature sensitivity difference and therefore also on the spectral
deviations due to temperature drifts and wavelength repeatability. On the other hand, the temperature sensi-
tivity difference can go up to 8 pm/K when the widths vary up to 50 nm. The reasons for this could be that the
nominal waveguide widths are different (450 nm versus 370 nm), while the nominal waveguide heights remain
the same (220nm) and that the TEO mode field is horizontally oriented. In Figure 7.13 at a width change of

—50nm, the temperature sensitivity ratio (%)sense / (g—% appearing in Equation 5.25 is roughly 1.39.
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Figure 7.13: Difference in temperature sensitivity for varying waveguide widths and heights.
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7.1.5 Die-Scale Fabrication Error Induced Spectral Deviations

To determine the resonance wavelength shifts due to die-scale fabrication errors, a 5 um radius ring resonator
with a nominal waveguide cross-section of 4102:200 nm (which is similar to the dimensions determined in sec-
tion 6.2) has been analyzed. The widths are varied by +0.5nm (1o) and +1.5nm (30), which are close to the
values calculated in section 6.2. The resonance wavelength deviations for the force and reference sensor are
shown in Table 7.3 and Table 7.4.

. Resonance wavelength (nm) Resonance wavelength
Width change (nm) - neyr(Ac) - ng(Ac) at resonance order m i 43) shift (nm)
—-1.5 2.15378  4.22280 1561.926 —1.626
—0.5 2.15667  4.22116 1563.010 —0.541
0 2.15811  4.22036 1563.551 0
+0.5 2.15955  4.21953 1564.091 +0.540
+1.5 2.16240  4.21796 1565.164 +1.613

Table 7.3: Resonance wavelength shift due to die-scale width deviations of the force sensing ring resonator
(R = 5pum) with a nominal cross-section of 4102200 nm. Both n.rs and ng at A. = 1550 nm are required to
determine the resonance wavelength itself.

. Resonance wavelength (nm) Resonance wavelength
Width change (nm)  nerr(Ac) - ng(Ae) at resonance ordergm i 41) shift (nm) °
—-1.5 2.00855  4.09654 1544.606 —2.306
-0.5 2.01263  4.10162 1546.144 —0.767
0 2.01467  4.10410 1546.912 0
+0.5 2.01669  4.10654 1547.677 +0.765
+1.5 2.02074  4.11119 1549.202 +2.291

Table 7.4: Resonance wavelength shift due to die-scale width deviation of the reference ring resonator (R = 5 um,)
with a nominal cross-section of 3302200 nm. Both n.sy and n, at A = 1550 nm are required to determine the
resonance wavelength itself.

It can be seen that the standard width deviation of 0.5 nm results in a standard resonance wavelength deviation
of around 0.54 nm for the force sensor. The group index at the resonance wavelength of 1563.551 nm is 4.21963.
Considering a ring radius of 5 um, the FSR (calculated with Equation 5.1) is 18.4nm. The reference sensor

shows larger resonance peak shift for the same width nonuniformity compared to the force sensor as shown in
Table 7.4.

Percentage of all Monte-Carlo loops (%)

0 1 2 3 4 5 6 7 8 9
Number of resonance overlaps

Figure 7.14: Resonance overlap percentage for multiplexed ring resonators with 5 um radius and a cross-section
of 4102200 nm.
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Afterwards, a resonance peak overlap analysis similar in subsection 6.2.2 can be made. The effective ex-
tinction coefficient I'm|n.sy| for a bend waveguide with a cross-section of 4102200 nm and a radius of 5 pum is
2.33571 - 1075, resulting in ay,qq¢ = 0.99986218. Assuming that the sidewall roughness and absorption induced
propagation loss is 6.5dB/cm or ague = 0.9976518 which is the average of the values from Table 6.4, the
FWHM is then equal to 29.22pm. All resonance seperation distance are equal, which can be calculated by
dividing the FSR by the number of resonance peaks N,;ng4s. Finally similar to subsection 6.2.2, the resonance
peaks are considered to be overlapped when the seperation distance is below 3 - FW HM. Using these and the
aforementioned variables, the amount of multiplexable ring resonators (with R = 5 pum and 4102220 nm) that
results in 80% of all resonance peaks not being overlapped is 18. The overlap statistics are shown in Figure 7.14.
Having 18 multiplexed ring resonators or resonance peaks in a FSR means that the amount of resonance overlaps
should not exceed 1 (i.e. two resonance peaks overlapping one another) in order for 80% of all resonance peaks
not to be overlapped. Figure 7.14 shows that the combined probability of zero and a single overlap is 82.74%.

7.2 Small-Sized Sensor Design

Small ring resonators are required to satisfy the maximum sensor seperation of 10 um as shown in section 1.3.
Small ring resonators (i.e. ring resonators with radius of below 3 um) show higher radiation loss due to the
smaller radius of curvature of the waveguide bends. Although the sensitivity (for both the force and reference
sensor) increases as a result of it due to more electromagnetic field being outside of the waveguide, the extra
radiation loss causes the Q-factor of the resonance peak to decrease (which is also shown in Figure 7.5 for
the R = 5um ring resonator). A Q-factor for a ring resonator with R = 2um of below 10000 has been
reported [100]. Equation 4.4 shows that the decrease of the Q-factor results in an increase of the FWHM.
This phenomenom prevents many ring resonators to be multiplexable on a single bus waveguide without any
resonance peak overlap. It has been explained in the resonance peak overlap analysis from subsection 6.2.2
that a seperation distance of two resonance peaks of > 3 - A\pw g is required for it not to be considered
overlapped. Therefore, a new ring resonator design as shown in Figure 7.15 has been proposed to overcome the
radiation loss while keeping the design compact.

' g

»
v

R

Figure 7.15: New small ring resonator design

The new ring resonator design consists of a ring radius R, waveguide width w and height h; similar to a
strip waveguide as well as a slab layer in the inner part of the ring resontor resulting from a partial etch hs.
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For the same reasons as the ones of the R = 5um ring resonator that are explained in the introduction of
section 7.1, the width w and height h; are 450 nm and 220 nm respectively for the force sensor. The radius R
is chosen to be 2 um, since this ring resonator radius satisfies the array density requirement as mentioned in
section 1.3 and a regular shaped ring resonator with the same radius has already been succesfully fabricated
and experimentally characterized by W-Lab (unlike R = 1.5 um).

Similar to a rib waveguide, the slab layer increases the mode field confinement and therefore decrease both the
radiation as well as side-wall scattering losses (this has also been explained in subsection 3.2.2). The (partial)
etch depth ho of 70nm, 100nm and 220 nm have been analyzed, as these etch depths can be fabricated at
cornerstone [93]. When hy = Onm, then this design will resemble a disk resonator, which has not been
considered in this design report. The reason for this is that the waveguide widths of the reference ring resonator
has been varied in order for its temperature sensitivity to become equal to the one of the force sensor (which is
shown in subsection 7.1.3). A disk resonator does not have any waveguide width, making it impossible to apply
this temperature sensitivity equalization technique. To equalize temperature sensivities of disk resonators, the
waveguide thickness or the disk radius can be varied. Fine tuning the thickness cannot be done at Cornerstone
due to the very limit available etch depths [93]. Varying the radius also influences the resonance wavelength
due to the change in the cavity length L from Equation 3.1. The change of the temperature sensitivity and the
resonance wavelength become dependent on each other, which is not the case for ring resonators. It has been
shown in section 7.3 that radius variation is restricted to fine tuning the resonance wavelengths only.

In this section, the new ring resonator design will be analyzed mostly in the same way as the R = 5 um ring
resonator study from section 7.1. As explained in the introduction of section 7.1, the R = 5 um ring resonator
analysis is intended as a platform for experimenting the temperature and wavelength repeatability compensation
with the reference sensor. On the other hand, the R = 2 um ring resonator is specifically designed as a small
force sensor that satisfies the requirements from section 1.3. These two ring resonator designs are considered to
be separate results from this thesis. The simulations results of R = 2 ym and R = 5 ym ring resonator designs
are not compared to each other, since the radius as well as the inner slab layer height (which is 0nm for the
R = 5 um ring resonator design) differ for both designs.

7.2.1 Intrinsic Limit-of-Detection

By determining ncsr(Ac), Kefr(Ac)ing(Ae), ng(Am) with Ay = Ao = 1550nm and nesr(Ae, Neea = 1.39) (to
calculate the sensitivity described in section 5.3) in a similar way as shown in subsection 7.1.1, the intrinsic
limits-of-detection for critical coupling can be determined for the new ring resonator design for varying etch
depths ho. This is shown in Table 7.5. Similar to the results from Figure 7.12c, only the radiation losses
calculated with FemSIM have been considered in Table 7.5. The influence of the slab layer height on the
sidewall scattering and absorption losses cannot be determined with RSoft.

Slab height hqy — hy (nm) FWHM (pm) Sensitivity (nm/RIU) iLOD (RIU)
0 3.965 81.29 4.878-107°
100 1.643 64.65 2.545-107°
150 0.941 50.74 1.783-107°

Table 7.5: Sensor performance of different ring resonator designs.

From Table 7.5, it can be seen that the intrinsic limit-of-detection for the ring resonator design with a slab
height of 150 nm is the lowest out of the three despite having the lowest sensitivity. However in section 7.4,
it is shown that the sensitivity has a larger contribution to the limit-of-detection compared to the FWHM (or
Q-factor). This makes a ring resonator without a slab height more suitable for reaching lower limits-of-detection
due to having a sensitivity of 81.29nm/RIU. However, the decreased Q-factor (i.e. increased FWHM) makes
it less suitable for multiplexing ring resonators on a bus due to higher probability of resonance peak overlaps.
For this reason, it is decided to explore the characteristics of a slab height of 100 nm. The reason why this slab
height is chosen is to obtain sharper resonance peaks (i.e. lower FWHM and higher Q-factors) while maintaning
a sensitivity that is as high as possible. It is shown in section 7.4 that a sensitivity of 64.65nm/RIU is sufficient
for 1 uN force limit-of-detection (in the case of most force exertion areas analyzed in section 7.4). Whether the
Q-factor gets improved in practice should be determined with experiments as a follow-up research.

When h; — hy = 100nm, the complex effective index and the group index at the central wavelength of
Ae = 1550 nm are nepp(A.) = 2.41369 + i - 2.43123 - 1075 and ny(\.) = 3.94450 respectively. These values result
in a roundtrip loss due to radiation of a,..q = 0.99994869. The total roundtrip loss « can be determined for
different sidewall scattering and absorption losses (auswq) by adding ausw, to the radiation roundtrip loss (cv.qq)-
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A linear decrease of o can be observed in Figure 7.16 from 0.99951 to 0.99850 for scattering and absorption
losses of 3dB/cm to 10dB/cm.
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Figure 7.16: Total roundtrip loss for varying sidewall Figure 7.17: Q-factors versus propagation losses qusyq
scattering and absorption losses of the force sensor — with resonance order m = 19.

Besides the total roundtrip loss, the FWHM as well as the Q-factor for different sidewall scattering and
absorption losses (similar to Figure 7.5) can also be determined as shown in Figure 7.17. This is done by
substituting nesp(Ae) = 2.41369 + i - 2.43123 - 107% and n,(\.) = 3.94450 in Equation 3.2, which shows a
resonance wavelength of \,, = 1578.06 nm at m = 19 (this is the closest resonance wavelength to A. while
still being inside the measurement spectrum of 1530-1620 nm as shown in e.g. Figure 6.3). This results in
ng(Am = 1578.06 nm) of 3.3935. The Q-factor can then be calculated by substituting A,,, ng(Ap) and the total
roundtrip losses («) from Figure 7.16 in Equation 4.3 as well as Equation 4.4. From Figure 7.17, it can be seen
that the Q-factor decreases from 101534 to 32895 for an increasing scattering and absorption loss from 3dB/cm
to 10dB/cm.
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Figure 7.18: Effective refractive index data points cal- Figure 7.19: Intrinsic limit-of-detections versus vary-
culated with RSoft at different cladding refractive in- ing propagation losses ., with resonance order at
dices (red) and a corresponding curve-fit (blue) m = 19.

The effective index at n.q,q = 1.39 is determined to be 2.41382, resulting in a sensitivity of 64.65nm/RIU
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using the steps described in section 5.3. Figure 7.18 shows that a nearly linear relation between the effective
refractive index and the cladding refractive index for the R = 2pm ring resonator design, similar to the
R = 5 um design as shown in Figure 7.4. The derivative a ef f of the curve-fit equation at a PDMS refractive
of nejeq = 1.3892 is 0.164, which results in a sensitivity of 64 52 nm/RIU (calculated using Equation 3.3 with
ng(Ac) = 3.94450). This value is very close to the aforementioned sensitivity of 64.65 nm/RIU. The curve-fitting
errors of the data points in Figure 7.18 varies from approximately —5.9 - 1078 to —5.9-107".

Combined with the Q-factors as shown in Figure 7.17, the intrinsic limits-of-detection for different scattering
and absorption losses can be calculated using Equation 4.2. The results are shown in Figure 7.19. It can be
seen that the iLOD can potentially decrease from 7.42 - 10~* RIU to 2.40 - 10~* RIU for decreased scattering
and absorption loss.

7.2.2 Temperature Drift

A temperature drift analysis similar to subsection 7.1.2 is carried out for the R = 2 ym ring resonator in this
section. The same refractive index of 1.53 and a TOC of —2-10~*K ! for the reference sensor cladding material
is therefore taken (which is arbitrarily chosen from the optical property value range of Ormocer as shown in
subsection 7.1.2). However in this temperature drift analysis, the temperature sensitivity of a force sensor with a
500 nm waveguide width and a reference sensor with a 350 nm width are calculated instead of widths of 450 nm
and 370 nm used in subsection 7.1.2. A waveguide width of 350 nm is the smallest feature size Cornerstone can
make for an etch depth of 220 nm [93], while the waveguide width should also not exceed 500 nm to prevent
higher order mode excitations [101]. A force sensor with a waveguide width of 500 nm has a group index at
the central wavelength of ng(A.) = 3.93686, while ny(\.) = 3.81114 for a reference sensor with a waveguide
width of 350 nm (Determined with dispersion simulations of FemSIM as described in section 5.2).The effective
index at different temperatures with the aforementioned cladding optical properties and waveguide widths are
shown in Figure 7.20 and Figure 7.21. 82}” can be determined by fitting first-order polynomial equation in
the data or using Equation 5.18 (with e.g. T3 = —10 K and T3 = +10 K) as described in subsection 5.5.3 and
subsection 7.1.2.
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Figure 7.20: 87(;% at A\ = 1550 nm of the force sensor Figure 7.21: % at A = 1550 nm of the reference

with 5002220 nm ridge waveguide cross-section sensor with neeq = 1.53 and TOClqq = —2-107* K1

Figure 7.20 shows that using the line-fit method results in 82)?,« = —5.89-107% K~ for a force sensor with

a waveguide width of 500 nm, while 82% of the reference sensor with a width of 350 nm is equal to —4.92 -

1075 K~ according to the plot of Figure 7.21. Using Equation 5.17 with the aforementioned values of ng(A.)

and aggff, the temperature sensitivity of the force sensor is equal to S¢ force = —23.17pm/K, while the one

of the reference sensor is Sy oy = —20.00 pm /K. The fitting error ranges from 7.2 - 1078 to 1.6 - 1075. When
using Equation 5.18 instead of line-fitting, the temperature sensitivities become 23.18 pm/K and 20.00 pm/K
respectively, which are identical to the results determine from the slope of the line-fit. This shows there is
still noticable temperature sensitivity difference despite the large waveguide width difference. For R = 5um
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ring resonator design with strip waveguides, the temperature sensitivities are St force = 40.84pm/K and
St rey = 40.64pm/K after similar reference waveguide width changes (see subsection 7.1.2). The temperature
sensitivity difference is much smaller for R = 5 pm ring resonator design compared to the R = 2 um ring
resonator design despite the large waveguide width changes. A slab height of 100nm still allows for some
variation in the optical properties of the reference cladding material , but not to the extend as shown for ring
resonators with strip waveguides.

The temperature sensitivity of the R = 2 um reference ring resonator of —20.00 pm/K needs to be lower to
more closely match the one of the force sensor (—23.17 pm/K). This can be done by taking a different refractive
index and a TOC of the reference sensor cladding material. A hybrid-polymer called "Ormocore" produced by
Micro Resist Technology GmbH, which is based on Ormocer, has a refractive index at A = 1550 nm of 1.543 (and
an optical loss of 0.6 dB/cm at A = 1550 nm) [94]. Research has shown that the TOC value of Ormocore can
reach —3.385-10~% K ! at the same wavelength as well as at TEO mode [102]. These optical properties replace
the previously used refractive index of 1.53 and a TOC of —2.0-10~%, K ! to further equalize both temperature
sensitivities (since the temperature sensitivities of St force = —23.17pm/K and St ey = —20.00pm/K are still
not close enough compared to the R = 5 ym ring resonator temperature sensitivities of St force = 40.84 pm/K
and Sy rey = 40.64pm/K). Finally, the Young’s modulus of Ormocore is around 1 GPa [103], which allows the
reference ring resonators to be shielded from external forces.

Taking the optical properties of Ormocore instead result in ng(A.) = 3.89365 the reference sensor with a
cross-section of 450 x 220 nm. For the force sensor with the same cross-section, ng4(\.) = 3.94450 (which was
determined in subsection 7.2.1). The effective index at different temperatures for both the force and reference
sensor are shown in Figure 7.22.
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Figure 7.22: =L at A = 1550nm for (a) force sensor, (b) reference sensor with the same cross-sectional

dimensions as the force sensor and (c) reference sensor with adjusted waveguide width to equalize temperature
sensitivity with the one of the force sensor

It can be seen from the line-fits in Figure 7.22a and Figure 7.22b that 6"6” is —6.93 - 107°, K~ for the force

sensor and 8—}” is —5.96 - 1075, K1 for the reference sensor, both havmg a cross-section of 450 x 220 nm.
The temperature sensitivities that can be calculated with Equation 5.17 are St force = —27.21pm/K and
Strer = —23.72pm/K assuming group indices of ng rorce = 3.94450 and ng ..y = 3.89365 respectively. To
equalize the temperature sens1t1v1ties5 the waveguide width of the reference sensor must be decreased to 410 nm.
This results in ng(A.) = 3.88061, <5t = —6.89 - 107°, K ' (see Figure 7.22c) and finally a temperature
sensitivity of Sty = —27.51 pm/K The temperature sensitivity difference is therefore around 0.3pm/K.
The error of the fit varies from 9.6 - 1078 to 9.1 - 10~7. If Equation 5.18 is used with 7} = —10K and
T, = +10 K, then the temperature sensitivities are 27.20pm/K, 23.71pm/K and 27.51pm/K respectively,
indicating that both methods of determining ) f ! result in identical answers. It can also be seen that this
temperature sensitivity difference remain roughly equal at different wavelengths as shown in Figure 7.23.
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Figure 7.23: Temperature sensitivities of both the force and reference sensor at different wavelengths

Finally, the total roundtrip loss well as Q-factors of the reference sensor for different scattering and absorption
loss are shown, with the latter one are also compared with the Q-factors of the force sensor from Figure 7.25.
The Q-factors can be determined in the same way as described in subsection 7.1.1. It can be seen in Figure 7.24
that « decreases linearly from 0.99921 to 0.99820. It can also be seen that the difference in Q-factors is larger
than for ring resonators with strip waveguides as shown in Figure 7.11, although the difference is getting smaller
for larger scattering and absorption losses ag,q. The lower Q-factor of the reference sensor is caused by the
smaller cross-sectional dimensions and the higher refractive index of the cladding. This means the intensity
noise of the interrogation setup has a larger influence on the minimimum detectable wavelength shift (A\.:)
of the reference sensor.

From this analysis, it can be observed that taking a reference sensor cladding material refractive index of
higher than 1.53 and/or a TOC-value of lower than —2-107* K~! can allow the temperature sensitivities of
both the force and the reference sensor to be equalized with a error of 0.3 pm/K.
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Figure 7.24: Total roundtrip loss of the reference sen- Figure 7.25: Q-factors (in the case of critical coupling) of
sor (4102220 nm) at A\ = 1563.72nm both the force sensor and the reference sensor (410 x 220)
at different scattering and absorption losses (swa)
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7.2.3 Coupling Simulations

The results of the FDTD coupling simulations for the force sensor and the reference sensor are shown in Table 7.6
and Table 7.7 respectively.

Gap length - VI— A2 Intensizty logs
(nm) (1 —7°—k?)
200 0.99675 0.99725 1.00- 1073
250 0.99855 0.99883  4.47-10~*
300 0.99938 0.99487 2.22-10~*

Table 7.6: Coupling results of the force sensor obtained from the coupling simulations in FullW AV E.

Gap length Intensity loss
(nm) T VIR g e ey
200 0.99511 0.99571 1.19-1073
250 0.99784 0.99813  5.86-10~*
300 0.99901 0.99918  3.25-10~*

Table 7.7: Coupling results of the reference sensor obtained from the coupling simulations in FullW AV E.

From Table 7.6 and Table 7.7, it can be determined that the intensity loss is not noticably smaller compared
to k2 (even larger for a gap length of 300 nm) unlike the values found in Table 7.1 and Table 7.2 (k2 can be
calculated for each gap length by taking the values of the third column (T'C') of Table 7.6 and Table 7.7 and
rewriting the equation TC = /1 — k2 to k2 = 1 — TC?). The actual transmission coefficient value is therefore
somewhere between 7T (second column) and /1 — k2 (third column). The transmission coefficient should be
equal to the roundtrip losses as shown in Figure 7.16 for the force sensor and Figure 7.24 for the reference
sensor.

In order for that to happen for the force sensor with a gap length of 200 nm as well as ring resonator sidewall
scattering and absorption loss of asyq = 10dB/cm, the additional intensity loss must be around 0.0109 dB
to 0.0153dB. For the same gap length but with ag,, = 3dB/cm, the extra intensity loss should be roughly
0.0197dB to 0.0243dB. These values for the additional intensity loss are lower than the ones calculated in
section 6.3. It should be noted that the values from section 6.3 are measured and calculated for ring resonator
with 5 um radius instead of 2 pum for this ring resonator design. When the radius is smaller, the coupling length
is shorter, resulting in coupling of lower optical intensities to the ring resonator. This could indicate that the
optical intensity loss during the coupling process (7;,ss from Equation 6.3) is lower as well. However, this also
shows that a coupling gap of larger than 200 nm results in even lower required scattering loss (which may not
be achievable in practice) to critically couple the ring resonator.

The results are similar for the reference sensor. In order to critically couple a reference sensor with ag,,q =
10dB/em and a gap length of 200 nm, an additional intensity loss of 0.0217dB to 0.0269 dB is required. For
Qswa, the extra intensity loss range needs to be from 0.0305dB to 0.0357 dB. These values are similar to the
additional itensity losses of the force sensor, hence lower than the values determined in section 6.3.

Therefore, it can be observed that the coupling gap of 200 wm (which is the minimum gap length allowed
by Cornerstone [93]) can potentially result in critical coupling (as it was the case with the experimentally
characterized ring resonator with R = 2 um for graphene sensing).

7.2.4 Wafer-Scale Fabrication Error Induced Spectral Deviations

Similar to subsection 7.1.4, dispersion simulations have been carried out for varying waveguide cross-sectional
dimensions. The width and height variation remain the same in this chapter (400-500nm and 200-240 nm
respectively). The inclusion of the slab layer results in an additional potential fabrication error. Cornerstone
has stated an etch depth (and therefore also the slab height) error of £10nm [93].

The effect of these three wafer-scale fabrication errors on the Q-factor, the sensitivity and the iLOD have
been shown in Figure 7.26 and Figure 7.27. Similar to subsection 7.1.4, only the radiation and PDMS cladding
absorption losses are considered in these plots, since the relation between a,,, and the cross-sectional dimensions
is unknown. It can be seen that the Q-factor increases from 40 - 10° — 50 - 10° up to around 1.5 - 10° for an
increasing waveguide width or height, while the sensitivity drops by 20nm/RIU. This results in the iLOD
decreasing for the most part when the cross-sectional area increases as shown in Figure 7.26¢c. The iLOD varies
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between 5- 10 °RIU and 1.7 -107°RIU. A similar behavior can be seen for varying slab heights as shown in
Figure 7.27. The Q-factor increases for an increasing slab height from 86 - 10* to 1.07 - 10%, whiel the sensitivity
decreases by around 4nm/RIU. Finally, this results in the iLOD dropping by roughly 0.4 - 105 RIU.
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The effect of wafer-scale fabrication errors on the temperature sensitivity difference between the force and
the reference sensor are shown in Figure 7.28. The temperature sensitivity difference for varying fabrication
errors are smaller for this ring resonator design compared to the results form Figure 7.13. The difference
does exceed much beyond 1 pm/K for any waveguide dimension change (e.g. see the width decrease of 50 nm in
Figure 7.28a), making the R = 2 um ring resonator design more robust to wafer-scale fabrication error compared
to the R = 5 um ring resonator from a temperature sensitivity point-of-view. However, it should be noted that
the cladding material optical properties between these two ring resonator designs are different as explained in
subsection 7.2.2.
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Figure 7.28: Temperature sensitivity difference between the force and reference sensor (with adjusted waveguide
width) for varying waveguide (a) widths, (b) heights and (c) slab heights.

7.2.5 Die-Scale Fabrication Error Induced Spectral Deviations

An analysis similar to the one from subsection 7.1.5 has been carried out for the R = 2 ym ring resonator design
as well. The width and height of the waveguide for both the reference and the force sensor have been reduced
by 40 nm and 20 nm respectively (which is a similar wafer-scale fabrication error observed in section 6.2). The
results of the die-scale fabrication induced resonance wavelength shift are shown in Table 7.8 and Table 7.9.

. Resonance wavelength (nm) Resonance wavelength
Width change (nm) = negp(Ac) - ng(Ac) at resonance ordergm i 18) shift (nm) °
-1.5 2.27889  3.85942 1573.930 —1.049
-0.5 2.28059  3.86015 1574.628 —0.352
0 2.28144  3.86043 1574.980 0
+0.5 2.28229  3.86090 1575.328 +0.349
+1.5 2.28397  3.86165 1576.019 +1.040

Table 7.8: Resonance wavelength shift due to die-scale width deviations of the force sensing ring resonator
(R = 2pm) with a nominal cross-section of 4102200 nm and a slab height of 100 nm. Both n.s¢ and n, at
Ae = 1550 nm are required to determine the resonance wavelength itself.

. Resonance wavelength (nm) Resonance wavelength
Width change (nm)  nesr(Ac) - ng(Ae) at resonance order m i 18) shift (nm)
—-1.5 2.24392  3.74894 1559.864 —1.124
-0.5 2.24572  3.75073 1560.613 —0.375
0 2.24662  3.75157 1560.988 0
+0.5 2.24752  3.75253 1561.361 +0.373
+1.5 2.24931 3.75421 1562.107 +1.119

Table 7.9: Resonance wavelength shift due to die-scale width deviation of the reference ring resonator (R = 2 um,)
with a nominal cross-section of 3702200 nm and a slab height of 100nm. Both n.s; and ng at A. = 1550 nm
are required to determine the resonance wavelength itself.

Unlike the results from subsection 7.1.5, the spectral behavior of both sensor types are more similar. The
probability of resonance peak overlap is discussed in section 7.3 along with the final PIC design.
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7.3 Chip Design and Fabrication

The final photonic integrated circuit design is shown in Figure 7.29.
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Figure 7.29: Schematic distributed force sensor design. Y;,, represents the center-to-center distance of ring
resonators with R = 2 um.

The chip consists of 28 identical bus waveguides (450 x 220 nm) parallel to one other. Each of the bus waveguide
contains Cornerstone’s standard out-of-plane grating coupler components for coupling light into and away from
the chip [93]. There are in total of 31 ring resonators with a radius of around 2 pm on each of the bus waveguide,
three of which are reference sensors. The ring resonator design used for this chip is shown in section 7.2 (i.e.
force sensor waveguide cross-sectional dimensions of 450 x 220 nm and reference sensor waveguide cross-section of
410 x 220 nm with an inner slab height of 100 nm for both sensor types). Based on the results of subsection 7.2.3,
a gap length of 200 nm has the highest chance of creating critical coupling, but this should be experimentally
verified in the follow-up research.

The ring resonator center-to-center distance of X,ing = Y;.ing = 8 m has been chosen. Taking this seperation
results in X, from Figure 7.29 of (not smaller than) 2.832 um for a reference sensor with R = 2.054 um (the
reason for this radius value is explained below). The propagation of the magnetic field in the y-direction from
the cross-talk simulation described in section 5.6 has been shown in Figure 7.30 for X,,;, = 2.5um and a
reference ring resonator with R = 2 um. It can be seen from Figure 7.30 that the field H, remains inside the
ring resonator (This is also the case for the other fields from the simulations). The monitor values of monitor
1 and 2 (as shown in subsection 5.6.2) are in the order of 1078, This confirms that Xring, Yring = 8 um result
in negligible cross-talk. Considering the biological cell size is around 80 x 80 um, the amount of rings that are
required to cover the surface area of the cell is therefore 10 x 10 with X,5g, Ying = 8 wm. Since the distributed
force sensor has a 28 x 28 force sensing ring resonator grid, some cell positioning errors are allowed for it to be
still covered by the force sensor grid.

It should also be noted that the waveguide width of standard out-of-plane grating coupler of Cornerstone
used for this design is 10 um, which is smaller than Y7, = 8 pm. If the bus waveguides are straight the entire
length as shown in Figure 7.29, the grating couplers will be overlapping one other. Therefore, the actual bus
waveguide design should have bends outside the force and reference region in order to create more space between
the grating couplers.

An interrogation bandwidth from 1550 nm to 1600 nm has been chosen. The reason for this is because the
standard grating coupler component from Cornerstone has high coupling efficiency at around these wavelengths,
which is shown in for example Figure 6.2. The FSR of this ring resonator design is also 50 nm. The resonance
order that corresponds to a resonance peak inside the interrogation bandwidth is m = 19 for all ring resonators
on the bus waveguide.

A force sensing ring resonator with a radius of 1.949 um has a resonance wavelength at m = 19 of Ry =

70



Contour Map of Hy at Y=0.1

1

.0
.0

Figure 7.30: Magnetic field H, propagation from the cross-talk simulation of the reference sensor. Other fields
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1553.167 nm (calculated with RSoft using steps described in section 5.2), which is the first resonance peak of
the spectrum. By increasing the subsequent force sensing ring resonator radii with increments of 3nm up to
Rforce = 2.039 pm, 30 extra resonance peaks can be added with a seperation distance of approximately 1.452 nm.
Therefore, the final resonance peak (corresponding to R force = 2.039 pm) is calculated to be R3; = 1596.785 nm.
The higher and lower resonance mode orders (m = 18 and m = 20) do not overlap with m = 19, since
Am=18 = 1604.737 nm for the first force sensor (R1) and \,,—20 = 1547.858 nm for the last force sensor (Rs1).

Afterwards, three force sensing ring resonators with radii of 1.97 um, 1.994 um and 2.024 um are replaced by
reference sensors with radii of 2 um, 2.024 pm and 2.054 um respectively (i.e. Rg, Ri5 and R;g from Figure 7.29).
These three reference sensors have roughly the same resonance wavelengths at m = 19 compared to the three
force sensors they are replacing, which are 1563.724nm, 1575.268 nm and 1589.558 nm respectively. Three
reference rings have been used instead of one to consider the varying temperature sensitivities at different
wavelengths as shown in Figure 7.23. More of this will be explaiend in section 7.4.

The overlap probability (explained for the first time in subsection 6.2.2) of 31 ring resonators on a bus
waveguide as describe above is shown in Figure 7.31. For this analysis similar to subsection 7.1.5, the waveguide
cross-section is reduced to 410 x 200nm to take into account wafer-scale fabrication errors similar to the ones
observed in section 6.2. In this case similar, the resonance wavelength standard deviation due to die-scale
fabrication error is taken as 0.38 nm, which is based on the values from Table 7.9. The FSR is 50 nm and the
FWHM for each resonance peak is taken as 2 - 35pm. A FWHM of 35pm corresponds to sidewall scattering
and absorption losses of ~ 7dB/cm (or @ = 46312 from Figure 7.17). The FWHM is also multiplied by 2 to
consider the possible appearance of an extra resonance peak (resulted from resonance splitting) that can make
the non-backscattered resonance peak appear less sharp due to the resonance peaks overlapping one another
(The value of 2 is an estimated value that mimics a FWHM increase due to resonance splitting). Similar to
subsection 6.2.2 and subsection 7.1.5, two resonance peaks are considered to be overlapped when the seperation
distance between peaks is below 3 - A pw gy and the amount of Monte-Carlo simulation is 10000. These
paramters resulted in a probability of zero resonance peak overlaps of 74.29% and a 22.23% chance of a single
overlap. Considering there are 31 resonance peaks in total, these statistics show it is likely that most if not all
resonance peaks can be interrogated despite the die-scale waveguide fabrication errors.

The photonic integrated circuits will be fabricated from a 200 nm SOI-wafer with a top silicon layer thickness
of 220 nm at Cornerstone using a photolithography machhine with a KrF laser at A = 248 nm. Cornerstone’s
process flow will be utilized [93], which is shown and explained in Appendix A. This process flow leaves a SiOq
hard mask layer with a thickness of 180 nm on top of the silicon waveguide. The removal of this layer is left as
a follow-up research.

After fabricating the photonic integrated circuit, both PDMS and Ormocore polymer thin film layers must
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Figure 7.31: Resonance overlap percentage for multiplexed ring resonators with 2 um radius and a cross-section
of 410 x 200 nm.

be put on top of the chip covering the force and reference sensors respectively. The out-of-plane grating coupler
will be cladded in air to ensure optimal coupling efficiency. A proposed process flow of thin polymer film layers
on top of the photonic integrated circuit is shown in Appendix B.

The microfabrication of these thin film layers starts by depositing the Ormocore resin on the entire chip
using spin coating. The manufacturer states the possibility of spin coating Ormocore, while other deposition
methods such as inkjet printing is not suitable due to Ormocore’s high viscosity [103][104]. The high thermal
stability of Ormocore (up to 270°C for a short term) allows it to withstand the PDMS curing process without
degrading the material properties, as the curing process of PDMS does not exceed 90°C (T. Erdogan and W.J.
Westerveld, personal communication, November 2, 2022). For this reason, Ormocore is deposited and UV cured
before PDMS. Afterwards, a photoresist mask is deposited on top of the Ormocore resin with only the location
of the reference ring resonators not being covered by the mask (similar to [105]). In this way, only the region
of the reference ring resonators will be UV cured, while the resin on top of all the other parts of the chip gets
washed away. The same process (spin coating, masking and UV curing) can also be done for PDMS, which
is only possible if its viscosity is lowered by diluting PDMS with solvents first [106]. Due to the presence of
Ormocore layer on the chip, the second spin coating process can locally accumulate near the Ormocore layer.
This is not a problem as long as the PDMS layer thickness is uniform at the force sensors. To ensure this,
the seperation distance between both sensor type (i.e. X.sq from Figure 7.29) should be around hundred of
microns such as 500 um (T. Erdogan, W.J. Westerveld, personal communication, November 2, 2022). The
exact required value of the component seperation distance X.sq should be determined with experiments (as a
follow-up research).

7.4 Interrogation Performance

In this section, the sensor interrogation performance of the R = 2 um ring resonator from section 7.2 will be
discussed. The analysis from chapter 4 is included and expanded upon by adding the actual force sensing
mechanics in the calculatios, allowing both the sensitivity and the limit-of-detection in terms of force to be
determined. It has been described by Equation 4.1 that both the measurement resolution (AM,;,) and the
sensitivity are required to determine the limit-of-detection. The interrogation setup (and its noise values) as
described in subsection 4.2.1 are used in the interrogation performance analysis of the R = 2 um ring resonator
design as well.

As explained in section 4.1, the measurement resolution is caused by temperature drift, laser source wave-
lenght repeatability as well as intensity noise of the measurement setup. It has been observed from Monte-Carlo
simulations in subsection 4.2.5 that the latter results in very low resonance wavelength fluctuations. The same
can be said for both the force sensing and the reference ring resonator as shown in Figure 7.32.

Figure 7.32 shows the measurement resolution for sidewall scattering and absorption losses of 3dB/cm to
10dB/cm in the case of critical coupling using curve-fitting methods as described in subsection 4.2.2. The
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Figure 7.32: Intensity noise measurement resolution in Figure 7.33: Simulation convergence for 30000 Monte-
the case of critical coupling for varying sidewall scat- Carlo simulations. At around 20000 iterations, the cal-
tering and absorption losses. culation does not give much more accurate results.

optical properties (e.g. nefs, ng and a) calculated in subsection 7.2.1 (and subsection 7.2.2 for the reference
sensor with Ormocore cladding and a waveguide cross-section of 410 x 220 nm) have been used for this analysis.
The maximum normalized intensity is 0.37, since this is the approximate lowest maximum intensity within
the interrogation bandwidth of A = 1550 nm to 1600 nm due to the grating coupler losses (as shown in e.g.
Figure 6.2). For this study, the amount of Monte-Carlo simulations is increased from 1000 to 20000. Although
1000 simulations do give an approximate answer, more simulations are required to obtain a better convergence
as shown in Figure 7.33. The measurement resolution remains between 1 fm and 2 fm with higher propagation
losses resulting in larger measurement resolutions as shown in Figure 7.32. At sidewall scattering and absorption
loss of 10dB/cm, the measurement resolution of the force and reference sensors are 1.67 fm and 1.82 fm
respectively. Adding these up result in a combined measurement resolution of roughly 3.5 fm. The reason
for considering the intensity noise of both sensor types is because both total resonance wavelength shifts (i.e.
AXgense,tor and AMcr1or) are subtracted from each other in Equation 5.25. As a result, the noise values may
potentially add up in the process.

According to Equation 5.25, the wavelength repeatability term AAy g can only be cancelled out if the
temperature sensitivities of both the force and the reference sensors are exactly the same. For example,
it has been shown in subsection 7.2.2 that the temperature sensitivities are St force = —27.20pm/K and
Stref = —27.51pm/K respectively. This causes uncertainty in determining the resonance wavelength (that is
the measurement resolution), which can be described by rewriting Equation 5.25.

sense,force — sense,tot 2N ref,tot —+ WLR Tx ( X )
(3T)T€f (aT)ref

The left square bracket component represents the temperature drift cancellation without considering the wave-
length repeatability, which exactly describes Equation 5.22. On the other hand, the square bracket component
on the right-hand side represents the resonance wavelength error (or the measurement resolution A\,,;,) caused
by the wavelength repeatabilty. This is shown in Equation 7.2

WLR N

A/\min =
(87T)ref

(7.2)

If the temperature sensitivities of both sensor types are not equal, then AM\,,;, will not become equal to zero.

Since there are 28 force sensors with slightly different radii on a single bus waveguide as shown in section 7.3,
a few reference ring resonators cannot have the same temperature sensitivities compared to all these 28 force
sensors to cancel out the wavelength repeatability. As shown in section 7.3, three reference ring resonators
with resonance peaks at 1563.724 nm, 1575.268 nm and 1589.558 nm have been used to determine temperature
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sensitivities at other wavelengths as well by curve-fitting. This is shown in Figure 7.34 and Figure 7.35. It
should be noted beforehand that this method of determining temperature sensitivities at different wavelengths
is a concept demonstration in which the temperature drifts AT for all the temperature sensitivity calculations
are assumed to be very small as explained in section 5.5. Additional analysis is required to determine the
temperature sensitivities changes at larger AT and resonance wavelength shifts (A\,,=19).

The temperature sensitivities of the three reference ring resonators with radii of 2.000 um, 2.024 um and
2.054 pm at the three aforementioned resonance wavelenghts are —28.49 pm/K, —29.30 pm/K and —30.27 pm/K
respectively, calculated using the steps described in section 5.5. Figure 7.34 and Figure 7.35 show the relation
between temperature sensitivities and both the ring resonator radius as well as the resonance wavelength can
be described by a second-order polynomial function. The errors of the curve-fit are within the magnitude of
10~ pm/K to 107!3 pm/K, which is small considering the temperature sensitivities are around —29 pm/K.
The green dot from Figure 7.34 and Figure 7.35 represents the temperature sensitivity of the first force sensor of
the bus waveguide (with Ry = 1.949 ym and A,,,—19 = 1553.167 nm), which is equal to —27.59 pm /K. By using
the polynomial function used for curve-fitting, both the resonance wavelength and the reference ring resonator
radius at which the reference temperature sensitivity is theoretically equal to the one of the force sensing ring
resonator (i.e. —27.59pm/K) can be calculated by extrapolation (denoted by the black dot). In this case, the
extrapolated radius and resonance wavelength is R = 1.974 ym and \,,,=19 = 1551.144 nm respectively. Using
the calculation steps described in section 5.2 and section 5.5 and taking a reference ring resonator radius of
R = 1.974 um, the resonance wavelength at m = 19 is 1551.135nm and the temperature sensitivity is equal
to —27.70pm/K instead. This indicates that the temperature sensitivities are not exactly equal to each other
despite what the curve-fitting and extrapolation results show in e.g. Figure 7.34.
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Figure 7.34: Temperature sensitivities at different ring Figure 7.35: Temperature sensitivities at different res-
resonator radii. Here, the temperature sensitivities onance wavelengths (which depends on the ring res-
holds for temperature drifts AT being very small. onator radius and AT being very small in this case)

In practice, a plot similar to Figure 7.34 and Figure 7.35 can be made by characterizing the fabricated
photonic integrated circuit. This is in order to determine (by interpolating or extrapolating the data points
of the three reference ring resonators) at which resonance wavelength (Aresref) the reference temperature
sensitivity is theoretically equal to the one of a force sensing ring resonator at a certain resonance wavelength
(Ares,sense)- The resonance wavelength shift of the force sensor from Ayes sense can be directly measured from
the data obtained by the photoreceiver. In order to determine the theoretical resonance wavelength shift from
Ares,ref, the resonance wavelength shifts of the three reference sensors must be determined and interpolated
or extrapolated at e.g. R = 1.974 um (which is the theoretical reference ring resonator radius at which both
temperature senstivities are equal). After obtaining both resonance wavelength shifts (AXsense tor and Adref tot)
and knowing the temperature sensitivity of both ring resonator types, Equation 5.25 can be used to filter out
the temperature drift and wavelength repeatability induced noise and determine the resonance wavelength shift
due to the exerted force only.

In Table 7.10, the measurement resolution resulting from the wavelength repeatabilities for four different
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cases are shown. The first two cases correspond to the comparison between the temperature sensitivity of
the aforementioned force sensing ring resonator (R = 1.949 pm, Ay—=19 = 1553.167nm) of —27.59 pm /K with
the one of the extrapolated data of —27.70 pm/K. The temperature sensitivity of the same force sensing ring
resonator has also been compared to the reference temperature sensitivity of the first reference ring resonator
(R = 2.000 um, A\p=19 = 1563.724nm) of —28.49 pm /K to analyze the measurement resolution in a more pes-
simistic scenario (i.e. a scenario where both temperature sensitivities are noticably different from one another).

It is shown in Table 7.10 that the measurement resolution ranges from 0.012 pm to 0.508 pm, depending on
the case. It can be seen that the contribution of the wavelength repeatability to the measurement resolution
is much larger than the combined contribution of the force and reference sensor intensity noise of 3.5 fm (at
sidewall scattering and absorption loss of 10dB/cm) as shown in Figure 7.32.
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Table 7.10: Measurement resolution caused by the wavelength repeatability for different cases. Wavelength
repeatabilities of £8.0 pm and 1.5 pm correspond to Santec TSL-570 type A and C respectively [87]

The sensitivity of the aforementioned force sensing ring resonator (with R = 1.949 um and M\,—19 =
1553.167nm) is 65.41 nm/RIU (calculated using the steps described in section 5.3). In order to determine
the sensitivity in terms of force, Equation 3.3 must be expanded by including a coefficient that relates the
change in the cladding refractive index to the force applied to it, resulting in Equation 7.3.

8)\m . k ane anclad
oF _ng anclad oF

A study has been carried out that obtained a stress-optic coefficient for PDMS film layer at the bottom surface
of 612 RIU/TPa [107]. This value can be used to determine dngjaq/OF from Equation 7.3 and subsequently
O /OF for varying force exertion area as shown in Figure 7.36. For a ring resonator without any fabrication
errors, the sensitivity decreases from 1274.25 pm/uN to 0.127425 pm/uN for an increasing circular area with a
radius of 0.1 uym to 10 um respectively. This is also shown in Figure 7.36.
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Figure 7.36: Force sensitivities for different force exer- Figure 7.37: Force limit-of-detection for different force
tion areas. exertion areas.
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In Figure 7.37, the force limits-of-detection are shown for the four different cases from Table 7.10. The
sensitivity of the aforementioned force sensing ring resonator (R = 1.949 um and A,,—19 = 1553.167nm) in
all four cases are 65.41 nm/RIU, while the measurement resolutions from Table 7.10 plus the intensity noise
contribution of both the force sensor as well as the reference sensor of 3.5 fm (from Figure 7.32) are taken. It
can be seen that the force limit-of-detection remain well below 1 N for the most part. In the best case scenario
(i.e. the dark orange line from Figure 7.37), the force limit-of-detection approaches 10 pN. However in practice,
the fabrication errors may cause larger curve-fit errors than the ones mentioned in 10~4 pm/K to 10713 pm/K,
which could result in larger measurement resolutions and force limits-of-detection. However, the extend of this
analyzing this error is left as a follow-up research.

Finally, the force distribution over the force exertion areas is assumed to be uniform in this analysis. As a
follow-up research, the actual force exertion distribution of biological cells should be analyzed to obtain a more
accurate force sensitivity.
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Chapter 8

Discussion

8.1 Fabrication Error Analysis

The different fabrication errors discussed in chapter 6 that can result in resonance wavelength, Q-factor and
propagation loss are analyzed from a silicon photonic integrated circuit with air cladding as well as a SiO- hard
magsk layer with a thickness of 180 nm on top of the waveguide that has not been removed yet. However, the
ring resonators of the distributed force sensor are either cladded in PDMS or Ormocore instead. The refractive
indices of these polymer claddings are different than the one of air, meaning the magnitude of sidewall scattering,
absorption loss, and the resonance wavelength deviations due to die-scale waveguide width nonuniformity will
differ. In the case of the R = 2 um ring resonator design, the radius is also decreased from R = 5 um. In other
words, the fabrication error analysis performed in chapter 6 is device specific. Nevertheless, the fabrication error
induced propagation losses and spectral deviations data obtained in chapter 6 are considered for the distributed
force sensor. The reason for this is that these data can still provide some idea of how the distributed force sensor
can perform differently due to fabrication errors. It can be assumed that in practice the polymer claddings of
the distributed force sensor result in lower sidewall scattering (due to the lower refractive index contrast ratio),
but also cause higher absorption losses.

It should also be noted that the effects of fabrication errors (both at wafer-scale as well as at die-scale) are
analyzed at a wavelength of A = 1550 nm only. The effects of fabrication error will differ at different wavelengths
and for varying radii. Analyzing it solely at A = 1550 nm can still give an insight of the fabrication error effects.

Finally, the curve-fitting of measured data as described in section 6.3 show some error in e.g. the fitted
resonance wavelength, lowest intensity or FWHM due to the noisy signals coming from the measurements. This
can affect the sidewall scattering and absorption losses that are calculated in that section.

8.2 Intrinsic Ring Resonator Performance

In chapter 7, ring resonators with radii of both 5um and 2 ym have been analyzed. A R = 2 pm small ring
resonator needs to be designed, since one of the requirements states that the sensor seperation distance should
not exceed 10 um. On the other hand, a R = 5um is also analyzed to test out the multiplexibility and
the temperature compensation method by proposed in subsection 5.5.4 with ring resonators that have been
characterized already by W-Lab.

The cladding material properties of the reference ring resonator design used for simulations are either man-
ufacturer specifications or measurements of a third party. Although these data give an idea what material
property values to expect, the actual values may differ in practice. This can result in e.g. different required
adjusted reference ring resonator waveguide width for temperature sensitivity equalization.

For coupling FDTD simulations, integral monitors have been placed at both the output of the bus waveguide
as well as the output of the ring resonator (see Figure 5.3). The reason for this is to analyze the magnitude of
the additional intensity loss during the coupling process. If the extra intensity loss 1 — 72 — k2 is large relatively
to the coupling 2, then the real transmission coefficient is somewhere between V72 and V1 — k2, because the
latter calculation also includes the radiation loss (since the monitor is placed far away from the coupling gap in
order for it to be aligned with the grid).
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8.3 Interrogation Performance

The addition of three reference ring resonators increases the measurement resolution by cancelling out the
temperature drift as shown in section 7.4. Although the minimum amount to describe a second-order polynomial
function is three data points, in practice due to fabrication errors, using more than three reference ring resonators
may result in a more accurate description of the curve. The minimization of curve-fitting errors can result in
smaller measurement resolutions.

The coefficient that describes the relation between the exerted force and the refractive index change of PDMS
is determined by Park et al. [107]. The stress-optic coefficient of a 10 gm thick PDMS film layer is taken for
this assignment, which is the thinnest film layer analyzed by Park et al. No definitive PDMS film thickness
has been defined in this thesis. Therefore, it should be taken into account that this stress-optic coefficient can
vary if a different film layer thickness will be chosen in the follow-up research. Also, the refractive index of the
unloaded PDMS film is approximately 1.42, which is higher than the one used for the simulations in chapter 7.
The reason for this could be that the PDMS types are different from each other (due to e.g. difference in mass
ratio between main agent and curing agent [90]). Despite the (potential) material property differences, the
stress-optic coefficient of 612 RIU/T Pa can still provide an idea of how large the force sensitivity and how small
the minimum detectable force is.

Also, the temperature sensitivity simulations described in subsection 5.5.2 consider both changes of refractive
indices due to temperature change as well as changes in waveguide cross-sectional dimensions due to thermal
expansion, with the latter’s contribution being very small in comparison. However, both PDMS and Ormocer
or Ormocore will also expand due to temperature changes which can also influence the effective refractive index.
This has not been taken into account in this thesis. As a follow-up research, the contribution of the thermal
expansion of these polymer claddings to the overall change of effective refractive index could be analyzed.

Figure 7.32 shows that the propagation loss of the ring resonator have little influence on the intensity noise
measurement resolution, as long as it is critically coupled. Even for asyq[dB/cm] = 10dB/cm, the minimum
detectable wavelength shift (AM,.i,) stays much smaller than the ones caused by the wavelength repeatability
(as shown in Table 7.10). The reason for this is the high signal-to-noise ratio used for this analysis. The
standard intensity deviation is 0 Pstger, = 44.49nW while the laser input power equal to the photodetector
saturation power is 55 uW (Both values are presented in subsection 4.2.1). If the signal-to-noise ratio decreases,
measurement resolution AM\,,;, is expected to increase.

Finally, the force exertion distribution on the sensor is assumed to be uniform over an area. In practice, this
may not be the case for biological cells, resulting in less accurate force sensitivity results.

8.4 Distributed Force Sensor Design

The sensor design shown in Figure 7.29 has 28 bus waveguides placed parallel from each other. Each bus
waveguide contains 31 ring resonators and its own grating couplers. This allows each 31 multiplexed ring
resonators on a bus to be interrogated seperately, which is one of the design requirements (see section 1.3).

The resonance peak placement of the distributed force sensor design as described in section 7.3 is done by
varying the ring resonator radii for waveguides without any fabrication errors (i.e. 450 x 220 nm cross-section
and a 100 nm slab height). Due to fabrication errors, both the FSR and the resonance wavelengths can change,
which results in overlap probabilities that are different than the one from Figure 7.31.

8.5 Sensor Fabrication

The CMOS fabrication processes defined by Cornerstone are used to fabricate the photonic integrated circuit.
This leaves a hard Si0O, mask on top of the waveguides, which must be removed to prevent sensitivity decrease
of the ring resonators. Also, the proposed polymer resin deposition and UV curing processes described in
section 7.3 are general steps that show the possiblity of having multiple types of polymer film layers on top
of a single chip. However, the required fabrication parameters should be determined in a follow-up research.
This process flow can also be adjusted as long as the final results are the same. For example, inkjet printing
or spray coating are also promising options to locally deposit PDMS instead of spin coating [104]. These two
deposition methods do not have the "local PDMS accumulation issue" as explained in section 7.3, since the
material deposition happens locally. The reason why spin coating has been presented instead in section 7.3 is
because this deposition process has been succesfully carried out by W-Lab before.
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Chapter 9

Conclusion and Outlook

9.1 Conclusion

From the literature review, it was concluded that silicon material platform, strip waveguides, ring or disk
resonators and reference sensor for temperature drift compensation were the most suitable sensor design choices.
Due to silicon’s high refractive index, the mode field gets more confined compared to other material platforms.
This makes small waveguide bends with low radiation losses possible, which is crucial for desigining small sized
integrated photonic sensors. For the same reason, the strip waveguide is also the most ideal waveguide cross-
section geometry. Furthermore, both ring and disk resonators can be used to make small and fabrication error
robust sensors compared to the other options. The reference sensor is the only option that can potentially
cancel out both the temperature drift and the wavelength repeatability of the laser.

Ring resonators with radii of both 5 um and 2 um have been analyzed. For both ring resonators, a PDMS
cladding layer is fabricating on top it, which allows cell exerted forces to be measured. This is done by detecting
PDMS refractive index changes due to the induced strain in the PDMS layer caused by exerted cell forces.
Therefore, the second requirement from section 1.3 has been satisfied. The R = 2 um has an inner slab layer
with a thickness of 100 nm to further reduce the radiation loss. Both sensors show resonance peaks with Q-
factors of @ > 20000), which include contributions of sidewall scattering and absorption losses defined in a
seperate fabrication error analysis. The coupling gap of 200 nm (and perhaps 250 nm) is required in order to
potentially critical couple the ring resonators while taking into account the extra intensity losses (during the
coupling process) determined in the same fabrication error analysis. The reference ring width should be 370 nm
and 410nm for the R = 5 um and R = 2 um ring resonator respectively in order to equalize the temperature
sensitivity of both the reference and the force ring resonator (this is neccesary to minimize measurement error
caused by the wavelength repeatability of the laser). A commercial hybrid-polymer (Ormocore for R = 2 um
reference ring resonators) is used with a Young’s modulus of around 1 G Pa to shield the reference ring resonator
from the forces exerted by the biological cells.

The interrogation performance analysis of the R = 2 yum sensor designs shows that the measurement resolu-
tion is mainly determined by the wavelength repeatability of the laser. Having three reference ring resonators
with adjusted waveguide widths and being cladded in Ormocore, the measurement resolution can be potentially
decreased to 0.012 pm. These three reference ring resonators are put on a single bus in order to determine the
variation of the reference temperature sensitivities at different wavelengths.

Using a stress-optic coefficient of 612 RIU/T Pa, the force limit-of-detection remains well below 1 N (even
with waveguide cross-sectional dimension errors) as long as the force exertion area does not exceed around
80 um?. This indicates the possibility of sensing submicronewton level of forces using the designed force sensor,
satisfying the first requirement of section 1.3.

The distributed force sensor array is 28 x 28 with a seperation distance of around 8 pum in both the horizontal
and vertical direction and a radius of around 2 um, satisfying the third requirement of section 1.3. This also
means the biological cell that is 80 x 80 ym in size can be completely covered by the sensor array. The resonance
peaks of the 28 force sensors and three reference sensors on a single bus waveguide can be simultaneously
interrogated, which satisfies the fourth requirement of section 1.3. The probability of one or more resonance
peak overlap is 25.71%.

The photonic integrated circuit (and its waveguide dimensions) can be fabricated at Cornerstone using their
own defined CMOS fabrication processes, satisfying the fifth requirement of section 1.3. Subsequently, polymer
resins can be deposited and UV cured to create PDMS force sensing layer as well as an Ormocore reference
force shield on a single chip.
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9.2 Outlook

This thesis focusses on the theoretical part of designing a integrated photonic distributed force sensor which
can be used to measure forces exerted by biological cells. However, experimental characterization of integrated
photonic components and materials are required to better understand its properties and adjust the design
accordingly.

First of all, the ring resonator design from section 7.2 has to be fabricated (including the polymer claddings)
and its Q-factor, (temperature) sensitivity, free spectral range resonance wavelengths as well as the coupling
gap required for critical coupling must be determined and compared with the simulation results from this
thesis. Experimentally characterizing the temperature sensitivities of both the force and reference sensors
(at different wavelengths) is essential to ensure small measurement resolution as described in section 7.4. In
practice, the temperature sensitivities could be different, meaning the required adjusted waveguide width for
temperature senistivity equalization will be different compared to w,.y = 410nm which was calculated in
subsection 7.2.2. Additionally, as mentioned in section 5.5, the temperature sensitivity calculation only holds
for small temperature drifts, since the temperature sensitivity changes when the resonance wavelength shifts
due to temperature changes. The resonance wavelength shifts over large temperature drifts should be analyzed
as well.

Also, multiple ring resonators with slightly different radii have to be multiplexed on the same bus waveguide
in order to test the resonance peak overlap probability. In this thesis, 31 ring resonators have been multiplexed on
a ring resonator with a resonance seperation of 1.452 nm. Assuming a ring resonator center-to-center seperation
of 10 um as mentioned in section 7.3, this amount of ring resonators is sufficient to cover the entire 80 x 80 um
biological cell size while keeping a low resonance peak overlap probability. It is possible to further increase the
amount of multiplexed ring resonators in order to get a larger force sensor array by allowing more resonance
peak overlaps than what is shown in Figure 7.31. The maximum allowable resonance peak overlaps should also
be determined as a follow-up research.

After characterizing the photonics part, the force sensing capabilities of the distributed force sensor needs
to be determined either numerically, experimentally or both. The required cladding layer thickness for both
polymers that gives desired results (i.e. high and low sensitivity for PDMS and Ormocore respectively) must be
determined. Other material properties such as the (measured) refractive indices and TOC’s need to be found
out as well. Furthermore, the contribution of the thermal expansion of both PDMS and Ormocore claddings
could be determined as mentioned in section 8.3.

The biological cell force exertion distribution should also be determined to get an more accurate force
sensitivity results of the distributed force sensor. In section 7.4, the force exertion is assumed to be uniform
over an area, which may not be accurate.

Besides experimental characterization, extra attention to the fabrication of the distributed force sensor
needs to be paid as well. The CMOS fabrication process defined by Cornerstone to manufacture the photonic
integrated circuits involves using SiOs hard masks. This 180 nm thick mask layer will not be removed during
their fabrication process. It is important to remove this hard mask in order for the ring resonators to have
high sensitivities. As for fabricating polymer claddings which has been explained in section 7.3, the necessary
fabrication parameters and materials as well as the required seperation distance x.sq between the force and
reference sensors (to prevent excessive PDMS accumulation on top of the force sensors) need to be determined
as follow-up research.

Finally, the multi-mode propagation in waveguides has not been analyzed in this thesis. This can occur due
to the slab layer inside the ring resonator that allows mode fields to propagate similar to a disk waveguide,
It has been observed that small ring and disk resonators show single mode propagation due to the higher
order modes being suppressed by extra radiation losses resulted from small waveguide bends [108][109] As a
follow-up research, the possibility of multi-mode propagation should be determined using both simulations and
experiments.
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Appendix A

CMOS Fabrication Process Flow

The CMOS process flow for fabricating the photonic integrated circuit of the distributed force sensor is shown
in Figure A.1. These fabrication steps are as follows:

1.
2.

-

10.

11.
12.

The fabrication starts with a 200 nm silicon-on-insulator wafer with a top silicon layer thickness of 220 nm
Photoresist layer is deposited and patterned for fabricating the out-of-plane grating couplers only.

A 70nm etch is performed.

Photoresist layer for fabricating the out-of-plane grating couplers is removed.

S04 hard mask is deposited on top of the die.

Photoresist layer is deposited and patterned for fabricating both the strip waveguides and the ring res-
onators.

The hard mask is being etched.
Remove photoresist layer for patterning the hard mask.

Using the etched hard mask, a 120 nm (intermediate) etch is performed, leaving a silicon slab layer of
100 nm thick.

Photoresist is patterned on top of the ring resonator to protect the inner slab layer from getting etched.
It should be checked whether the photoresist material gets into the gap between the strip waveguide and
the ring resonator.

The exposed silicon layers are etched to the silicon substrate.

The remaining photoresist layer is removed. The out-of-plane grating couplers, strip waveguides and ring
resonators are fabricated. Only the Si05 hard mask is still remaining
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Figure A.1: CMOS fabrication process flow for fabricating the PIC based on Cornerstone’s defined processes
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Appendix B

Polymer Cladding Fabrication Process
Flow

The process flow for fabricating polymer thin film layers on top of both the force and reference sensors is shown
in Figure B.1. These fabrication steps are as follows:

1.

- W

The fabrication process starts with a fabricated photonic integrated circuit of which the hard mask has
been removed.

Ormocore hybrid polymer resin is spin coated on top of the entire die.

Photoresist mask is applied and patterned to locally UV cure Ormocore at the reference sensors region.
UV curing Ormocore.

Photoresist mask is removed and the uncured Ormocore resin is washed away.

PDMS is spin coated on top of the entire chip. Note that there is local PDMS accumulation on top of the
Ormocore layer. This is not a problem as long as the PDMS film layer at the force sensors are uniform in
thickness.

Photoresist mask is applied and patterned to locally UV cure PDMS at the force sensors region.
PDMS resin is UV cured.

The photoresist mask is removed and the remaining uncured PDMS resin is washed away.
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Figure B.1: Fabrication of polymer thin film layers on top of the photonic integrated circuit.
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