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Abstract
Crowdsourcing marketplaces have gradually flourished over the
last decade. With the growing landscape of online work in gen-
eral, and the rise of paid microtask crowdsourcing in particular, the
health and wellbeing of crowd workers has become an important
concern. In this paper, we present an online conversational sur-
vey, named HealthInsights, for understanding the status quo of
workers’ health-related background, physical health, mental health,
and their needs. We carried out a study on two popular platforms –
Mechanical Turk and Prolific. Results show that the survey has ac-
ceptable reliability and validity. We found that workers across these
platforms reported similar health-related issues, but also exhibited
certain differences. Based on our findings, we argue that crowd-
sourcing platforms, task requesters, and academic researchers need
to take the collective responsibility of creating better work environ-
ments. Our work has important implications on task and workflow
design that are centered around worker health on crowdsourcing
platforms.
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1 Introduction
Over the years, researchers and practitioners have spent a signif-
icant amount of effort in improving quality-related outcomes in
microtask crowdsourcing. From adaptive task assignment [43, 88],
to worker modeling and prescreening methods [35, 74, 89, 90], to
response aggregation [12, 70, 73] and task pricing [15, 25], and
creative incentive schemes [31, 53, 58], many methods have been
proposed to optimize quality related outcomes and minimize costs.

Owing to the central role that microtask crowdsourcing plays
in research and industry, recent studies have also been done to
understand, improve, and safeguard the health and wellbeing of
crowdworkers, who form the very backbone of this paradigm. Com-
mendable efforts have been devoted to creating awareness about
the invisible labor that prevails on microtask crowdsourcing plat-
forms [41]. Prior works have proposed tools to help crowd workers
address issues related to power asymmetry and worker invisibility
on platforms [47, 48, 96]. Researchers have highlighted the impact
of work rejection and the importance of facilitating trust between
workers and requesters [68, 93]. Others have built platforms to fa-
cilitate collective action [92], and proposed methods to help crowd
workers share their risks alongside rewards on crowdsourcing plat-
forms [30]. Recent work has proposed methods to automatically
ensure fair pay for crowd workers [115], and reduce the negative
impact of exposure to harmful content [23]. People are already
aware of the fact that worker health is in general neglected in the
crowdsourcing ecosystem, however, little is currently understood
about the status quo of workers’ health and how this varies across
crowdsourcing platforms. Creating a qualitative and quantifiable
understanding of worker health across platforms is an important
first step toward addressing existing issues. However, it is known
that health is a rather broad concept. In this work, our goal is to
understand worker health from two main perspectives: 1) working
ergonomics and physical health, and 2) psychosocial conditions
and mental health.

Furthermore, we envision that crowdsourcing platforms and
task requesters can take measures to promote workers’ health, and
foster a sustainable relationship with crowd workers. For example,
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workers could regularly receive health interventions in the form
of “microtasks” that they are asked to complete, with an aim to
maintain and improve their health, and increase awareness of the
potential health-related issues that they may encounter while com-
pleting crowdsourcing tasks. However, such interventions should
first and foremost be informed by the workers’ existing needs and
their willingness to receive health-related interventions during
work. It is important to understand what workers prefer in terms
of the intervention types, their duration, and frequency.

Therefore, we aim to address the following research questions:

RQ1: How can the prevalent physical and mental health status of
crowd workers be acquired through a conversational survey?

RQ2: To what extent are healthcare interventions needed on crowd-
sourcing platforms?

To this end, our research objective is to design a conversational
survey to comprehensively investigate workers’ physical and men-
tal health, as well as their needs for healthcare interventions. The
main focus is to validate the reliability and validity of the designed
conversational survey, and then to conduct a preliminary analysis
on survey results. Therefore, we designed HealthInsights – a
survey consisting of 60 items related to 1) the basic demographics
and working environment of crowd workers, 2) their working er-
gonomics and physical discomfort, 3) psychosocial conditions and
mental health, and 4) worker needs. We employed a conversational
user interface to gather survey responses from crowd workers, as
prior studies have shown that conversational user interfaces are
effective alternatives to traditional web-based surveys, as they can
increase satisfaction and engagement, while improving the over-
all survey quality [19, 22, 50, 61, 82]. We conducted the study on
two popular crowdsourcing platforms – Amazon Mechanical Turk
(MTurk) and Prolific. Results show that the survey has acceptable
reliability and validity, and therefore, effectively reflects workers’
health status and needs on the two platforms. We found that work-
ers across the two platforms faced similar health-related issues, but
also differed from each other to some extent. In terms of their phys-
ical health, crowd workers across both platforms reported typically
feeling less comfortable in their necks, shoulders, and backs as a
result of their work. Workers on MTurk in general reported signifi-
cantly better physical health status compared to workers on Prolific.
In terms of their mental health, we found that, surprisingly, work-
ers on MTurk reported significantly worse mental health status
compared to workers on Prolific.

Our findings suggest that, for a better future of workers in crowd-
sourcing marketplaces, task requesters should design and publish
tasks in a healthy and platform-specific manner (e.g., pushing short
physical exercises for Prolific workers; pushing breaks and relaxing
interventions for MTurk workers). We also suggest that platforms
need to take a major responsibility, together with task requesters
and academic researchers, in providing healthcare interventions
around crowd work to improve worker health in crowdsourcing
marketplaces.

2 Related Work
2.1 Health and Wellbeing of Crowd Workers
Previous work in the field of crowdsourcing studied worker health
mainly from the perspectives of emotions and wellbeing. A recent
technical report from Microsoft has comprehensively reviewed the
past and envision the future of work [105]. The report emphasized
the important role that wellbeing can play [9]. A recent study sys-
tematically reviewed the relationship between the office working
environment and employee health & wellbeing [20]. Other studies
using mixed methods have revealed the diversity in the work envi-
ronments at the disposal of crowdworkers, and how these shape the
quality of work that is produced [33]. Furthermore, recent work has
shown that the state-of-the-art methods can to some extent improve
work productivity and wellbeing [116]. Another direction of rele-
vant research relates to worker emotions and moods [4, 24, 108],
since both emotion and mood are valenced affective responses.
Prior studies have proposed a variety of instruments to measure
the emotion, such as the Self Assessment Manikin [7], the Affec-
tive Slider [5], the Achievement Emotions Questionnaire [77], and
Pick-a-Mood (PAM) [24]. Based on the worker moods measured by
PAM, researchers have presented that crowd workers in a pleasant
mood could be better engaged while completing online tasks, and
meanwhile produce outcomes of higher quality with less cognitive
taskload [34, 83, 119, 123]. In this work, we design HealthInsights
– an online survey – to deeply investigate workers’ health and well-
being.

2.2 Physical Discomforts Experienced by
Workers

Physical discomforts and ergonomics of office work, particularly
for sitting workers, have become an important research topic for
decades [72]. Researchers have started to invent techniques and
instruments to effectively assess working postures, and posture-
related somatic problems [21, 40]. Recent studies started to fo-
cus on ergonomics and working postures while using comput-
ers [62, 85, 117]. In prior work by Luttmann et al., the authors
performed precise measurements to assess muscular activities and
working conditions [62]. An early study in 2011 specifically looked
into body pain related to neck, shoulders, and arms, which are com-
monly complained about by computer office workers [85]. Woo et
al. performed a systematic review to propose ergonomics standards
and guidelines for computer workstation design, and summarize
their effect on worker health [117]. Since crowdsourcing is a com-
mon computer-based work mode, it is important to consider how
this type of labor impacts the health of its workers. In the context of
crowdsourcing, researchers have found that both physical and men-
tal fatigue could have negative impacts on crowd work [64, 122].
Nevertheless, little is currently understood about the working er-
gonomics and physical health of crowd workers. We aim to address
this important knowledge gap to inform future design choices that
should focus on maintaining and improving the health of online
crowd workers.
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2.3 Mental Health of Workers
Mental health has become a very important topic in society since it
relates to everyone in the world [75]. There are many previous stud-
ies focusing on mental disorders and corresponding treatments (e.g.
meditation, hypnosis, relaxation therapies, etc.) relating to office
work [59, 71, 100, 104, 110]. To assess one’s overall health and men-
tal health, the SF-36 survey has been extensively used [112, 113],
which has two subsets for evaluating mental health (i.e. mental
wellbeing and work energy/fatigue). Another important aspect
of mental health is workers’ psychosocial conditions related to
their overall working environments. A popular questionnaire for
evaluating psychosocial work environment is the Copenhagen Psy-
chosocial Questionnaire (COPSOQ) [55]. In addition to the pre-
vailing platform dynamics in crowdsourcing marketplaces [92],
content that workers consume as a result of accessing and com-
pleting on-demand work can also have a significant impact on
their mental health and wellbeing. Long-term, continuous, and
extensive exposure to disturbing content has been found to have
significant detrimental health consequences for people involved
in such work [13, 39, 78, 98]. Recent work has shown that con-
tent moderation is a task prone to emotional exhaustion due to
even relatively benign aspects such as the incivility of the con-
tent [87, 99]. Research has shown that content moderators are
regularly exposed to far more malignant content [14]. To address
this problem, researchers have used blurring to reduce the harmful
content exposure time for moderators [23]. In this work, we will
assess workers’ mental health and psychosocial working environ-
ment and make comparisons across crowdsourcing platforms, to
better inform health-related interventions for the future.

2.4 Power Asymmetry in Crowdsourcing
Marketplaces

Previous works have tangentially contributed towards improving
worker wellbeing, by improving various factors that affect the
dynamics of crowd work. Many prior studies have focused on
invisible labor and power asymmetry, and proposed building a
healthy requester-worker relationship [33, 41, 67, 93]. Another
popular research topic relates to improving workers’ possibili-
ties of development [6, 16, 101]. Atelier was therefore designed
to re-purpose crowdsourcing tasks as mentored and paid skill
development, named micro-internships [101]. Chiang et al. de-
signed a system called Crowd Coach to assist workers in skill
growth [16]. Others have proposed a variety of mechanisms to
improve trust and ensure fair payment in crowdsourcing market-
places [37, 42, 91, 94, 115]. Whiting et al. developed a tool for task
requester to ensure the minimum wage [115]. Recent work by Sav-
age et al. recommended transparency criteria to guide workers to
earn higher salaries [94]. Furthermore, prior works attempted to im-
prove worker wellbeing with a better task design, by improving task
clarity [36, 49, 63, 118], and combining workers’ opinions [8, 97].
Therefore, we use HealthInsights to not only understand how
healthy crowd workers are but also listen to what they really need
to improve the working environment.

2.5 Conversational Crowdsourcing
Conversational crowdsourcing employs conversational agents to
help crowd workers complete tasks, which has become increasingly
important, particularly after large language models emerged [2].
Prior works designed multiple conversational agents leveraging
inputs of human users recruited from crowdsourcing marketplaces,
to address general knowledge tasks [44, 45, 57]. Conversational
crowdsourcing was proposed as a novel paradigm recently, which
facilitates the execution of different types of popular crowdsourcing
tasks, showing the effectiveness of using conversational agents or
interfaces in terms of improving user satisfaction, user engagement,
output quality, user moods, and many other subjective worker per-
ceptions [50, 81–83]. Apart from crowdsourcing marketplaces, con-
versational crowdsourcing can also be deployed on social network
platforms, combined with messaging applications, such as Facebook
and Twitter [95, 106]. In this work, based on the important findings
discovered by previous studies, we designed a conversational agent
enabling survey completion on typical crowdsourcing platforms.

3 Survey Design
We designed HealthInsights – a survey consisting of 60 items,
delivered through the conversational user interface. The items in
the survey relate to 1) the basic demographics and working environ-
ment of crowd workers, 2) their working ergonomics and physical
discomfort, 3) psychosocial conditions and mental health, and 4)
worker needs. Furthermore, we employed a conversational user
interface to gather survey responses.

3.1 Worker Background
In the first part of the survey, we ask background questions to un-
derstand the demographic information and working environment
of crowd workers. As listed in Table 1, the first part contains 14
questions.

The first three questions pertain to the basic background in
terms of gender, age, and current mood of workers. Next, we use 4
questions (4-7) to gain insights into the context of their participa-
tion on crowdsourcing platforms. Next, we aimed to understand
workers’ general working environment and immediate working
environment [72] using questions 8-11. We used two questions
to investigate whether workers perceive other crowd workers as
being colleagues, and whether they work alone in their workspaces,
because loneliness has been proved to have deleterious effects on
health [10]. Finally, we asked workers if they take any measures to
keep themselves healthy.

3.2 Working Ergonomics and Physical Health
The second part of our survey addresses workers’ working er-
gonomics and physical health. Based on the prior studies on er-
gonomics [40, 62, 117] and Stanford’s computer workstation er-
gonomics self-evaluation form [28], we designed a survey that cov-
ers the relevant aspects of working ergonomics — chair, keyboard
and mouse, screen/monitor, breaks/practices, and overall posture
(question 15-23 in Table 2). Questions in all aspects were selected
from validated surveys used in previous studies [28, 40, 62, 117].

We first asked workers about their working postures (sitting,
standing, or other postures). Using example pictures of healthy
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Table 1: The questions used in the first part of the survey: worker demographics and background.

No. Question Answer type

1 May I know you gender? Single-selection
2 How old are you? Single-selection
3 In what mood are you today? Single-selection
4 Which of the following describes the income you earn from

crowdsourced microtasks?
Single-selection

5 How many hours do you work on MTurk/Prolific each day on
average?

Single-selection

6 Please indicate your usual working time on MTurk/Prolific in a
day.

Multiple-selection

7 For how long have you been working on MTurk/Prolific? Single-selection
8 To what extent do you think your current working environ-

ment is comfortable, in terms of lighting, temperature, humidity,
noise, etc.

7-pt Likert-scale

9 So your current working environment is comfortable/uncom-
fortable, then do you think it is healthy?

7-pt Likert-scale

10 To what extent do you think your current working setup and
devices are comfortable, in terms of control, display, compati-
bility, layout, posture, etc.

7-pt Likert-scale

11 So your current working setup and devices are is comfort-
able/uncomfortable, then do you think it is healthy?

7-pt Likert-scale

12 Do you consider that you have colleagues (eg. other crowd
workers)?

Single-selection

13 Do you share workspaces with your colleagues or work together
in a shared work environment?

5-pt Likert-scale

14 Do you take some measures to keep yourself healthy? (If so,
what do you do?)

Free-text

Table 2: The questions used in the second part of the survey: working ergonomics and physical health.

No. Question Answer type

15 What is your primary working posture? Single-selection
16 Looking at these examples of healthy working postures, to what

extent do you think your working posture is healthy?
7-pt Likert-scale

17 If the posture includes sitting: How often do you use armrests? 5-pt Likert-scale
18 If the posture includes sitting: Can you indicate your sitting

position?
Single-selection

19 If the posture includes sitting: How do you use your backrest? 5-pt Likert-scale
20 How often do you take a break? Single-selection
21 What is the distance between you and your screen? 5-pt Likert-scale
22 Can you indicate the position of the top of your screen? 5-pt Likert-scale
23 Can you indicate your keyboard/mouse placement? Multiple-selection

Please tell me how comfortable your different body parts feel
on an average day working on MTurk/Prolific.

24 Your eyes? 7-pt Likert-scale
25 What about your head? 7-pt Likert-scale
26 And your neck and shoulders 7-pt Likert-scale
27 How is your back 7-pt Likert-scale
28 What about your seat and thighs 7-pt Likert-scale
29 And your knees and feet 7-pt Likert-scale

sitting/standing postures, we asked workers to rate the degree of
health of their postures using a 7-point likert-scale (ranging from
‘1: Very Unhealthy’ to ‘7: Very Healthy’). If the primary working pos-
ture of workers was found to be ‘sitting’, we followed-up with
three additional questions about chair settings (question 17-19).

Workers are asked to report their frequency of using chair armrests,
their positions as they sit on the chair, and the frequency of using
chair backrest. We also ask workers how often they take a break.
As for the screen position, we gathered information about 1) the
distance between the worker and the screen, and 2) the vertical
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Table 3: The questions used in the third part of the survey: psychosocial condition and mental health. (R) represents that the
final score should be reversed.

No. Question Dimension Answer type

Type of production and tasks
30 How often do you have enough time for tasks on MTurk/Prolific? Quantitative demands 5-pt Likert-scale
31 Do you have to work very fast? Work pace (R) 5-pt Likert-scale
32 Is completing tasks on MTurk/Prolific emotionally demanding? Emotional demands (R) 5-pt Likert-scale

Work organization and job content
33 Do you have a large degree of influence on the decisions concerning completing tasks on MTurk/Prolific? Influence at work 5-pt Likert-scale
34 Do you have the possibility of learning new things through completing tasks on MTurk/Prolific? Possibilities for development 5-pt Likert-scale
35 Do you feel that completing tasks on MTurk/Prolific is meaningful? Meaning of work 5-pt Likert-scale

Interpersonal relations
36 How often do you get help and support from MTurk/Prolific or task requesters, if needed? Social support (supervisor) 5-pt Likert-scale
37 How often do you get help and support from other workers, if needed? Social support (co-worker) 5-pt Likert-scale
38 How often do task requesters bonus/message you because how well you carry out your work? Feedback at work 5-pt Likert-scale
39 Is there a good atmosphere between you and other workers (on either MTurk/Prolific or other worker forums)? Sense of community 5-pt Likert-scale

40 In general, would you say your health is excellent, very good, good, fair or poor? General health Single-selection
41 While completing tasks on MTurk/Prolific, do you feel full of pep? Fatigue/energy (R) 6-pt Likert-scale
42 While completing tasks on MTurk/Prolific, have you been a very nervous person? Emotional well-being 6-pt Likert-scale
43 While completing tasks on MTurk/Prolific, have you felt so down in the dumps that nothing could cheer you up? Emotional well-being 6-pt Likert-scale
44 While completing tasks on MTurk/Prolific, have you felt calm and peaceful? Emotional well-being (R) 6-pt Likert-scale
45 While completing tasks on MTurk/Prolific, do you have a lot of energy? Fatigue/energy (R) 6-pt Likert-scale
46 While completing tasks on MTurk/Prolific, have you felt downhearted and blue? Emotional well-being 6-pt Likert-scale
47 While completing tasks on MTurk/Prolific, do you feel worn out? Fatigue/energy 6-pt Likert-scale
48 While completing tasks on MTurk/Prolific, have you been a happy person? Emotional well-being (R) 6-pt Likert-scale
49 While completing tasks on MTurk/Prolific, do you feel tired? Fatigue/energy 6-pt Likert-scale

position of the screen top. As prescribed by recent work [117], the
position of the screen is deemed to be healthy if the distance to the
worker is about an arm’s length, and the screen top is at the eye
level. Furthermore, workers were asked to report their keyboard/-
mouse positions. Their positioning is considered to be healthy if
the worker can easily reach the keyboard/mouse while maintain-
ing an elbow angle of 90 degrees. According to the categories of
different body parts used in ergonomics research [40], to measure
physical health, we asked workers to rate their perceived degree
of comfort (on an average working day) with respect to each body
part (questions 24-29). Apart from the body parts mentioned in
previous work, we added a question exploring the degree of com-
fort perceived with respect to workers’ eyes. Since the nature of
microtask crowdsourcing implies spending large amounts of time
looking at screens, we believe this to be of important relevance.

3.3 Psychosocial Condition and Mental Health
We investigate the psychosocial condition and mental health of
crowd workers. Psychosocial working conditions and working en-
vironments refer to working situation, work methods and pace, un-
derstanding of work process, possibilities of development, human-
contacts and cooperation for work, etc. [38, 54]. In this study, we
used subsets of existing instruments to measure pyschosocial condi-
tions, mental wellbeing, and working energy/fatigue [55, 112, 113]
as shown in Table 3.

First, we selected 10 representative questions from the COPSOQ
CORE [55, 112, 113] items to address 9 representative dimensions
that relate to crowd work — quantitative demands, work pace, emo-
tional demands, influence at work, possibility for development,

meaning of work, social support (supervisor and co-worker), feed-
back at work, and sense of community, belonging to three cate-
gories (type of production an tasks, work organization and job
content, and interpersonal relations (as shown in Table 3). Ques-
tions were slightly reformulated to adapt them to the context of
online crowdsourcing. In particular, possibility for development was
adapted to represent the possibility of learning new things dur-
ing crowd work instead of career promotion, as it is known that
current crowdsourcing marketplaces lack career ladders [52]. So-
cial support from supervisor was adapted to refer to the help and
support from crowdsourcing platforms and task requesters, while
sense of community captures the extent to which workers are aware
of worker forums and unities. Responses to the questions about
pyschosocial conditions were gathered using 5-point Likert-scales
of either frequency (‘1: Never’ to ‘5: Always’) or intensity (‘1: To a
Very Small Extent ’ to ‘5: To a Very Large Extent’), as recommended
by previous work [55]. To measure worker mental health, in total 10
questions were selected from SF-36 [112, 113]. One question is for
self-reporting general health. Furthermore, we used two validated
subsets (the other 9 questions) for measuring mental wellbeing and
working energy/fatigue from SF-36, where 4 questions are used for
measuring working energy and fatigue and 5 questions are used
for measuring emotional wellbeing. The final emotional wellbeing
score or energy/fatigue score is the average of the scores of all
questions in the corresponding dimension.

3.4 Workers’ Needs
The last part of the survey is devoted to the inquiry of workers’
needs. Based on the results of this study, we aim to draw atten-
tion to crowdsourcing platforms and task requesters to the fact
that the health of crowd workers should fundamentally matter. We
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Table 4: The questions used in the fourth part of the survey: workers’ needs.

No. Question Answer type

50 For which part(s) of your body do you think you need some
physical exercises?

Multiple-selection

51 For which aspect(s) of your psychosocial condition do you think
you need improvements?

Multiple-selection

52 To what extent will you be happy to use a tool that provides
breaks/exercises/treatments to improve your overall health
while completing crowdsourcing tasks? Optional: Can you tell
me why?

5-pt Likert-scale &
Free-text

53 What features would you like to see in such a tool, considering
that they are all backed by scientific evidence? Optional: Can
you tell me why?

Multiple-selection
& Free-text

54 What type of working modes of this tool would you prefer?
Optional: Can you tell me why?

Multiple-selection
& Free-text

55 Do you think that you should get paid while you are using the
tool to take some breaks/exercises/treatments? Optional: Can
you tell me why?

Single-selection &
Free-text

56 How would you like to receive interventions (breaks/exercis-
es/treatments)?

Single-selection

57 How long would you like the interventions (breaks/exercis-
es/treatments) from the tool to be?

Single-selection

58 How frequently would you like to take breaks/exercises/treat-
ments from such a tool?

Single-selection

59 Who do you think should be responsible for developing the
tool? Please check all that apply.

Multiple-selection

60 Do you have any other comments, remarks, or suggestions?
Your thoughts are valuable to us.

Free-text

hope to inform future measures, policy decisions, or interventions
that put workers’ health at the forefront of design choices. There-
fore, we used 10 questions to elicit workers’ needs and acquire an
understanding of workers’ perspective on this matter. At the end
of the survey, workers can optionally provide any further com-
ments, remarks or suggestions. The questions of Part IV are listed
in Table 4.

The first two questions are about workers’ needs with regard
to physical health and mental health respectively. With questions
52-55, we first asked workers to what extent they would be happy
to receive interventions, and then asked questions about their pre-
ferred features, preferred working mode, and whether they would
like to get paid while taking interventions. For these four questions,
workers can also provide free comment to explain their answers.
The remaining questions are about how they would like to receive
interventions, the size of the intervention (length in minutes), the
frequency of the interventions, and whom they believe this respon-
sibility lies with.

4 Conversational Interface Implementation
Conversational user interfaces have become increasingly common
as an alternative to the traditional graphical user interfaces. Re-
search has shown that a conversational interface or a chatbot is
capable of providing better user engagement and satisfaction [19,
22, 61, 82] and has the potential of leading to a better output qual-
ity [50], due to its human-like means of interaction. Conversa-
tional interfaces have been successfully employed in a variety of

domains [120], ranging from design [107] to search [3, 51, 111]. In
the field of healthcare, chatbots and conversational interfaces have
also been successfully used to play the role of an assistant for either
patients or therapists [56, 69, 86], and for mental-health support
or treatment [1, 32, 60, 79, 102]. Famous chatbots include ELIZA,
Woebot, etc.[80, 114].

In this study, we employed a conversational user interface to
guide workers to complete the survey, instead of using traditional
web-based survey forms.We implemented the online conversational
survey using our web-based conversational survey tool1 called Tick-
TalkTurk [84]. The tool provides a GUI where one can directly input
questions, and then generate a conversational web-based user in-
terface for survey execution. A screenshot of the conversational
interface for completing the survey is shown in Figure 1. Conversa-
tional elements such as greetings, the response delay, and repeating
the worker response are applied on the chatbot to improve conversa-
tional experience [103]. On successfully completing the survey, the
conversational agent provides workers with a survey completion
code, which they can use to earn their rewards.

5 Experimental Setup
In this study, we focus on English-based platforms to survey crowd
workers and make comparisons on their health status. Among
the three mainstream English platforms (MTurk, Prolific, and Ap-
pen) [76], we chose two platforms – MTurk and Prolific, due to

1https://github.com/qiusihang/ticktalkturk

https://github.com/qiusihang/ticktalkturk
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Figure 1: A screenshot of the conversational interface employed to gather survey responses from workers.

their different usage profiles. MTurk is commonly used for large-
batch data labeling tasks [26], while Prolific is commonly used for
user studies and market research. We do not consider Appen in this
study since it features similar types of data labeling tasks (compared
with MTurk), and requires enterprise-level subscriptions. On each
crowdsourcing platform, we recruited 150 workers. Considering
that workers come from all over the world and work in different
time zones, we published surveys in three batches throughout a day.
This means that for each platform, we published 50 tasks every 8
hours. This study has been approved by the human research ethics
committee of our institute.

5.1 Quality Control
Our broad goal is to see the reliability and validity of HealthInsights,
and to understand the health of general crowd workers on different
crowdsourcing platforms. Therefore, we did not set any qualifica-
tions to pre-screen workers. To improve the quality of the overall
analysis, surveys included three attention check questions [66].
The attention check questions is rather simple: “It is important that
you pay attention to this study. Please select ‘Strongly Agree’”,
and workers are supposed to select the correct answer from five
options in total. Workers who fail any of the three attention check
questions are excluded from analysis. Workers were compensated
regardless of their success in passing the attention check questions
(which was not indicated before they started the survey).

5.2 Compensation
Through a pilot run, we estimated a survey completion time of 15
minutes (800 seconds) and initially paid workers USD 2.5 (or GBP
1.88) per task. We found that the average survey completion time
across two platforms was around 14.2 minutes (850.28 ± 324.35 sec-
onds). That is 1̃6.0 minutes (961.43± 334.29 seconds) on Prolific and
1̃2.1 minutes (728.43±263.89 seconds) on MTurk. To ensure fair pay,
we granted bonuses to workers whose active task execution time
was longer than 15 minutes (in total GBP 86.6 for bonusing Prolific
workers, and USD 41.2 for bonusing MTurk workers), resulting in
the actual average hourly wage of USD 12.8. In total, we paid GBP
368.6 and USD 416.2 to gather responses from 300 workers across
the two crowdsourcing platforms.

6 Results
All the workers completing the survey will be given a completion
code by default. We applied the same working mode on MTurk and
Prolific. However, we had to exclude 7 submissions from MTurk be-
cause of re-using the completion code for multiple MTurk accounts.
Furthermore, for analysis, we excluded 2 workers from Prolific be-
cause at least one (out of three) attention check question was not
correctly answered. On MTurk, 8 workers were excluded due to the
same reason. As a result, 148 Prolific workers and and 135 MTurk
workers were included in our analysis. All of the results and the
code of HealthInsights are publicly available2.
2https://sites.google.com/view/workerhealth/

https://sites.google.com/view/workerhealth/
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6.1 Demographics
The majority of participating crowd workers were male. On Prolific,
of 148 valid submissions, 90 were male; 57 were female; and one
worker reported non-binary. OnMTurk, the gender distributionwas
similar, where 92 workers were male and 43 workers were female.
Figure 2 shows the workers’ country of residence. Prolific users
came from Europe, North America, South America, Africa, and Asia.
The majority of the workers (94) came from Europe (35 from the
United Kingdom; 31 from Portugal; 15 from Poland; and other 13
European countries). On MTurk, 93 out of 135 workers reported to
be residing in the United States. As shown in Figure 2, the workers
on Prolific were generally younger and less experienced compared
to the MTurk workers. (80 workers - out of 148 - reported that
they were younger than 25 years old) while on MTurk the majority
(75 out of 135) of the workers were 26-35 years old. Moreover, the
Prolific workers were also less experienced compared to the MTurk
workers, since 101 (68%) Prolific workers had been working on
the platform less than one year, while the MTurk workers were
more experienced since 104 (77%) of them had been working on
MTurk over 1 year (particularly, 39 workers reported that they
had been working on MTurk longer than 3 years). Note that in
the survey we asked about worker experience on either Prolific or
MTurk, rather than asking experience of general crowdsourcing.
The reason is that we do have concerns that many workers on
Prolific may not precisely understand the term “crowdsourcing”,
since Prolific advertises itself as an online survey platform. In terms
of the source of income, on both Prolific and MTurk, most workers
used the crowdsourcing platform as a secondary income source
(121 and 86 on Prolific and MTurk respectively), but more workers
earned their primary income from MTurk (38) compared to Prolific
(18).

Investigating workers’ usual working time is an important part
of understanding worker health. As shown in Figure 3, we can
observe dramatic difference between the Prolific workers and the
MTurk workers. Of 148 valid Prolific workers, 94 (63%) reported that
they worked less than 1 hour per day, and only 20 (14%) workers
worked longer than 3 hours on average. In addition, the major-
ity of them liked to work in the afternoon and in the evening,
according to Figure 3. However, as for MTurk, 81% (110 out of
135) of the workers spent longer than 3 hours per day on com-
pleting crowdsourcing tasks. Also, the MTurk workers tended to
work in the morning and afternoon. While striving to minimise
the effect of task distribution time on the collected results (we
published surveys evenly by three batches throughout a day), we
acknolwedge that results could be affected by task publishing time.
Furthermore, to have a better understanding of workers’ work-
ing environment, we asked whether workers felt comfortable and
healthy about their working environment (lighting, temperature,
humidity, noise, etc.) and working devices (devices and setups in
terms of control, display, compatibility, layout, posture, etc.) [72].
As shown in Figure 4, Prolific workers reported worse working
environments compared to the MTurk workers. Since self-reported
comfort scores and self-reported health scores do not come from
normal distributions (Shapiro-Wilk tests 𝑝 < 0.05 for all groups), we
conducted Mann–Whitney U tests to test the significance. We found

that Prolific workers’ self-reported scores of comfort of working de-
vices, health of working devices, and health of working environment
are significantly lower than MTurk workers (𝑝 = 0.015, 𝑝 < 0.001,
and 𝑝 = 0.003 respectively, Shapiro-Wilk tests). In addition, we
found that on both platforms self-reported health scores (Prolific:
4.84±1.36, MTurk: 5.39±1.26) are lower than self-reported comfort
scores (Prolific: 5.26±1.40, MTurk: 5.54±1.28), which implies work-
ers can possibly discern differences between comfort and health
and may realize that their working environments are unhealthy al-
though they feel comfortable. However, this finding is inconclusive
since health scores and comfort scores are measured using different
metrics, so they are not supposed to be compared statistically.

On Prolific, 97workers (66%) did not have colleagues (co-workers),
and 84 workers (57%) worked alone (never not share a workspace
with others). On MTurk, the situation is slightly different, where 54
workers (40%) claimed that they had no colleagues and 66 workers
(49%) never shared a workspace with others. This, all in all, sug-
gested that a large number of workers are working alone (either
had no co-workers or never shared a workspace with others) on
both crowdsourcing platforms.

6.2 Survey Reliability and Validity
Although the HealthInsights survey is constructed by multiple
verified questionnaires, the combination of their subsets, particu-
larly presented in a conversational way, might affect the reliability
and validity on crowdsourcing platforms [17]. Therefore, in this
work, we investigate survey reliability and validity, on the parts
for measuring worker health (questions 24-29 and 41-49). We do
not carry out reliability and validity analysis on the parts of back-
ground, worker needs, and other exploratory items. Future work
will further optimize the survey design.

We used Cronbach’s alpha tomeasure the reliability of the survey.
For all the items measuring mental wellbeing, the Cronbach’s 𝛼 =

0.784 (95% confidence interval: 0.742 – 0.822). For all the items
measuring fatigue and energy levels, the Cronbach’s 𝛼 = 0.686
(95% CI: 0.621 – 0.741). In terms of physical health, the Cronbach’s
𝛼 = 0.862 (95% CI: 0.836 – 0.886). The survey in general shows
acceptable reliability.

We also performed factor analysis to investigate the survey va-
lidity of HealthInsights (also for the parts for measuring worker
health). First, the Kaiser-Meyer-Olkin (KMO) test was applied to
measure the sampling adequacy. The KMO value was 0.844, show-
ing that the preliminary results were good for conducting factor
analysis. Afterward, the Bartlett’s test of Sphericity was carried out
to see whether the correlation matrix is an identity matrix. The
results showed that 𝑝 = 0.000 and 𝜒2 = 1954.72. It means that the
correlation matrix isn’t an identity matrix, representing there are
correlations among survey items and it is meaningful to do factor
analysis.

The results of exploratory factor analysis (EFA) are shown in
Table 5. There are no specific rules in terms of factor selection and
prior studies usually chose factors whose eigenvalues are greater
than 1, or when their cumulative percentage of variance reaches a
specific threshold [29]. In Table 5, we could see that there are three
factors having eigenvalues obviously larger than all the others.
Furthermore, in this study, we intended to use HealthInsights
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Figure 2: Worker demographics in terms of the country of residence, age, income, and working time on two crowdsourcing
platforms (Prolific and MTurk).
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two crowdsourcing platforms (Prolific and MTurk).
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Figure 4: Self-reported (a) comfort and (b) health in terms
of working environment (lighting, temperature, humidity,
noise, etc.) and working devices (control, display, compati-
bility, layout, posture, etc.) on two crowdsourcing platforms
(Prolific and MTurk), showing MTurk workers in general
report significantly better (*p<0.05) working environments
and devices in comparison to Prolific workers.

to measure three dimensions of worker health – mental wellbe-
ing, fatigue/energy levels, and physical discomforts. Therefore, we
selected three factors and applied orthogonal rotation to see item
loadings (Table 6). We can clearly see how each item loads on three
factors. The items for measuring physical health apparently have
higher loadings (> 0.62) on factor 2, while items for measuring
mental health (wellbeing and fatigue) have higher loadings on fac-
tor 1 and factor 3. Factors 1&3 together represent mental health.
However, they do not clearly separate wellbeing-related and fatigue-
related items, implying mental health is a rather complex concept to

understand. Future research could improve the subset selected from
SF-36 (where the survey items originally came from) to precisely
measure mental health in various aspects. Factor 2 undoubtedly rep-
resents physical health, showing that HealthInsights has good
validity in terms of explaining worker health from physical and
mental perspectives, respectively.

Table 5: Top 10 factors’ eigenvalues, percentages of variance,
and cumulative percentages of variances.

Factor Eigenvalue % of variance Cumulative %

1 5.34 35.6% 35.6%
2 2.38 15.9% 51.5%
3 1.69 11.3% 62.8%
4 0.800 5.3% 68.1%
5 0.710 4.7% 72.8%
6 0.635 4.2% 77.1%
7 0.591 3.9% 81.0%
8 0.543 3.6% 84.6%
9 0.442 2.9% 87.6%
10 0.392 2.6% 90.2%

6.3 An Overview of Survey Results
This work presents an overview of survey results investigating
the feasibility of HealthInsights for measuring worker health
on crowdsourcing platforms. While we explore the survey data,
we do not delve deeply into all exploratory items. Future research
could leverage this survey in large-scale online crowdsourcing
experiments, utilizing all items for a comprehensive causal analysis
to identify factors contributing to unhealthy situations.

6.3.1 Ergonomics and Physical Health. A proper working posture is
essential to one’s health. As shown in Figure 5 (a), the distributions
of working postures are similar across two platforms. The majority
of workers on Prolific (116) and MTurk (94) were sitting. In addition,
22 Prolific workers and 30 MTurk workers could both sit and stand
while completing tasks. Moreover, we showed example pictures of
proper working postures to workers and asked them to rate the
degree of health of their overall working postures by comparing
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Table 6: The loadings of survey items on the three selected
factors.

Survey item Factor 1 Factor 2 Factor 2

Mental Health – Wellbeing 1 0.720 -0.150 -0.003
Mental Health – Wellbeing 2 0.836 0.006 -0.152
Mental Health – Wellbeing 3 -0.372 0.085 0.698
Mental Health – Wellbeing 4 0.818 -0.091 -0.184
Mental Health – Wellbeing 5 -0.212 0.107 0.840
Mental Health – Fatigeu 1 -0.051 0.146 0.778
Mental Health – Fatigeu 2 -0.092 0.135 0.800
Mental Health – Fatigeu 3 0.754 -0.246 -0.165
Mental Health – Fatigeu 4 0.620 -0.237 -0.249
Physical Health – Eyes -0.131 0.764 0.054
Physical Health – Head -0.192 0.764 0.110
Physical Health – Neck/shoulders -0.145 0.819 0.015
Physical Health – Back -0.042 0.803 0.134
Physical Health – Seat/thighs -0.076 0.738 0.129
Physical Health – Knees/feet -0.130 0.620 0.155

the examples with their own working postures. Results revealed
that, as shown in Figure 5 (b), Most MTurk workers (93 out of
135) reported that their working postures should belong to the
categories of healthy, while 27 MTurk workers believed that their
working postures were unhealthy. In contrast, the Prolific workers’
postures (56 healthy vs 64 unhealthy) were relatively unhealthier
in comparison with the MTurk workers. In terms of frequency of
breaks, workers from both platforms shared a similar pattern –
most of them did not take breaks too frequently (more often than
every 30 minutes), and actively took breaks at least every 4 hours,
as can be seen in Figure 5 (c). As for working ergonomics, we asked
workers about their devices (screen, keyboard, and mouse). The
workers from both Prolific and MTurk, in general, reported that
the distance to the screen was around an arm’s length, as shown
in Figure 6 (a). In comparison with the MTurk workers, the tops of
more Prolific workers’ screens were below their eye levels, whereas
previous work considered that the screen top being at the eye level
is healthy [117]. Moreover, we found that many workers (42 on
Prolific and 47 on MTurk) reported their screen tops were higher
than the eye level (Figure 6 (b)). This is possibly due to the large
screen size. With regard to the keyboard and the mouse (Figure 6
(c)), we found that only 25 workers (11 from Prolific and 14 from
MTurk) had to overreach their shoulders and arms in order to use
the keyboard/mouse. It is also worth mentioning that 60 workers
(44%) fromMTurk reported that the position of the keyboard/mouse
supported a 90-degree elbow angle, which is another healthworking
setup according to the previous study [117].

Results of physical health are shown in Figure 7. Significance
testings suggested that for both Prolific and MTurk (𝐻 = 70.35, 𝑝 <

0.001 and 𝐻 = 20.49, 𝑝 = 0.001 respectively, Kruskal-Wallis H-test),
median comfort scores of different body parts were not equal. As
we can see from Figure 7, the neck/shoulders and the back are the
body parts that mainly make workers uncomfortable on an average
working day. We also found that the physical discomfort problems
were more serious on Prolific workers’ bodies across all the body
parts except knees/feet (significant differences found in eyes, head,
neck/shoulders, back, and seat/thighs tested by Mann–Whitney

U tests, 𝑝 < 0.02 for all groups). Clearly, the result of physical
discomfort is aligned with the condition of workers’ postures and
setups, as the MTurk workers in general had healthier working
postures/setups which results in less physical discomfort.

6.3.2 Psychosocial Condition and Mental Health. In the third part
of the survey, we focus on the psychosocial condition and mental
health. Results are reported in Table 7. The score ranges from 1 to 5.
A higher score represents a better psychosocial condition. For the
dimension of work pace and emotional demands, noted with “(R)”,
their scores have been reversed, because the questions in these two
dimensions are worded negatively while the other questions are
worded positively.

Psychosocial scores of all dimensions on both platforms do not
come from normal distributions (Shapiro-Wilk tests 𝑝 < 0.05 for
all groups). We therefore performed Mann–Whitney U tests to
find differences between the Prolific workers and the MTurk work-
ers. Significant differences were found in the dimensions of work
pace (𝑝 < 0.001,𝐶𝐿 = 0.33, CL means the common language ef-
fect size thereafter), emotional demands (𝑝 < 0.001,𝐶𝐿 = 0.27),
meaning of work (𝑝 = 0.015,𝐶𝐿 = 0.43), social support from re-
questers (𝑝 = 0.013,𝐶𝐿 = 0.42), social support from colleagues
(𝑝 < 0.001,𝐶𝐿 = 0.27), feedback at work (𝑝 < 0.001,𝐶𝐿 = 0.27),
and sense of community (𝑝 = 0.005,𝐶𝐿 = 0.42). Results show that
the workers on MTurk generally had to work faster, and they con-
sidered the tasks on MTurk to be more emotionally demanding,
compared to the Prolific workers. The Prolific workers believed that
their crowd work was more meaningful. However, the MTurk work-
ers did get more help and support from the platform, requesters, and
other workers. The results also showed that the MTurk workers
received bonus and positive feedback more frequently. In sum-
mary, the Prolific workers exhibited better pychosocial conditions
in terms of type of production/task (work pace and emotional de-
mands) and work content (meaning of work); the MTurk workers
exhibited better psychosocial conditions in interpersonal relations
(social support, feedback at work, and sense of community).

Table 7: Psychosocial scores ofworkers on Prolific andMTurk
platforms, showing significant differences (*p<0.05) in 7 out
of 10 dimensions, particularly in work pace, emotional de-
mands, social support from workers, and feedback at work.

Dimension Prolific MTurk

Quantitative demands 3.82 ± 0.85 3.90 ± 0.75
Work pace (R)* 3.58 ± 0.99 2.89 ± 1.14
Emotional demands (R)* 4.22 ± 0.89 3.24 ± 1.23
Influence at work 3.38 ± 1.28 3.44 ± 1.12
Possibilities for development 3.42 ± 1.17 3.59 ± 1.10
Meaning of work* 3.78 ± 1.05 3.48 ± 1.18
Social support from requesters* 2.69 ± 1.30 3.02 ± 1.18
Social support from workers* 1.96 ± 1.21 2.97 ± 1.19
Feedback at work* 2.44 ± 0.96 3.30 ± 0.89
Sense of community* 3.15 ± 1.02 3.44 ± 1.02

The health scores of mental wellbeing and energy/fatigue are
displayed as boxplots in Figure 8. The health score ranges from
0 to 100. A higher score represents a healthier mental condition.
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Figure 7: Physical health scores across two crowdsourcing
platforms (Prolific and MTurk), showing MTurk workers re-
port significantly better comfort (*p<0.05) in five of six body
areas compared to Prolific workers, particularly in neck-
/shoulders and back regions.

Interestingly, in terms of mental health, we found completely op-
posite results compared to physical health (Figure 7). According
to Shapiro-Wilk tests, we found that workers’ emotional wellbe-
ing scores do not come normal distributions (𝑝 < 0.05 for both
platforms), while working energy/fatigues scores do (𝑝 = 0.10
and 𝑝 = 0.41 for Prolific and MTurk respectively). Therefore, we
applied the Mann–Whitney U test to test worker emotional well-
being and the independent t-test to test worker energy/fatigue.
Significant differences were found in both emotional wellbeing
(𝑝 = 0.001,𝐶𝐿 = 0.40) and energy/fatigue (𝑝 = 0.014, Cohen’s
𝑑 = 0.30). Therefore, while the MTurk workers are found healthier

physically, the mental health scores with regard to both emotional
wellbing and energy/fatigue are significantly lower than the Prolific
workers. In comparison with baseline values provided by RAND
(fatigue: 52.15 ± 22.39 and mental wellbeing: 70.38 ± 21.97), we
found that MTurk workers have worse mental wellbeing conditions
in comparison with the average.
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Figure 8: Health scores of workers’ mental wellbeing and
energy/fatigue (subsets of SF-36) across two crowdsourcing
platforms (Prolific and MTurk).

6.4 Worker Needs
Understanding the needs of workers is necessary for further improv-
ing worker health. In the fourth part of the survey, we explicitly
asked workers what did they need concerning interventions to
improve their health while completing crowdsourcing tasks.

In terms of workers’ needs about physical health, aligned with
self-reported physical discomfort, a very large proportion of the
workers on both platforms would like to receive physical exercises
and instructions for their necks, shoulders, and backs, as shown
in Figure 9 (a). In terms of needs about mental health, as we can
see from Figure 9 (b), Prolific workers and MTurk workers shared
similar preferences. The aspect of mental health and wellbeing was
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the most aspired by workers. For all the other aspects, there were
a considerable number of workers would like to see them in the
interventions.

In this study, we did not look into how health-related exercises
or treatments could be realized and implemented on crowdsourcing
platforms. We were more interested in whether workers would be
happy to receive the interventions. As displayed in Figure 10, 82
workers (61%) on MTurk and 81 workers (55%) on Prolific, respec-
tively, reported that they would be happy to receive interventions
to a (very) large extent. Particularly, Prolific workers would like to
receive simple breaks and exercises for physical discomfort, while
MTurk workers needed physical exercises the most. Only 7 workers
from Prolific and 11 workers from MTurk did not want to receive
interventions.

We explicitly askedworkers about their opinions and preferences
in terms of the working mode (push/pull interventions), payment
mode, intervention timing, intervention length, preferred frequency,
and who should be responsible for providing interventions to im-
prove their health. Results revealed that workers on both platforms
preferred the “push” mode meaning they needed a tool reminding
them of taking breaks/exercises/treatments. In terms of payment
mode, a large proportion (63%) of workers on both platforms re-
ported that they were okay with not getting paid. Furthermore, the
length of intervention minutes should not be neither too long (>
10 minutes) nor too short (< 1 minute) according to the results.
Similarly, according to workers’ answers, the intervention should
not be sent neither too frequently (every < 0.5 hours) nor too infre-
quently (every > 4 hours). Finally, most workers on both platform
(72% on Prolific and 62% on MTurk) “agreed” that the crowdsourc-
ing platforms should be responsible for sending interventions to
improve their health.

7 Discussion
7.1 A Guide to Using HealthInsights
Analysis of reliability and validity showed that HealthInsights
could be effectively published as microtasks on crowdsourcing plat-
forms to consistently collect high-quality user responses. Further-
more, the whole survey has plenty of questions to acquire worker
background information, ergonomic working environments, and
psychosocial conditions. These data can be used to conduct cor-
relation analysis or causal analysis among different items, thus
helping us understand worker health better. In addition, we empha-
size the importance of HealthInsights with regard to its goal of
understanding worker needs. It is necessary to know what kinds
of interventions are really needed, and how should we provide
such health-related interventions to crowd workers. Each part of
HealthInsights can be used separately to understand a specific
dimension of worker health.

Furthermore, it is worth mentioning that we found that some
workers were fond of completing the online survey with a conver-
sational interface (although we did not ask for their opinions about
it), since it made them feel more engaged and less bored, which is
aligned with previous research.

I really enjoyed the chatbot format of the survey, it
makes it feel more personal and less tedious than other
formats. — Prolific worker, Mexico, Male, Age 18-25.

This type of survey (in form of ’texts’ and not several
pages of questions) madememore invested and less tired
mentally, and thank you for caring about us, mturk
workers, I wish you the best day. — MTurk worker,
Brazil, Female, Age 18-25.

7.2 General Health Status of Workers
Workers from MTurk and Prolific reported similar health-related
issues. In terms of physical health, crowd workers from both plat-
forms felt less comfortable in their necks, shoulders, and backs.
MTurk workers in our study reported a relatively better physical
health status but relatively worse mental health status compared
to Prolific workers. Furthermore, tasks on MTurk were reported
to be more emotionally demanding, and required a faster working
pace, and tasks on Prolific were reported to be more meaningful.
However, MTurk workers received more social supports/feedback.
Results pertaining to the health analysis revealed that workers
across both platforms, share a common pattern of health status.

7.3 Implications
Herbert Marcuse’s concept of one-dimensional discourse could
explain how crowdsourcing platforms and practitioners emphasize
technical advantages such as flexibility and autonomy to obscure
potential health risks, making worker suffering invisible [65]. This
calls for systemic change pushed by crowdsourcing platforms and
requesters, rather than workers’ individual adaptation.

7.3.1 For crowdsourcing platforms. The results of this study clearly
indicated that most workers would be happy to see a healthcare
function integrated into their work routines, or embedded on the
crowdsourcing platform. Workers on both platforms elicited simi-
lar needs with regard to receiving interventions, including simple
breaks, physical exercises, or mental treatments, for improving
their health. Our survey has shown that it would be appropriate to
design and provide health interventions actively to workers (lasting
no longer than 10 minutes), every 0.5-2 hours, between batches
of tasks. Nevertheless, the types of interventions, their duration,
content, and frequency of the interventions should be customizable
and personalized to worker preferences. Workers who do not prefer
to receive such interventions should have an easy and accessible
way to opt-out of them.

Currently, crowdsourcing platforms act as an intermediary agent
that only introduces jobs and tasks to workers, where the work
and jobs are not properly supervised or legally protected. As more
and more people turn towards crowdsourcing marketplaces (and
the broader spectrum of online work) to support their livelihood,
crowdsourcing platforms should gradually take the responsibility
of safeguarding the health and wellbeing of crowd workers. We
envision a future of crowd work in which crowdsourcing platforms
design provisions to sustain a healthy workforce. Apart from crown-
ing workers with qualifications, and virtual badges to reward their
long-term and high-quality work, platforms can consider rewarding
workers with ergonomic devices to support their continued work or
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Figure 9: Worker needs in terms of (a) physical health and (b) mental health respectively across two crowdsourcing platforms
(Prolific and MTurk).
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provide themwith necessary health interventions. After all, few fac-
tors may contribute more to the sustainable growth and prosperity
of a paid crowdsourcing platform than fostering a healthy relation-
ship with crowd workers and ensuring their wellbeing. However,
several important questions need to be addressed before such a
reality can be realized. How can health interventions be introduced
and packaged between or within microtasks? To what extent would
such interventions serve as an effective means to improve worker
health and wellbeing as a result of crowd work?

7.3.2 For task requesters. According to the results of mental health
questions, the task content also plays an important role in worker
health. Experiencingmeaningfulness is a critical psychological state
derived from the job characteristics model [46]. A simple starting
point for task requesters, especially for requesters who publish
tasks on MTurk, is to emphasize the meaning of the task and slow
down the working pace, rather than giving them pressure and let-
ting them work like robots, as suggested by Chandler et al. [11]
as well. Furthermore, task requesters should consider involving
more learning elements and reducing emotional demands (particu-
larly for content moderation tasks) in crowd work, which has been
proved to be effective in terms of improving their performance
and mental wellbeing [23, 27, 99]. Task requesters can begin by
shouldering some of the responsibility to ensure worker wellbeing.

We envision that requesters can, for instance, provide MTurk work-
ers with small health interventions for breaks and relaxation, and
provide Prolific workers with some physical exercises. Such inter-
ventions can be designed as “tasks” to be completed and packaged
together with a task batch. Paying crowd workers to consume such
health interventions would result in increasing the costs for the task
requesters by a relatively small fraction. We suggest that requesters
should pay crowd workers to consume such health interventions
although a large proportion of workers are fine with not getting
paid. In return, task requesters can reap the benefits of having a
healthy and sustainable workforce to rely on and mutually flourish.

7.4 Limitations and Future Work
In this study, we recruited 300 workers from two platforms (MTurk
and Prolific). After excluding unreliable submissions, we had 283
workers for analysis. We acknowledge that the recruited partici-
pants could be only partially representative of the overall popu-
lation of the selected crowdsourcing marketplaces. Future work
could recruit more participants and involve more crowdsourcing
platforms (such as Appen and Toloka), make comparisons with ex-
isting studies using the same questionnaires (SF-36, COPSOQ, etc.),
or consider performing studies on online freelancing marketplaces,
to make broader implications with regard to the entire online gig
economy.



CHIWORK ’25, June 23–25, 2025, Amsterdam, Netherlands Sihang Qiu, Ujwal Gadiraju, and Xiaolong Zheng

Reliability has been an important issue in crowdsourcing-related
research [17]. Particularly, with the rapid development of LLM,
tackling AI-generated content has become a major challenge [18,
109, 121], which may also affect the validity of HealthInsight.
However, the health-related survey is different from conventional
microtasking. In the future, completion of HealthInsight or other
similar surveys should not be incentivized by monetary reward –
rather, they should be designed in a way to motivate crowd workers
to complete such surveys with an aim to improve their health.
In such designs, LLM can play as personal assistants instead of
cheating tools.

Furthermore, future work could focus on systematic and detailed
research of a specific health-related aspect, such as working er-
gonomics, somatic discomforts, psychosocial working environment
and so on. For instance, to comprehensively assess the psychosocial
working environment, at least 44 questions are needed in a short-
version COPSOQ questionnaire. In this work, since it is the first
step towards understanding worker health, we did not try to go
deeper into each aspect. Using verified surveys to systematically
assess worker health could be a promising research direction in
the imminent future. It would be meaningful and also valuable to
conduct profound studies concerning worker health among differ-
ent groups of workers. The health status of crowd workers could
be compared according to their genders, ages, countries, working
experiences, etc. For example, it would be interesting to explore
whether crowd work experience can help workers create healthier
working environments for themselves.

While conversational interfaces offer an engaging way to col-
lect survey data, various conversational styles, linguistic elements,
and particularly AI-generated content (if in the future LLMs are
used) may introduce biases and bring privacy issues. Future studies
could address these limitations by exploring human-in-the-loop
approaches to enhance the security, reliability, and generalizability
of survey data collected via conversational interfaces.

8 Conclusion
In this work, we designed HealthInsights – a conversational
survey, which consists of 60 items, to investigate and compare
worker health across crowdsourcing platforms. We carried out ex-
periments on Prolific and MTurk. First, we acquired data about
workers’ health-related background, physical health status, men-
tal health status, and worker needs. Then, we performed analysis
on the reliability and validity of HealthInsights. We found that
MTurk workers reported significantly better physical health and
working environment/devices, while Prolific workers reported sig-
nificantly better mental health and wellbeing. Furthermore, accord-
ing to the answers we acquired by explicitly asking workers about
their needs, we proposed suggestions to crowdsourcing platforms
and task requesters for improving worker health. This work has
important implications in terms of facilitating a better and healthier
working environment for future crowdsourcing.
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