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Abstract

With inland transportation increasing every passing day, vehicle platooning offers a good
solution towards travelling more efficiently. Along with reducing traffic congestion on roads,
platooning also leads to better fuel consumption among vehicles, fewer accidents, and most
importantly, vehicle platoons can be made autonomous using optimization-based control tech-
niques, such as Model Predictive Control (MPC). Much research has been done towards op-
timise fuel consumption through slip-streaming and by using topological data. A separate
research field also looks into performing lanes changes and avoiding obstacles. However, both
these research fields are disjointed and use a different model and MPC formulations to employ
control. This project aims at developing an unified system that can implement longitudinal
control (fuel optimisation), formation reconfiguration (lane changes) and collision avoidance
using one model and MPC formulation. The platoon switches between these behaviours de-
pending on the environment around the platoon. This report also highlights the limitations
of the controller and gives concrete recommendations on how to deal with the shortcomings.



CHAPTER 1

INTRODUCTION

Inland freight transportation is becoming more important each passing day. Especially in
Europe it is the primary way to carry large amount of goods across long distances. Inland
freight transportation comprises of train, road and waterways transportation. Out of these
three modes, road transportation is arguably the most extensively used and hence the most
important. The importance is highlighted in Figure 1.1 [9].

Figure 1.1: Modal Split of Inland Freight Transportation (EU), 2018 [9]
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1.1 Why Platooning?

A lot of the road transportation can be done through platoons of trucks [30]. In transporta-
tion, platooning or flocking is a method for driving a group of vehicles together [50]. Platoons
can be used mainly used to increase the capacity of the goods being transported at once.
They have their advantages and disadvantages [20] as mentioned here:

Advantages of Vehicle Platooning

• Greater fuel economy due to reduced air resistance.

• Reduced congestion.

• Substantially shorter commutes during peak periods.

• Fewer traffic collisions.

• More comfort due to less braking and acceleration.

• More scope for automation resulting in less risk to human lives.

Disadvantages of Vehicle Platooning

• Some systems have failed in traffic, as they have been hacked by remote computers,
creating a hazardous situation [42][14].

• Drivers would feel less in control of their driving, being at the hands of computer
software or the lead driver.

• Drivers may be less attentive than usual, and they may not be able to react as quickly
to adverse situations if the software or hardware were to fail.

As we see, the advantages are quite significant, especially when it comes to fuel-saving, com-
fort, and safety. Therefore, it is expected that platooning is a much more efficient way of
freight transportation. Further, the disadvantages have also been made less significant with
advances in fields such as cyber-security [37][10][7], control [45][30], and motion planning
[11][12].

Figure 1.2: Representation of a platoon.
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1.2 Autonomous Vehicles in Platooning

As mentioned above, one of the main advantages of platooning is that there is a great scope
for the platoons to be partially or fully automated in the future [44]. There are several ways
automating vehicle platoons and one of them is the optimization based approach which will
be focused on in this report. Research has been carried on how platoons can navigate safely
while optimising certain features [13][48] with the final goal being to make these platoon
fully autonomous. These features include optimizing the amount of fuel (petrol vehicles)
[28] or energy (EVs) that is required by the platoons to carry the goods from point A to
point B. This can be achieved by allowing the vehicle behind the leading vehicle (see Fig
1.2) also known as follower vehicle (see Fig 1.2) to close up to a certain safe distance to
the vehicle in front to reduce the drag force that they experience which leads to better fuel
consumption. Optimisation algorithms also aim to reduce braking and consequent loss in
fuel (energy in EVs) by using the data available to the algorithm regarding the future terrain
that the platoon has to encounter. The vehicles make use of lifting and coasting [40][38] to
optimize fuel consumption. This kind of optimisation is performed using Longitudinal Control
of platoons. Extensive research has been carried out in this field, and it has been discussed
in more detail in Section 3. The control can also be extended to other parameters such as
safety [32] wherein we could optimise or constrain the distance between the vehicles, or we
could also optimise comfort by putting constraints on the jerk and acceleration.

Longitudinal Control is an effective way of controlling a platoon or optimise a certain para-
meter (fuel, comfort, safety). However, this kind of control only deals with the platoon in the
one dimension, i.e. in the longitudinal direction which is the direction in which the platoon
is moving. As a result, it does not allow manoeuvres such as vehicle changing formations
and order, changing lanes and avoiding obstacles. These manoeuvres might be less significant
but are also very handy in scenarios wherein the platoon might need to navigate congestion.
Therefore, we require the individual vehicles or the whole platoon to make lane changes that
will need planning and control of lateral dynamics which will add another layer of complex-
ity. The control in the second dimension is called Lateral Control and its combination with
Longitudinal Control and Collision Avoidance is referred to as 2D Control in this report.

2D Control of Vehicle Platoons using Dynamic Bicycle Model 3



Figure 1.3: Breakdown of 2D Control

1.3 Related Work

This section will briefly discuss the literature on control of platoons to explain what the
project is about. It will first highlight the work being done in Longitudinal Control and
then in formation reconfiguration which encompasses the lateral manoeuvres such as lane
changing. Then we shall conclude how they are similar or different, eventually leading to a
thesis outline covered in this report.

1.3.1 Longitudinal Control

Longitudinal Control can be implemented for a platoon in several different ways. One way of
employing control is using Lp String Stability [33]. Here, the platoon is treated as a string
of vehicles and is modelled in one dimension. After modelling, the control algorithms aim to
achieve specific tasks such as maintaining a target velocity for the vehicles using different gap
policies [34] while minimising a norm function to maintain stability. The control architecture
used is generally a variation of PID or, in some cases, LQR [1][18] which work along with
a Lp constraint stabilisation to operate the platoon. Although computationally inexpensive,
this method is also not the best as there can be no constraints on specific states. Also, it
does not make use of the inter-vehicular gap to optimise for fuel consumption as it treats
the platoon as a single block and therefore does not account for the distance between the
vehicles. Further, this approach also does not do well when applied to non-linear systems and
the results are not optimal. This is not desirable as the vehicle model used in this project
will be non-linear.

To solve these problems associated with the String Stability approach, MPC can be used to
control the platoon. The platoon is again modelled in 1D (no lateral dynamics), and this
time inter-vehicular gap is also modelled and taken into account while optimising through a
cost function to fulfil specific tasks, such as tracking references, maintaining safety, optimising
fuel consumption, et cetera. There are several variations to how an MPC formulation can be

2D Control of Vehicle Platoons using Dynamic Bicycle Model 4



designed to control platoons. The architecture can be centralised [22] wherein there is just one
CPU in the platoon which has information of all the states of all trucks and then optimises over
all parameters to generate optimal inputs. However, to implement a centralised architecture
high grade communication modules are needed which can transmit the required information
from the all trucks to the CPU and vice versa. Further, a powerful CPU is also needed to run
the the extensive MPC problem. Having such a communication and computation in vehicles is
not always practical and cost efficient. To fix this problem, the architecture could be changed
to distributed [27][8] wherein each vehicle has its own CPU with only information about the
states of the vehicles in its front and back. Here, the number of parameters over which the
optimisation is done gets reduced, and the computation is essentially divided amongst several
CPUs, leading to lesser computation time. The drawback sometimes is that now the CPU
does not have information of other vehicles in the platoon (apart from the ones in its front
and back) and it tries to estimate their states. This information might have some error which
needs to be compensated for in some way.

1.3.2 Formation Reconfiguration and Collision Avoidance

Formation Reconfiguration and Lane Changes have been be implemented through model
based approaches in literature by using a Kinematic Bicycle Model, which accounts for the
lateral and longitudinal dynamics. One way of achieving reconfiguration is again to have a
centralised [12] formulation of MPC and use the cost function to allow each of the vehicles in
the platoon to have a reference lane or velocity. Again this formulation can be de-centralised
[11] to reduce the computation associated. However, for a de-centralised architecture each
vehicle does not have perfect knowledge of the states of other vehicles in the platoon and
there needs to be a mechanism to account for the error in values of states.

Finally, the decision making can also be divided into a decision-maker, and a controller [46]
wherein a separate layer determines the references for the controller. Then the MPC has
only to follow the said references instead of generating them as well. In [24] one of the early
approaches towards multi-robot control using MPC are discussed. Other de-centralised MPC
approaches [5][39] employ alternating direction method of multipliers (ADMM), which leads
to linearisation of collision avoidance constraints.

However, Kinematic Bicycle Model is not always enough as it assumes the slip angle of the
vehicle to be zero which is not true in reality. Further, it cannot accommodate external forces
acting on the vehicle into the the model. To deal with these concerns Dynamic Bicycle Model
is used [35]. The work done in [23] shows how the the dynamic model can be used to perform
lane changes and the model used in this project will be similar and work broadly on the
same principles. The literature also goes into more detail while taking into account practical
considerations such as lagged tire forces [6] and road topology [49]. Kinematic and Dynamic
Bicycle model have many variations [25] based on different requirements and thus there are
many options when it comes to modelling.

1.4 Conclusions from Related Work

After going through the literature, it became evident that research on Longitudinal Control
and Reconfiguration & Avoidance is very disjointed. The reasons behind it are

2D Control of Vehicle Platoons using Dynamic Bicycle Model 5



1. Both approaches in the literature use different models to solve the problem wherein
Longitudinal Control only encompasses the longitudinal dynamics. In contrast, the
research in reconfiguration predominantly uses a Bicycle Model, which is different from
a longitudinal model and focuses primaily on steering dynamics. The kinematic model
does not incorporate external forces on the vehicle and thus goes farther away from the
longitudinal model wherein aerodynamic, terrain and friction forces are accommodated.
This problem can be dealt with by using a dynamic model but that also focuses more
on lateral and tire dynamics in the literature.

2. Due to the differences in model formulation and vastly different requirements from
both research fields, the formulation for the MPC is also vastly different. Longitudinal
Control focuses more on conserving fuel, maintaining a gap, et cetera. Whereas during
lanes changes and avoidance, these parameters are not essential, and instead, the MPC
formulation focuses on safety and smooth tracking of lateral position.

1.5 Research Question

The main aim of the thesis is

• To build an end to end system which can implement several behaviours for a platoon,
that are Longitudinal Control, Formation Reconfiguration and Collision Avoidance. The
report will also investigate challenges one might face while building such a system and
will also clearly highlight the limitations of the system. Alternatives and recommenda-
tions will also be proposed with regards to dealing with the limitations.

• Additionally, the platoon should be able to decide when to switch between these beha-
viours depending on the environment around the platoon.

• The tasks mentioned above should be achieved using a unified model and MPC formu-
lation.

This is represented in Fig. 1.4.

Figure 1.4: Research Question Representation

To generate such a system the following research questions will be answered.
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1. Firstly, the question that will be dealt with will correspond to what model should be
used for 2D Control? The model needs to incorporate all the dynamics related to
2D Control. To answer this question, first a system is designed achieve good results for
Longitudinal Control in Chapter 3. Two approaches towards modelling will be discussed
and it will be investigated why one is better than the other through simulation results.
After developing the Longitudinal Control mechanism, the report will showcase the 2D
model formulation in Chapter 4 which will combine Longitudinal forces (aerodynamic,
terrain and friction) along with the lateral dynamics of a vehicle which are necessary for
Reconfiguration and Avoidance behaviors. This will be done by appending the lateral
dynamics in Dynamic Bicycle model with longitudinal states and forces. This way we
will deal with the Point 1 from the conclusions above.

2. After answering the first research question, the next step will be to answer the question
of how control will be applied to such a model using one MPC formulation? This will
be achieved by having separate modes within the MPC running cost. Each mode will
correspond to certain behaviors and the formulation will allow the platoon to switch
between the modes depending on the environment around the platoon. The state ma-
chine to determine this switching will also be defined which will contain the conditions
under which switching will take place. This will address Point 2 from the conclusions.

3. The thesis report will also answer the question regarding the effects of different tuning
weights on the performance of platoon. Different modes of the platoon will be designed
by having separate tuning weights for each behaviour. The reason for choosing these
weights will be discussed and their effects will also be shown in simulations.

The performance of this new model and MPC formulation will be tested through several test
cases and conclusions drawn from them will also be discussed in detail. The model formulation
will be based on the literature on the dynamic bicycle model and longitudinal control and
MPC formulation will be developed by borrowing ideas from the literature on all the fields
mentioned above.

2D Control of Vehicle Platoons using Dynamic Bicycle Model 7
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CHAPTER 2

PRELIMINARIES

2.1 Model Description

Before getting to how the control is employed on a vehicle it is essential first to choose what
model to use to define the vehicle. It determines the state and dynamical equations and
plays a vital role in defining constraints and cost functions. A model with fewer constraints
is desirable as less computational power will be required to control it as the control algorithm
will optimize over lesser variables.
However, sometimes a simpler model may not encompass all the required dynamics of a
vehicle, resulting in sub-optimal performance. Models with higher complexity and more elab-
orate dynamics can easily solve this problem but, in turn, require more elaborate constraints
to be defined during control. Thus, computation complexity is higher, and so is the time
required for obtaining optimal control strategies. Therefore, it is best to choose a simple
enough model in practice such that it encompasses not all but the significant dynamics of the
system, thus resulting in a good balance.
In a platoon, the model for each vehicle needs to be defined which includes the states and
inputs for each vehicle. These models could be identical (homogeneous platoons) or differ-
ent (heterogeneous platoons). We assume that our platoon is homogeneous and we use the
non-linear dynamic Bicycle Model to defined the model for each vehicle. To understand the
Dynamical Bicycle Model better, the Kinematic Model has to be explained first.

2.1.1 Kinematic Bicycle Model

The model has been used used in several cases and has has given good results when it comes
to encompassing the necessary dynamics of a four wheeled vehicle and it also gives good
optimality results when it comes to control and motion planning [11]. The model essentially
reduces a four wheeled vehicle or robot into a two wheeled bicycle like structure with longit-
udinal and lateral (steering) constraints. The model and its kinematic equations are provided
below.

2D Control of Vehicle Platoons using Dynamic Bicycle Model 9



Figure 2.1: Non-linear Kinematic Bicycle Model

ẋ = v cos(ψ + β)

ẏ = v sin(ψ + β)

ψ̇ =
v cosβ

lf + lr
(tan δ)

v̇ = a

(2.1)

[11] where the state vector shall be z = [x, y, ψ, v]T (x, y, ψ, and v are the longitudinal and
the lateral position of the vehicle in global co-ordinates, the heading angle, and the velocity,
respectively. The heading angle is calculated w.r.t the horizontal X axis. The control input
vector is u = [a, δ]T (a and δ are the acceleration and the steering angle, respectively),

β := arctan
(

tan δ
(

lr
lf+lr

))
is the side slip angle, and lf , lr are the distance from the center

of gravity to the front and rear axles, respectively. Using Euler discretization the model given
above is discretized with a sample time ∆t as

x(k + 1) = x(k) + ∆t v(k) cos(ψ(k) + β(k))

y(k + 1) = y(k) + ∆t v(k) sin(ψ(k) + β(k))

ψ(k + 1) = ψ(k) + ∆t
v(k) cosβ(k)

lf + lr
(tan δ(k))

v(k + 1) = v(k) + ∆t a(k)

(2.2)

2.1.2 Dynamic Bicycle Model

At higher vehicle speeds, the assumption that the velocity at each wheel is in the direction
of the wheel can no longer be made. This means that the slip angle (angle between velocity
direction and wheel direction) is not zero. In this case, instead of a kinematic model, a
dynamic model for lateral vehicle motion must be developed. The derivation for the state
equations for the dynamic model is borrowed from [35].
The dynamics of the bicycle model with two degrees of freedom, namely lateral position y
and the yaw angle Ψ is shown in Fig. 2.2. The lateral position is measured along the lateral
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vehicle axis to the COG of the vehicle, i.e. point O. The yaw angle ψ is measured w.r.t to
the global X axis. The longitudinal velocity of COG is denoted by Vx.

Figure 2.2: Dynamic Bicycle Model

The state space derived from the following dynamics is as follows [35]:

d

dt


y
ẏ
ψ

ψ̇

 =


0 1 0 0

0 −2Cαf+2Cαr
mVx

0 −Vx −
2Cαf `f−2Cαr`r

mVx
0 0 0 1

0 −2`fCαf−2`rCαr
IzVx

0 −2`f
2Cαf+2`r2Cαr

IzVx



+


2Cαf
m
0

2`fCαf
Iz
0

 δ

(2.3)

The above state equations are enough to encompass the lateral dynamics required in this
thesis project and will be used later. The model stated above is linear w.r.t the input δ which
is the steering angle. However, the model used for the actual vehicles will have some addition
to the states and will assume different inputs, e.g. Vx will no longer be constant and will be
used as a state. The input will be the steering rate φ instead of the steering angle δ resulting
in a very non-linear model for which a non-linear MPC solver will be used. All these changes
will be discussed in Chapter 4.

2.2 Vehicle Control

Control can be carried out through several different control methods. The most basic control
strategies are PID [51], [3]. If we go into more advanced controllers we see state-feedback
[15] and Linear Quadratic Regulator (LQR) [30], [4]. LQR control method is very useful for
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continuous-time problems as it is optimal w.r.t an infinite horizon.

However, in reality no control problem is the infinite horizon as in reality control is ap-
plied for certain fixed amount of time. Thus. Model Predictive Control (MPC) is used to give
better results for finite-horizon problems for non-linear systems [30], [21], [19]. MPC allows
us to impose constraints on the optimization problem. MPC is also known as Receding Hori-
zon Control (RHC) [47] as it involves repeatedly solving a constrained optimization problem,
using predictions of future costs, disturbances, and constraints over a moving time horizon to
choose the control action. RHC handles constraints, such as limits on control variables, dir-
ectly and naturally, and generates sophisticated feed-forward actions. MPC also does better
than other control methods when it comes to having non-linear models which will be used in
this report.

2.2.1 Model Predictive Control

MPC optimizes a certain cost function (J(x(k))) under some state or input constraints. The
cost also comprises of running cost and terminal cost. Terminal cost is generally used to
provide further stability whenever constraints are involved it is used to approximate the tail
of the infinite horizon. A general MPC problem is formulated as [30]

J∗(x(t)) = minimize
{uk}N−1

k=0

{
N−1∑
k=0

l (xk, uk) +

terminal cost︷ ︸︸ ︷
lf (xN ) }

subject to x0 = x(t)

for k = 0, . . . , N − 1 :

xk+1 = f (xk, uk)

xk ∈ X
uk ∈ U
xN ∈ Xf (terminal constraint)

(2.4)

where l(x, u) is the running cost, x0 is the state at time t. The next constraint is related
to the dynamics of the system to ensure they are always followed. X and U are set of
admissible states and inputs, respectively. The terminal constraint on xN is introduced to
ensure stability, and set Xf is generally chosen to be a subset of the level sets of lf , which is
in turn chosen as the solution to the infinite horizon Riccati Equation. Xf also needs to be
chosen in such a way that the states and inputs do not exceed the set of admissible quantities.
All the above statements are carefully derived using sophisticated mathematical analysis and
are explained in [36].

2.2.2 Interior Point Method

The MPC formulation in this project will be non-linear due to the non-linear models and
constraints. Therefore, the solver involved will also need a non-linear optimization algorithm.
The algorithm used here is the Interior Point Method. The interior-point (IP) method for
non-linear programming was pioneered by Anthony V. Fiacco and Garth P. McCormick in
the early 1960s. The basis of IP method restricts the constraints into the objective function
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by creating a barrier function. This limits potential solutions to iterate in only the feasible
region, resulting in an efficient algorithm regarding time complexity.

To ensure the program remains within the feasible region, a penalty parameter, µ, is added
to ”penalize” close approaches to the boundaries. This approach is analogous to the use of an
invisible fence to keep dogs in an unfenced yard. As the dog moves closer to the boundaries,
the more shock he will feel. In the case of the IP method, the amount of shock is determined
by µ. A large value of µ gives the analytic centre of the feasible region. As µ decreases and
approaches 0, the optimal value is calculated by tracing out a central path. A smooth curve
is generated for the central path with small incremental decreases in µ during each iteration.
This method is accurate but time-consuming and computationally intense. Instead, Newton’s
method is often used to approximate the central path for non-linear programming. Using one
Newton step to estimate each decrease in µ for each iteration, a polynomial time complexity is
achieved, resulting in a small zig-zag central path that convergences to the optimal solution.

The logarithmic barrier function is based on the logarithmic interior function:

B(x, µ) = f(x)− µ log(x) = f(x)− µ
m∑
i=1

ln (xi)

The IP method for NLP has been commonly used to solve Optimal Power Flow (OPF)
problems. A set of non-linear equations is used to find the optimal solution of a power
network in terms of speed and reliability. To solve these problems, the perturbation factor is
used in addition to the typical Karush-Kuhn-Tucker (KKT) methods.

Starting with a general optimization problem:

minf(x)

s.t. h(x) = 0

g(x) ≤ 0

Modify the KKT conditions by adding convergence properties with slack variables and the
perturbation factor:

∇xL (x, λh, λg) = 0h(x) = 0

g(s) + s = 0

[λg] s− µe = 0

(s, λg, µ) ≥ 0

Solve the nonlinear equations iteratively by Newton’s methods. First determine ∆x and ∆λh
with reduced linear equations. Next, calculate slack variables and corresponding multipliers
with: ∆s = −g(x)− s−∇g(x)∆x ∆λg = −λg +

[
s−1
]
∗ µe− [λg] ∆s

To calculate the perturbation factor, µ, use primal-dual distances:

µ = σ ∗ pdad = σ ∗
λtgs

niq
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where σ defines the trajectory of the optimal solution, pdad is the primal-dual average dis-
tance, and niq accounts for the inequality constraints.

σ might assume the following values:

• σ = 0 corresponds to the affine-scaling direction where the optimal point is obtained
through a non-perturbed solution of KKT

• σ = 1 corresponds to centralization direction where the non-optimal solution is found
with a primal-dual distance equal to the initial value of µ

In a conventional primal-dual IP method, a constant value is assigned to σ (usually close to
0.1) for the iterations. This results in a search direction where 90% is defined towards the
optimal point and 10% is allocated to trajectory of centralization.
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CHAPTER 3

LONGITUDINAL CONTROL

Longitudinal Control as the name suggests deals with the control of vehicles or platoons
of vehicles in a single dimension. It implies that planning and control are only performed
longitudinally. Therefore, the platoon order that is the order in which the vehicles are moving
in (relevant for heterogeneous platoons) is fixed and cannot be changed. As a result, the
platoon can be controlled jointly, or each vehicle can be controlled separately. The joint
approach [33] is less expensive computationally but is sub-optimal (as it does not make use
of the inter-vehicular distance between the vehicles in the platoon), and vice versa is true for
the case wherein each vehicle is controlled separately. The architecture of control can also be
hierarchical [46] or just a single layer [22].

In this chapter, we discuss a centralised Eco-MPC approach that aims at maximising the fuel
economy of a truck platoon by making use of lifting and coating techniques [40][38]. The
platoon will already know the future terrain it will encounter, and thus the algorithm comes
up with control strategies to employ less braking and acceleration to conserve fuel. The
information regarding the future can be available through maps or sensors. The algorithm
also tries to maintain a small inter-vehicular distance between the vehicles in the platoon to
make use of the drag reduction caused by slip-streaming behind a vehicle in front [29][43].
Along with maintaining a desired gap between the vehicles, the vehicles aim to track a certain
velocity provided by the user. In the centralised approach, the central computational unit
is placed in one of the trucks in the platoon (generally the leading vehicle). This unit takes
information from all the trucks regarding their current state, uses MPC to solve the problem
and then sends back the desirable control inputs to achieve the goals assigned through the
cost function.

In Section 3.1 we will discuss a centralised Eco-MPC approach wherein the control input
is the acceleration to the vehicle. The section first discusses how the MPC problem was
formulated and discusses the simulation results and effect of fuel conservation weights. Section
3.2 improves on the notion of Acceleration Control by now using jerk, i.e. the rate of change
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of acceleration as the input instead of the acceleration itself. Like Section 3.1 the problem
formulation will also be presented here, and the simulation results will also be discussed.
Finally, Section 3.3 will present the conclusions drawn from the research presented in this
chapter and will also suggest some further improvements that could be made.

3.1 Acceleration Control

As mentioned above, in this section we will discuss the approach wherein we will use accel-
eration as an input to the platoon vehicles. The section is based on [22] compared to which
changes have been made to dynamics of the system and also how the aerodynamic forces
affect the vehicle.

3.1.1 Assumptions

The sensors on the vehicles are assumed to be fault free that is, the CPU receives perfect
information about the states of the vehicles. Also, we assume that the communication systems
between the CPU and vehicles are very fast and thus lead to no delay in communication which
needs to be accounted for. Finally, we also assume there are no actuator faults and all the
control actions are implemented perfectly on each vehicle. These assumptions carry on
to all sections and simulations in the report.

3.1.2 Modelling of Platoon

Figure 3.1: Platoon Model - Acceleration Control

The first in modelling the platoon and coming up with equations to model certain parameters
is to decide what the states for our model will be. For our model the states and inputs are
defined as

zi =
[
xi vi

]T
(3.1)

ui = ai (3.2)

where subscript i is an integer which indicates the i -th vehicle (i = 1, 2, 3, 4, ...) counted from
the leading vehicle in the group. xi refers to the position of the vehicle i (m), vi is the velocity
of the vehicle i (ms ) and similarly ai signifies the acceleration of each vehicle (m

s2
). Further,

2D Control of Vehicle Platoons using Dynamic Bicycle Model 17



the dynamics of the platoon can bee defined as

miv̇i(t) = − fai(t)− fgi(t)− fµi +miui(t)

fai(t) =
1

2
ρAiCiv

2
i (t)

fgi(t) =mig sin θ (xi(t))

fµi(t) =µimig

di(t) =xi(t)− xi+1(t)− li

(3.3)

Parameters ρ, g, l1,mi, Ai and µi are the air density ( kg
m3 ), the gravity acceleration (m

s2
), the

length of the preceding vehicle (m), the mass (kg), the projected frontal area (m2) and the
coefficient of all the other friction resistance of the i -th vehicle, respectively and variable di
signifies the spacing between the vehicles (m). Functions fai, fgi and fµi denote the aero-
dynamic drag, the grade resistance and all the other friction resistance of the i -th vehicle,
respectively. θ (xi) is the road gradient that depends on the location of the i -th vehicle and
needs to be known beforehand. It will be discussed in this section and the next section. Ci
refers to the drag coefficient of the ith vehicle, and as seen in the equation, it is directly
proportional to the force fai experienced by the vehicle. It is the highest for the vehicle in
front as it is not following any vehicle. Subsequently, the coefficient for Vehicle 2 is lower,
and it keeps decreasing as we go on due to the additive effect of drag reduction. Here, a
straightforward model for drag is designed wherein each vehicle has a fixed coefficient based
on its position in the platoon. These values are listed in the table below. In reality, more
complex drag models are used wherein the coefficient depends on the spacing between the
vehicles as well.

Co-Efficient Value

C1 0.3
C2 0.275
C3 0.25
C4 0.2

Table 3.1: Drag Co-efficient Values

Similarly, we also design the road gradient θ (xi) which will be depended on the position of
the vehicle i. The equation to model it is defined as

θ (xi(t)) =θ̂

(
1

1 + es1(xa−xi(t))
− 2

1 + es1(xb−xi(t))

+
2

1 + es1(xc−xi(t))
− 2

1 + es1(xd−xi(t))

+
1

1 + es1(xe−xi(t))

)
,

(3.4)
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Figure 3.2: Slope Profile

and the values for the several variables is listed below and the profile w.r.t position is shown
in 3.2

θ̂ 0.04 xc 600

s1 0.12 xd 800

xa 200 xe 1000

xb 400 - -

Table 3.2: Slope design variable

After defining all the above parameters the state space equations for 3 trucks can be described
as follows

ẋ(t) = f(x(t), u(t))

x(t) =
[
x1 v1 x2 v2 x3 v3

]T
u(t) =

[
u1 u2 u3

]T (3.5)

f(x(t), u(t)) =



v1
− 1
m1

(fa1 + fg1 + fµ1) + u1
v2

− 1
m2

(fa2 + fg2 + fµ2) + u2
v3

− 1
m3

(fa3 + fg3 + fµ3) + u3


(3.6)

3.1.3 MPC Formulation

For the platoon to work as desired, it needs to fulfil the following objectives:

1. The desired velocity is maintained;

2. The desired gap between the vehicle needs to be maintained;

3. Any collisions should be avoided;

4. The fuel consumption at the reference velocity and headway gap; needs to be minimised.

5. The acceleration should be moderated.
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The objectives are taken into account through the cost function. The running cost consists
of multiple elements associated to each of the objectives above. The running cost JMPC is
defined as

JMPC(zi, ui, t) = ωvLv(t) + ωdLd(t) + ωuLu(t) + ωaLa(t) (3.7)

where Lv, Ld, Lu and La are parts of the running cost function responsible for fulfilling sep-
arate tasks which were defined above. Further ωv, ωd, ωu and ωa are the weighing coefficients
which are used put more or less emphasis on a particular task. Next, it is discussed how these
parts help in fulfilling the objectives.

For velocity tracking, the cost function is

Lv(t) =
1

2
(v1(t)− vref )2 +

1

2
(v2(t)− vref )2 +

1

2
(v3(t)− vref )2

where vref is the desired velocity. For gap tracking, the cost is expressed as

Ld(t) =
1

2
(d1(t)− dref )2 +

1

2
(d2(t)− dref )2

where dref is the desired spacing. For conserving fuel the cost is

Lu(t) = f1(t)
v1(t)

+ f2(t)
v2(t)

+ f3(t)
v3(t)

fi(t) =

{
Pi(t)

ηi(Pi(t))Q
for ui ≥ 0

0 for ui < 0

(3.8)

where fi, Pi and ηi are the fuel consumption per unit time, the engine power output and the
engine efficiency, respectively. Q = 34.5MJ/L is the calorific value of gasoline.

The engine power output Pi needed for driving a vehicle can be represented by

Pi(t) = (miv̇i(t) + fai(t) + fgi(t) + fµi) vi(t) + Pc (3.9)

where Pc = 845.825W is the constant power required when the vehicle is idling. Furthermore,
based on the engine characteristics map [31] which shows the relationship between engine
power output and fuel efficiency, the maximum efficiency ηi can be presented as a function of
the engine power output Pi. ηi can be written as

ηi (Pi(t)) =e1P
6
i (t) + e2P

5
i (t) + e3P

4
i (t)e4P

3
i (t)

e5P
2
i (t) + e6Pi(t) + e7

where e1....e7 are parameters shown in Table 3.3 .

e1 −1.508× 10−28 e5 −2.908× 10−9

e2 3.448× 10−23 e6 3.197× 10−5

e3 −3.050× 10−18 e7 0.127

e4 1.313× 10−13 − −
Table 3.3: Parameters that give the maximum efficiency in the equation
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Figure 3.3: Efficiency w.r.t power output

Finally, for Task 5 we model the cost as

La(t) =
1

2

(
u1(t)

2 + u2(t)
2 + u3(t)

2
)

(3.10)

This puts a penalty on large inputs and also ensures smooth inputs by reducing erratic
behaviour.

Now, we define the input constraints to the problem, which are modelled as

|u1(t)| ≤ u1max, |u2(t)| ≤ u2max, |u3(t)| ≤ u3max (3.11)

where the umax denote the maximum input that we want to permit for the system.

After combining all the information gathered from above the final MPC formulation is as
follows

min
ui(t))

JMPC
(
zi,ui, t

)
subject to

zi(t+ 1) = f
(
zi(t),ui(t)

)
, (3.12a)

xmin ≤ xi(t) ≤ xmax, (3.12b)

vmin ≤ vi(t) ≤ vmax, (3.12c)

umin ≤ ui(t) ≤ umax, (3.12d)

zi(0) = zi(t). (3.12e)

3.1.4 Simulation Results

This section discuss the simulations carried out to determine the performance of the Accel-
eration Control approach. First, we will try simulations with three vehicles in the platoon.
Table 3.4 defines the parameters related to the vehicles.
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Parameter Value

mi 1480 kg
Ai 2.87 m2

ρ 1.2 kg/m3

µ 0.01
g 9.8 m/s2

l 4.3 m
dt 0.04 s
N 20 steps

Table 3.4: Value of Parameters

In Table 3.4 dt is the time-step for the discretization of the continuous problem and N is
the prediction horizon of the nonlinear MPC. Next, the constraints need to be applied to
the states and inputs of the system. The constraints were borrowed from [22] and showed
smooth and stable behavior for the platoon vehicles after conducting several trials. Table 3.5
summarises the constraints.

State and Inputs Lower Limit Upper Limit

Position (m) 0 ∞
Velocity (ms ) 0 30

Acceleration (m
s2

) -1.27 1.27

Table 3.5: State and Input Constraints

Since the platoon is homogeneous, i.e. all vehicles are the same, these constraints and para-
meters apply to all the vehicles. As mentioned in the MPC formulation, we want the vehicles
in the platoon to track a certain velocity. A certain reference gap also needs to be maintained
between the vehicles in the platoon. Following are the reference values

vref = 27m/s (97.2 km/h)

dref = 4m

The initial conditions also need to be set before solving the problem below and they are listed
in the table below.

Vehicle Initial State

1 [24.6, 26]
2 [12.3, 26]
3 [0, 26]

Table 3.6: Initial State of each Vehicle

The above initial conditions leads to an initial gap between the vehicles di(0) = 8m. Finally,
the one of most important part of running an MPC problem is the tuning of weights in cost
function (3.7). For this problem these weights refer to ωv, ωd, ωu and ωa. The optimal weights
weights obtained after several trials and observations are listed in Table 3.7
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Weight Value

ωv 600
ωd 75
ωu 100
ωa 5

Table 3.7: Values of Weights for 3 vehicles

Results for 3 Vehicles

Using the above-mentioned parameters, weights, constraints and initial conditions, the beha-
viour showed in Fig. 3.4 is obtained. The first graph shows the velocity profile of the vehicles,
the second one shows how the respective gaps between the trucks evolve, and the final graph
shows the inputs sent into the system.
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Figure 3.4: a) Velocity profile of all vehicles b) Gap b/w the vehicles c) Acceleration profile
of the vehicles

The velocity of the vehicles increases as it has to go from 26 to 27 m/s. However, it can be
noticed that the velocity of Vehicle 1 (leading vehicle) increases slower compared to the other
velocities. This happens so that the vehicles behind can slowly close the gap to the vehicles in
front with higher velocity. For vehicle 3, it even overshoots the reference velocity to gain on
the vehicle in front. During this time, the gap comes down very quickly and starts converging
to the reference value. As both gaps come closer to the reference value, the velocities of each
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vehicle also start converging towards their respective references. The effect of MPC can be
seen here as it looks forward in the horizon and determines when the values for velocity and
gaps may converge, leading to a very smooth convergence for both values. The acceleration
also starts at the highest values so that all vehicles can reach their higher reference velocity
but again a1 drops to a lower value first to let the vehicles behind build a speed advantage
to close the gap. Also, it can be seen that the acceleration also increases and decreases w.r.t
to the slope the platoon encounters. The immediate increase in acceleration value from 0 to
maximum at the start and then the sudden decrease is not desirable and not realistic too.
This problem addressed in Section 3.2.

Results for 4 Vehicles

The problem can be easily extended to accommodate more vehicles in the platoon. Fig. 3.5
shows the behaviour for 4 trucks. The fourth added vehicle has all the same parameters and
constraints as the other 3 to maintain the notion of a homogeneous platoon. However, the
tuning needs to be done again, and the new weights are highlighted in Table 3.8.

Figure 3.5: Simulation Results for 4 vehicles

All the principles and behaviours of states such as the vehicles building up a velocity advantage
and smooth convergence of gap and velocity to its reference value, remain the same.
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Weight Value

ωv 400
ωd 50
ωu 65
ωa 3

Table 3.8: Values of Weights for 4 Vehicles

Fuel Saving

The above figures for acceleration control indicate how the acceleration control works well
for tracking but does not showcase the fuel-saving part of the cost function. Table 3.9 shows
weight ωu effects the fuel consumption. All values were calculated on the same terrain and
running the simulation for the same amount of time.

Value for ωu

Fuel consumed
by Vehicle 1
(mL)

Fuel consumed
by Vehicle 2
(mL)

Fuel consumed
by Vehicle 3
(mL)

0 (No fuel optimisation) 36.18 33.49 30.69
100 33.74 (-6.74%) 30.89 (-7.76%) 29.41 (-4.17%)
500 31.55 (-12.79%) 30.34 (-9.41%) 28.71 (-6.45%)

Table 3.9: Effect of Fuel Saving

Therefore, it can be seen that increasing the priority on fuel-saving does result in more fuel
saving due the vehicles in the platoon now employing more lifting and coasting leading to less
abrupt braking and accelerating. However, it should be stated that although ωu = 500 does
lead to more fuel efficiency, it also results in the problem solving being slower (84.38s for ωu
= 100 and 198.64s for ωu = 500). Also, more priority on fuel-saving leads to worse velocity
and gap tracking for the vehicles. Also, higher values of ωu result in worse exitflag behaviour
in FORCESPRO due to scaling problems. These issues are also discussed in more detail in
Appendix A. Therefore, the value ωu = 100 was realised as the optimal value after multiple
simulations and observations.

3.2 Jerk Control

As shown in the above section, acceleration control works well to fulfil all the tasks that it was
assigned. It can do the tracking well on both fronts and also ensures that the constraints are
obeyed. With correct tuning of weights, smooth behaviour of inputs and smooth convergence
of velocity and gap to their reference is also ensured. However, it comes up short in one
aspect, i.e. the sudden increase and decrease of input at the start of the simulation. As can
be seen in the bottom right graph of Fig. 3.4 the acceleration value jumps from 0 at the start
to the maximum allowable almost instantly, which in reality will not be possible. Also, after
around 2 seconds, all inputs start to come down from the maximum possible to establish a
status quo, and this decrease is also very sudden. Studying these values suggested that this
decrease resulted in a jerk (rate of change of acceleration) values of up to 13.75 m/s3, which
is very high. For reference ideal jerk values for driving on the highway are generally between
-2 m/s3 and +2 m/s3 [16]. Values higher than 6 m/s3 can also cause severe whiplash and
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values greater than 10 m/s3 can also break the driver’s neck. Apart from the safety concerns,
this kind of jerk is also impossible to implement in real-life vehicles.

Thus, there needs to be a limit to what the jerk can be to ensure that the manoeuvres are
safe and feasible in real life. A handy way to achieve this is to employ Jerk Control. As the
name suggests, now the control input into the system is jerk instead of acceleration. This
way, the amount of jerk into the system can be regulated on top of having control over the
permissible acceleration values.

3.2.1 Modelling of Platooning

Figure 3.6: Platoon Model - Jerk Control

The only fundamental change to the model now is to assign acceleration to be a state of the
system, and jerk becomes the input. This results in each truck being described by a state
space of 3 states instead of 2 states as it was in (3.1). It results in the following state-space
model for 3 trucks

miv̇i(t) = − fai(t)− fgi(t)− fµi +miai(t) (3.13)

ȧi =ui (3.14)

fai(t) =
1

2
ρAiCi(d(t))v2i (t) (3.15)

fgi(t) =mig sin θ (xi(t)) (3.16)

fµi =µimig (3.17)

di(t) =xi(t)− xi+1(t)− li (3.18)

ẋ(t) = f(x(t), u(t))

x(t) =
[
x1 v1 a1 x2 v2 a2 x3 v3 a3

]T
u(t) =

[
u1 u2 u3

]T
,

(3.19)
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f(x(t), u(t)) =



v1
− 1
m1

(fa1 + fg1 + fµ1) + a1
u1
v2

− 1
m2

(fa2 + fg2 + fµ2) + a2
u2
v3

− 1
m3

(fa3 + fg3 + fµ3) + a3
u3


(3.20)

The main difference that can be noticed here lies with (3.14) which has been added such that
now acceleration is a state and its derivative is the input to the system, i.e. the jerk.

3.2.2 MPC Formulation

This section highlights the differences in the formulation when compared to the formulation
in Section 3.1.3. Compared to the formulation acceleration control, the running cost function
only changes w.r.t to 2 tasks, i.e. Task 4 and 5.

For Task 4 i.e. fuel optimization the formulation of Lu changes to

Lu(t) = f1(t)
v1(t)

+ f2(t)
v2(t)

+ f3(t)
v3(t)

fi(t) =

{
Pi(t)

ηi(Pi(t))Q
for ai ≥ 0

0 for ai < 0

(3.21)

The only difference here is that the value of fi now depends on ai instead of ui as now the
input is jerk and acceleration is a state.

For Task 5, due to the same reason, the formulation of La is

La(t) =
1

2

(
a1(t)

2 + a2(t)
2 + a3(t)

2
)

(3.22)

Additionally, the state constraints will now increase in dimensionality due to an additional
state, i.e. acceleration. Finally, after making the above changes, the final MPC formulation
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looks like this

min
ui(t))

JMPC
(
zi,ui, t

)
subject to

zi(t+ 1) = f
(
zi(t),ui(t)

)
, (3.23a)

xmin ≤ xi(t) ≤ xmax, (3.23b)

vmin ≤ vi(t) ≤ vmax, (3.23c)

amin ≤ ai(t) ≤ amax, (3.23d)

umin ≤ ui(t) ≤ umax, (3.23e)

zi(0) = zi(t) (3.23f)

3.2.3 Simulation Results

This section shows the simulations done for Jerk Control in order to determine if the additions
made to obtain the new formulation work as desired. The parameters used to obtain the
dynamic equations remain the same and are used from Table 3.4. Regarding the constraints,
Table 3.5 needs to be appended to Table 3.10.

State and Inputs Lower Limit Upper Limit

Position (m) 0 ∞
Velocity (ms ) 0 30

Acceleration (m
s2

) -1.27 1.27

Jerk (m
s3

) -2 2

Table 3.10: State and Input Constraints

The reference values also remain the same and initial conditions also need to be appended to
accommodate the extra state as shown in Table 3.11

Vehicle Initial State

1 [24.6, 26, 0]
2 [12.3, 26, 0]
3 [0, 26, 0]

Table 3.11: Initial State of each Vehicle

Finally, since the MPC formulation has already been adjusted towards now recognising ac-
celeration as a state and not an input, there is no need to alter the tuning weights of the
running cost and they can be directly used from Table 3.7.

Results for 3 Vehicles

Implementing the changes stated above, we obtain Fig. 3.7 wherein the same information is
displayed as Fig. 3.4.
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Figure 3.7: Simulation Results for 3 Trucks

The behaviour of the vehicles in the platoon is largely similar to Acceleration Control in

• The vehicles have broadly the same velocity profile as in Fig. 3.4 i.e. the follower
vehicles still try and build up a speed advantage to close in the gap to the reference
value.

• The gap still goes down smoothly due to the speed advantage and also converges
smoothly to the reference value like the velocity.

• Acceleration accommodates the terrain changes to maintain smooth convergence along
with velocity and gap tracking.

Crucially, the difference lies in the behaviour of the inputs. It can be seen that as opposed to
Fig. 3.4 the acceleration does not jump from 0 to maximum value instantaneously and rather
goes towards it slowly for all vehicles. Further, when the trucks are close to their reference
gap and velocity, the acceleration also does not drop suddenly. Again it decreases at a much
slower rate due to the limits on negative jerk. Therefore, it can be concluded that jerk control
works as desired for this system. This problem can also be scaled up to 4 vehicles by making
the changes that were made before, and the results are shown in Fig. 3.8.
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Figure 3.8: Simulation Results for 4 Trucks

Jerk Control without Tracking

Tracking is an important part of Longitudinal Control. The algorithms are built around
maintaining a target/reference velocity and gap between vehicles, as this is sometimes the
main aim of the platoon. However, a lot of the literature also focuses on saving as much
fuel as possible. One way to do this is by removing the tracking requirement altogether and
allow the vehicles to operate in a safe region. In our case, this would mean that there would
be no velocity and gap tracking. As a result, the cost function will focus much more on
fuel saving and also, the platoon will not need to constantly brake and accelerate (especially
during climbing and coming down slopes) to maintain the reference velocity or gap. Instead,
it can stay within a safety range defined for both these parameters, saving significant amounts
of fuel. The drawback of this approach is that now the system needs to have an emergency
braking mode for the case wherein the platoon might need to brake for safety reasons and go
out of the bounds defined for velocity.

For the jerk control system defined in this chapter, we just need to alter constraints for
velocity and add constraints on the gap between the vehicles. These constraints are as follows

25m/s ≤ vi ≤ 29m/s

3m ≤ di ≤ 10m
(3.24)
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The weights for tuning were ωu = 1250 and ωa = 5 and the results using these weights
are shown in Fig. 3.9.

Figure 3.9: Simulation Results for 4 Trucks without tracking

As expected the system can now work in range of velocity and gap values instead of just
trying to achieve a reference. This leads to much less braking and acceleration which results
in more lifting and coasting as well. The effect on fuel saving is summarised in Table 3.12.

Case with Jerk
Control

Fuel con-
sumed by
Vehicle 1
(mL)

Fuel con-
sumed by
Vehicle 2
(mL)

Fuel con-
sumed by
Vehicle 3
(mL)

Fuel con-
sumed by
Vehicle 4
(mL)

With velocity and
gap tracking

106.01 102.88 99.42 92.55

Without velocity
and gap tracking

91.15 (-16.30%) 88.04 (-14.42%) 85.13 (-14.37%) 79.17 (-14.49%)

Without tracking
lax weights

82.15 (-22.51%) 79.33 (-22.89%) 76.63 (-22.92%) 71.98 (-22.22%)

Table 3.12: Fuel Saving with no Tracking
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Therefore, it can be concluded that taking away tracking can increases fuel efficiency. The
final row in the table showed data when the constraints for velocity were altered to be

22 ≤ vi ≤ 30 (3.25)

resulting in a broader range of velocity in which the vehicle can work, leading to even more
fuel efficiency.

3.3 Conclusion

This chapter focused on coming up with an MPC formulation that is capable of employing
Longitudinal Control on a platoon of vehicles. The challenges accomplished in this chapter
were

1. The formulation can fulfil all tasks.

2. It can also bee seen that it easy to add more number of trucks into the platoon by
appending the state space and the running cost of the MPC. Therefore, the system
designed is scalable. However, adding extra trucks does make the problem solving
slower. The total solve time for the jerk control problem of three trucks was 93.81 s
and for four trucks it took 226.10 s.

3. The formulation for fuel-saving and making use of drag resistance works well.

4. The model is well-tuned after several tests and works well for all scenarios.

Therefore, it can be concluded that the proposed centralised Eco-MPC works well and thus
can be used to further develop the end to end 2D control, which will be discussed in the next
chapter.
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CHAPTER 4

TWO DIMENSIONAL CONTROL

Two Dimensional Control comprises of control in 2 dimensions (in terms of position) as the
name suggests. One dimension comprises of Longitudinal Control wherein the control is only
applied assuming that the platoon or vehicle does not need to change lanes at any point. The
second dimension, however, considers that there are multiple lanes on the road and allows
the platoon to switch lanes, break formation, and come back into formation. This kind of
lane changing requires Lateral Control of the platoon. This additional dimension of control
gives the platoon more flexibility. However, implementing Lateral Control requires knowledge
of motion planning and especially collision avoidance which was not needed in Longitudinal
Control. Lane changing in itself is also not easy to implement. Highways, where vehicles
arrive at high speeds on the adjacent lane, are very susceptible to accidents, and many of
them are due to lane changes [41]. Therefore, lane changing may provide versatility, but it is
also more convoluted and not as straightforward as Longitudinal Control.

There are several ways to implement lane changes and collision avoidance in a platoon. The
decision making and control architecture can be centralised [12], i.e. there is just one CPU
that takes in information about the states of all vehicles, determines the optimal input to
fulfil given tasks by solving a nonlinear MPC problem and communicates the optimal inputs
to the respective vehicles in the platoon. The architecture can also be distributed [11] wherein
each vehicle has its own CPU, and this unit only takes relevant information regarding the
vehicles around the vehicle in the platoon and only decides upon the optimal input for that
particular vehicle by solving a less complicated nonlinear MPC problem. This problem is
less convoluted than the centralised one as there the CPU has information of the states for
all vehicles and needs to determine the input for all vehicles and thus needs to solve a much
bigger MPC problem. In the distributed case, the computation time goes down significantly
[11][46][17]. However, each vehicle CPU does not have perfect information about the vehicles
in the platoon, and there is some error that needs to be accounted for somehow.

In all of the cited literature, the model being used is a Kinematic Bicycle model. However, in
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the following sections, a Dynamic Bicycle model is used to model the vehicle’s dynamics. The
reason for this is also stated later. This decision making architecture is centralised wherein
the CPU will be placed in the leading vehicle of the platoon.

4.1 Combining Behaviours

As mentioned before, the novel aspect of this thesis project is to implement Longitudinal
Control along with Formation Reconfiguration and Collision Avoidance using a single model
and MPC formulation. Therefore, we want an end-to-end control architecture that can em-
ploy fuel-saving when in formation and reconfiguration along with avoidance based on the
environment around the platoon. Since the requirements such as model and MPC formulation
for both the behaviours are very different, the research is very disjointed between these two
topics. There is no clear link in the literature. The thesis project aims to provide that link
using a Dynamic Bicycle model (DBM) to model each vehicle in the platoon and using this
model to formulate the MPC.

Section 4.2 will discuss how DBM is used to model the platoon. Section 4.3 discusses how the
non-linear MPC is formulated for the novel model and finally simulations will be discussed in
detail in Section 4.4.

4.2 Modelling of Platoon

As mentioned in Section 3.1.2 the first step in deciding the model is to determine which
parameters should be chosen as the states for the model. Starting with what has already
done, the model for Longitudinal Control has already been developed and it also worked as
expected. Therefore, the basic formulation of that model is still needed. The equations are
again listed here

miv̇i(t) = − fai(t)− fgi(t)− fµi +miai(t) (4.1)

ȧi =ui (4.2)

fai(t) =
1

2
ρAiCi(d(t))v2i (t) (4.3)

fgi(t) =mig sin θ (xi(t)) (4.4)

fµi =µimig (4.5)

di(t) =xi(t)− xi+1(t)− li (4.6)

It can be noticed that the equations have been borrowed from Jerk Control as one of the
control parameters will be Longitudinal Jerk due to the drawbacks of choosing Longitudinal
Acceleration as an input, as was discussed above. As it now becomes relevant, xi represents
the longitudinal position of the vehicle in world coordinates. Therefore, the equation will be
altered from the dynamics defined for the Longitudinal Control section (shown later).

We augment the longitudinal model with some states that describe the lateral dynamics of
the vehicle. For this purpose, the Dynamic Bicycle Model (DBM) is used. The Dynamics
Bicycle model is chosen firstly because, at higher speeds, the assumption that the velocity at
each wheel is in the direction of the wheel can no longer be made. Therefore, the Kinematic
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model does not hold true. We aim to incorporate external forces such as drag resistance,
slope forces friction into our model, which is also not possible if a Kinematic model is used.

The DBM has been described in Section 2.1.2. Taking the equations from the state space, we
get the following

ẏi = vx,i sin(ψi) + vy,i cos(ψi) (4.7)

˙vy,i = −
(
Cαf + Cαr
mvx,i

)
vy,i −

(
vx,i +

Cαf `f − Cαr`r
mvx,i

)
r +

Cαf
m

δi (4.8)

ψ̇i = ri (4.9)

ṙi = −
(
`fCαf − `rCαr

Izvx,i

)
vy,i −

(
`f

2Cαf + `r
2Cαr

Izvx,i

)
r +

`fCαf
Iz

δi (4.10)

where yi is the lateral position of the vehicle i in the global co-ordinates, vy,i is the lateral
velocity of the vehicle, ψi represents yaw angle of the vehicle w.r.t the X axis and therefore
the ri represents the yaw rate of the vehicle. This model sufficiently encompasses all the
lateral dynamics required for the project and therefore the equations are used as it is. In the
model above the control variable is the steering angle of the vehicle δi. Therefore, using input
constraints we can limit the values of the steering angle itself. However, it is also essential
we limit the steering rate of the system as the there are mechanical and safety limits to how
fast a steering can or should be rotated. Therefore, in the model the steering rate is taken as
input and the steering angle now becomes a state of the system defined by

δ̇i = φi

where φi is the steering rate for vehicle i. Furthermore, (4.1) and (4.2) are now written as

v̇x,i(t) =
1

mi

(
− fai(t)− fgi(t)− fµi

)
+ ax,i(t) (4.11)

˙ax,i = ji (4.12)

(4.13)

as now these equations on define the longitudinal velocity and longitudinal acceleration re-
spectively. The input vector for each vehicle now is of length 2 and has both jerk and steering
rate

ui =
[
u1,i u2,i

]T
u1,i = ji

u2,i = φi

Therefore, the final model zi(t+1) = f
(
zi(t),ui(t)

)
is obtained by discretizing the continuous
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time model. The continuous time model for each vehicle reads out to be

ẋi = vx,i cos(ψi)− vy,i sin(ψi) (4.14)

ẏi = vx,i sin(ψi) + vy,i cos(ψi) (4.15)

v̇x,i = − 1

m
(fai(t)− fgi(t)− fµi) + ax,i(t) (4.16)

v̇y,i = −
(
Cαf + Cαr
mvx,i

)
vy,i −

(
vx,i +

Cαf `f − Cαr`r
mvx,i

)
r +

Cαf
m

δi (4.17)

ȧx,i = u1,i (4.18)

ṙi = −
(
`fCαf − `rCαr

Izvx,i

)
vy,i −

(
`f

2Cαf + `r
2Cαr

Izvx,i

)
r +

`fCαf
Iz

δi (4.19)

δ̇i = u2,i (4.20)

ψ̇i = ri (4.21)

The novel aspect to this model formulation is the accommodation of drag and slope forces
along with the lateral dynamics if the DBM.

States and Inputs Description

xi x co-ordinate of the COM of vehicle

yi y co-ordinate of the COM of vehicle

vx,i Longitudinal velocity of the COM of vehicle

vy,i Lateral velocity of the COM of vehicle

ax,i Longitudinal acceleration of COM of vehicle

ri Yaw rate of the vehicle

δi Steering angle of the vehicle

ψi Yaw angle of the vehicle

ji Longitudinal Jerk of the COM of vehicle

φi Steering rate of the vehicle

Table 4.1: Description of states and inputs

Finally, we append the drag model to account for the lateral position of the vehicle in the
platoon. If the difference between the lateral position of two vehicles running in sequence
is below a certain value then the vehicle behind will feel the effect of slip-streaming i.e. a
reduced drag co-efficient and otherwise it will be of the nominal value.

Condition c1 c2 c3
|y1 − y2| ≤ 0.375 m and |y2 − y3| ≤ 0.375 m 0.3 0.275 0.25

|y1 − y2| ≤ 0.375 m and |y2 − y3| ≥ 0.375 m 0.3 0.275 0.3

|y1 − y2| ≥ 0.375 m and |y2 − y3| ≤ 0.375 m 0.3 0.3 0.25

|y1 − y2| ≥ 0.375 m and |y2 − y3| ≥ 0.375 m 0.3 0.3 0.3

Table 4.2: Conditions for drag co-efficient values
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4.3 MPC Formulation

Figure 4.1: Flow of Information in a Centralised Control Architecture

As we saw in the MPC formulation of Longitudinal Control, there were a certain number of
tasks that needed to be achieved through different parts of the running cost function JMPC. In
2D control, the principle remains the same, i.e. we will still achieve the tasks at hand through
different parts of the running cost function, but it will have additional tasks compared to
before, and the priority of each task will vary depending on the environment around the
platoon.

In addition to tasks that were defined in Longitudinal Control, there are more tasks that the
platoon needs to fulfil w.r.t reconfiguration and collision avoidance. These tasks are

1. All vehicles in the platoon need to avoid collisions with any obstacles on the road, which
could also be moving traffic.

2. All vehicles in the platoon also need to maintain a safe distance amongst themselves
while performing any manoeuvres.

3. Each truck has to stick to a reference lane as well as it can.

4.3.1 Collision Avoidance

For this project, collision avoidance is implemented using Repulsive Potential Fields [26]. Po-
tential Fields is a prevalent way of maintaining a safe distance from an obstacle in the field of
robotics. In principle, as the robot/vehicle gets closer to the obstacle, the repulsive potential
function Urep function starts to increase in value significantly. This potential function primar-
ily depends on the distance between the robot/vehicle, and this distance can be calculated
in a number of ways. For this project, the distance is the Euclidean distance between the
vehicle in the platoon and the obstacle i.e.

D(zi(t)) =
√

(xi(t)− xobs(t))2 + (yi(t)− yobs(t))2

where (xi,yi) are the co-ordinates of vehicle i and (xobs,yobs) are co-ordinates of the obstacle.
The formulation can be extended to multiple obstacles easily. It is assumed that the
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platoon has information about the co-ordinates of the obstacles or it has an
advanced radar system which can measure the distance to the obstacle accurately.
Further, the potential function Urep is defined as

Urep(zi(t)) =


1

2

(
1

D(zi(t)))
− 1

Q∗

)
,D(zi(t)) ≤ Q∗

0 ,D(zi(t)) > Q∗
(4.22)

where Q∗ is the distance of influence corresponding to the potential field. Q∗ decides when
the potential field will be activated. It can be seen that when the Euclidean distance is more
than Q∗ the potential is not active. This is a general practice while implementing a repulsive
potential field and saves on unnecessary computation when the obstacle is too far away from
the vehicle. Q∗ is design parameter and is chosen by the programmer after some testing. If
it chosen to be too small then the vehicle will not have enough time to avoid the obstacle
and if it is too big then there will unnecessary computation on the CPU which will make the
problem solving slower.

Repulsive Potential Fields are used in this project as they are easy to implement but do require
good tuning. Further, as the potential function Urep itself acts as a cost function which needs
to be minimised to ensure avoidance, it can be easily incorporated as part of the running cost
which will be minimised when needed. Alternatively, hard constraints could have also been
implemented for avoidance by using non-linear constraints. This method required more time
to be implemented and hence was not used in this report. The benefit with hard constraints is
that guarantee collision avoidance and in case its not possible, render the problem infeasible.
For potential fields, good amount of tuning can ensure avoidance for many number of test
cases but there is never a 100% guarantee unlike hard constraints.

4.3.2 Lane Tracking

2D control adds another dimension in which the trucks are controlled, namely the lateral
dimension. It means that the platoon needs to stick to a single lane as much as possible, i.e.
maintaining a stable lateral position in addition to maintaining proximity w.r.t to longitudinal
distance. For this project, lane tracking is implemented through the running cost by using
an error term.

Ly = |yi − yRef
i |

where yRef
i corresponds to the center of the reference lane in the simulation environment.

All the assumptions mentioned Section 3.1 also hold true here. In addition, the the lane
information is also assumed to available through a camera system or a map and as mentioned
before there is assumed to be no error in the measurements. There are no hard constraints
on the lane the vehicle should be in, as we want the platoon to be able to change lanes in
case there are obstacles in front. Hence, it is incorporated into the running cost so that with
good tuning the solver can make correct decisions regarding when to stick to the reference
lanes and when to change lanes to avoid collisions.
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4.3.3 Final Formulation

As mentioned above the tasks are still achieved through a running cost function JMPC wherein
different parts of it are responsible for respective tasks. The function is defined as

JMPC
(
zi,ui, t

)
= ωyLy + ωvLv + ωdLd + ωuLu + ωaLa + ωcLc + ωcdLcd (4.23)

Task
Running
Cost
Term

Weighting
Term

Cost Formulation

Lane Tracking Ly ωy
m∑
i=1
|yi − yRef

i |

Velocity Tracking Lv ωv
m∑
i=1
|vi − vRef

i |

Gap Tracking Ld ωd
m∑
i=1
|di − dRef

i |

Fuel Saving Lu ωu
m∑
i=1

fi
vi

Acceleration Moderation La ωa
m∑
i=1

ai
2

Collision Avoidance with Obstacles Lc ωc
m∑
i=1

n∑
j=1

Urep
ij

Collision Avoidance within the Pla-
toon

Lcd ωcd
m∑
i=1

m∑
j=1,j 6=i

Urep
ij

Table 4.3: Running Cost Description

The breakdown of the above cost function is given in table 4.3. The number of vehicles in
the platoon is defined by m and number of obstacles is n. Therefore, as can be seen in the
formulation for collision avoidance with obstacles, each vehicle in the platoon has a repulsive
potential field corresponding to each obstacle. Similarly, for the formulation of collision
avoidance within the platoon, each vehicle has a repulsive potential field corresponding to
every other vehicle.

The most important and fascinating aspect of the formulation is switching between Longit-
udinal Control and Collision Avoidance behaviours. The way this formulation achieves that
is by changing the weighting terms when needed. Therefore, there are different modes, each
of which corresponds to the platoon trying to achieve a different set of tasks.

The table below first shows which Mode corresponds to what behaviour and highlights what
tasks are essential for a particular behaviour and which tasks are unimportant. The mode
switching is performed by a simple Finite State Machine (discussed below) and it primarily
depends on the distance between the platoon and the obstacles.
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Mode Behaviours Task Priority

Lane
Track-
ing

Velocity
Track-
ing

Gap
Track-
ing

Fuel
Sav-
ing

Acc.
Mod-
era-
tion

Avoidance
with
Obstacle

Avoidance
Within

0 Leader Change MED MED MED MED MED LOW HIGH

1
Longitudinal
Control

LOW HIGH HIGH HIGH MED LOW LOW

2
Reconfiguration
and Avoidance

HIGH MED LOW MED MED HIGH HIGH

Table 4.4: Task importance w.r.t Behaviour.

The corresponding weights assigned to each tasks for each behaviour are mentioned in the
next section with the simulation results. Now that all parts of the formulation have been
defined and described the final formulation can be written as

min
ui(t))

JMPC
(
zi,ui, t

)
subject to

zi(t+ 1) = f
(
zi(t),ui(t)

)
, (4.24a)

xmin ≤ xi(t) ≤ xmax, (4.24b)

ymin ≤ yi(t) ≤ ymax, (4.24c)

vxmin ≤ vx
i(t) ≤ vxmax, (4.24d)

axmin ≤ ax
i(t) ≤ axmax, (4.24e)

δmin ≤ δ i(t) ≤ δmax, (4.24f)

umin ≤ ui(t) ≤ umax, (4.24g)

aymin ≤ ay
i(t) ≤ aymax, (4.24h)

zi(0) = zi(t), (4.24i)

The constraints on ay
i(t) is introduced as a non-linear constraint in the solver and ay is

defined as

ay = −
Cαf + Cαr

mvx
vy +

lrCαr − lfCαf
mvx

r +
Cαf
m

δ

4.4 Simulation Results

This section will discuss several uses cases to test our 2D control algorithm just like Section
3.1.4 and 3.2.3. All use cases here will be with a platoon of 3 vehicles. The parameters used
here are different from before as now more information was needed for the vehicle’s dynamics.
So a model was needed wherein all information was present for lateral dynamics as well. The
data was borrowed from TNO Car Labs. This was the best detailed set of parameters available
for a vehicle and hence they were used in this project.
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Parameter Value

mi 1845 kg
Ai 2.87 m2

ρ 1.2 kg/m3

µ 0.01
g 9.8 m/s2

Cαf 1.2× 105 N/rad
Cαr 2.2× 105 N/rad
Iz 3.58× 103 kgm2

lf 1.33 m
lr 1.47 m
dt 0.04 s
N 50

Table 4.5: Value of Parameters

where Cαf and Cαr are the front and rear cornering stiffness of the vehicle respectively. Iz is
the moment of inertia and lf and lr are the length of the front and rear axles of the vehicle.
Notice that the prediction horizon has also increased for MPC in this problem as the one
used before was not long enough such that the platoon could look enough in the future to
make the correct decision on avoidance and reconfiguration. The values for parameters in
Table 4.5 here correspond to a car model but it can be adapted such that it now represents a
truck instead. Theoretically, if the parameters mi, Ai, Cαf , Cαr, Iz, lf and lr are increased to
the right value they will represent a truck.

The constraints of the system were also largely decided using the data from Renault Car Labs
and they were altered a bit so as to limit the overshoot when trying to achieve a required
lateral position. The following table summarises the constraints.

State and Inputs Variable Lower Limit Upper Limit

Longitudinal Position (m) xi 0 ∞
Lateral Position (m) yi 1 9.5

Longitudinal Velocity (ms ) vx,i 0 30

Longitudinal Acceleration (m
s2

) ax,i -1.27 1.27

Steering Angle (rad) δi -0.15 0.15

Yaw Angle (rad) ψi −2π 2π

Lateral Acceleration (m
s2

) ay,i -2 2

Table 4.6: State and Input Constraints

The lane width for each lane in the Netherlands is 3.5 m, and the use cases have 3 lanes, and
therefore the width of the whole road is 10.5 m. The limits on lateral position are decided
while taking the vehicle’s width in mind so that there is no sideways collision between the
vehicle and barriers.

Regarding the reference values, in addition to the reference for velocity and gap as was in
Longitudinal Control, their also a reference now for the Lateral Position. The references are
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as follows
vref = 26m/s

dref = 4m

Although the reference is dependent on the user, i.e. in which lane he/she would want the
platoon to be in. For the uses cases below, the reference lane is always the middle lane. Thus,

yref = 5.25m

which is the center of the middle lane. Further, the initial conditions for the vehicles are

Vehicle Initial State

1 [13.6, 1.75, 25, 0, 0, 0, 0, 0]
2 [6.8, 1.75, 25, 0, 0, 0, 0, 0]
3 [0, 1.75, 25, 0, 0, 0, 0, 0]

Table 4.7: Initial State of each Vehicle

As the length of each vehicle l = lf + lr which is 2.8 m, the gap initially between the vehicle
is already 4 m. After tuning, the optimal parameters for the MPC formulation were also
obtained. However, here as was mentioned above, each Mode has a different set parameters.
the parameters match the principles from Table 4.4. The tuned weights are given in Table
4.8

Mode ωy ωv ωd ωu ωa ωc ωcd

Leader Change (0) 0.9 2 0.9 5 0.35 0 8

Longitudinal Control (1) 0.8 1.5 1.2 5 0.35 0 0

Reconfiguration and Avoidance (2) 0.075 0.7 0 2 0.5 30 2

Table 4.8: Tuning Weights

It is also essential to define the conditions in which a certain mode switch is required. If any
of the vehicles in the platoon is within 70 m of the obstacle then the mode switches from 1 to
2 and when each truck is sufficiently far from all obstacles, in our case 100 m then the mode
switches from 2 to 1. This is shown in Fig. 4.2.

Figure 4.2: Decision Making Description

The use cases will show how the platoon goes around single and multiple moving obstacles
on the road. It will also show how the platoon deals with two obstacles in opposite directions
of the platoon and finally the it will also be showcased how the platoon changes the leader
effectively.
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4.4.1 Going around 1 Obstacle

The first use cases to be discussed will have only one larger moving obstacle in the middle lane.
As mentioned above, vehicles in the platoon have to achieve a constant velocity of 26 m/s as
one of the tasks. Therefore, the obstacle has a lower velocity compared to the platoon. This
velocity was of the obstacle is set to be constant at 16 m/s. Therefore the platoon approaches
the obstacle at a relative velocity of roughly 10 m/s. The starting position of the obstacle is
set to be [100,5.25].
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Figure 4.3: Simulation Results for 3 Trucks to go around 1 Obstacle

The platoon will initially start in the middle lane, and the lateral position reference for the
platoon during the simulation is also set to be in the middle lane. Therefore, the platoon
should try and be in the middle lane as much as possible unless it has to avoid any obstacles
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and ensure safety. Fig. 4.3 shows the behaviour of the platoon and gives a birds-eye view
of the simulation. The simulation is shown chronologically by row i.e. the top left window
shows the first instance, and the bottom right shows the last.

As can be seen, the platoon is initially has a gap of 4 m, and the platoon is initially in
Mode 1. This means that it is just trying to primarily save fuel and maintain a reference
gap, as seen in the first window. At t = 3.88 s the leading vehicle comes within 70 m of
the obstacle, and thus the platoon now switches to Mode 2. As soon as that happens, the
platoon, realising that there is an obstacle in front in the same lane, starts to switch lanes to
occupy a free lane. to make the lane change while being close to the reference velocity, the
vehicles have to accelerate. Due to this, a larger gap opens up between the vehicles due to
the vehicle accelerating first, followed by the follower vehicles one by one. The most critical
and challenging part for the use case is showcased in the third window, wherein the platoon
overtakes the obstacle. Due to the repulsive potential field platoon maintains a safe distance
to the obstacle while also staying within the confines of the road boundaries and trying to
stay as close as possible to the reference gap and velocity.

After each vehicle builds a safe gap to the obstacle behind it starts to switch back to the
reference lane in the middle, as seen in the fourth window. At t = 24.16 s the platoon builds
ups a big enough gap (100 m) in front of the obstacle resulting in the Mode switching back to
1 (5th window). Eventually, the platoon achieves its reference gap to come back to the state
it was initially (6th window).

Fig. 4.4 shows the velocity profile of the vehicles where it can be seen that the platoon tries
to achieve the reference gaps at the end by keeping the velocity if the green vehicle at 26
m/s. Also, other vehicles have a velocity larger (black) and smaller (yellow) than the green
vehicle till the gap is achieved, which is very desirable for fuel saving. The acceleration also
does not have sudden changes due to restrictions on the jerk, and the effect of slopes can also
be noticed in that graph.
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Figure 4.4: Velocity and Acceleration profile. Reconfiguration and Avoidance behavior b/w
4s and 24s
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4.4.2 Going around 2 Obstacles

This use case will further build upon the previous use case of going around 1 obstacle. In
the last use case simulation, we saw that the MPC formulation did well to go around one
obstacle. However, the interesting part was the decision making of the MPC. The platoon
has the option of going around the obstacle from the top lane or the bottom lane. However,
due to minor errors in tracking, the MPC always decided to steer the platoon towards the
bottom lane.
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Figure 4.5: Simulation Results for 3 Trucks to go around 2 Obstacles

In this use case, we will limit the platoon’s ability to go into the bottom lane and make it go
into the top lane. It will be done by now having two moving obstacles run side by side while
occupying the centre and the bottom lanes. Therefore, now the platoon cannot go into the
bottom lane to avoid collisions and will need to go through the top lane. This way, it can be
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verified that lateral dynamics work well on both sides and see how well the decision making
is for the algorithm.

The initial gap between vehicles remains the same, and so does the initial condition for each
vehicle in the platoon. Reference lanes also remain the lanes in the middle. The obstacles
also have the same initial condition, i.e. [100,5.25], and they also have the same velocity
as before. Fig. 4.5 Shows the simulation results for the use case in the same order as Fig.
4.3. The window again shows the platoon in Mode 1 implementing Longitudinal Control
on the platoon. Again at t = 3.88 s, the platoon comes within 70 m of the obstacles and
switches to Mode 2. The difference now clearly arises in window 2, wherein the platoon now
steers towards the top lane instead of the bottom lane. It is what was expected of the platoon.
Therefore the algorithm does well in decision making. The platoon again seamlessly overtakes
both the obstacles and start steering back into the reference lane once they are far enough
away in front of the obstacles (window 4). Finally, Mode switches back to 1 when the platoon
is 100 m away from the obstacles. The gaps are also reduced to the reference values gradually
to obtain the initial state of the platoon again.

Fig. 4.6 again shows the velocity profile and the acceleration of the vehicles. Here it can also
be seen that the platoon gradually tries to attain the reference velocity while also attaining
the reference gap, and the acceleration again is very smooth and again shows the effect of
slopes.
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Figure 4.6: Velocity and Acceleration profile. Reconfiguration and Avoidance behavior b/w
4s and 24s
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4.4.3 Faster Obstacle from Behind and Slower one in front

The last use case showed platoon behaviour with 2 obstacles running side by side. In this
section, the use case will show a variation of having 2 moving obstacles. Instead of having
two slower obstacles in front of the platoon, one obstacle will be faster than the vehicles in
the platoon and will approach the platoon from behind. The obstacle in the middle will be
as it is, but the one in the bottom lane will be the faster one approaching from behind.
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Figure 4.7: Simulation Results for 3 Trucks with Faster Obstacle from behind and Slower
Obstacle in Front

For this test case, the velocities of the platoon and obstacles needed to be altered to keep the
use case more realistic. The faster-moving obstacle has the initial state of [-60, 1.75] and has
a high velocity if 30 m/s. The platoon now has reduced initial velocity if 20 m/s and vref also
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now changes to 21 m/s. Further the velocity of the vehicle in front is also decreased from 16
m/s to 10 m/s.

In this test again, we aim to test the decision making ability of the MPC solver. As the
faster obstacle approaches from behind, the platoon should now again choose to take the
top lane as the platoon will not be able to execute the overtake from the bottom lane and
avoid the incoming obstacle. Fig. 4.7 shows the simulation results of the test case. The first
window remains the same as before. Crucially, as seen in the second window the platoon
again decides to steer towards the top lane as was required of it. Here, the MPC has to
work a bit harder as before, both vehicles had the same behaviour (running side by side with
same velocity). Now their behaviours were very different and the MPC had to deal with two
different ”types” of problems. The gap between the trucks (in window 2) is much smaller than
the two cases before as the platoon essentially encounters two repulsive potential fields from
opposite directions (front and back) until the faster obstacle overtakes the platoon. Therefore,
the platoon compresses till that moment reducing the gap between the trucks.

The third window proves that the platoon cannot overtake from the bottom lane without
collision and shows that the platoon can overtake from the right lane. In this case, the
vehicles also have to wait longer to move back into their reference due to the potential fields
from the faster vehicle in front having its effect. Therefore, the last vehicle steers first as
opposed to the leading vehicle in the other two cases. The last 2 windows show the same
behaviour as before.

Fig. 4.8 shows the velocity profile and acceleration of the platoon vehicle and the results are
again as expected and desirable.
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Figure 4.8: Velocity and Acceleration profile. Reconfiguration and Avoidance behavior b/w
2.6s and 24s
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4.4.4 Leader Change

Finally, the last requirement from the platoon in this project was the ability to change the
leader of the platoon. This behaviour is helpful in case there is a failure in the CPU of the
leader vehicle, and one of the vehicles behind has a spare CPU equipped to lead the platoon
autonomously. This behaviour has been designed separately from Longitudinal Control and
Reconfiguration Avoidance and has been coined as Mode 0.
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Figure 4.9: Simulation Results for 3 Trucks while changing leader

In this case, the trucks will start from the bottom lane and will change leaders while switching
lanes. It is imperative to notice that this manoeuvre can only be implemented when there
is no obstacle around the road is clear (ωc ↓). The leader change behaviour is primarily
implemented by changing the formulation of the gaps between the trucks as follows
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d1(t) = x1(t)− x2(t)− l −→ d1(t) = x2(t)− x1(t)− l
d2(t) = x2(t)− x3(t)− l −→ d1(t) = x1(t)− x3(t)− l

This way platoon now aims to switch the first and second vehicles in the platoon as now the
formulation assumes that Vehicle 2 is now the leader. Tuning for this behaviour was based
on giving more importance to the potential fields amongst the vehicles in the platoon (ωcd ↑).
Fig. 4.9 shows the simulation for this behaviour. While changing lanes, the leading vehicle
uses extra steering to go to the top lane so that the new leader can overtake it and without
collisions. Vehicle 1 decelerates so that Vehicle 2 can overtake (Fig. 4.10), and Vehicle 2
accelerates longer than it can build a gap between it and Vehicle 3 in which Vehicle 1 can
slot in. Vehicle 3 also decelerates at around t = 4 s to increase the gap to Vehicle 2. At this
point, Vehicle 1 accelerates again to slot in smoothly.
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Figure 4.10: Acceleration and Velocity profile

Therefore, the MPC formulation can also implement leader changes by changing formulation
for the gap between the vehicle and is a great tool to have in emergencies.

4.5 Difficult Use Case

This section discusses the limitations associated with the controller that has been designed
for 2D Control of platoons. The limitations are showcased by providing reasoning regarding
why the particular scenario or behavior is a limitation and then discussing what has been
and what more can be done to deal with the limitation. To support what has already been
done to move in the right direction w.r.t dealing with limitation, simulation results and future
recommendations will also be given.

In the above test cases we witnessed that all the scenarios can be dealt with using a single
set of weights that were defined in Table 4.8. There was no change in the weights during
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the simulation thus leading to the conclusion that the tuning weights were versatile enough
to deal with the scenarios mentioned above. However, there were some other challenging
test cases for which the tuning weights are not good enough and problem associated with
the scenario remained unsresolved. As a result, it was required that the controller had to be
tuned specifically for the test case and so it was inferred that the controller was not versatile
enough to deal with these limiting test cases. Automatic weight switching outside of two
modes (Mode 1 and Mode 2) is not possible for the finite state machine defined in Figure
4.2 and also it is not practical to have separate weights for particular test scenarios. For
this precise reason these test cases were said to be limiting and remain unresolved by the
automated controller. One such test case is discussed below.

4.5.1 Laterally Opposing Potential Fields

All the above use cases were fulfilled a single set of tuning parameters, and thus this set was
deemed to be working nicely. However, the test case presented in this section acts as the
limiting case towards the versatility of the tuned weights of the running cost. In this case,
the platoon will attempt to travel between two slower obstacles present in the top and the
bottom lane. This use case is especially challenging as the platoon will experience opposing
potential fields from different directions due the obstacles being on either side of the platoon.
However, unlike Section 4.4.3 where the fields were opposing in the longitudinal direction
(from the front and back), this time the fields will be opposing in the lateral direction. It was
expected that the intensity of the potential fields from each obstacle to the platoon should
have be almost equal and opposite, resulting in the MPC solver deciding to balance the cost
w.r.t both fields and moving straight. However, it decided to minimise the cost associated
with one of the obstacles resulting in the platoon making the wrong decision initially to move
to the top or the bottom lanes which are occupied by the obstacles which eventually led to
infeasibility. Therefore, the tuning for this case had to be done separately. The weights for
lane tracking were increased so that the platoon stays in lane (ωv ↑), and also the effect of
potential fields was reduced (ωc ↓) so that it does not overpower everything. Further, velocity
and gap tracking were also given more preference (ωv, ωd ↑) so that the platoon does not
deviate too much from its initial position as it is not needed. The final weights which resulted
in the behavior in Fig. 4.11 are shown in Table 4.9.

Weight Value

ωy 0.9
ωv 2
ωd 0.9
ωu 5
ωa 0.35
ωc 0
ωcd 8

Table 4.9: Separate Weights for this Use Case

As seen in Fig. 4.11 the platoon makes the decision of not changing lanes just goes through
the middle lane safely while avoiding collisions. Fig. 4.12 also shows velocity and acceleration
which behaves as expected.
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Figure 4.11: Simulation Results for 3 Trucks passing between 2 Obstacles
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Figure 4.12: Velocity and Acceleration profile. Reconfiguration and Avoidance behavior
b/w 3.2s and 24s

The problem encountered in this test case can be generalised to any scenarios wherein the
platoon experiences laterally opposing potential fields and therefore the set of weights defined
in Table 4.9 have to be used in that. However, as mentioned above changing weights online
for a particular scenario is not ideal. It also may not be possible to do so as the platoon would
somehow need to identify and look out for such a scenario (wherein it has laterally opposing
potential fields) separately for which complex sensor fusion systems and architectures would
be required. Ideally, we would like to alter our already existing controller in some way such
that it can handle this particular scenario as well. Following are two ways it can be done.

1. Instead of using Repulsive Potential Fields for collision avoidance the controller can
be altered to implement avoidance using hard constraints. For implementing this, the
avoidance part in the cost function associated with potential fields will need to be
removed and instead non-linear constraints would be introduced into the problem such
that their would be no collisions. Therefore, each vehicle in the platoon will have a non-
linear constraint associated with each obstacle in the environment. A computationally
efficient way to implement hard constraints is indicated in [2]. Using hard constraints
would also guarantee more safety when it comes to other test cases and therefore would
overall be more versatile.

2. Automated truck platoons designed by TNO for testing have a human operator in the
leading vehicle of the platoon. This is done to provide additional safety to the platoon
through human oversight. If this holds true, then the scenario specific mode can be
designed to be triggered by the human present in the leading vehicle. When he/she
encounters a scenario in front of them wherein there are two obstacles on either side
of the platoon, he/she can trigger these weights by the push of a button and platoon
can navigate safely between obstacles. This solution does deal with a separate kind of
automation wherein the assumption regarding human oversight does hold true. This is
different compared to what has been implemented in this project.
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4.6 Extension: Following the Obstacle

Section 4.4.1 - 4.4.3 discussed scenarios wherein the platoon aimed to overtake the slow moving
obstacles in front of the platoon. It was and effective way of travelling as the velocity of the
obstacles was very slow and overtaking was the preferred decision. However, there might be
cases wherein the velocity of the slower obstacle in front might be fast enough that it would
be better for the platoon to follow the obstacle instead of making the ”effort” of overtaking it.
In addition, the platoon would also want the freedom to switch to overtaking mode (Mode 2)
if the velocity of the obstacle drops below a certain threshold. This behavior is not possible
with the current formulation and again new tuning weights would be needed to implement
such a behaviour.

To solve this problem and to incorporate the Follower behaviour the finite state machine in
Fig. 4.2 was appended instead of having a separate set of weights. The new FSM is shown
in Fig. 4.13.

Figure 4.13: Updated Finite State Machine

As can be seen a new secondary Follower Mode is introduced in the FSM. This mode is
activated when the platoon is in the vicinity of the obstacle (within 60 m) and the velocity of
the obstacle (vobs) is above a certain threshold (vthr) which can be defined by the user. If the
velocity is lower than the threshold then the platoon aims at overtaking the obstacle through
Mode 2 as before. Follower Mode has the same tuning weights as the general longitudinal
control mode (Mode 1) as defined in Table 4.8. The only difference is the velocity reference.
For the follower mode (Mode 1.1), it is change from the user defined reference to the velocity
of the obstacles. As a result, the platoon tries to match the velocity of the obstacle and
thus maintains a constant a distance to the obstacle. The conditions for switching to Mode 1
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remain the same. The FSM also allows for transition from Mode 1.1 to Mode 2 if the velocity
of the obstacle drops below the threshold. Essentially, Mode 1 and 2 remain the same.

For simulating the use case for this formulation

vthr = 16 m/s

vref = 21 m/s

vinitial = 21 m/s

vobs =

{
19 0 s ≤ t ≤ 12 s

10 12 s ≤ t ≤ ∞
Therefore, we expect the platoon to switch to mode 1.1 when it comes within 60 m of the
obstacle and as soon as the velocity of the obstacle drops to 10 m/s at t = 12 s, the mode
switches to 2 and the platoon looks to overtake the obstacle.
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Figure 4.14: Simulation Results for Follower Mode
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This is exactly what is observed in Fig. 4.14. The mode switches to 1.1 in window 2 after
the platoon comes within 60 m of the obstacles. It maintains a constant distance to the
obstacle as seen in window 3 and the platoon velocity (vp) is equal to the obstacle velocity
(vo). The mode switches to 2 at t = 12 s as soon as the velocity of the obstacles drops below
the threshold value. After this the behavior is same as section 4.4.1 and 4.4.2. The shape of
the vehicles vary due to the limits on the subfigures.

After performing the simulation and looking at the results it can be concluded that the
obstacle mode follower has been implemented successfully.

4.7 Conclusion

The chapter was focused on building an end to end system which can implement several
behaviours depending on the environment around the platoon. Following were the conclusions

1. A different modelling approach was proposed for four-wheeled vehicles.

2. The model can incorporate external forces such as drag resistance, terrain forces and
friction on the vehicle/platoon while also having lateral dynamics.

3. A novel MPC formulation was also proposed to fulfil tasks corresponding to all beha-
viours.

4. The formulation could incorporate the model from the previous chapter seamlessly with
minimal changes.

5. The formulation for Reconfiguration and Avoidance was versatile, i.e. a single set of
parameters was good enough for multiple use cases, meaning that the weights do not
need to be changed for every scenario around the platoon.

6. Limitations w.r.t to the versatility of weights was also investigated in detail and after
drawing certain conclusions from the limiting test cases, different solutions were sug-
gested to deal with the limitation with minimal changes to controller that has already
been developed.

7. Both behaviours were combined seamlessly, and switching between them was also smooth
by varying the tuning weights during the simulation and designing a basic FSM based
on certain conditions as shown in Fig. 4.2.

8. The collision avoidance also worked well when tuned adequately such that it kept a
safe distance while also not violating the state and input constraints. Limits regarding
avoidance was also discussed in section 4.5.1 and recommendations on how to deal with
these limitations were also provided.

Therefore, it can be concluded that the model modelling technique and MPC formulation
work well.
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CHAPTER 5

CONCLUSION

This thesis project aimed at primarily bridging the gap between two disjointed research fields
for vehicle platoons. After going through the literature, it was evident that there was no
single approach that dealt with all the different behaviours required to implement an end to
end system for platoon control. The literature either focused on Longitudinal Control and
optimizing fuel or focused on reconfiguration, lanes changes and avoidance and optimizing
that.

Initially, it was thought that both behaviours could be combined by having two separate
models and two different MPC formulations and switching between them when needed. How-
ever, this would be very cumbersome as the algorithm would have to change everything about
the problem while switching, which would be computationally expensive and might also have
implications on the system’s stability as switching MPCs is not always safe. After diving into
the literature of Dynamic Bicycle Model, it also became clear that it would be possible to do
everything needed using one model and one MPC formulation.

First, the system for Longitudinal Control was developed and tested based on different para-
meters, and it was concluded that the system and algorithm worked well. Then this system
was integrated with the lateral dynamics of the Bicycle Model to obtain an end to end model
and consequently a novel MPC formulation which also worked well. The system performed
well for several different use cases and its abilities were tested thoroughly, and tuning weights
were also studied.
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5.1 Limitations and Recommendations for Future Work

1. The fuel model is used in this project is not as detailed as it can be and relies on
regression. More elaborate or physics based fuel models can be used, which also consider
gear ratios the vehicle is using. This will give more accurate readings of how much fuel
is being used and as a result more fuel can also be saved using this information.

2. As mentioned in Chapter 3, the aerodynamic drag modelled here does not depend on
the distance between the vehicles whereas in reality that is the case and therefore more
involved drag models should be used. Using them would also test the ability of the
MPC formulation in the platoon to close the gap based on reduction in drag resistance
and will again be closer to reality.

3. The model does not accommodate tyre forces. After accommodating these forces in the
model, tests can be carried on how the vehicle acts on different weather conditions such
as rain, wherein the friction force will come down, and tyre forces will be different.

4. The communication between the trucks in the platoon has been assumed to be instant-
aneous or in other words it is assumed that the process of the state information of
each truck being sent to the controller and the the controller sending back the optimal
outputs, takes less than 0.04 s, i.e. the discretization step size. In reality the commu-
nication and the computation of the inputs cannot be this fast. Therefore, the system
cannot deal with problems wherein the communication and computation process takes
longer than the discretization step of the system. The recommendation here would be
to model a delay in communication and then accommodating the the worst case delay
into the dynamics so that the system becomes more robust to the delays in real systems.

5. Further, the simulation can also be performed using high fidelity simulation software
such as Sim Mechanics. It would also lead to testing for a model mismatch between the
model used in the algorithm and the high fidelity model, e.g. Sim Mechanics. For this
project the simulation and computation is done fully in MATLAB and therefore there
is no knowledge how the algorithm will act when applied to a real and more convoluted
system.

6. Collision Avoidance can also be implemented using hard constraints instead of potential
fields that would provide more assurance when it comes to avoidance. Repulsive fields
can be tuned well to avoid collisions but they can never guarantee avoidance like hard
constraints. As mentioned in section 4.5.1, having hard constraints will also give the
platoon more versatility w.r.t dealing with a wider range of use cases.
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APPENDIX A

SOLVER

Figure A.1: Example of the performance advantage of FORCESPRO

The primary requirement for the solver being used for this project was for it to be relat-
ively fast and in solving in non-linear MPC optimization problems and that it can be used
seamlessly in the future for real world testing. Keeping this in mind FORCESPRO has been
used for solving MPC problems in this thesis. FORCESPRO enables users to generate tailor-
made solvers from a high-level mathematical description of an optimization problem. The
numerical software is designed specifically for the purpose of fast, embedded optimization.
The algorithms are developed specifically for the mathematical structure of optimal control
problems, which makes it the fast solver. The solvers generated have a very small code size
that can be embedded on any hardware platform. Most importantly FORCESPRO can be
used with MATLAB thus there being no need to learn a new language altogether. In addition
to generating the solver in MATLAB, FORCESPRO also generates a SIMULINK block for
the same which can be used instantly.

However, the platform also has its disadvantages. Although FORCESPRO can be used with
MATLAB the user needs to download the whole client from the server and put effort into
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integrating this client/solver with MATLAB and the user needs to learn several commands.
There are also several different parameters in which effect the MPC formulation so the user
also needs to get a good grasp of what each of these parameters/functions do. FORCESPRO
also requires the problem to be scaled properly i.e. if the states and inputs having varying
magnitudes then solver would like them to be scaled well before use otherwise it may run into
computation problem. Finally, the debugging process can also be a bit cumbersome as the
user does not know how the solver is being generated and he/she is also unaware of the of
the details of how the solver works inside.
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