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Τί θὰ πεῖ φῶς; Νὰ κοιτᾶς μὲ ἀθόλωτο μάτι ὅλα τὰ σκοτάδια.

Νίκος Καζαντζάκης

What is meant by light? To gaze with undimmed eyes on all darknesses.*

Nikos Kazantzakis

*Translated by Kimon Friar
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SUMMARY

Fast adaptive optics and comparatively slower active optics are cornerstones of modern-
day astronomy. Such systems are installed on most current large ground-based observa-
tories in the visible or infrared and are included in the design of all future observatories.
Their role is twofold; first, to compensate for astronomical seeing, and second, to cor-
rect for design and manufacturing errors, as well as thermal and mechanical distortions.
What’s more, the science goals of future large space observatories in the visible or in-
frared rely on active and adaptive optics systems for reaching the required wavefront
accuracy and stability, with imminent examples the folded segmented primary mirror
of the James Webb Space Telescope (JWST) and the deformable mirrors of the Roman
Space Telescope, previously called the Wide Field Infrared Survey Telescope (WFIRST).
Besides astronomy, adaptive optics find laser applications, for aberration correction and
for beam shaping.

This thesis was set to explore methods for controlling deformable mirrors with hys-
teresis, specifically for controlling unimorph deformable mirrors developed and manu-
factured at the Photonics Laboratory of the FH Münster University of Applied Sciences
in Germany. The technology for manufacturing unimorph deformable mirrors has been
developed in the past at the Photonics Laboratory and has been expanded in a series of
industrial and research projects, both for astronomical and for laser applications. Uni-
morph deformable mirrors are a promising technology for adaptive and active optics
systems, thanks to their paramount mechanical properties and their versatility. How-
ever, their piezoelectric actuators exhibit higher hysteresis than most other actuators.
The focus of this thesis lies in accurate and precise wavefront control with unimorph
deformable mirrors despite their intrinsic hysteresis.

Hysteresis can be compensated with two different approaches. In the feedforward
scheme, a mathematical model of the hysteresis is constructed and its inverse model is
used in open-loop to drive the deformable mirror. In the feedback scheme, the wave-
front deviation – including the hysteresis influence – is measured by a wavefront sensor
and the deformable mirror is controlled in closed-loop. These two approaches can be
combined for optimal performance. The open-loop compensation using the Prandtl-
Ishlinskii formalism has previously been implemented at the Photonics Laboratory and
was found to reduce the hysteresis from 15% to about 2%. Nevertheless, the residual un-
compensated hysteresis still limits the performance of optical systems that have to be
almost diffraction-limited. This thesis consists of two parts that manifest the two activ-
ities carried out during this PhD project. The first is image-based aberration correction
using extended scenes. This aspires to complement existing technologies for the wave-
front control in future space telescopes using active optics. The second is fast defocus
sensing for the implementation of a closed-loop focus-shifter, with potential application
in laser micromachining.

ix



x SUMMARY

In the first part, the feedback for controlling the unimorph deformable mirror is gen-
erated from the imaging detector. This control should correct for constant or slow-chang-
ing effects and is classified as “active optics.” We designed and built a testbed to evaluate
control strategies for compensating for aberrations generated in a conjugate plane. The
image-based wavefront correction is designed as a blind optimization with the following
configuration parameters: the merit function, the control domain, and the algorithm.
We use a common image-sharpness metric as merit function and study it extensively
in the domain of the Zernike modes. We show that for a severely aberrated system, the
Zernike modes are not orthogonal to each other with respect to the merit function. This
effect, that we call “aberration balancing,” means that the performance of wavefront-free
adaptive and active optics systems can be improved by adding specific low-order aber-
rations in the case of uncorrectable high-order aberrations, where the amount of the
additional aberration depends on the power spectral density of the spatial frequencies
of the object. We use this technique in simulation to show how a moon that was hidden
in the halo of its planet comes into sight, by balancing secondary astigmatism 0° with
astigmatism 0°; and in experiment to increase the limiting resolution of our testbed, by
balancing spherical aberration with defocus.

With the knowledge of the merit function landscape, we design the control algorithm
to account for valleys, plateaus and the aberration balancing. The algorithm is based on
the heuristic hill climbing technique, which minimizes the influence of hysteresis. We
compare image-based aberration correction in three different control domains, namely
the voltage domain, the domain of the Zernike modes, and the domain of the singular
modes of the deformable mirror. We demonstrate a combined control scheme that deals
with the residual hysteresis left over by the open-loop compensation and with the high
dimensionality of the control domains. Moreover, we experimentally show that the con-
trol in the domain of the singular modes of the deformable mirror is advantageous for
the correction of random aberration in comparison to the domain of the Zernike modes.

In the second part of this thesis, the feedback for controlling the unimorph deforma-
ble mirror is generated from an additional sensor. Here, the goal is to perform fast focus
control, the simplest kind of beam shaping, that falls into the category of “adaptive op-
tics.” Recently, the Photonics Laboratory presented a novel unimorph deformable mirror
that allows for dynamic focus shift with an actuation rate of 2 kHz. Because of hysteresis
and creep, this mirror has to be operated in closed-loop. In the past, a chromatic confo-
cal sensor measured the displacement of the back side of the mirror and the signal was
fed back to a PID controller. In the course of this PhD project, a novel defocus sensor
based on an astigmatic detection system has been developed. It has a bandwidth higher
than 18 kHz and meets the requirements, with high-frequency performance and noise
level comparable to those of the commercial chromatic confocal sensor. This sensor can
open the way towards a commercial fast focus-shifter based on this mirror, circumvent-
ing the limited bandwidth and the complexity of wavefront sensors.



SAMENVATTING

Snelle adaptieve optiek en de langzamere actieve optiek zijn de hoekstenen van de he-
dendaagse astronomie. Dergelijke systemen zijn geïnstalleerd op de meeste huidige
grote grondgebonden observatoria in het zichtbare of infrarode licht en zijn opgeno-
men in het ontwerp van alle toekomstige observatoria. Hun rol is tweeledig: ten eer-
ste, het compenseren van het astronomische seeing, en ten tweede, het corrigeren van
ontwerp- en fabricagefouten, alsmede thermische en mechanische vervormingen. Bo-
vendien zijn de wetenschappelijke doelen van toekomstige grote ruimteobservatoria in
het zichtbare of infrarode licht afhankelijk van actieve en adaptieve optische systemen
voor het bereiken van de vereiste nauwkeurigheid en stabiliteit van het golffront, bij-
voorbeeld de gevouwen gesegmenteerde primaire spiegel van de James Webb-ruimte-
telescoop (JWST) en de vervormbare spiegels van de Roman-ruimtetelescoop, die voor-
heen de Wide Field Infrared Survey Telescope (WFIRST) werd genoemd. Naast de astro-
nomie, vindt de adaptieve optiek ook toepassingen bij lasers, voor aberratiecorrectie en
voor bundelvorming.

Deze dissertatie had tot doel om methoden te onderzoeken voor het regelen van ver-
vormbare spiegels met hysteresis, specifiek voor het regelen van unimorfe vervormbare
spiegels die ontwikkeld en geproduceerd zijn in het Photonics Laboratory van de FH
Münster University of Applied Sciences in Duitsland. De technologie voor het vervaar-
digen van unimorfe vervormbare spiegels is in het verleden ontwikkeld in het Photonics
Laboratory en is uitgebreid in een reeks industriële en onderzoeksprojecten, zowel voor
astronomische als voor lasertoepassingen. Unimorfe vervormbare spiegels zijn een veel-
belovende technologie voor adaptieve en actieve optische systemen, dankzij hun zeer
opperste mechanische eigenschappen en hun veelzijdigheid. Hun piëzo-elektrische ac-
tuatoren vertonen echter een hogere hysteresis dan de meeste andere actuatoren. De
focus van dit proefschrift ligt op een nauwkeurige en precieze golffrontcontrole met uni-
morfe vervormbare spiegels ondanks hun intrinsieke hysteresis.

Hysterese kan worden gecompenseerd met twee verschillende benaderingen. In het
feedforward schema wordt een wiskundig model van de hysteresis geconstrueerd en het
omgekeerde model wordt in open-loop gebruikt om de vervormbare spiegel aan te drij-
ven. In het terugkoppelingsschema wordt de golffrontafwijking – inclusief de hystere-
se-invloed – gemeten door een golffrontsensor en wordt de vervormbare spiegel in clo-
sed-loop aangestuurd. Deze twee benaderingen kunnen worden gecombineerd voor op-
timale prestaties. De open-loop compensatie met behulp van het Prandtl-Ishlinskii for-
malisme is eerder geïmplementeerd in het Photonics Laboratory en bleek de hysteresis
te verminderen van 15% tot ongeveer 2%. De resterende niet-gecompenseerde hystere-
sis beperkt echter nog steeds de prestaties van optische systemen die bijna diffractie-be-
perkt moeten zijn. Deze thesis bestaat uit twee delen die corresponderen met de twee
activiteiten die tijdens dit doctoraatsproject werden uitgevoerd. De eerste is beeldge-
baseerde aberratiecorrectie met behulp van uitgebreide scènes. Hiermee wordt beoogd

xi
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de bestaande technologieën voor de golffrontcontrole in toekomstige ruimtetelescopen
met behulp van actieve optiek aan te vullen. De tweede is snelle defocusdetectie voor de
implementatie van een closed-loop focus-shifter, met mogelijke toepassing in de laser-
micromachinebouw.

In het eerste deel wordt de terugkoppeling voor het aansturen van de unimorfe ver-
vormbare spiegel gegenereerd door de beelddetector. Deze controle moet corrigeren
voor constante of langzaam veranderende effecten en wordt geclassificeerd als “actieve
optiek.” We ontwierpen en bouwden een testbed om strategieën te evalueren voor het
compenseren van aberraties die gegenereerd worden in een geconjugeerd vlak. De beeld-
gebaseerde golffrontcorrectie is ontworpen als een blinde optimalisatie met de volgende
configuratieparameters: de meritefunctie, het controledomein en het algoritme. We
gebruiken een gemeenschappelijke beeldscherptemaat als merit-functie en bestuderen
deze uitgebreid in het domein van de Zernike modi. We tonen aan dat de Zernike-modi
voor een sterk afwijkend systeem niet loodrecht op elkaar staan wat betreft de merit-
functie. Dit effect, dat we “aberratiebalancering” noemen, betekent dat de prestaties
van golffront-vrije adaptieve en actieve optische systemen kunnen worden verbeterd
door het toevoegen van specifieke lage-orde aberraties in het geval van niet-corrigeer-
bare hoge-orde aberraties, waarbij de hoeveelheid van de extra aberratie afhankelijk is
van de vermogensspectrale dichtheid van de ruimtelijke frequenties van het object. We
gebruiken deze techniek in de simulatie om te laten zien hoe een maan die verborgen
was in de halo van zijn planeet in het zicht komt, door het balanceren van secundair
astigmatisme 0° met astigmatisme 0°; en in het experiment om de beperkende resolutie
van ons testbed te verhogen, door het balanceren van sferische aberratie met defocus.

Met de kennis van het merite-functielandschap ontwerpen we het regelalgoritme om
rekening te houden met valleien, plateaus en de aberratiebalancering. Het algoritme is
gebaseerd op de heuristische hill-climbing techniek, die de invloed van hysteresis mi-
nimaliseert. We vergelijken de beeldgebaseerde aberratiecorrectie in drie verschillende
controledomeinen, namelijk het spanningsdomein, het domein van de Zernike modi, en
het domein van de singuliere modi van de vervormbare spiegel. We demonstreren een
gecombineerd controleschema dat zich bezighoudt met de resthysteresis die overblijft
door de open-loop compensatie en met de hoge dimensionaliteit van de controledo-
meinen. Bovendien tonen we experimenteel aan dat de controle in het domein van de
singuliere modi van de vervormbare spiegel voordelig is voor de correctie van willekeu-
rige aberratie in vergelijking met het domein van de Zernike modi.

In het tweede deel van dit proefschrift wordt de terugkoppeling voor het aansturen
van de unimorfe vervormbare spiegel gegenereerd door een extra sensor. Hier is het doel
om een snelle focuscontrole uit te voeren, de eenvoudigste vorm van bundelvorming, die
valt in de categorie “adaptieve optiek.” Onlangs presenteerde het Photonics Laboratory
een nieuwe unimorfe vervormbare spiegel die een dynamische focusverschuiving met
een activeringssnelheid van 2 kHz mogelijk maakt. Vanwege hysteresis en kruip moet
deze spiegel in een gesloten kringloop worden bediend. In het verleden heeft een chro-
matische confocale sensor de verplaatsing van de achterzijde van de spiegel gemeten en
werd het signaal teruggekoppeld naar een PID-regelaar. In de loop van dit doctoraats-
project is een nieuwe defocussensor ontwikkeld op basis van een astigmatisch detec-
tiesysteem. Het heeft een bandbreedte van meer dan 18 kHz en voldoet aan de eisen,
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met hoogfrequente prestaties en een ruisniveau dat vergelijkbaar is met dat van de com-
merciële chromatische confocale sensor. Deze sensor kan de eerste stap zijn naar een
commerciële snelle focus-shifter op basis van deze spiegel, waardoor de beperkte band-
breedte en de complexiteit van golffrontsensoren wordt omzeild.





1
INTRODUCTION

Adaptive and active optics are improving astronomical imaging, allowing humans to see
their place in the universe more clearly. They also find several industrial and medical ap-
plications, aiming to improve human well-being. Unimorph deformable mirrors are one
of the most promising technologies in this field, thanks to their paramount mechanical
properties and their versatility. However, they employ piezoelectric actuators that exhibit
higher hysteresis than most other actuators. Hysteresis is not a unique characteristic of
piezoelectric materials. Mechanical backlash and friction are other common examples
of hysteretic behavior. The focus of this thesis lies in the reduction of hysteresis influence
on adaptive and active optics systems based on unimorph deformable mirrors and in the
enhancement of their performance.

This chapter introduces the basic concepts that are explored in the thesis. It starts with the
historical evolution of adaptive and active optics and their present-day applications. After
a short description of the Zernike modes and their role in the wavefront representation, it
continues with a review of the unimorph deformable mirror technology and its hysteretic
behavior. These lead to the motivation of the thesis that aims to present its scope and
challenges to the reader. The chapter concludes with the organization of the thesis.

Parts of this chapter have been published in Proceedings of SPIE 10695 (2018) [1] and 11180 (2019) [2].
©2018 and 2019 Society of Photo-Optical Instrumentation Engineers (SPIE). One print or electronic copy may
be made for personal use only. Systematic reproduction and distribution, duplication of any material in this
publication for a fee or for commercial purposes, and modification of the contents of the publication are pro-
hibited.
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2 1. INTRODUCTION

1.1. ADAPTIVE AND ACTIVE OPTICS
Hopefully, it would require only slight effort to convince anyone of the detrimental con-
sequences of war. Death, destruction, and desperation are only a few words to charac-
terize them. Nevertheless, governments consistently seem more eager to invest in war
than in any other sector that would actually improve their citizens’ quality of life. The
latter does indeed come from time to time as a silver lining, after the war clouds pass
over.

So starts the history of adaptive and active optics. After a relevant legend from the
antiquity, this section follows the development of the technology in the 20th century
and lands in the present with their most notable applications in science, medicine and
industry.

1.1.1. BEGINNINGS
Archimedes is considered to have been the first to employ a primitive version of large-
scale active optics. During the siege of Syracuse (3rd c. BCE), he supposedly invented an
array of “burning mirrors” that destroyed enemy ships by focusing sunlight.1 Modern
scholars, though, doubt this incident [3–5]. Archimedes’ technique has been subjected
to scientific feasibility studies. J. Scott provided an overview until the middle of 19th
century [6]. In the end of the 20th century, A. Mills and R. Clift concluded after thor-
ough research that the story is no more than an exaggerated myth [7]. As much fictive as
this narration may be, its very existence demonstrates that segmented mirrors were well
within the conceptual frame of early scholars.

Adaptive optics bares similarities to the Space Race of the middle of the 20th century,
that led to the exploration of space and the landing of the first humans on the Moon.
The Space Race is often cited as a positive side effect of the Cold War between the United
States of America and the Soviet Union. Adaptive optics can be seen as another offspring
of this catastrophic liaison. The technology as we know it today was initially developed
during the Cold War by the defense industry, which is rather an euphemism and as close
to the truth as the term “Ministry of Peace.”2 In his review paper in 1978, J. Hardy pre-
sented adaptive optics3 as a conscious human evolution [8]. Looking back, the transition
from rigid optics to flexible optics seems a rational step indeed. However, it took many
decades for the technology to get partially detached from the toxic environment where it
was hatched and find its way to becoming a driving force for the evolution of the human
species.

Every adaptive optics system comprises at least two elements: 1. a wavefront cor-
rector, such as a deformable mirror (DM), an adaptive lens, a spatial light modulation
(SLM), a digital micromirror device (DMD) or a segmented mirror, and 2. a control unit

1Most references originate from the early (5–6 c. CE) and middle (12th c. CE) Byzantine period. According to
a preceding – rather vague – reference in Hippias by Lucian of Samosata (2nd c. CE), Archimedes burned the
ships of the enemy by means of his science. English translation from ancient Greek by A. M. Harmon (London,
1913).

2One of the government ministries in the novel “1984” by George Orwell (Secker and Warburg, London, 1949).
3This term is used here anachronistically. J. Hardy actually used the term “active optics,” which in that context

described open-loop systems, whereas “adaptive optics” referred to closed-loop systems. As mentioned later,
nowadays the distinction of the two terms is based on the operational bandwidth, rather than on the existence
of feedback or not.
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that calculates the required shape for the wavefront corrector. Commonly a wavefront
sensor (WFS), such as a Shack–Hartmann WFS, is added as feedback element, so that the
correction speed increases or the correction error is minimized.

The earliest reference to adaptive optics in the frame of a scientific problem is dated
to 1953 by H. W. Babcock [9]. He proposed a mirror covered by a thin oil layer in a feed-
back loop with a rudimentary WFS, for compensating seeing. Atmospheric seeing was
indeed the first implementation of adaptive optics systems in classified research since
the mid 1960s. Publications until the declassification in 1991 were scarce, but hinted to
enhancing the resolution of ground-based optical telescopes, that was limited by atmo-
spheric turbulence [10–12]. As revealed much later, there were two main motivations
[13]. First, imaging and tracking of space objects from the ground, necessary for as-
sessing the threat from hostile satellites and for managing proper operation of friendly
satellites. Another possible application was Earth-imaging from satellites, but it soon
turned out that it was not limited by the atmosphere. Only recently, with increasing tele-
scope sizes in geostationary satellites, active optics is becoming necessary to achieve
the required wavefront stability. The second motivation was to achieve focusing of laser
beams through the atmosphere by compensating thermal blooming. The application
fields were laser communications and destruction of hostile missiles, commonly using a
relay mirror in space. Although most of the classified projects related to adaptive optics
were unsuccessful, they did initiate the research, by building hardware and investigating
control strategies, thus addressing all key components of every current adaptive optics
system.

In the 1980s, the European Southern Observatory (ESO) developed and employed the
first active and adaptive optics systems in astronomical ground-based telescopes. The
contemporary use of the terms “active” and “adaptive” dates back to that research. “Ac-
tive optics” compensates the telescope errors, or in that sense the fixed and slow-chang-
ing errors of any optical system, with a low bandwidth up to about 2 Hz. On the other
hand, “adaptive optics” compensates astronomical seeing and other errors that require
higher bandwidth [14]. These terms get still commonly mixed up, with “adaptive optics”
(AO) often used as a generic term to refer to all wavefront correction systems.

Until the 1980s, most optical and near-infrared ground-based telescopes were lim-
ited to primary mirrors of up to 3 – 3.6 m. It was and still is extremely troublesome to
manufacture and accurately polish large monolithic mirrors. With pioneers, such as
R. N. Wilson, ESO’s New Technology Telescope (NTT) in Chile became the first active
telescope, with 75 actuators installed on its primary mirror [15–17]. Active optics soon
became standard and was either installed on existing telescopes or incorporated in the
design of new ones, with an early notable mention being the Nordic Optical Telescope
in the Canary Islands [18].

Even with technological advancements, gravity imposes a fundamental limitation to
the possible size of monolithic active primary mirrors. The workaround engineers found
was to construct several smaller mirror segments and combine them in forming a large
segmented mirror. The pieces of this puzzle have to be accurately placed relative to each
other to ensure high light-gathering capability and resolution. The first two segmented
telescopes were inaugurated in the W. M. Keck Observatory in Hawaii in the early 1990s
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and have a diameter of 10 m. The primary mirror of each telescope comprises 36 seg-
ments, each controlled with three degrees of freedom: piston, and x and y tilts [19].

Active optics can effectively minimize the surface errors of primary mirrors. Nev-
ertheless, much faster and accurate wavefront correction is required for compensating
fast-changing aberrations and high-order modes, such as those arising from the astro-
nomical seeing. This can be performed by a deformable mirror much smaller than the
primary mirror, placed at a plane conjugate to the atmospheric turbulence layer. The
small dimensions of the DM allow accurate wavefront shaping with a bandwidth depen-
dent on its mass and stiffness. The first adaptive optics systems of a large astronomical
telescope was installed on the ESO-La Silla 3.6 m telescope in Chile in 1989 as a prelim-
inary test for the system of ESO’s then-under-design Very Large Telescope (VLT) array
also in Chile [20]. This first system, called COME-ON, operated in closed-loop with feed-
back from a Shack–Hartmann WFS and two mirrors: one tip/tilt mirror with 4 piezoelec-
tric actuators to correct image motion and one deformable mirror with 19 piezoelectric
actuators to correct aberrations [21].

Closed-loop adaptive optics systems in ground-based astronomical telescopes rely
on a reference source for the wavefront estimation by a WFS. To increase the sensitiv-
ity and the control bandwidth, a bright star had to be inside the telescope field of view,
which in the beginning limited the observation to certain patches of the sky [22]. This
has been circumvented by employing laser beacons. These beacons create the so-called
artificial guide stars, either via Rayleigh backscattering at 10–20 km altitude or by ex-
citing the sodium layer at 90 km altitude [23], and thus allow the observation of up to
70% of the sky. The isoplanatic angle still limits the field of view to a few tens of arcsec-
onds. Multi-Conjugate Adaptive Optics (MCAO) employs two or more deformable mir-
rors, each controlled by a wavefront sensor and conjugated to a different atmospheric
layer [24, 25]. It thus allows to overcome anisoplanatism and reach fields of view of some
arcminutes [26].

The Hubble Space Telescope (HST) that has revolutionized astronomy in the ultravi-
olet, visible and near-infrared since its launch in 1990 has active primary and secondary
mirrors. Its 2.4-m primary mirror has 24 actuators for low-order deformation correc-
tion that have not been used [27]. These actuators could not correct for the spherical
aberration caused by the polishing flaw, which was compensated for by the corrective
optics space telescope axial replacement (COSTAR) instrument installed in 1993. The
actuators of HST’s secondary mirror are periodically used in axial motion for focus cor-
rection. Until 2006, about 20 adjustments were performed in total, ranging from 20µm
in the beginning of the mission, to 3µm to 5µm since 2000 [28]. After the installation of
COSTAR, HST is diffraction-limited at 500 nm. At this wavelength, the Ultraviolet-Visi-
ble (UVIS) channel of its Wide Field Camera 3 (WFC3) is undersampled and reaches an
angular resolution of about 80 mas.4

4Although also slightly undersampled, the High Resolution Channel (HRC) of HST’s Advanced Camera for
Surveys (ACS) instrument could reach an even finer angular resolution of about 50 mas. However, HRC is
defect and remains off-operation since 2007 [29].
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1.1.2. PRESENT AND WAY AHEAD

Nowadays, adaptive and active optics find a wide variety of imaging and laser applica-
tions. This section by no means intends to provide an exhaustive list. We shortly intro-
duce the most prominent application fields, with emphasis on ground-based and space
optical and near-infrared astronomical telescopes, and refer the reader to the literature
for an extensive discussion.

IMAGING APPLICATIONS

Because of astronomical seeing, ground-based observatories could not reach a resolu-
tion better than about 500 mas without active and adaptive optics. Therefore, these tech-
nologies are indispensable for large ground-based optical and near-infrared telescopes.
Active optics, such as actuated monolithic mirrors and segmented mirrors, corrects de-
sign and manufacturing errors, as well as thermal and mechanical distortions. Adaptive
optics employs deformable mirrors to compensate for tracking errors and atmospheric
turbulence. Artificial guide stars drive the wavefront sensors and enable closed-loop
bandwidths of a few kHz. Extreme Adaptive Optics (ExAO) have allowed studying ex-
oplanets from the ground, both by spectroscopy and by direct imaging using corona-
graphic methods [30, 31].

Currently, the best resolution in the visible and near-infrared is achieved in good see-
ing conditions by ground-based telescopes with active monolithic primary mirrors in
combination with adaptive optics systems. One of the two 6.5-m Magellan telescopes in
Chile has an adaptive secondary mirror. Its AO system (MagAO) has reached diffrac-
tion-limited resolution of 19 mas at 630 nm [32]. The Gemini South Adaptive Optics
Imager (GSAOI) on the Gemini Observatory in Chile with a 8.1-m primary mirror uses
the Gemini Multi-Conjugate Adaptive Optics System (GeMS) and reaches an angular
resolution of 40 mas at 900 nm [33]. Each of the Subaru Telescope in Hawaii and the
telescopes of the Very Large Telescope (VLT) array in Chile have 8.2-m primary mirrors.
The Subaru Coronagraphic Extreme Adaptive Optics (SCExAO) instrument at the Subaru
Telescope combines adaptive optics with interferometric techniques and reaches sub-
diffraction-limited resolution finer than 10 mas at 650 nm [34]. On the other hand, the
Narrow Field Mode of the Multi Unit Spectroscopic Explorer (MUSE) instrument in the
VLT works with the GALACSI adaptive optics module and reaches an angular resolution
of about 50 mas at 650 nm [35].5

The two telescopes of the W. M. Keck Observatory in Hawaii with segmented 10-m
primary mirrors combine adaptive optics and active optics and reach almost reach dif-
fraction-limited performance of about 35 mas at 1.6µm [37].6 AO and MCAO systems
are employed even for solar astronomy [39]. Such is the case of the Daniel K. Inouye So-
lar Telescope (DKIST) in Hawaii that has a 4.24-m active monolithic primary mirror and
a deformable mirror with 1600 actuators to compensate for astronomical seeing with
2 kHz. DKIST’s Visible Broadband Imager is diffraction-limited, with an angular resolu-
tion of 22 mas at 430 nm and 34 mas at 656 nm [40].

5The four main telescopes of the VLT can be combined in an interferometric mode reaching an angular reso-
lution of about 4 mas at 2µm [36].

6The interferometric mode of the Keck Observatory was operational from 2003 to 2012 and could reach an
angular resolution of 5 mas at 2.2µm [38].
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The designs of all three future large ground-based telescopes, planned for first light
in this decade, i.e., the Extremely Large Telescope (ELT), the Giant Magellan Telescope
(GMT), and the Thirty Meter Telescope (TMT), include segmented primary mirrors and
sophisticated adaptive optics, pushing towards a resolution of 10 mas in the upper part
of the visible and the near-infrared, with high sensitivity, hgh contrast and wide field of
view [41, 42].

Active optics is also becoming an essential feature of space telescopes to correct for
manufacturing errors, gravitational release and slow drifts caused by thermo-elastic ef-
fects. Due to mass and volume constraints the lightweight segmented primary mirrors of
large space telescopes will be deployed and aligned on orbit. This will be demonstrated
in the forthcoming James Webb Space Telescope (JWST). Active optics will co-phase the
segments of its 6.5-m primary mirror and align the optical telescope [43]. Active op-
tics will also regularly track the telescope alignment and correct for possible errors [44].
JWST will be diffraction-limited at 2µm. At this wavelength, the short wavelength de-
tectors of its Near Infrared Camera (NIRCam) are slightly oversampled and will reach an
angular resolution of about 70 mas [45].7 In addition to active optics, future space obser-
vatories, such as the planned Roman Space Telescope (RST)8 [46, 47] and the proposed
Large Ultraviolet Optical Infrared Surveyor (LUVOIR) [48], will include deformable mir-
rors to compensate for residual wavefront aberrations that cannot be corrected in their
segmented primary mirrors and achieve picometer-level wavefront stability necessary
for their coronagraph instruments.

In microscopy and biomedical imaging, adaptive optics is used to correct off-axis
aberrations and to compensate for aberrations induced by scattering specimens, e.g.,
tissue samples. It thus increases the field of view, the lateral and axial resolution, and
the contrast [49–52]. Similarly, in ophthalmology, adaptive optics allows for high-resolu-
tion retinal imaging [53, 54] and seems a promising technology even for individuals with
severe eye defects, such as cataract [55].

LASER APPLICATIONS

Adaptive optics has two primary laser applications: for aberration correction and for
beam shaping. An early commercial use has been in optical disc systems, where a wave-
front corrector based on liquid crystals compensates for aberrations caused by the disc
tilt, cover layer thickness error, distorted optical elements or improper assembly of the
pick-up head [56]. Deformable mirrors, adaptive lenses and spatial light modulators are
used to achieve tight focus or to convert the beam to a desirable shape, such as a su-
per-Gaussian [57, 58]. Recently, a unimorph deformable mirror has been developed that
allows focus shift with an actuation rate of a few kHz [59].

The research for defense systems that would target airborne missiles by focusing a
laser beam through the atmosphere continues as classified. A similar application for
adaptive optics is in free-space laser communication, specifically for the uplink from
Earth stations to satellites that suffers from intensity fluctuations due to scintillation,

7The point spread function (PSF) of JWST at wavelenghts smaller than 1.25µm will probably be smaller than
HST’s. However, no finer resolution will be achieved because the PSF in the visible will be undersampled.

8The full name of the observatory is Nancy Grace Roman Space Telescope. As of May, 20th 2020, NASA re-
named the mission after the former NASA Chief of Astronomy. Its previous name was the Wide Field Infrared
Survey Telescope (WFIRST).
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and for the downlink that suffers from additional phase errors [60–62]. Adaptive optics
is also considered for quantum communication, e.g., for quantum key distribution [63].

Finally, adaptive optics has been suggested for intracavity compensation of thermal-
ly-induced phase aberrations in gas lasers [64] and in solid-state lasers [65]. There have
been only a few actual demonstrations, such as in [66–70]. Nevertheless, this remains
an active research field, since it can potentially increase the laser output power and the
beam quality.

1.2. WAVEFRONT REPRESENTATION
The influence of an aberrated optical system on light propagation can be expressed as
the wavefront deviation from the ideal planar or spherical shape. Mathematically this
is done by altering the phase of the complex pupil function. The Zernike modes offer
one of the ways to describe the wavefront. They resemble common aberrations and can
accurately represent wavefronts that originate from circular pupils. This section shortly
introduces the wavefront representation in Zernike modes and the Zernike notation of
Wyant and Creath that is used in this thesis [71].

The Zernike modes are an infinite sequence of polynomials invented by F. Zernike
[72]. They are orthogonal to each other over a unit circle with respect to the wave-
front, i.e., every circular wavefront can be expressed as a unique linear superposition
of Zernike modes, each weighted by a coefficient. We call Zi the i -th Zernike mode and
zi its coefficient. Then, the wavefront in the polar coordinates (ρ, θ) is:

W (ρ,θ) =
∞∑
i

zi Zi (ρ,θ) . (1.1)

There exist various Zernike notations that differ in the normalization, which leads to
a different constant multiplication factor for each mode. The first 13 Zernike modes in
the notation of Wyant and Creath [71] are shown in table 1.1, together with their name
and functional form. The first three Zernike modes are not considered as aberrations,
because they do not affect the image quality. Piston (Z0) represents a nonzero mean
wavefront, and tip and tilt (Z1 and Z2) correspond to an image shift. Figure 1.1 shows
the pupil wavefront for the low-order Zernike modes when zi = 1λ, where λ is the wave-
length.

Every Zernike mode has zero mean value, with the exception of Z0. Therefore, ne-
glecting Z0, the wavefront variance σ2

W is given by the relation:

σ2 =W 2 −W 2 =W 2 , (1.2)

where · · · denotes the mean value. The peak-to-valley (PV ) wavefront deformation in
the presence of a single Zernike mode equals two times the coefficient value of that
Zernike mode, i.e., PVZi = 2 |zi |. The only exceptions are the Zernike modes with zero
radial order and even azimuthal order, such as the spherical aberration (Z8) that has a
PV value of 1.5λ, as can be seen in Fig. 1.1. In general, PVZi , for (m=0,n even) = 1.5 |zi |.

The Zernike modes are directly related to primary aberrations. Specifically, they orig-
inate from mixing low-order and high-order aberration modes to minimize the wave-
front variance. This property is called “aberration balancing” and means that adding
any Zernike mode to an aberrated wavefront can only increase its variance [73].
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Table 1.1: The first 13 Zernike modes in polar coordinates using the notation of Wyant and Creath [71].

Index Name Functional form

0 Piston Z0 = 1
1 Tip (Tilt x) Z1 = ρ cosθ
2 Tilt (Tilt y) Z2 = ρ sinθ
3 Defocus Z3 = 2ρ2 −1
4 Astigmatism 0° Z4 = ρ2 cos(2θ)
5 Astigmatism 45° Z5 = ρ2 sin(2θ)
6 Coma x Z6 = (3ρ3 −2ρ)cosθ
7 Coma y Z7 = (3ρ3 −2ρ)sinθ
8 Spherical aberration Z8 = 6ρ4 −6ρ2 +1
9 Trefoil 0° Z9 = ρ3 cos(3θ)

10 Trefoil 30° Z10 = ρ3 sin(3θ)
11 Secondary astigmatism 0° Z11 = (4ρ4 −3ρ2)cos(2θ)
12 Secondary astigmatism 45° Z12 = (4ρ4 −3ρ2)sin(2θ)

Figure 1.1: The pupil wavefront for 1λ amplitude of the low-order Zernike modes that are used in this thesis.
The common colorbar on the right is in units of λ.
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The Zernike modes are ordered by increasing spatial frequency. Usually the low-or-
der modes have higher statistical weight. Since the Zernike modes are an infinite set, a
finite set is selected for computational purposes. A good compromise has to be found
between accurate wavefront representation and the number of used Zernike modes. For
this purpose, first the wavefront is decomposed by least squares fitting to the largest pos-
sible set of Zernike modes, e.g., the first 120 modes. Then, the wavefront variance is cal-
culated for smaller sets of Zernike modes, by filtering out high-order modes, e.g., keeping
the first 99 or 80 Zernike modes. The selected number of Zernike modes should come
from the smallest set for which convergence of the wavefront variance is obtained. If the
set of Zernike modes is too small, the truncation error leads to inaccurate wavefront rep-
resentation. On the other hand, if the set of Zernike modes is too large, the computation
becomes unnecessarily time-consuming and numerical errors may emerge.

1.3. UNIMORPH DEFORMABLE MIRRORS
Deformable is a mirror whose surface can be shaped by applying forces, that can be
mechanical, piezoelectric, electromagnetic, electrostatic, or magnetostrictive. The most
common types of deformable mirrors (DMs) are: membrane mirrors (with electromag-
netic or electrostatic actuators, the latter can be also MEMS-based), stacked array pi-
ezoelectric mirrors, bimorph and unimorph mirrors. Among others, these types differ
in mechanical properties, size and scalability, maximum actuator density and stroke,
achievable actuation frequency and power-handling capability. Similar to the “no free
lunch” theorem for optimization algorithms,9 there exists no killer DM type. Each has
unique characteristics that render it appropriate for specific applications.

Several companies are dedicated to the manufacturing and dealing of DMs – com-
monly of one or two types – and complete adaptive optics systems. Some of them, in al-
phabetical order, are: AKA OPTICS, ALPAO, Boston Micromachines Corporation, CILAS,
Dynamic Optics, Flexible Optical B.V., and Imagine Optic.

As its title affirms, this thesis was set to explore methods for controlling deformable
mirrors with hysteresis, specifically for controlling unimorph deformable mirrors devel-
oped and manufactured at the Photonics Laboratory of the FH Münster University of
Applied Sciences in Germany.10 The technology is described in detail in previous dis-
sertations carried out at the Photonics Laboratory [75–77] and in a series of scientific
publications, e.g., [78–82]. For the purposes of this thesis, we shortly describe the tech-
nology, briefly review its key parameters and kindly refer the reader to the corresponding
literature.

1.3.1. DESCRIPTION AND OPERATION
Unimorph, or also called monomorph, deformable mirrors consist of one active layer,
commonly a piezoelectric material. This distinguishes them from bimorph DMs that
consist of two active layers. The active layer is bonded to a passive layer, that can be a
glass or silicon substrate. Figure 1.2 shows a unimorph deformable mirror developed in

9Citing Wolpert and Macready, for any algorithm, any elevated performance over one class of problems is offset
by performance over another class [74].

10Photonics Laboratory, FH Münster University of Applied Sciences, Stegerwaldstrasse 39, 48565 Steinfurt,
Germany, website: www.photonics-lab.de
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the Photonics Laboratory for space telescopes in the course of a project funded by the
European Space Agency [81].

Figure 1.2: The structure of a unimorph deformable mirror. Figure adapted with permission from Rausch et al.
[81].

A metal electrode is deposited on each side of a piezoelectric disc, which is the active
layer (shown in light gray in Fig. 1.2). One side [the front side in Fig. (1.2)] serves as the
common ground electrode. The other side [the back side in Fig. (1.2)] is structured with a
picosecond-laser system into a keystone electrode pattern. Each electrode can be sepa-
rately actuated, thus called an “actuator.” The piezoelectric disc is adhesively bonded to
a glass substrate (shown in dark blue), which is the passive layer. Steel segments (shown
in dark gray) bonded to the back side of the piezoelectric disc act as the passive layer on
the periphery of the mirror and facilitate the tip/tilt actuation.

The operational principle of the unimorph DM is based on the converse piezoelec-
tric effect and is illustrated in Fig. 1.3. When voltage U is applied to an actuator, the
electric field (shown as

#»
E ) polarizes the piezoelectric material. A random polarization

direction is shown as
#»
P R . The applied electric field leads to strain in every direction and

deformation proportional to the piezoelectric coefficient along each direction. For the
radially symmetric disc, the two relevant piezoelectric coefficients are: the longitudinal
d33 parallel to

#»
P R (i.e., perpendicular to the disc) and the transverse d31 perpendicular

to
#»
P R (i.e., at the radial disc direction). Both deformations are in the range of tens of

nanometers. Nevertheless, by bonding the passive layer to the active layer, the trans-
verse deformation of the piezoelectric disc creates lateral stress between the two layers.
The stress leads to a bending moment (shown as

#»
M) and deformation of the unimorph

structure in the order of several micrometers. The same principle is used in audio trans-
ducers and piezoelectric buzzers, and resembles the bimetal effect.

The simplest unimorph DM consists of a single electrode that covers the whole pie-
zoelectric disc. This is shown in Fig. 1.4, for a disc with radius R. The thicknesses of the
piezoelectric disc and the glass substrate are tp and tg , respectively. When the electrode
is actuated, the mirror is deformed. In the case illustrated in Fig. 1.4, the piezoelectric
disk contracts and the mirror becomes concave. Based on the thin plate theory, it is pos-
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Figure 1.3: Illustration of the actuation principle for the unimorph deformable mirror. The stress in the transi-
tion between the active and the passive layer leads to deformation in the order of several micrometers. Figure
adapted with permission from Rausch [77].

sible to derive an analytical model for the deflection h of the mirror center relative to its
rim [76, 78]:

h =
3 tp Ep tg Eg (tp + tg ) d31

∣∣∣#»
E

∣∣∣R2

t 4
p E 2

p +4t 3
p Ep tg Eg +6t 2

p Ep t 2
g Eg +4t 3

g Eg tp Ep + t 4
g Eg

, (1.3)

where
∣∣∣#»
E

∣∣∣ is the electric field strength, and Ep and Eg are the moduli of elasticity of the

piezoelectric disc and the glass substrate, respectively.

Figure 1.4: A laminate consisting of an active layer (light gray) and a passive layer (dark blue) as an example
of the simplest unimorph deformable mirror. The structure is deformed when the active layer contracts or
expands transversely. The deformation is exaggerated for illustration purposes.

In the DM shown in Fig. 1.2, the active layer is made of the piezoelectric material PIC
151 from PI Ceramic. The piezoelectric disc has a diameter of 84 mm and a thickness
of 700µm. The glass substrate is made of N-BK10, and has a diameter of 64 mm and a
thickness of 550µm. The ground electrode is made of silver. The backside electrode is
made of aluminum and is structured in a 44-electrode keystone pattern. The pattern
has been optimized to reproduce low-order Zernike modes with large amplitude in the
central 50 mm aperture of the mirror [79, 81]. The glass substrate is coated with a silver
highly reflective coating. The actuators are driven in the voltage range from −400 to
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+400 V. The maximum deflection h of the center can be calculated by using the specific
parameters for this DM: d31 = −210 ·10−12 C/N, R = 25 mm, tp = 700µm, tg = 550µm, Ep

= 63 GPa and Eg = 72 GPa. By substituting these values in Eq. (1.3), we obtain |hmax | =
44.7µm.

Due to the structured back electrode, the maximum possible deflection is smaller
than the value calculated in the previous paragraph. A more accurate representation of
the achievable mirror surfaces is obtained by the so-called “influence functions,” that
describe the mirror deformation when a single actuator is actuated. The influence func-
tions can be numerically estimated by finite element analysis and experimentally mea-
sured by an interferometer or a wavefront sensor. The surface of the DM shown in
Fig. 1.2 has been measured with a high-resolution phase-shifting interferometer. Figure
1.5 shows four influence functions for actuators in different radial positions. The mea-
sured wavefront has been fitted with 99 Zernike modes, which ensures accurate wave-
front representation, as discussed in Section 1.2.

Figure 1.5: Interferometrically measured influence functions for four actuators of the deformable mirror
shown in Fig. 1.2. The actuators are arranged approximately colinearly along the mirror radius. The leftmost
actuator is located at the mirror center and generates primarily radially symmetric deformation. The right-
most actuator is located outside the central 50 mm aperture of the mirror. The colorbar units are µm/100V.

1.3.2. CHARACTERISTICS AND APPLICATIONS

The technology of unimorph deformable mirrors offers a series of advantages. In princi-
ple, it is scalable to large aperture diameters. Its continuous surface leads to low diffrac-
tion losses. It has low complexity, is mechanically robust and reliable. Thanks to its
actuation principle, local actuation leads to a global deformation, which is a benefit in
case an actuator fails. By carefully selecting the materials and thicknesses for the active
and the passive layers, large strokes are possible. In addition, these mirrors have low
power consumption and heat generation. Prior to the bonding, the passive layer can be
coated with highly reflective coatings, ensuring high power-handling capability. Finally,
it has be proven to be compliant with space environment [81].

On the negative side, unimorph DMs are mostly suitable for the correction of low-or-
der aberrations. As a result, any high-order initial surface deformation or print-through
that originate from the manufacturing process cannot be actively corrected. Hysteresis
and creep are inherent in piezoelectric materials and limit the mirror performance. Hys-
teresis is discussed in more detail in the next section. The actuator density cannot be
increased after a certain limit, defined by the manufacturing process and the required
stroke. Finally, the first resonant frequency that defines the achievable actuation fre-
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quency is limited by the mirror size and the actuator stroke, and is relatively low in com-
parison to other DM types.

Thanks to their foremost power-handling capability, unimorph deformable mirrors
are applied for intracavity aberration correction in solid-state lasers [80]. Since they can
correct low-order aberrations with large stroke, they are a promising technology for ac-
tive optics systems in future space applications. This potential so far has been explored
by two projects funded by the European Space Agency [81–83]. Finally, by optimizing the
mirror design and simplifying the electrode pattern, it has recently been demonstrated
that such a mirror can provide fast focus shift for laser micromachining [59].

1.4. HYSTERESIS
The main drawback of unimorph deformable mirrors originates from hysteresis and
creep. Hysteresis describes a time-independent nonlinearity and creep describes a time-
dependent nonlinearity. Hysteresis appears in the thesis title, because it is the con-
necting point between the two experimental parts conducted in the frame of this PhD
project. On the other hand, creep is neglected in the first part, but becomes important
in the second part. Therefore, in this section, the focus lies in hysteresis.

Unlike electrostatic and electromagnetic actuators, piezoelectric actuators are hys-
teretic by nature. Hysteresis is an inherent characteristic of ferroelectric materials,
caused by domain-wall switching [84]. As a result, the polarization and strain that are
induced by an external electric field depend not only on the actual field strength, but
also on the history, on the evolution of its value. Therefore, it is commonly said that a
hysteretic system has “memory.”

Figure 1.6 shows an ideal symmetrical strain–electric field hysteresis loop [76]. The
loop resembles the shape of a butterfly due to switching and movement of the domain
walls [84]. As described in the previous section, the unimorph principle takes advantage
of the transverse mechanical strain to deform the mirror structure. Varying the applied
electric field (E) changes the strain (S) along the hysteresis loop. Following a path in
Fig. 1.6, the strain value depends on the electric field history, whether it is increasing or
decreasing. The unimorph deformable mirrors are operated along the designated red
dashed loop, approximately in the middle of the electric field range, where the material
retains a preferred polarization direction. The operating range should include neither
the point where the polarization gets saturated (point 2) nor the point where the dipole
moments get randomly polarized and the material has zero net polarization (point 4).

All deformable mirrors used in this thesis are based on PIC 151 from PI Ceramic
[59, 81], a modified “soft” lead zirconate titanate (Pb(Zr,Ti)O3 or PZT) polycrystalline ma-
terial. Soft PZTs are donor-doped and have comparatively high domain mobility [84, 85].
Therefore, they can be easily polarized, which leads to large piezoelectric coefficients
and large achievable strokes. On the downside, soft PZTs exhibit higher hysteresis than
hard PZTs, that are acceptor-doped.

Hysteresis can be quantified as the ratio between the maximum strain difference for
the same value of electric field (shown as ∆S in Fig. 1.6), and the difference of the strains
for the extreme values of the electric field (the difference S+−S− in Fig. 1.6). Equivalently,
hysteresis is observed and can be measured from the curve that connects the deflection
of the mirror center with the applied voltage. Such a hysteresis loop is shown in Fig. 1.7
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Figure 1.6: A hysteresis loop of the strain (S) relative to the electric field (E). The numbering (1, 2 ... 7) follows
the applied electric field to an initially unpoled material (point 1). The insets show the evolution of the electric
dipole moments. Sr is the remnant strain for zero electric field and a nonvirgin material (points 3 and 6,
depending on the dominant polarization direction). The red dashed loop around point 3 shows the operating
range for the unimorph DMs. ∆S is the maximum vertical opening of the loop in the operating range. S+ and
S− are the strain values for the extreme values of the electric field in the operating range. Figure adapted with
permission from Verpoort [76].

for the unimorph deformable mirror used in Chapter 5. This mirror has one central ac-
tuator that covers the whole active optical aperture of 14 mm. In this experiment, the
central actuator is driven in the voltage range from −150 to +150 V and the deflection of
the mirror center is measured with a chromatic confocal sensor in the range from −20 to
+20µm. Both axes have been normalized for clarity. Hysteresis for this loop is measured
to be about 23%.

1.5. MOTIVATION OF THE THESIS
Hysteresis is not intrinsically harmful for a system. For example, it is positively exploited
in shape-memory alloys with industrial and medical applications. In addition, magnetic
hysteresis enables data storage in hard disk drives. Nevertheless, hysteretic behavior is
clearly undesirable for deformable mirrors, because it complicates their control.

This thesis explores methods for accurate and precise wavefront control with uni-
morph deformable mirrors despite their intrinsic hysteresis. There exist two different
approaches to compensate the hysteretic nonlinearity. In the feedforward scheme, a
mathematical model cancels out the hysteresis in open-loop. In the feedback scheme,
the deformable mirror is operated in closed-loop by using a wavefront sensor. These two
approaches can be combined for optimal performance.

1.5.1. RESIDUAL FROM OPEN-LOOP COMPENSATION

Assuming hysteresis is rate-independent, i.e., it does not depend on the actuation fre-
quency, it can be modeled by elementary units called hysteresis operators [86]. Such
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Figure 1.7: A typical center deflection-voltage hysteresis loop for a unimorph deformable mirror made with
PIC 151 from PI Ceramic. The axes are normalized to the maximum deflection and the maximum applied
voltage. The hysteresis measured at the loop opening for 0 V is ∆h/(h+−h−) ≈ 23%.

operators are used in Preisach and Prandtl-Ishlinskii formalisms. Previous work in the
Photonics Laboratory [77] has modeled the hysteresis of the unimorph deformable mir-
rors with Prandtl-Ishlinskii operators [87, 88], by using measurements of the influence
functions for different voltage values. Then, the inverse hysteresis model is applied in
open-loop, combined in series with the controller, as shown in Fig. 1.8. In this figure,
# »
W des represents the desired mirror shape and #»u in the voltage vector applied to the mir-
ror actuators. The controller calculates the voltage vector that would be necessary, if the
deformable mirror were a linear system. The inverse hysteresis model H−1 cancels out
the hysteretic nonlinearity of the DM. The saturation unit in-between ensures that all
actuator voltages remain inside the operating range.

# »
W real is the real mirror shape.

Figure 1.8: Block diagram for compensating hysteresis in open-loop using the inverse hysteresis model H−1.
This is a generic approach to controlling rate-independent hysteresis in a static or quasi-static manner.

Such open-loop prefiltering used in the Photonics Laboratory has been proven to
reduce the hysteresis from 15% to about 2% [77]. In June 2020, Bos et al. reported an
electromagnetically actuated DM with a hysteresis of less than 1% [89]. Nevertheless,
the residual uncompensated hysteresis still limits the performance of optical systems
that have to be almost diffraction-limited.

The first goal of this thesis is to apply image-based feedback control to minimize
the residual hysteresis. In contrast to wavefront-based control, wavefront-free control
tries to minimize the influence of wavefront aberrations on the optical performance and
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does not try to minimize the aberrations per se. Wavefront-free and model-free control
is a blind optimization, where an algorithm iteratively adapts the surface of the wave-
front corrector with the goal to optimize a merit function that evaluates the system per-
formance. Wavefront-free and model-free adaptive optics has been presented for mi-
croscopy [52], optical coherence tomography [90], and ophthalmoscopy [91, 92], using a
deformable mirror as wavefront corrector.

The term “model-free” is used to distinguish such methods from “model-based”
methods which require a model of the optical system. The Electric Field Conjugation
(EFC) algorithm of the Roman Space Telescope’s11 coronagraph is a wavefront-free mod-
el-based method, because it uses a numerical model of the coronagraph to calculate the
DM signals [93, 94]. Several model-based adaptive optics systems have been proposed
for imaging [50, 95, 96]. Model-based control is expected to require a few iterations, due
to imperfect calibration, modeling errors, and operational drifts. On the other hand,
model-free control is inherently iterative, but needs no prior knowledge of the system.
Therefore, it is widely applicable for any optical system, if appropriately tuned.

Apart from the residual hysteresis, such control can be beneficial for compensating
for any aberration caused by modeling errors and uncertainties. For example, the hys-
teresis model mentioned before will not be accurate when the conditions change (e.g.,
temperature, pressure). Finally, even aging and polarization fatigue are expected to de-
teriorate the long-term performance of active optics based on piezoelectric actuators
[84].

The Gaia satellite launched in 2013 uses the Cramér-Rao image-sharpness metric
as an on-board diagnostic tool [97]. The wavefront is measured by two Shack-Hartmann
sensors [98] and the focus is adjusted with five degrees of freedom (three translations and
two rotations) on each secondary mirror of the two main telescopes. The Cramér-Rao
image-sharpness metric has been proven to accurately monitor the focus evolution af-
ter launch, following the in-orbit alignment, which corrected for launch vibrations and
gravity release, and two focus corrections [99]. Image quality criteria have also been con-
sidered to model the point spread function (PSF) of the forthcoming James Webb Space
Telescope [100]. This thesis explores the potential and the limitations of using such met-
rics for the feedback control of active optics based on a unimorph deformable mirror.

1.5.2. CLOSED-LOOP CONTROL

In the previous section, hysteresis was assumed to be rate-independent and quasi-static.
When the actuation frequency of any system increases, it gives rise to rate-dependent
phenomena. Then, a static or quasi-static model may no longer be accurate. In this case,
feedback control becomes essential for canceling out modeling errors and dynamics,
with a subsequent reduction in operational bandwidth.

Figure 1.9 is a modification of Fig. 1.8, with the addition of a wavefront sensor that de-
tects the real shape of the deformable mirror and feeds it back to the controller. The in-
verse hysteresis model from the open-loop control is complementarily used to increase
the control bandwidth.

11The shortened name of NASA’s Nancy Grace Roman Space Telescope, formerly known as the Wide Field
Infrared Survey Telescope (WFIRST), planned for launch in the mid 2020s.
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Figure 1.9: Modification of Fig. 1.8, with the addition of a feedback loop. This implementation increases the
convergence speed and reduces the steady state error. The controller in this feedback scheme differs from that
of the feedforward scheme of Fig. 1.8.

The bottleneck for the closed-loop bandwidth of adaptive optics systems often lies
in the wavefront sensor. The bandwidth of wavefront sensors is limited by the readout
time and the calculation time, i.e., the estimation of the wavefront from the captured
image. Wavefront sensors use CCD (charge-coupled device) or CMOS (complementary
metal oxide semiconductor) detectors, arrays of silicon (Si) or indium gallium arsenide
(InGaAs) photodiodes, or other special detector types (e.g., EMCCD and sCMOS). Acqui-
sition frequencies can reach 31.8 kHz for Shack–Hartmann WFSs with a small number of
subapertures [101]. State-of-the-art adaptive optics for ground-based telescopes using
pyramid WFSs push towards closed-loop operation of 4 kHz [102]. On the other hand,
autofocus (AF) in microscopy and machine vision is sometimes performed with adap-
tive lenses in open-loop or more rarely in closed-loop [103, 104]. Multi-point AF control
in commercial cameras with phase detection and contrast detection reaches up to 50 Hz
acquisition speed [105].

Recently, a unimorph deformable mirror has been developed by the Photonics Lab-
oratory that allows for dynamic focus shift with an actuation rate of a few kHz [59]. Be-
cause of hysteresis and creep, this DM has to be operated in closed-loop. Previously, a
chromatic confocal sensor measured the deflection of the back side of the mirror with
66 kHz and fed it back to a controller [59]. In the course of this thesis, a novel defocus sen-
sor has been developed that can open the way towards a commercial fast focus-shifter
based on this mirror, circumventing the limited bandwidth and the complexity of wave-
front sensors.

1.6. ORGANIZATION AND OUTLINE OF THE THESIS
This thesis is divided into two parts that manifest the two activities carried out during
this PhD project. The first is the case of image-based aberration correction using ex-
tended scenes. This aspires to complement existing technologies for the wavefront con-
trol in future space telescopes using active optics. The second is fast defocus sensing
for the implementation of a closed-loop focus-shifter, with potential application in laser
micromachining.

Both activities share the common of controlling a unimorph deformable mirror. Nev-
ertheless, the feedback for the first comes from the actual imaging detector, whereas the
second requires an additional sensor. The two activities also differ in the bandwidth.
The first should correct for constant or slow-changing effects and is classified as “active
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optics.” The second concerns fast focus control, the simplest kind of beam shaping, that
falls into the category of “adaptive optics.”

1.6.1. EXTENDED-IMAGE-BASED ABERRATION CORRECTION
It is often desirable to state the performance of an optical system by a single number.
This immediately allows ranking of different optical systems, optimization of an optical
system during its design, or finding the optimum state of an active or adaptive optics
system. Examples of performance metrics that deliver a single numerical value are the
Strehl ratio (S), the wavefront variance (σ2), and image-sharpness metrics. Examples of
performance metrics that deliver more than a single number, and thus contain more in-
formation, are the point spread function (PSF), the modulation transfer function (MTF),
wavefront maps, and spot diagrams.

Since all single-number performance metrics lack detailed information about the
performance of an optical system, the question arises, which single-number metric is
most suitable for a certain imaging scene (e.g., for Earth observation, typical imaging
applications are urban areas, forests, and maritime surveillance) and for a certain task
(e.g. tracking fast moving objects), and what its limitations are. An image-based met-
ric can be applied in different image regions and thus achieve optimal performance for
different field angles. For example, when trying to resolve a double star, the region of
interest will be a small region of the image. Thus, active optics should correct a narrow
field of view. On the other hand, when observing star clusters and nebulas, a larger im-
age region should be corrected, and the correction via active optics should be balanced
over a wide field of view.

The first part of this thesis addresses the case of a deformable mirror in a conjugate
plane of the primary mirror in a future large space telescope. A testbed was designed
and built to test control strategies for a unimorph deformable mirror that compensates
for aberrations generated in a conjugate plane. A considerable amount of time was in-
vested in optimizing the testbed and selecting the appropriate illumination technique
and reference object.

The image-based wavefront correction is designed as a blind optimization of a merit
function that evaluates the quality of the image obtained from the science camera. The
configuration parameters for the correction are: 1. the merit function, 2. the control do-
main, and 3. the algorithm. The selection for these three parameters is discussed. In
addition, a comparison for the control in different control domains is performed. It is
proven that the Zernike modes are not orthogonal to each other with respect to a com-
mon image-sharpness metric when the aberrations are more than about λ/8 RMS. Nev-
ertheless, such a metric can be applied for aberration balancing, improving the perfor-
mance of wavefront-free adaptive and active optics systems by adding specific low-order
aberrations in the case of uncorrectable high-order aberrations.

CHAPTER 2
With a view to the next generation of large space telescopes, we investigate guide-star-
free, image-based aberration correction using a unimorph deformable mirror in a plane
conjugate to the primary mirror. For this purpose, we designed a high-resolution imag-
ing testbed to evaluate control algorithms. In this chapter, we describe the testbed de-



1.6. ORGANIZATION AND OUTLINE OF THE THESIS

1

19

sign and the control of the deformable mirror in three different control domains, and we
introduce the used merit function.

This chapter is based on the following publication:

O. Kazasidis, S. Verpoort, O. Soloviev, G. Vdovin, M. Verhaegen, and U. Wittrock, Extend-
ed-image-based correction of aberrations using a deformable mirror with hysteresis, Op-
tics Express 26, 27161–27178 (2018) [106].

CHAPTER 3

Image-sharpness metrics can be used to optimize optical systems and to control wave-
front-free adaptive optics systems. We show that for an aberrated system the numerical
value of an image-sharpness metric can be improved by adding specific aberrations. The
optimum amplitudes of the additional aberrations depend on the power spectral density
of the spatial frequencies of the object.

This chapter is based on the following publications:

O. Kazasidis, S. Verpoort, and U. Wittrock, Aberration balancing using an image-sharp-
ness metric, Journal of the Optical Society of America A 36, 1418–1422 (2019) [107].

O. Kazasidis, S. Verpoort, and U. Wittrock, Algorithm design for image-based wavefront
control without wavefront sensing, Proceedings of SPIE 10695, Optical Instrument Sci-
ence, Technology 1069502 (2018) [1].

CHAPTER 4

We use an algorithm based on the heuristic hill climbing technique and compare im-
age-based aberration correction in three different domains, namely the voltage domain,
the domain of the Zernike modes, and the domain of the singular modes of the deform-
able mirror. Through our systematic experimental study, we found that successive con-
trol in two domains effectively counteracts uncompensated hysteresis of the deformable
mirror.

This chapter is based on the following publications:

O. Kazasidis, S. Verpoort, and U. Wittrock, Algorithm design for image-based wavefront
control without wavefront sensing, Proceedings of SPIE 10695, Optical Instrument Sci-
ence, Technology 1069502 (2018) [1].

O. Kazasidis, S. Verpoort, O. Soloviev, G. Vdovin, M. Verhaegen, and U. Wittrock, Extend-
ed-image-based correction of aberrations using a deformable mirror with hysteresis, Op-
tics Express 26, 27161–27178 (2018) [106].

1.6.2. SENSOR FOR DYNAMIC FOCUS CONTROL

The second part of this thesis presents the design and manufacturing of a defocus sensor
that can be used for fast focus shift in industrial applications, e.g. laser micromachining.
Although the main focus of this thesis is on hysteresis, closed-loop operation of adaptive
optics systems, such as in Chapter 5, accounts also for creep and mirror dynamics.
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CHAPTER 5
The Photonics Laboratory recently presented a novel unimorph deformable mirror that
allows for dynamic focus shift with an actuation rate of 2 kHz. Such mirrors suffer from
hysteresis and creep. Therefore, they have to be operated in closed-loop. For this pur-
pose, we developed a defocus sensor, based on an astigmatic detection system. In this
chapter, we present the sensor design and discuss its performance.

This chapter is based on the following publication:
O. Kazasidis, S. Verpoort, and U. Wittrock, Sensor for dynamic focus control of a deform-
able mirror, Applied Optics 59, 5625 (2020) [108].
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A TESTBED FOR IMAGE-BASED

CORRECTION OF STATIC

ABERRATIONS FOR EXTENDED

OBJECTS

With a view to the next generation of large space telescopes, we investigate guide-star-
free, image-based aberration correction using a unimorph deformable mirror in a plane
conjugate to the primary mirror. For this purpose, we design and build a high-resolution
imaging testbed to evaluate control algorithms. In this chapter, we describe the testbed
design and the control of the deformable mirror in three different control domains, and
we introduce the used merit function.

Parts of this chapter have been published in Optics Express 26, 27161–27178 (2018) [1].
©2018 Optical Society of America. Users may use, reuse, and build upon the article, or use the article for text or
data mining, so long as such uses are for non-commercial purposes and appropriate attribution is maintained.
All other rights are reserved.
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2.1. INTRODUCTION
The Hubble Space Telescope (HST) with a 2.4-m primary mirror had the highest angu-
lar resolution in the visible range of all astronomical telescopes for almost 20 years un-
til the early 2010s. The forthcoming James Webb Space Telescope (JWST) has a 6.5-m
lightweight, segmented primary mirror, that cannot yield diffraction-limited imaging in
the visible. Both HST and JWST have active primary mirrors. The actuators on HST’s
primary mirror have never been used because its thick mirror turned out to be suffi-
ciently stable, and diffraction-limited resolution was achieved after the COSTAR system
was installed [2]. Each of the thin segments of JWST’s primary mirror has six actua-
tors for rigid body motions and one actuator for controlling its curvature. JWST will be
diffraction-limited in the infrared, but will have an insufficient surface figure for diffrac-
tion-limited imaging in the visible.

Space telescopes with angular resolution higher than HST are currently discussed
for characterization of exoplanets and for Earth observation from a geostationary orbit.
Such telescopes will need to have segmented, lightweight primaries in order to reduce
mass and stowed volume. Active optics at the primary mirror and/or in a plane conju-
gate to the primary mirror will be required. The proposed coronagraph for the RST1 with
a 2.4-m primary mirror, which is planned for mid-2020s launch, will use two high-order
deformable mirrors to control both the phase and the amplitude of the wavefront, and
to keep the phase stable at picometer level [3], which is not required in this work. One
of these deformable mirrors will be conjugated to the system pupil and will addition-
ally correct low-order Zernike modes at 5 mHz [4]. The proposed HDST2, planned for
the 2030s, is envisioned to have a 12-m active segmented primary mirror. The proposed
designs for its coronagraph instrument use one or two deformable mirrors [5].

Active and adaptive deformable mirrors often employ actuators which suffer from
hysteresis, e.g., piezoelectric actuators. Ground-based astronomical telescopes use nat-
ural or artificial guide stars to sense the atmospheric turbulence. Their deformable mir-
rors are controlled in closed-loop, thereby eliminating the influence of hysteresis. How-
ever, it is not possible for every science target to have a sufficiently bright guide star in-
side the field of view. In addition, direct wavefront sensing using a dedicated wavefront
sensor has limited dynamic range and results in non-common path errors.

There exist two main categories of wavefront-sensorless operation, depending on
whether the wavefront information is required or not. In the first category, the wave-
front information is retrieved by using an indirect iterative method. An example is phase
diversity [6–8] that requires two or more measurements of the focal plane intensity taken
with different known phase functions physically introduced into the optical system. An
estimate for the wavefront is calculated from these measurements and therefore several
iterations are required. Finally, the inverse wavefront is applied to the wavefront correc-
tor. In the second category there are completely wavefront-free approaches that do not
require the wavefront information, but use the very image captured with the optical sys-

1The Nancy Grace Roman Space Telescope, formerly known as the Wide Field Infrared Survey Telescope
(WFIRST).

2The concept of the High-Definition Space Telescope (HDST) has been transformed to the Large Ultraviolet
Optical Infrared Surveyor (LUVOIR), one of the proposals studied for the National Academy of Sciences 2020
Astronomy and Astrophysics Decadal Survey.
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tem to directly generate the feedback signal for the wavefront corrector. Although here
it is not required for the correction, the original aberrated wavefront can be estimated,
provided that the wavefront corrector is linear, when the correction is optimal, i.e., the
final corrected wavefront is almost plane. The so-called model-based methods model
the influence of aberrations in the imaging system. Booth modeled the imaging of a
point source in the presence of aberrations with RMS amplitudes smaller than 1 rad and
expressed as series of Zernike modes [9]. He later extended the approach for arbitrar-
ily large aberrations expressed as a series of Lukosz-Zernike functions [10]. Linhai and
Rao proposed a general model-based approach insensitive to the selection of the sets of
functions [11]. Yang et al. further extended the model to imaging of extended objects
[12]. Model-based approaches converge fast at the expense of potential errors due to
inaccuracy of the model. On the contrary, model-free approaches need no prior knowl-
edge of the system and iteratively optimize a merit function calculated from the image.
These approaches commonly require more iterations, but are simpler, free of model-
ing errors and uncertainties, and have more general applicability. Model-free wavefron-
t-sensorless adaptive optics has been presented for microscopy [13], optical coherence
tomography [14], and ophthalmoscopy [15, 16], among others. The configuration pa-
rameters for the control of a model-free wavefront-sensorless adaptive optics system are
the merit function, the control domain for the wavefront corrector, and the search al-
gorithm. Their selection and combination depend on the system requirements and are
critical for the overall performance.

We designed and built a high-resolution imaging system as testbed for control algo-
rithms for image-based optimization. A space-qualified unimorph deformable mirror
based on piezoelectric actuation [17] is at the core of our system. However small the
modeling errors of the nonlinearities of the deformable mirror (hysteresis, creep) may
be, they become significant for a high-resolution imaging system. Therefore, we imple-
ment a model-free iterative control method. Aberrations are induced by a nominally
identical deformable mirror and are corrected in a conjugate plane. Our system resem-
bles that of Murray et al. [18]. They induced Zernike aberrations by a spatial light mod-
ulator and corrected them with a membrane deformable mirror using an image sharp-
ness metric and voltage-based global search algorithms. Dong and Yu used a hybrid
approach to correct aberrations induced by a trial lens [19]. The correction was carried
out in a non-conjugate plane using a membrane deformable mirror. Finally, Agbana et
al. experimentally validated the model-based approach of Yang et al. [12], imaging a
point source [20]. They induced aberrations with a phase plate and corrected them with
a membrane deformable mirror.

We investigate guide-star-free, image-based correction of the aberrations of a pri-
mary mirror using a unimorph deformable mirror. The deformable mirror is placed in a
plane conjugate to the primary mirror and it suffers from hysteresis. Section 2.2 presents
the testbed and discusses its key characteristics. In Section 2.3, we describe the deform-
able mirror control in three different domains, namely the voltage domain, the domain
of the Zernike modes, and the domain of its singular modes. Finally, in Section 2.4, we
introduce the used merit function.
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2.2. TESTBED
Our testbed is illustrated in Fig. 2.1. Static aberrations are deliberately induced by a uni-
morph deformable mirror (called the aberration generator). The aberration correction
takes place in a plane conjugate to the aberration generator by a second, nominally iden-
tical unimorph deformable mirror (called the aberration corrector). The deformable mir-
rors feature a 50 mm aperture and were developed and manufactured at the FH Münster
University of Applied Sciences. The design, manufacturing and testing of the deforma-
ble mirrors are described in [17, 21]. When the aberration generator positioned in plane
B is deformed, an aberrated image is formed in plane A′. The aberration corrector is po-
sitioned in plane B′, which is conjugated to plane B, and corrects the aberrations. The
corrected image is formed in plane A′′ and is detected by the CCD.

Figure 2.1: Sketch of the testbed. The plane of aberration generation (B) is imaged to the plane of aberra-
tion correction (B′) with a 4-f telescope and a magnification of −1. The letters A, A′ and A′′ indicate the
image-forming conjugate planes. The magnification from plane A to plane A′ is −1, and from plane A′ to
plane A′′ is −3. The angles of incidence on the deformable mirrors are approximately 5°. Due to the non-
perpendicular incidence on the deformable mirrors, we place the two silver mirrors around plane A′ to ensure
the correct conjugation between the planes B and B′. Lenses focal lengths: f1 = 250 mm, f2 = 750 mm. An image
captured with our testbed is shown in Fig. 2.2.

The object is placed one focal length in front of a converging lens to simulate a dis-
tant science target. It is illuminated from the back by a halogen lamp. Homogeneous
illumination with a wide spatial frequency content is produced by a ground glass dif-
fuser. Four achromatic doublets from Newport, designed for infinite conjugate ratio,



2.2. TESTBED

2

35

with 76.2 mm diameter are used for relay-imaging. The first three doublets are identical
PAC095 with 250 mm effective focal length. The last doublet is a PAC097 with 750 mm ef-
fective focal length, leading to a 3x magnification of the object on the CCD. Although the
achromats reduce chromatic aberration, they do not eliminate it completely. Therefore,
a narrow-band spectral filter with a center wavelength of 632.8 nm and a full width at
half maximum of 1.0 nm is placed directly in front of the CCD. The aberration generator
is conjugated to the aberration corrector with a unit magnification, which means that at
least in principle the aberrations can be fully compensated for an arbitrary wide field of
view.

The two deformable mirrors exhibit approximately 40 nm and 17 nm RMS aberration
that cannot be compensated for. It consists of print-through and other high-order aber-
rations. The aperture of the testbed can be adjusted by the iris diaphragm in front of the
first achromat. We have stopped down to f/5.4, the maximum diffraction-limited aper-
ture for the achromats. The theoretical cutoff frequency is 290 lp/mm for the wavelength
of 633 nm.

Figure 2.2: (a) The detected image with the negative 1951 USAF test target. (b) Highlighted zoom of the image
showing the designated region of interest of (a), with the elements of groups 6 and 7. The white horizontal
scale bar in the lower right corner of the image is 31µm long. (c) The pixel values of the six elements under
the red arrow drawn in (b). The three bars of the sixth element shown at the end of the graph have 228 lp/mm
density and are resolved with about 10% contrast.

We detect the image with a CCD with 4.65µm pixel size and 5.9 mm × 4.5 mm sensor
size, and calibrate it using a master dark frame and a master flat frame. A calibrated
image is shown in Fig. 2.2(a). The limiting resolution of the CCD is 108 lp/mm, which
corresponds to 324 lp/mm on the object side. Thus it can detect the theoretical cutoff
frequency of the testbed. However, sampling artifacts are expected at spatial frequencies
higher than 162 lp/mm in the object [22]. For each experiment we select a region of
interest on the CCD, for which we calculate the merit function. ZEMAX calculations for
the aberration-free scenario showed that diffraction-limited performance is expected for
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the central 2 mm × 2 mm of the object, leading to an area of 6 mm × 6 mm in the image
plane, which exceeds the CCD sensor size.

2.3. DEFORMABLE MIRROR CONTROL
The surface of the deformable mirrors is controlled by 44 actuators arranged in a key-
stone pattern. The actuator pattern has been optimized to reproduce low-order Zernike
modes up to Z12 (secondary astigmatism 45°) with large stroke [23]. Throughout this
thesis, we use the Zernike notation of Wyant and Creath [24], as presented in Section
1.2. The 44 influence functions were captured using a phase-shifting interferometer
with 2 nm RMS repeatability and the mirror surface was fitted using 99 Zernike modes
[25, 26]. With the same interferometer, we also measured the initial surface deformation
of the mirrors and characterized their hysteresis. The influence functions, expressed in
99 Zernike coefficients, are grouped into the columns of the influence matrix (IM99×44).
Using the singular-value decomposition (SVD) [27] and applying the Moore–Penrose
pseudoinversion we obtain the control matrix (CM44×99):

IM =U S W T ⇒ CM = IM+ =W S−1 U T , (2.1)

where U , S, and W are the matrices of the SVD. The influence matrix returns the mirror
surface in 99 Zernike modes (~zreal) when multiplied by a vector containing the voltages
that are applied to the actuators of the mirror. In turn, the control matrix gives the re-
quired voltages for a desired mirror surface expressed in Zernike modes (~zdes):

~zreal = IM ~u ⇒ ~u =CM~zdes , (2.2)

where ~u is the column vector of the actuators’ voltages, and~z is the column vector of the
coefficients of the first 99 Zernike modes that describe the mirror surface. The matrix S
of the SVD is diagonal and contains the singular values of the IM in decreasing order.
We restrict the condition number (the ratio of the largest singular value to the smallest
singular value) of the IM to 200, by truncating the smallest singular values. Thus we
keep the pseudoinverse CM well-conditioned. The similarity matrix IM ·CM reveals the
generation efficiency of the Zernike modes and possible modal cross-talk [28]. The left
side of Fig. 2.3 shows the absolute value of the similarity matrix for the first 41 Zernike
modes. The generation efficiency is larger than 0.97 for all Zernike modes up to Z12 (sec-
ondary astigmatism 45°). For higher-order modes, the generation efficiency is lower and
modal cross-talk arises. Z15 (secondary spherical aberration) is the first Zernike mode
for which the generation efficiency drops below 0.5 (see right plot in Fig. 2.3). The left
side of Fig. 2.3 shows an example of modal cross-talk: if we want to generate 1µm of
Z13 (secondary coma x), we will get a surface with 0.87µm of Z13 and additional high-
er-order modes, the most prominent of which is Z22 (tertiary coma x) with an amplitude
of −0.31µm.

For the correction process we use all the Zernike modes up to the fifth radial order
plus some additional higher-order modes up to Z32 (quaternary astigmatism 45°). This
number is considered to be a good compromise between the generation of sufficiently
high spatial frequency deformation that can compensate for hysteresis, and keeping the
number of control variables low.
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Figure 2.3: Left: The absolute value of the similarity matrix for the first 41 Zernike modes for the deformable
mirror used as aberration corrector. The matrix is diagonally dominant. The nonzero off-diagonal elements
reveal modal cross-talk. An example is marked with red dashed lines: if we want to generate 1µm of Z13, we
will get a surface with 0.87µm of Z13 and −0.31µm of Z22. Right: The generation efficiency for the first 41
Zernike modes. These are the diagonal elements of the similarity matrix shown on the left.

The columns of the matrix W of the SVD make up an orthonormal set and are the sin-
gular modes of the deformable mirror [29]. The singular modes resemble the mechanical
eigenmodes of the mirror. The singular values of the matrix S designate the gain of the
corresponding singular mode. The singular modes are related to the actuators’ voltages:

~sreal = S W T ~u ⇒ ~u =W S−1~sdes , (2.3)

where~sreal and~sdes are column vectors containing the coefficients of the singular modes.
Equation (2.3) can be used to find the required voltages for a superposition of the singu-
lar modes of the deformable mirror that results in a desired deformation of the mirror.
Applying the same restriction for the condition number as above (less than 200), we trun-
cate the 4 singular modes with the smallest gain, leaving 40 singular modes to work with.
In contrast to the Zernike modes, the similarity matrix of the singular modes is by defini-
tion the identity matrix, leading to a generation efficiency of 1 and no modal cross-talk.
In our Zernike representation, the Zernike modes are normalized to the peak-to-valley
surface amplitude. For consistency, we also normalized the singular modes to the peak-
to-valley surface amplitude. The first 11 singular modes of the aberration corrector are
shown in the left plot of Fig. 2.4. In the right plot of Fig. 2.4 the normalized singular values
of the aberration corrector are drawn, together with the limiting condition number.

We control the deformable mirrors in three different domains: 1) by directly select-
ing the actuators’ voltages, 2) by selecting a 99-Zernike-modes vector and calculating the
voltages via Eq. (2.2), and 3) by selecting a 40-singular-modes vector and calculating the
voltages via Eq. (2.3). The piezoelectric hysteresis is compensated open-loop using the
Prandtl-Ishlinskii formalism [26], as described in [30, 31]. This reduces the hysteresis
from 15% to 2%. However, the residual, uncompensated hysteresis of 2% limits the sys-
tem performance. The voltages are limited to the range from −380 to +400 V in order to
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Figure 2.4: Left: The first 11 singular modes of the aberration corrector, ordered with decreasing singular value
(i.e., gain) from left to right and from top to bottom. They are very similar to low-order Zernike modes (compare
with Fig. 1.1). The singular modes are numerically calculated from the experimentally measured influence
matrix. Right: The normalized singular values of the aberration corrector. The dashed red line designates the
maximum allowed condition number (200), which leads to truncating the 4 smallest singular values.

protect the actuators. Any voltage vector with values outside this range is rejected using
a saturation control.

Figure 2.5 illustrates the control block diagram of our testbed. An aberration is ap-
plied to the aberration generator. The image generated by the testbed and detected by
the CCD shown in Fig. 2.2(a) is evaluated with the merit function. Our algorithm then
selects the next vector to be investigated. Depending on the domain, this can be a volt-
age vector ~u, a Zernike vector ~z, or a vector of singular modes ~s. The output vector is
converted to voltages, which are applied to the aberration corrector after passing the
open-loop hysteresis compensation and the saturation control.

2.4. MERIT FUNCTION
The merit function is calculated only for a certain region of interest, which is a user-de-
fined region of the full image captured with the CCD. Our merit function (MF) is an
integral measure of the contrast of the image. We have defined it in the following way:

MF =−
∑Nx

nx=1

∑Ny

ny=1 I (nx ,ny )2[∑Nx
nx=1

∑Ny

ny=1 I (nx ,ny )
]2 Nx Ny . (2.4)

where x and y are the axes of the image coordinate system within the region of interest,
Nx and Ny are the numbers of the pixels in each axis, and I is the pixel output. Our MF is
a normalized discrete version of the common sharpness metric S1 presented by Muller
and Buffington [32]. The normalization has been proposed to account for intensity vari-
ations [15]. We have noticed that the non-normalized version can be easier trapped in
local minima in case of strong aberrations. The multiplication by the total number of
CCD pixels allows the comparison among images of different number of pixels. The mi-
nus sign of the MF converts the sharpness maximization to a minimization problem.
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Figure 2.5: The control block diagram for the aberration correction. The aberration correction algorithm can
be forced to operate in the domain of voltages (~u), Zernike modes (~z), or singular modes (~s). When operating
in the Zernike mode domain or in the singular mode domain, the outputs are converted to voltages by matrix
multiplication. The control input for the aberration corrector is generated after passing through the open-loop
hysteresis compensation (H−1) and the saturation control.

This merit function is in principle insensitive to image shift. We experimentally deter-
mined the random error of our merit function by 300 repetitions of reapplying a specific
voltage vector and obtaining the value of the MF when imaging the groups 6 and 7 of the
negative 1951 USAF test target. The random error, given by three standard deviations of
these 300 values, was ±4.6 ·10−3 or ±0.3%, indicating sufficient repeatability.

The merit function is discussed in more detail in Chapter 3.
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IMAGE-BASED WAVEFRONT

CONTROL USING ZERNIKE MODES

Image-sharpness metrics can be used to optimize optical systems and to control wavefront
sensorless adaptive optics systems. We show that for an aberrated system the numerical
value of an image-sharpness metric can be improved by adding specific aberrations. The
optimum amplitudes of the additional aberrations depend on the power spectral density
of the spatial frequencies of the object.
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3.1. INTRODUCTION
It is often desirable to state the performance of an optical system by a single number.
This immediately allows ranking different optical systems, optimizing an optical system
during its design, or finding the optimum state of an active or adaptive optics system.
The wavefront variance σ2 is such a single number, calculated from the wavefront W in

the exit pupil: σ2 = W 2 −W
2

. The wavefront variance is a useful measure for the opti-
cal performance for systems near the diffraction-limit, i.e., for wavefront aberration of
less than about λ/8 RMS. For such systems, other performance metrics can be approxi-
mated from the wavefront variance. One example is the Strehl ratio S with the Maréchal

approximation S ≈ (
1−2π2σ2/λ2

)2
[3], where λ is the wavelength. Therefore, near the

diffraction-limit, maximizing the Strehl ratio is equivalent to minimizing the wavefront
variance.

The measurement of the wavefront variance requires a wavefront sensor, and the
measurement of the Strehl ratio requires a point object. Both requirements can be cir-
cumvented by using performance metrics directly calculated from the intensity distri-
bution in the image plane I (x), where x is the position vector in the image plane.

Aberration balancing describes the deliberate addition of specific aberrations to an
aberrated system in order to optimize a performance metric, commonly to minimize
the wavefront variance [4]. In this chapter, we introduce the concept of aberration bal-
ancing for maximizing an image-sharpness metric. Section 3.2 describes the method
for simulating the point spread function (PSF) and the imaging of an extended object.
In Section 3.3, we employ Fourier optics to derive how the image-sharpness metric de-
pends on the properties of the optical system and the object. In Sections 3.4 and 3.5, we
use Zernike modes to explore the landscape of the image-sharpness metric for a point
object and for an extended object. We show that for a severely aberrated system, the
metric can be improved by adding specific Zernike modes, although this increases the
wavefront variance. In Section 3.6, we use the testbed presented in Chapter 2 to ex-
perimentally test our findings. Section 3.7 summarizes our results and discusses their
implications, especially in controlling severely aberrated wavefront-sensorless adaptive
and active optics systems.

3.2. SIMULATION METHOD

3.2.1. PSF SIMULATION
We simulate the wavefront in the exit pupil of an isoplanatic imaging system with a ho-
mogeneously illuminated circular pupil in MATLAB over a 300×300 pixel grid. The dis-
cussion and the results can be appropriately adapted for a different pupil. Phase aberra-
tion is expressed as Zernike modes, with 0.05λ step size for their amplitudes. We use the
notation of Wyant and Creath [5], as presented in Section 1.2. The PSF is calculated by
applying the 2D fast Fourier transform to the exit pupil function. We choose the width of
the diffraction-limited PSF to be 40 pixels, significantly larger than the required width of
5 pixels, according to the Nyquist sampling theorem. Thus, the simulations are free from
sampling artifacts. We limit the PSF to a 1201×1201 pixel grid, 30 times larger than the
diffraction-limited PSF. The error caused by this truncation is negligible. The aberrated
PSFs are normalized to the maximum of the diffraction-limited PSF, to allow compar-
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ison among PSFs with different aberrations. Each pixel is sampled with 16-bit depth,
which matches the analog-to-digital converter used in the Near Infrared Camera of the
upcoming James Webb Space Telescope [6].

3.2.2. IMAGE SIMULATION
An extended object can be regarded as the superposition of many point objects. There-
fore, its image is the superposition of the images of all point objects. For the image simu-
lation, we calculate the convolution of the zero-padded object with a PSF. The aberrated
images are normalized to the maximum of the diffraction-limited image, to allow com-
parison among images with different aberrations.

The Rayleigh resolution limit equals the diffraction-limited PSF radius, i.e., 20 pixels.
In the case of a bar target as object (an example is shown in Fig. 3.1), the Rayleigh resolu-
tion limit corresponds to a linewidth of 10 pixels. The cutoff frequency of the simulated
diffraction-limited imaging system scut corresponds to its Sparrow resolution limit that
is about 20% smaller than the Rayleigh limit, i.e., at a linewidth of 8 pixels for a bar target.
Figure 3.1 shows the resolution limits. Here the objects are binary sets of three horizon-
tal and three vertical lines with the specified linewidth. The contrast for the Rayleigh
resolution limit is 11% and for the Sparrow resolution limit it is 0%.

Figure 3.1: (a) The Rayleigh resolution limit with 11% contrast for bars with 10 pixels linewidth. (b) The Spar-
row resolution limit with 0% contrast for bars with 8 pixels linewidth.

We create a synthetic extended object that we call the “planet–moon object” and is
shown in Fig. 3.2(a). It is a synthesis of two bodies: of an image of the Earth taken by the
Earth Polychromatic Imaging Camera on board NASA’s Deep Space Climate Observatory
satellite [7] and of an image of the Moon taken by the cameras aboard NASA’s Lunar Re-
connaissance Orbiter spacecraft [8]. The images were converted to grayscale to simulate
monochromatic imaging. The separation between the centers of the bodies is 80 pixels,
which corresponds to 0.1 of the cutoff frequency. Their diameter ratio is about 3.7, equal
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to the Earth–moon diameter ratio. The ratio of the mean brightnesses of the bodies is
3.6, equal to the ratio of the geometric albedos of the Earth and of the Moon [9]. The size
of the planet–moon object is 300×300 pixels. Figure 3.2(b) shows the diffraction-limited
image, where some structural characteristics of the planet are apparent. Figure 3.2(c)
shows the pixel profiles along the red lines of Figs. 3.2(a) and 3.2(b).

Figure 3.2: (a) The synthetic extended object, comprising a planet and its moon. (b) The simulated diffraction-
limited image. The contrast of both images in (a) and (b) has been adjusted with γ = 0.5 for illustration pur-
poses only. (c) Pixel profiles along the lines of (a) and (b). The high-frequency spatial information of the
planet–moon object (solid line) is not transmitted by the system. Nevertheless, the planet and the moon are
clearly distinguishable in the diffraction-limited image (dotted line).

3.3. IMAGE-SHARPNESS METRIC
The most common image-sharpness metric is defined as:

S1 :=
Ï

I (x)2dx . (3.1)

We found the first references to this metric in Schade [10] and Fellgett [11] for the eval-
uation of photographic images. We follow the notation of Muller and Buffington who
first proposed to use S1 as a feedback signal in astronomical telescopes to compensate
for atmospheric seeing [12]. They used a modified Fresnel–Kirchhoff integral to prove
that the global maximum of S1 is obtained for zero aberration. Hamaker et al. offered an
alternative proof based on Fourier optics [13]. We first follow Hamaker’s line of thought
with a different notation. The optical transfer function OTF is the frequency response of
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an optical system:
Î (s) = OTF(s)Ô(s) , (3.2)

where I and O are the intensity distributions of the image and of the object, respectively,
and the symbol ˆ denotes the Fourier transform. The vector s denotes the spatial fre-
quency in the 2D frequency domain. Applying Parseval’s theorem to Eq. (3.1) and using
Eq. (3.2), we get:

S1 :=
Ï

I (x)2dx ∝
Ï ∣∣Î (s)

∣∣2
ds

∝
Ï ∣∣OTF(s)Ô(s)

∣∣2
ds ∝

Ï
MTF(s)2 ∣∣Ô(s)

∣∣2
ds , (3.3)

because the modulation transfer function MTF is equal to |OTF|. We use the proportion-

ality symbol ∝ to drop any constant multiplication factor.
∣∣Ô(s)

∣∣2
is the power spectral

density of the spatial frequencies of the object. Hamaker showed that the MTF of an
aberrated system for any spatial frequency is always smaller than its diffraction-limited
value [13]. This can also be proven by using Schwarz’s inequality [14]. Thus, indepen-
dently of the object, S1 is maximum for a diffraction-limited system. In this chapter, we
further investigate Eq. (3.3) and discuss two aspects: 1. what this equation implicates for
an aberrated system and 2. the dependence of S1 on the power spectral density of the
object.

The MTF is zero for frequencies higher than the cutoff frequency scut. Also, the MTF
is an even function symmetric about the origin [3]. Thus, the integration may be re-
stricted to the first quadrant of the frequency domain, and Eq. (3.3) can be written as:

S1 ∝
Ï scut

0
MTF(s)2 ∣∣Ô(s)

∣∣2
ds . (3.4)

3.4. BALANCING AN ABERRATED SYSTEM

The power spectral density of a point object is simply
∣∣Ô(s)

∣∣2 = 1. The substitution in
Eq. (3.4) yields:

S1,p ∝
Ï scut

0
MTF(s)2ds , (3.5)

where the subscript p (point) distinguishes it from Eq. (3.4). This equation can be ex-
pressed in words as the following:

When imaging a point object, the image-sharpness metric S1 is proportional
to the volume of the square of the MTF in the first quadrant of the frequency
domain.

The Zernike modes are orthogonal with respect to the wavefront variance σ2, which
means that adding a Zernike mode to the wavefront or increasing the amplitude of an
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existing Zernike mode will always increase σ2. As already mentioned, the Strehl ratio S
can be calculated from the wavefront variance if the aberration is less than about λ/8
RMS. Therefore, S is also orthogonal with respect to the Zernike modes near the diffrac-
tion-limit.

The situation changes if the aberration is more than λ/8 RMS. The Maréchal ap-
proximation becomes invalid and the Strehl ratio can be multiple-valued for the same
wavefront variance [15]. An increase of σ2 may lead to an increase of S instead of a de-
crease. This means that if the aberration cannot be fully compensated, the designer or
the operator of the optical system may be able to improve the Strehl ratio by inducing
further aberration, although this increases the wavefront variance. This technique is
called aberration balancing.

To demonstrate aberration balancing with Zernike modes using the image-sharp-
ness metric S1, we simulate the wavefront for different Zernike modes and calculate the
PSF, as described in Section 3.2. From the PSFs we then calculate the merit function
(MF) as a negative normalized version of S1:

MF :=−
Î

I (x)2dx(Î
I (x)dx

)2

Ï
dx . (3.6)

This is the opposite of the definition of the structural density factor of an image by Lin-
foot [16]. The minus sign converts the sharpness maximization to a minimization prob-
lem. The merit function of Eq. (3.6) results from dividing S1 of Eq. (3.1) by the square of
the total energy in the image plane, and by multiplying by the area of the image plane.
Conservation of energy ensures that the total energy in the image plane remains con-
stant independently of the aberration. This is valid for an infinitely large detector with
infinite dynamic range. Due to the finite detector area, the total energy is not constant.
It is therefore appropriate to use its square as normalization factor. This normalization
can also account for intensity variations and sensitivity fluctuations.

The multiplication by the area of the image plane renders the merit function a di-
mensionless quantity. After the normalization, MF ≤ 1. MF is worse (maximum for
MF = 1) if the intensity distribution is constant, which means that there is no contrast.

The discrete version of the merit function defined in Eq. (3.6) is:

MFdiscrete :=−
∑∑

I 2

(
∑∑

I )2 Nx Ny , (3.7)

where Nx Ny is the image area in pixel2. The summation occurs over a 1201×1201 pixel
grid for the point object. This equation is the same with the definition in Eq. (2.4) of
Chapter 2.

We show characteristic results in Fig. 3.3 as color-rendering plots of the merit func-
tion. These plots are 2D-cuts in the multi-dimensional Zernike domain, with the color
indicating the magnitude of the MF. The global minimum of the merit function is always
obtained for zero aberration.

Near the region of the global minimum, the contour lines of the merit function for
any pair of Zernike modes are either circles with center at (0,0) [see Fig. 3.3(a)] or ellipses
with foci along the Zernike axes and center again at (0,0) [see Figs. 3.3(b) and 3.3(c)]. This
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Figure 3.3: Color-rendering plots of the merit function for pairs of Zernike modes when imaging a point object.
The white contour lines near the global minimum are always circular or elliptical. The black contour lines for
large aberration are circular or elliptical only in (a). (a) The pair Z4/Z5. For a constant amplitude of Z5, MF
has a minimum always for z4 = 0 (e.g., the X mark for z5 = 0.7λ), and vice versa. (b) The pair Z3/Z4. When
|z4| ≥ 0.4λ, MF has two minima for opposite amplitudes of Z3 (e.g., the two X marks for z4 = 0.7λ). (c) The pair
Z4/Z11. When |z11| ≥ 0.25λ, MF has a minimum for a nonzero amplitude of Z4 (e.g., the X mark for z11 = 0.7λ).

means that the merit function is influenced independently by each Zernike mode, or in
other words, that the pairs of Zernike modes are orthogonal to each other with respect to
the merit function. Circular contour lines mean that the two Zernike modes have quan-
titatively the same effect on the merit function, and elliptic contour lines mean that the
two Zernike modes have different effect on the merit function. For small aberrations,
the Zernike modes are balanced with respect to the Strehl ratio (S), i.e., the effect of each
individual Zernike mode on the Strehl ratio is independent of the other Zernike modes
[3, 17]. Strehl ratio is a measure of the image quality when imaging a point source. There-
fore, it is related to our merit function. According to the Maréchal criterion, the range of
small aberrations is defined for Strehl ratio greater than 0.8. For Strehl ratio greater than

0.5 the following approximation is valid: S ≈ [
1−2π2(σ/λ)2

]2
, where σ is the standard

deviation of the wavefront and λ is the wavelength [3].
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For the pair of primary astigmatisms Z4 and Z5 in Fig. 3.3(a), the contour lines are cir-
cular for the whole amplitude range. This is also true for every pair of Zernike modes of
the same radial order and opposite azimuthal order, e.g., the two primary comas Z6/Z7 ,
and the two primary trefoils Z9/Z10 (not shown).

For other Zernike pairs, the contour lines may be circular or elliptical only near the
global minimum. The color-rendering plots in Figs. 3.3(b) and 3.3(c) show that for the
pairs Z3/Z4 and Z4/Z11 of sufficiently large amplitudes, the amplitude of one Zernike
mode that delivers the minimum merit function depends on the amplitude of the other
Zernike mode. For the pair of defocus (Z3) and astigmatism 0° (Z4) in Fig. 3.3(b) , we
detect an X-shaped valley. When |z4| ≥ 0.4λ, there exist two local minima of the merit
function which are obtained for opposite amplitudes of Z3. These two defocus Z3 am-
plitudes correspond to the two planes of tangential and sagittal focus. Also for the pair of
primary astigmatism 0° (Z4) and secondary astigmatism 0° (Z11) in Fig. 3.3(c), the min-
imum MF depends on the amplitudes of both Zernike modes. When |z11| ≥ 0.25λ, the
minimum merit function value is obtained for a nonzero amplitude of Z4.

We also calculated the MTF from the PSF. The subsequent calculation of the volume
of the square of the MTF in the first quadrant of the frequency domain (not shown) con-
firmed the results shown in Fig. 3.3 obtained with MF, as expected from Eq. (3.5). Further
discussion involving the wavefront, the PSF, and the MTF can be found in [18].

3.5. OBJECT-DEPENDENT ABERRATION BALANCING
Equation (3.4) is the key to understanding aberration balancing and it can be expressed
in words as the following:

The image-sharpness metric S1 weightens the square of the MTF by the power
spectral density of the object, for each spatial frequency. Maximizing S1, and
consequently minimizing the merit function MF of Eq. (3.6), is equivalent to

maximizing the weighted volume of MTF2
∣∣Ô∣∣2

in the first quadrant of the fre-
quency domain.

The power spectral density of an extended object is different from that of a point
object. This leads to object-dependent aberration balancing. For example, if the object
has low power spectral density in a particular range of spatial frequencies, the MTF may
be low in this frequency range as well, without severely impacting the merit function.

To demonstrate object-dependent aberration balancing, we use the planet–moon
object shown in Fig. 3.2(a) and simulate imaging with different aberrations, as described
in Section 3.2. In this case, the summation in the merit function of Eq. (3.7) occurs over
a 300×300 pixel grid for the planet–moon object.

Figure 3.4(a) shows the color-rendering plot of the merit function for the Zernike
modes of primary astigmatism 0° (Z4) and secondary astigmatism 0° (Z11) when imag-
ing the planet–moon object. This plot differs from Fig. 3.3(c), because the power spectral
density of the planet–moon object differs from that of a point object. The merit function
when z11 = 0.7λ is plotted in Fig. 3.4(b) (black dashed line). It corresponds to the black
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dashed line in Fig. 3.4(a). The minimum MF is obtained for z4 = 0.6λ. For comparison,
we also plot the MF when imaging a point object [red dotted line in Fig. 3.4(b), that cor-
responds to the black dashed line in Fig. 3.3(c)], which has a minimum for z4 = 0.7λ.
This clearly demonstrates that, when z11 = 0.7λ, the optimum amplitude of Z4 depends
on the object.

Figure 3.4: (a) Color-rendering plot of the merit function for the pair Z4/Z11, when imaging the planet–moon
object of Fig. 3.2(a). The white contour lines near the global minimum are elliptical. For large aberration
the black contour lines are no longer elliptical. (b) The black dashed line plotted against the left y-axis is a
cut through the black dashed line in (a) when z11 = 0.7λ. The red dotted line plotted against the right y-axis
corresponds to MF when imaging a point object and z11 = 0.7λ. It is a cut through the plot in Fig. 3.3(c). The
minima of the two plots (the X marks) are obtained for different amplitudes of Z4.

In Fig. 3.5, we simulate two aberrated images of the planet–moon object when z11 =
0.7λ. In Fig. 3.5(a), z4 = 0, which corresponds to the best (smallest) wavefront variance.
In Fig. 3.5(b), z4 = 0.6λ, which corresponds to worse (higher) wavefront variance but to
the best (minimum) merit function for uncompensated z11 = 0.7λ [the X mark of the
black dashed line in Fig. 3.4(b)]. Adding primary astigmatism 0° (Z4) in the presence of
secondary astigmatism 0° (Z11) leads to a sharper image. In Fig. 3.5(a), the planet and the
moon are indistinguishable. In Fig. 3.5(b), the moon is distinguished from the planet as a
small blob. The moon is better identified as a secondary peak in Fig. 3.5(c), which shows
the pixel profiles along the red lines of Figs. 3.5(a) and 3.5(b). In addition, structural
characteristics of the planet become recognizable in Fig. 3.5(b). These characteristics
are clearer in the diffraction-limited image [Fig. 3.2(b)].

Maximizing the MTF for 0.1 scut, which corresponds to the separation between planet
and moon, would lead to a worse (larger) merit function but an even sharper moon peak.
However, this would not be appropriate because imaging is about finding something
that is not known a priori. By minimizing the MF, the moon detection is possible without
the preknowledge of its existence.
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Figure 3.5: Simulated images with 0.7λ of secondary astigmatism 0° (Z11). (a) The amplitudes of all the other
Zernike modes are zero. The moon is hidden in the halo of the planet. (b) Adding 0.6λ of primary astigmatism
0° (Z4), the moon is distinguished from the planet as a small blob. (c) Pixel profiles along the lines of (a) and
(b). The moon appears as a secondary intensity peak for the dotted line that corresponds to (b). The image
becomes sharper, although the wavefront variance increases by adding Z4.

3.6. EXPERIMENTAL VERIFICATION

We employ the testbed described in Chapter 2 to test the simulation results. We experi-
mentally use a negative 1951 USAF test target as object. The highest line density of the
test target is 228 lp/mm, which should be transmitted by the testbed which has a theo-
retical cutoff frequency scut of 290 lp/mm for the wavelength of 633 nm.

To have a close comparison with simulation results, we simulate the incoherent
imaging of an extended object, as described in Section 3.2. Our new synthetic object
comprises sets of three horizontal and three vertical lines with linewidths of 50 pixels
and 20 pixels. The sets of bars with 50 pixels linewidth are rotated by 15° with respect to
the object coordinate system. The sets of bars with 20 pixels linewidth are parallel to the
object coordinate system and placed near the edges of the object. Thus, we span a wide
frequency content in the object. Figure 3.6(a) shows the diffraction-limited image of this
extended object. Figure 3.6(b) shows the color-rendering plot of the simulated merit
function for the Zernike modes of defocus (Z3) and spherical aberration (Z8). The global
minimum appears for zero aberration, as expected. An S-shaped valley is detected for
z8 > 0.4λ. This plot is comparable to the one in Fig. 3.4(a), since both show the merit
function for Zernike modes of the same azimuthal order and higher radial order [Z3 and
Z8 in Fig. 3.6(b), Z4 and Z11 in Fig. 3.4(a)].
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Figure 3.6: (a) The diffraction-limited image of the synthetic extended object used for comparison with the
experimental results. This object has sets of three horizontal and three vertical lines with linewidths of 50 pixels
and 20 pixels. The contrast is 88% for the bars with 50 pixels linewidth and 64% for the bars with 20 pixels
linewidth. The image size is 709×461 pixels. (b) Color-rendering plot of the merit function for the pair Z3/Z8,
when imaging this extended object.

In the experiment, the aberration generator, i.e, the first deformable mirror shown in
Fig. 2.1, is kept open-loop flattened. The aberration corrector, i.e., the second deform-
able mirror, is controlled by selecting a 99-Zernike vector and calculating the voltages
via the pseudoinverse of the interferometrically measured influence matrix [19], as de-
scribed in Section 2.3. There is no simple relation between the optical resolution and the
merit function. We find the region of the global minimum by visually ensuring that the
highest line density of the test target is resolved (see Fig. 2.2).

Figure 3.7(a) shows cuts through the 2D simulation results of Fig. 3.6(b). When z8 =
0.8λ, the minimum of the merit function is no longer for z3 = 0, but for z3 = 1.4λ. The
situation is similar for the experimental results, shown in Fig. 3.7(b). When z8 = 0.8µm,
the merit function has two minima, with the global minimum being for z3 = 1.9µm.

In both the simulation and the experiment, a nonzero value of z3 delivers the min-
imum (best) merit function for a sufficiently large value of z8. This corresponds to the
S-shaped valley of the simulated 2D plot of Fig. 3.6(b). The position and the shape of
this valley differ between the simulation and the experiment. We control the deform-
able mirror open-loop by setting its voltages. The piezoelectric hysteresis is compen-
sated open-loop using the Prandtl-Ishlinskii formalism, as described in [20], thus re-
duced from 15% to 2%. However, the residual, uncompensated hysteresis limits the sys-
tem performance. Therefore, the real surface of the mirror can deviate from the desired
surface. This reduces the repeatability of the merit function and renders the detection
of the valley in the merit function difficult. In addition, in the experiment we image the
central part of the negative 1951 USAF test target with the elements of groups 6 and 7
(with line densities from 64 lp/mm to 228 lp/mm). Thus, the spatial information of the
object differs between the simulation (the diffraction-limited image is shown in Fig. 3.6)
and the experiment (an image is shown Fig. 2.2). Further influences for the experimental
merit function are the non-normal incidence on the deformable mirror, uncompensated



3

54 3. MERIT FUNCTION LANDSCAPE

aberrations, system misalignments, and scenes in the object plane just outside the field
stop.

Figure 3.7: The merit function for changing defocus (Z3) with different values of spherical aberration (Z8). The
arrows in both plots indicate a valley outside the region of the global minimum. (a) Results of numerical sim-
ulations, when imaging the artificial extended object whose diffraction-limited image is shown in Fig. 3.6(a).
The plots are cuts through the Fig. 3.6(b). (b) Experimental results, when imaging the central part of the nega-
tive 1951 USAF test target with the testbed of Fig. 2.1. The step size is 0.1µm ≈ 0.16λ.

3.7. CONCLUSIONS
We have demonstrated aberration balancing with Zernike modes using an image-sharp-
ness metric defined as merit function in Eq. (3.6). To date, the term “aberration balanc-
ing” has been used to describe the minimization of the wavefront variance by deliber-
ately adding one or more Seidel modes to an aberrated system. Unlike Zernike modes,
Seidel modes are not balanced with respect to the wavefront variance. The Zernike
modes are orthogonal with respect to our merit function only near the diffraction limit,
i.e., for wavefront aberration of less than about λ/8 RMS. We have shown that for large
aberration, the merit function may be improved by adding specific Zernike modes. We
also call this effect “aberration balancing,” but instead of the wavefront variance, we link
it to the minimization of our merit function, i.e., to the maximization of the image-sharp-
ness metric. An experimental demonstration was presented in Section 3.6 for balancing
spherical aberration with defocus.

To the best of our knowledge, this is the first study exploring the landscape of an
image-sharpness metric away from the global optimum, i.e., in a severely aberrated sys-
tem. When imaging a point object, the merit function is proportional to the volume of
the square of the MTF in the first quadrant of the frequency domain, because the power
spectral density of a point object is a constant function. When imaging an extended ob-
ject, the square of the MTF is weighted by the power spectral density of the object, for
each spatial frequency. Therefore, the optimum amplitudes of the additional Zernike



3.7. CONCLUSIONS

3

55

modes depend on the power spectral density of the object, which leads to object-depen-
dent aberration balancing.

Object-dependent aberration balancing is of interest for severely aberrated adaptive
and active optics systems, where low-order Zernike modes can partially balance uncor-
rectable high-order Zernike modes, with amplitudes depending on the object. Using
this technique, previously unrecognizable characteristics of the object can become de-
tectable. In the simplified example of Fig. 3.5, inspired by astronomy, a moon that was
hidden in the halo of its planet comes into sight.

The image-sharpness metric is calculated from the intensity distribution in the im-
age plane and therefore no additional sensor is required. This also means that this con-
trol method is free from non-common path errors, which can affect systems that rely on
wavefront sensors.

Our results can be used to immediately improve the performance of wavefront-sen-
sorless adaptive and active optics systems that use the Zernike modes to control the
wavefront corrector and have to correct large aberration, i.e., more than λ/8 RMS. In
the simplest case, these systems sequentially optimize the merit function in separate
Zernike modes, e.g., in [21]. Figure 3.3 indicates that in the case of large aberration, a
single iteration of the Zernike modes is not sufficient to reach the global optimum of this
image-sharpness metric. Therefore, the algorithm should be adapted to account for the
merit function landscape.

Using this merit function is equivalent to maximizing the power spectral density of
the image. Aberration balancing can be also performed using Fourier-based metrics,
which allow noise filtering and contrast maximization for a particular range of spatial
frequencies.

Spurious resolution, appearing as contrast reversal, leads to decreased MTF for a
wide range of spatial frequencies, because the MTF is a continuous function. Our merit
function cannot distinguish between positive and negative MTF. Therefore, contrast
reversal may lead to a better merit function value. However, this can happen only for
objects with unnaturally sharp and narrow peaks in their power spectral density.
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4
EXTENDED-IMAGE-BASED

CORRECTION OF ABERRATIONS

In this chapter, we design and experimentally test an algorithm for guide-star-free, image-
based aberration correction. The algorithm is based on the heuristic hill climbing tech-
nique, taking into account the merit function landscape, as explored in Chapter 3. We
apply this algorithm in the testbed presented in Chapter 2. We compare the correction in
three different domains, namely the voltage domain, the domain of the Zernike modes,
and the domain of the singular modes of the deformable mirror. Through our systematic
experimental study, we find that successive control in two domains effectively counteracts
uncompensated hysteresis of the deformable mirror.

Parts of this chapter have been published in Proceedings of SPIE 10695 (2018) [1] and in Optics Express 26,
27161–27178 (2018) [2].
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4.1. INTRODUCTION
The analysis in Chapter 3 is the basis for the design of the aberration correction algo-
rithm. The algorithm consists of two heuristic routines and is discussed in Section 4.2.
We apply this algorithm in the testbed presented in Chapter 2. Section 4.3.1 studies the
sensitivity of the merit function near the global minimum with respect to variations of
the variables of the three different control domains, i.e., the voltage domain, the Zernike
mode domain, and the singular mode domain. In Section 4.3.2, we show the influence
of the residual hysteresis of the deformable mirror and demonstrate a combined con-
trol scheme that deals with it, accounting for the high dimensionality of the control do-
mains. Section 4.3.3 shows the experimental results of the systematic correction of single
Zernike aberrations. In Section 4.3.4, we compare the correction of a random aberration
in the Zernike mode domain and in the singular mode domain. Finally, Section 4.4 sums
up the experimental results and discusses the advantages of each control domain.

4.2. ABERRATION CORRECTION ALGORITHM
We set an aberrated surface at the aberration generator, i.e, the first deformable mir-
ror shown in Fig. 2.1. The aberration correction algorithm should then find the surface
of the aberration corrector, i.e., the second deformable mirror, that delivers the mini-
mum merit function, i.e., that maximizes the image sharpness. Our algorithm uses the
heuristic hill climbing technique; or rather, in this case of minimization problem, hill
descending. It is a model-free black-box optimization, i.e., the algorithm has no analytic
form of the MF in relation to the control variables ~u,~z, or~s.

The 2D-cuts of the merit function in the multi-dimensional Zernike space are cru-
cial for the algorithm design, revealing valleys that may slow down or trap the algorithm.
The global minimum is for zero aberration. A population-based global search algorithm,
such as an evolutionary algorithm, can in principle solve the problem fast and efficient.
However, the hysteresis left over after the open-loop compensation, discussed in the pre-
vious chapters, leads to low repeatability of the merit function, especially in the steep
region of the global minimum. Therefore, the performance of these population-based
algorithms in our system is limited. On the other hand, trajectory-based global search
algorithms that need large jumps, such as simulated annealing, experience problems, if
the actuators have hysteresis.

Our algorithm scans separately each variable, ensuring simple movements inside the
search space. We use two routines. The first routine is called steepest descent in separate
variables and is presented in routine 1 for the case of Zernike modes. This routine first
calculates the two-sided univariate differentials of the MF. It then runs a hill descending
optimization in the direction of the minimum negative differential, i.e. the steepest de-
scent. When this optimization has converged, this variable is removed from the search
space and the routine iterates through the rest of the variables. The steepest descent
routine ends when all the variables have been optimized, or when all the two-sided uni-
variate differentials are positive, i.e., the MF of the current point is smaller than the MF
of every candidate point.

We select the Zernike mode to be optimized after calculating all the two-sided uni-
variate differentials in order to avoid valleys caused by the nonorthogonality of the
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Routine 1 The steepest descent in separate Zernike modes.
N is the number of Zernike modes,~zi is the initial point, and ~q is the step size.

1: procedure STEEPEST DESCENT IN SEPARATE ZERNIKE MODES(N ,~zi , ~q)
2: define set E = {1, ..., N }
3: ~zo =~zc =~zi . optimum, current, and initial point in the Zernike space
4: calculate MF(~zo)
5: while E 6= ; do . Terminate when E is empty
6: for k ∈ E do . Find candidate points
7: ~zk+ = (

zo,1, . . . , zo,k +qk , . . . , zo,N
)

8: ~zk− = (
zo,1, . . . , zo,k −qk , . . . , zo,N

)
9: MF(~zk=p ) = min

k

{
MF(~zk+),MF(~zk−)

}
and~zc =~zk=p . p is the Zernike mode

for which the minimum MF among all candidate points is found
10: if MF(~zc ) < MF(~zo) then
11: descend hill in Zernike mode p in direction of steepest descent, till no fur-

ther improvement of MF
12: E = E −p and~zo =~zc . Reduce set of Zernike modes and replace optimum

point
13: else
14: break
15: return~zo , MF(~zo)

Zernike modes with respect to the merit function. Therefore, for example in the case
of pure spherical aberration, the algorithm will detect an improvement for changing the
defocus, but will prefer changing first the spherical aberration that leads to a larger im-
provement of the merit function. In the case of large aberrations, the algorithm descends
slowly with a zig-zag movement along valleys that are formed for a pair of Zernike modes,
e.g., the X-shaped valley for Z3 and Z4 shown in Fig. 3.3(b). The algorithm may also be
trapped in plateaus if the valley is flattened, or if the step size is not small enough. We
can prevent this by first using a global search algorithm to find the valley of the global
minimum and then using our steepest descent in separate Zernike modes to detect its
exact position.

The second routine is called cyclic coordinate descent. In this routine, the MF is also
separately minimized with respect to each variable but in a user-defined sequence. The
cyclic coordinate descent routine ends when all candidate points of a full cycle have
larger MF than the current point.

The first routine needs the two-sided differentials for every variable and chooses the
direction of the steepest descent. In the second routine, the user defines the sequence
in which the variables are optimized. Therefore, the convergence speed of the second
routine strongly depends on the initial point and the variable sequence, and is in general
slower than the first routine.

Both routines presented above are deterministic direct local search algorithms. De-
pending on the MF landscape, the initial point, and the step size, they may get trapped
in a local minimum and not return the global minimum. Therefore, in the first experi-
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ments of the next section, we study the sensitivity of our MF near the global minimum
to detect any other local minima.

4.3. RESULTS AND DISCUSSION
We used as object a negative 1951 USAF test target with an optical density ≥ 6 in the vis-
ible. An image captured with our testbed is shown in Fig. 2.2(a). The highest line density
of the test target is 228 lp/mm, which should be transmitted by the testbed and is almost
equal to its Rayleigh resolution limit (238 lp/mm). We preferred the 1951 USAF pattern
over the NBS 1963A pattern because it uses space more efficiently, allowing many spatial
frequencies to be in the image simultaneously. The region of interest for the calculation
of the merit function is the central part of the image, including the elements of groups 6
and 7, as in Fig. 2.2(b).

4.3.1. MERIT FUNCTION SENSITIVITY

We first studied the sensitivity of the merit function with respect to variations of the vari-
ables of the three different control domains (voltage domain, Zernike mode domain, and
singular mode domain) of the aberration corrector near the global minimum. For these
experiments the aberration generator was open-loop flattened by applying the opposite
of its initial surface deformation, which was measured by the phase-shifting interferom-
eter, as described in section 2.3. The global minimum for the aberration corrector was
found with a cyclic coordinate descent in the voltage domain, the Zernike mode domain,
or the singular modes domain. There is no simple relation between the optical resolution
and the merit function of Eq. (2.4). We characterized the region of the global minimum
of the MF by visually ensuring that the highest line density of the test target which is
near the diffraction-limited resolution limit was resolved. From that initial state, in each
experiment one variable was changed stepwise in a predefined range, first increasing to
the upper bound, then decreasing to the lower bound, and finally increasing to its initial
value. In each step the MF was calculated. Thus, in the resulting 1D-cuts of the MF we
can detect possible local minima that may trap a local search algorithm.

We varied the voltages of all 44 actuators by ±20V from their values at the global min-
imum of the merit function. This range corresponds to 1/20 of the operational voltage
range. The actuators are physically arranged in rings [3]. As can be seen in the inset of
Fig. 4.1, the actuator 1 is the inner actuator, the actuators 2 to 9 form the first ring, the
actuators 10 to 25 form the second ring, and the actuators 26 to 41 form the third ring,
which is outside of the clear aperture of the deformable mirror. Finally, the actuators
42 to 44 are at the outer mounting ring and serve for tip/tilt generation. The voltages of
the actuators of the same ring exhibit similar sensitivity. Therefore, only the sensitivity
plot for one actuator per ring and all actuators of the outer mounting ring are shown in
Fig. 4.1. The MF has a single minimum for U1 to U41. The sensitivity decreases as we
move to the outer rings. Later we discuss the plots for U42 to U44.

In the Zernike mode domain, we varied the amplitude of the Zernike modes up to
Z32 (quaternary astigmatism 45°) in the range of ±1µm from their values at the global
minimum of the merit function. The full sensitivity plot for Z7 (coma y) is shown in the
left side of Fig. 4.2. The MF for decreasing amplitude for each Zernike mode is shown
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Figure 4.1: The merit function in the voltage domain for the actuators 1, 9, 10, 27, 42, 43, and 44. The plots
are centered to the voltage values at the global minimum of the merit function. The solid line corresponds to
decreasing amplitude and the dashed line to increasing amplitude. The small difference between the two lines
is caused by residual uncompensated hysteresis. The inset at the lower right corner shows the actuator pattern
and numbering.

in grayscale in the right side of the figure. The low sensitivity of the MF to image shift is
apparent in the rows for Z1 (tip x) and Z2 (tilt y).

In the singular mode domain we varied the amplitude of the first 32 singular modes
in the range of ±1µm from their values at the global minimum of the merit function.
The full sensitivity plot for E8 is shown in the left side of Fig. 4.3. The MF for decreasing
amplitude for each singular mode is shown in grayscale in the right side of the figure.
The low sensitivity of the MF to image shift is again apparent in the rows for E1 and E2,
the first two singular modes which are combinations of tip and tilt, as shown in Fig. 2.4.

We first discuss the influence of image shift. The MF was calculated for the region
of interest, defined as a specific part of the CCD. Our MF is insensitive to an image shift
on a constant background, but it decreases when the shift moves the image outside the
region of interest. The background of our image is not constant and varies spatially, be-
cause the nominally black pixels have actually different nonzero values due to limited
contrast of the test target, diffraction, and residual aberrations. The MF depends also on
the phasing between the image and the CCD pixels, which changes with shift. The above
explain the nonconstant sensitivity plots of the MF for U42 to U44 in Fig. 4.1. The sensi-
tivity plots of the MF for the Zernike modes Z1 and Z2, and the singular modes S1 and
S2 that lead to image shift are also nonconstant, which is not apparent in Figs. 4.2 and
4.3 due to the scaling. Image registration would eliminate the dependence from image
shift. However, we do not currently apply it, because of its increased complexity. To min-
imize the effects of image shift we decouple the correction process from it, excluding the
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Figure 4.2: The merit function in the Zernike mode domain. Left: The full sensitivity plot for Z7 (coma y).
The solid line corresponds to decreasing amplitude and the dashed line to increasing amplitude. The small
difference between the two lines is caused by residual uncompensated hysteresis. Right: The MF for decreasing
amplitude from 1µm to −1µm in grayscale. Each row of the matrix corresponds to one Zernike mode from Z1
to Z32.

Zernike modes Z1 and Z2, and the singular modes S1 and S2 from our algorithm. In the
voltage domain, the influence matrix shows that every actuator, except actuator 1, pro-
duces image shift. The reason is that all actuators except this one are located off-axis and
therefore produce overall tip or tilt. We exclude the voltages U42 – U44 which contribute
almost exclusively to image shift. This procedure conforms with the common practice of
image stabilization using a separate tip/tilt mirror, e.g., the fine steering mirror in JWST.

Figures 4.1 to 4.3 show that near the global minimum the 1D-cuts of the merit func-
tion exhibit no other local minima and no plateaus. Therefore, our routines presented in
section 4.2 are appropriate for the minimization of the MF in all three control domains.
In [1] we further studied the merit function landscape, by examining 2D-cuts both nu-
merically and experimentally.

We emphasize the open-loop control of the deformable mirror, as described in sec-
tion 2.3. The shown voltage values, Zernike mode coefficients, and singular mode coef-
ficients were the inputs of the control system and did not necessarily correspond to the
actual mirror state. For the Zernike mode domain in particular, the use of the pseudoin-
verse CM after truncating the smallest singular values generates a voltage vector ~u that
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Figure 4.3: The merit function in the singular mode domain. Left: The full sensitivity plot for S8. The solid line
corresponds to decreasing amplitude and the dashed line to increasing amplitude. The small difference be-
tween the two lines is caused by residual uncompensated hysteresis. Right: The MF for decreasing amplitude
from 1µm to −1µm in grayscale. Each row of the matrix corresponds to one singular mode from S1 to S32. The
first 11 singular modes are shown in Fig. 2.4.

corresponds to the least-squares solution for the mirror surface. Therefore, the gener-
ated mirror surface in Zernike modes~zreal = IM~u differs from the desired mirror surface
~zdes, and the voltage vector minimizes the residual error |IM ~u −~zdes| [4]. For example,
the generation efficiency of the Zernike modes Z22 and Z23 (tertiary coma x and y, re-
spectively) is just 0.1 (see Fig. 2.3); this leads to the low sensitivity of the MF shown in the
corresponding plots in Fig. 4.2.

4.3.2. HYSTERESIS COMPENSATION

The sensitivity plots of the merit function of Figs. 4.1 to 4.3 are at the same time the
hysteresis loops of the MF, revealing any residual hysteresis after the open-loop com-
pensation using the Prandtl-Ishlinskii (PI) formalism we mentioned in section 2.3. We
quantify the hysteresis by using the 1D-cuts of the merit function near the global mini-
mum. We can use two quantities calculated between the decreasing and the increasing
part of the loop: the horizontal shift of the minimum of the MF, and the maximum hor-
izontal opening of the butterfly-like loop. Both quantities are given as ratio with respect
to the width of the control variable’s range. The loops are rather narrow (maximum hor-
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izontal opening of about 2.5%) in the voltage domain, and become slightly wider and
more complex for some modes in the Zernike mode domain and in the singular mode
domain, because of the concurrent actuation of more than one actuator.

Here we examine the reaction of our algorithm to hysteresis more closely. The left
side of Fig. 4.4 shows the sensitivity plots of the MF for the Zernike mode Z9 (trefoil 0°)
with and without the open-loop hysteresis compensation in the range (−2µm, +2.1µm)
from its value at the global minimum of the merit function. The horizontal shift of the
minimum of the MF is 4.9% with the open-loop PI hysteresis compensation, and 17%
without the open-loop PI hysteresis compensation. The horizontal shift means that we
can counteract the hysteresis by readjusting just the amplitude of the Zernike mode Z9.
The minimum of the MF also shifts vertically. The vertical shift, which is larger without
the open-loop PI hysteresis compensation, means that this hysteresis cannot be com-
pensated solely with Z9. The Zernike modes are orthogonal and the singular modes are
orthogonal as well. However, in the presence of hysteresis the voltage patterns that cor-
respond to different Zernike modes are no longer orthogonal and the same holds true
for the voltage patterns that correspond to different singular modes. This is obvious be-
cause the voltage pattern that creates a certain Zernike mode or singular mode is not
unique but depends on the previous state of the mirror. The width of the hysteresis loop
and the shift of the minimum of the MF varies among the Zernike modes and depends
on the number and the position of the actuated actuators, and on the voltage values.
The loop without hysteresis compensation for Z9 shown in the left side of Fig. 4.4 is the
most extreme of all low-order Zernike modes. For Z4 (astigmatism 0°) we only observed
a horizontal shift of the loop. For Z3 (defocus) and Z6 (coma x) a relatively small vertical
shift was observed.

From the above analysis we deduce that the actuation of a Zernike mode may induce
hysteresis that requires other Zernike modes for compensation. Therefore, we cannot
significantly reduce the dimensionality of the Zernike mode domain (nor of the singular
mode domain) for the aberration correction algorithm. The right side of Fig. 4.4 shows
another experiment that further demonstrates the influence of the residual hysteresis
on our testbed, which remains after the open-loop PI hysteresis compensation. With the
aberration generator open-loop flattened, we found the global minimum of the MF for
the aberration corrector with a cyclic coordinate descent in the Zernike mode domain.
We then successively set 100 random voltage patterns at the aberration corrector. Such
random voltage vectors are used by global search evolutionary algorithms. Finally, we
set again the voltages corresponding to the values at the previously found global mini-
mum of the MF. Due to the residual hysteresis, the merit function deviates by approxi-
mately 12% from its original minimum. We compensated this deviation by using a cyclic
coordinate descent in the Zernike modes Z3 to Z5 (defocus and the two primary astig-
matisms), followed by another cyclic coordinate descent in voltages. The algorithm in
the three low-order Zernike modes Z3 to Z5 improved the merit function fast and effi-
ciently by 9%, leaving a 4% deviation from the original minimum. The algorithm in the
voltage domain was significantly slower because the voltage search space has a larger
dimension than the Zernike mode search space, but converged to a merit function even
lower (better) than the original minimum. This is attributed mainly to high spatial fre-
quency deformation that could not be corrected in the Zernike mode domain in the first
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Figure 4.4: Left: Sensitivity plots of the MF for Z9 (trefoil 0°) with (blue solid line) and without (red dashed
line) the open-loop hysteresis compensation. The curves start at z9 = 0µm, and MF =−1.66 (blue) and MF =
−1.63 (red). The horizontal shift of the minimum of the MF is 0.2/4.1=4.9% (blue double-headed arrow) and
0.7/4.1=17% (lower red double-headed arrow), respectively. When the open-loop hysteresis compensation
is active, the maximum horizontal opening is equal to the horizontal shift of the minimum, i.e., 4.9% (blue
double-headed arrow). When the open-loop hysteresis compensation is inactive, the maximum horizontal
opening is 1.0/4.1=24% (upper red double-headed arrow). Right: Compensation of the residual hysteresis
with an algorithm in Z3 to Z5 (blue diamonds) followed by an algorithm in voltages (red circles). The white
horizontal scale bar in the lower right corner of the images is 31µm long.

search for the minimum. Another, though lesser, influence had the image shift that was
discussed in detail in the previous section.

4.3.3. CORRECTION OF ZERNIKE ABERRATIONS
In the next experiments, we show the correction of single Zernike aberrations. Before
each experiment, the aberration generator was open-loop flattened and we found the
global minimum of the merit function for the aberration corrector, as described in sec-
tion 4.3.1. An image was taken at this state of the two deformable mirrors and we call
this the “reference image.” Then, we applied to the aberration generator a single Zernike
aberration from the range Z3 (defocus) to Z10 (trefoil 30°) with 1µm amplitude. Finally,
we ran a steepest descent in the Zernike modes Z3 to Z10, followed by a cyclic coordinate
descent in the Zernike modes Z3 to Z32. The steepest descent corrects the largest part of
the aberrations. The cyclic coordinate descent performs the fine-tuning and compen-
sates for residual hysteresis and high-order deformations that cannot be represented by
the low-order Zernike modes Z3 to Z10. The results are summarized in Fig. 4.5. The
open-loop, nominally pure single-Zernike aberration produced by the aberration gener-
ator was predominantly corrected by the aberration corrector by the same Zernike mode
with opposite sign. This mode made up at least 95% of the squared amplitudes of the su-
perposition of Zernike modes that the algorithm produced. The nonzero values of other
Zernike modes are attributed to residual hysteresis and errors in the alignment and op-
tical conjugation between the two deformable mirrors. The MF of the corrected images
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was up to 55% lower than that of the aberrated images and in very good agreement with
the MF of the reference images (2.1% maximum deviation). Only when Z8 (spherical
aberration) had to be corrected there was a 10% residual deviation from the reference
image and the test target was not fully resolved. However, there was a 51% improvement
from the aberrated image. The generation of Z8 is expensive in terms of voltage and ac-
tuator dynamic range. This led to significant uncompensated hysteresis which included
high-order deformation that could not be fully corrected in the Zernike mode domain.
We could further improve the MF by using a cyclic coordinate descent in voltages (not
shown).

Figure 4.5: The results of the single Zernike aberration experiments of 1µm amplitude. Left: The output of the
correction process in Zernike modes in color code. Each column of the matrix refers to an experiment when
a single Zernike aberration was applied to the aberration corrector. Ideally the matrix would be diagonal with
all the diagonal elements equal to −1. To save space we do not show the modes Z15 to Z32, whose maximum
absolute value is 0.1µm. Right: The merit function of the reference images (black circles), the aberrated images
(blue diamonds), and the corrected images (red crosses).

In the next experiment, we set a superposition of Zernike modes at the aberration
generator. For the correction we applied two consecutive steepest descents in the
Zernike modes Z3 to Z10, followed by a cyclic coordinate descent in the Zernike modes
Z3 to Z32. In the example shown in Fig. 4.6, we set the aberration vector~zab =−0.8µm Z4

+ 1.0µm Z6 + 0.6µm Z9 − 0.5µm Z10, i.e., astigmatism 0°, coma x, trefoil 0°, and trefoil
30° with the corresponding amplitudes. The two runs of steepest descent corrected the
largest part of the aberrations, improving the MF by 35%. The cyclic coordinate descent
fine-tuned the image, further improving the MF by 5.8%. The amplitudes of the Zernike
modes of the aberration corrector were almost equal to those of the aberration generator



4.3. RESULTS AND DISCUSSION

4

69

with opposite sign, as shown in the right plot of Fig. 4.6. The only major exception is Z5

(astigmatism 45°), whose nonzero value is attributed to hysteresis and system misalign-
ments. The corrected MF was 43% lower (better) than the aberrated MF, and it deviated
by 2.6% from that of the reference image (not shown).

Figure 4.6: Left: Progress of the correction for a combination of Zernike modes. The steepest descents correct
fast most of the aberrations and the cyclic coordinate descent fine-tunes the image. The aberrated image and
the corrected image are shown. The white horizontal scale bar in the lower right corner of the images is 31µm
long. Right: The coefficient of the Zernike modes for the aberration generator (red unfilled bars) and for the
aberration corrector (blue filled bars).

4.3.4. CORRECTION OF ABERRATIONS PRODUCED BY RANDOM VOLTAGES

Here we compare the correction in the Zernike mode domain and in the singular mode
domain. As in section 4.3.3, the aberration generator was open-loop flattened before
each experiment, the algorithm found the optimum surface for the aberration corrector
and a reference image was taken. Then, we added a random voltage vector at the aber-
ration generator to create a superposition of the influence functions. Thus, the initial
point of our algorithm was away from the global minimum and we could study the in-
fluence of the complexity of the MF landscape on our algorithm. The left plot of Fig. 4.7
shows the voltage values obtained from the uniform random distribution in the interval
(−25 V, +25 V). To prevent image shift we used the influence matrix and set the Z1 (tip x)
and Z2 (tilt y) to zero. In the right plot of Fig. 4.7 we compare the performance of the
aberration correction in the Zernike mode domain and in the singular mode domain. In
each domain we ran a cyclic coordinate descent for the modes from 3 to 32. The op-
timum MF obtained in the Zernike mode domain was 16% lower (better) than that of
the aberrated image and deviated by 7.7% from that of the reference image (not shown).
The optimum MF obtained in the singular mode domain was 24% lower (better) than
that of the aberrated image and deviated by just 1.1% from that of the reference image
(not shown).
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Figure 4.7: Left: The voltages set at the aberration generator, randomly chosen in the interval (−25 V, +25 V).
Right: Comparison of the aberration correction in the Zernike mode domain and in the singular modes do-
main. The correction in the Zernike mode domain requires less evaluations for convergence of the MF, but
results in a poorer MF than the correction in the singular mode domain. The white horizontal scale bar in the
lower right corner of the images is 31µm long.

Both the used Zernike mode domain and the singular mode domain have the ad-
vantage of reduced dimensionality in comparison to the voltage domain. In the singu-
lar mode domain, the selection of the variables and the dimensionality reduction are
straightforward. The singular modes contribute to the mirror surface with a gain given
by their singular values. Thus, we can select the appropriate singular modes for the cor-
rection by inspecting the singular values (see Fig. 2.4) and add modes until we reach the
desired accuracy. In the Zernike mode domain, the selection of the variables is not triv-
ial. In this example, we chose all modes up to the Zernike mode Z32. Apparently this was
not enough in order to represent the superposition of the influence functions generated
by the random voltages of the aberration generator. We can increase the dimensionality
of the Zernike mode domain by adding more Zernike modes, at the expense of slower
convergence. By intuition we can select only the Zernike modes with high generation
efficiency (see Fig. 2.3). However, we thus may still not be able to generate the aberra-
tion created by a random voltage vector. There exists no clear indication how many and
which Zernike modes we should include in the correction of random aberrations.

On the other hand, there is always the possibility that the algorithm in the Zernike
mode domain got trapped in a local minimum. A random voltage vector leads to com-
plex aberrations in the Zernike mode domain and we cannot predict the MF landscape
by inspecting the simple 1D-cuts near the global minimum (shown in Figs. 4.1 to 4.3) or
even the 2D-cuts (shown in [1]).

4.4. SUMMARY AND CONCLUSIONS

With a view to the next generation of large space telescopes, we designed and built a
high-resolution imaging system as testbed for image-based aberration correction. Im-
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age-based aberration correction could be an alternative or a complement to wavefront
sensing via phase diversity as used by JWST and demonstrated on its testbeds [5, 6].

We reported the results of our systematic experimental study for control in three dif-
ferent domains, namely the voltage domain, the domain of the Zernike modes, and the
domain of the singular modes of our deformable mirror. Table 4.1 summarizes the iden-
tified advantages of each control domain. The image-sharpness metric applied as merit
function has no other local optima near the global optimum, allowing the use of a lo-
cal search algorithm. We demonstrated a combined control scheme that deals with the
residual hysteresis left over by a Prandtl-Ishlinskii compensation and with the high di-
mensionality of the control domains. Our algorithm corrected aberrations produced by
random voltages better when operating in the singular mode domain than in the Zernike
mode domain. We used two nominally identical deformable mirrors for aberration gen-
eration and aberration correction. This is an idealized, yet in many ways realistic, sce-
nario. The deformable mirror conjugated to the entrance pupil of a large space tele-
scope should be physically designed to compensate for the expected deformation of the
primary mirror by matching its singular modes to those of the primary mirror. The re-
quired demagnification would in this case restrict the aberration correction to a limited
field of view.

Table 4.1: The advantages of each domain for the wavefront-sensorless control of a deformable mirror (DM)
with hysteresis in an imaging system.

Advantages
Voltage domain - spans the full capability of the DM

- directly connected to the hysteresis
Zernike mode domain - associated with the optical performance

- possible, but nontrivial, reduction of search space
Singular mode domain - connected to the mechanical properties of the DM

- possible straightforward reduction of search space

We are currently testing the Data-based Online Nonlinear Extremum-seeker (DONE)
algorithm [7] in our testbed for the case of small aberrations. The DONE algorithm was
demonstrated for wavefront-sensorless adaptive optics in optical coherence tomogra-
phy [8] and has already been used with a multi-actuator adaptive lens that suffers from
hysteresis [9]. Our control can be further extended by using a model-based approach,
e.g., as proposed by Yang et al. [10]. Due to the nonlinearities caused by the hysteresis
of our deformable mirror, a model-free approach will still be required at the final stage.
However, the convergence speed is expected to increase significantly. In addition, other
merit functions can be tested, such as the generalized sharpness metrics proposed by
Fienup and Miller, which exploit the characteristics of the object [11]. This can become
particularly significant in the case of Earth observation, where the sharpness metric can
be optimally designed depending on the image type of the application (e.g., urban areas,
forests, maritime surveillance). In the current state of our testbed, the deformable mir-
rors require an external calibration stage for the measurement of their influence func-
tions and the characterization of their hysteresis. A more elaborate wavefront-sensor-
less approach would be able to calibrate the deformable mirror directly in the testbed,
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or in the space telescope after deployment, e.g., by using phase diversity and imaging a
well-known target, and thus would not require any direct wavefront measurement.
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5
SENSOR FOR DYNAMIC FOCUS

CONTROL OF A DEFORMABLE

MIRROR

The Photonics Laboratory recently presented a novel unimorph deformable mirror which
allows for dynamic focus shift with an actuation rate of 2 kHz. Such mirrors suffer from
hysteresis and creep. Therefore, they have to be operated in closed-loop. For this purpose,
we developed a defocus sensor based on an astigmatic detection system. In this chapter,
we present the sensor design and discuss its performance.

Parts of this chapter have been published in Applied Optics 59, 5625–5630 (2020) [1].
©2020 Optical Society of America. One print or electronic copy may be made for personal use only. Systematic
reproduction and distribution, duplication of any material in this paper for a fee or for commercial purposes,
or modifications of the content of this chapter are prohibited.
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5.1. INTRODUCTION
Conventional focus control relies on moving lenses. A recent innovative concept for laser
micromachining employs a galvanometer unit in combination with reflective optics to
translate angular movement into focus shift [2]. Adaptive optics (AO) can offer an alter-
native for dynamic focus control. A deformable mirror with high actuation rate and high
defocus stroke would eliminate moving parts and reduce the overall size. We recently
presented a novel unimorph deformable mirror that allows for an actuation rate of 2 kHz
and produces a focus shift of ∆z > 60mm using a 250 mm f-theta-lens [3, 4]. The mirror
is a highly underdamped system and is oscillating in response to a step impulse. The
overshoot and the settling time can be decreased by manipulating the input signal in
open-loop. However, piezoelectric creep and hysteresis require closed-loop operation.
In the past, we therefore used a chromatic confocal sensor to measure the displacement
of the back side of the mirror and fed it back to a PID controller. Now, we present a de-
focus sensor that can replace the chromatic confocal sensor and open the way towards
a commercial fast focus-shifter based on a deformable mirror.

Our defocus sensor is based on the astigmatic method that uses a cylindrical lens and
a four-element quadrant photodiode (4-QD) [5]. Astigmatic detection systems are com-
monly used in optical pickup heads to drive the autofocus servo system. Removing the
objective lens, an astigmatic detection system becomes sensitive to curvature instead of
displacement. The operation principle of the hybrid curvature and gradient wavefront
sensor of Paterson and Dainty [6] is similar to an autofocus servo system.

The standard astigmatic method has a single setpoint. By performing calibration
against a known reference, the working range of an astigmatic detection system can be
extended. This approach has been already applied for thickness measurement [7] and
displacement measurement [8]. In this chapter, we use the same approach for defocus
sensing. A 4-QD is placed at the focal plane of a tilted focusing lens, and the acquired sig-
nal is calibrated against a reference sensor by fitting a cubic polynomial. We first briefly
review the astigmatic method and describe the optical setup for dynamic defocus sens-
ing. Then we discuss the design of our defocus sensor, measure its step response, and
perform the calibration. Finally, we test its precision, validate its frequency performance,
and comment on its accuracy and noise characteristics.

5.2. ASTIGMATIC METHOD
The astigmatic method is used for real-time autofocus in optical pickup heads. The
method is described in detail by Cohen et al. in [5]. A collimated laser beam is focused
by an objective lens onto a reflective surface. When the surface is at the focal plane of
the objective lens, the back-reflected beam is also collimated. Then, a lens focuses this
beam onto a detector placed at its focal plane. A displacement of the reflective surface
from the focal plane of the objective lens leads to a noncollimated back-reflected beam.
In this case, the beam diameter at the detector increases with increasing wavefront cur-
vature, i.e., with increasing displacement of the reflective surface from the focal plane
of the objective lens. However, the beam diameter does not give the sign of the wave-
front curvature and cannot drive the autofocus servo system. To resolve the ambiguity, a
cylindrical lens is placed in the path of the back-reflected beam. The combination of the
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cylindrical lens with the focusing lens creates two elongated astigmatic foci with perpen-
dicular orientations. When the reflective surface is in focus, the circular beam profile of
the circle of least confusion is detected. The astigmatic foci correspond to opposite dis-
placements. They can be distinguished by using a 4-QD as detector and evaluating the
following signal:

sc = (I A + IC )− (IB + ID )

I A + IB + IC + ID
, (5.1)

where I A , IB , IC , and ID are the currents of the elements of the 4-QD, that are arranged
in anticlockwise order, as shown in the insets of Fig. 5.1. The autofocus servo system
moves the objective lens in real-time, until the signal of Eq. (5.1) becomes zero, i.e., until
the reflective surface is exactly at its focal plane.

If we remove the objective lens and replace the reflective surface by a deformable
mirror, the wavefront of the back-reflected beam depends on the curvature of the de-
formable mirror. This way, the astigmatic method becomes sensitive to curvature in-
stead of displacement. Paterson and Dainty used this principle for their hybrid curvature
and gradient wavefront sensor [6] which measures the local curvature of the wavefront
in every subaperture of an astigmatic lenslet. That sensor works equivalently to the aut-
ofocus servo system, by trying to zero out the signal of Eq. (5.1). Therefore, their sensor
is appropriate for closed-loop AO for aberration correction.

The signal of Eq. (5.1) is called position error signal or focusing error signal, in the
context of optical pickup heads. We call it curvature signal (sc ) as in [6], deemed more
appropriate for our application.

Simulated curvature signals with varying defocus are shown in Fig. 5.1 for three astig-
matism values. They all own a characteristic S-shape, being linear at a small range
around the focus and becoming nonlinear for a defocus. For a specific range around
the focus the curvature signal is a strictly monotonic function of defocus. This range is
called the lock-on range and defines the maximum allowed defocus that an autofocus
servo system can restore. Outside the lock-on range, the monotonicity of the curvature
signal changes, with two different values of defocus leading to the same curvature sig-
nal. Due to this ambiguity, the working range of the astigmatic method is restricted to
the lock-on range.

As shown in Fig. 5.1, increasing astigmatism leads to wider lock-on range at the cost
of lower slope of the curvature signal around zero defocus, i.e., reduced sensitivity.

5.3. EXPERIMENTAL SETUP
Figure 5.2 shows our setup for dynamic defocus sensing. A collimated beam from a
633 nm He–Ne laser is reflected off a unimorph deformable mirror. A commercial chro-
matic confocal sensor is placed on the backside of the mirror, and measures the dis-
placement of its center. The back-reflected beam is focused onto the center of a 4-QD
by a plano-convex lens with a diameter of 2 ′′ and a focal length of 175 mm. The lens is
tilted by 23° to induce astigmatism. The astigmatism in the plane of the lens amounts
about −21λ, for a plane wavefront of 14 mm diameter, as estimated from ZEMAX. Since
the tilted lens creates vertical astigmatism (Z4 in the used Zernike notation), the 4-QD
is rotated by 45°, as shown in the inset of Fig. 5.2. An analog circuit reads out the signals
from the 4-QD and manipulates them to produce the curvature signal. For the readout
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Figure 5.1: Simulated curvature signals for different values of astigmatism 45°, Z5 using the notation of Wyant
and Creath [9], as presented in Section 1.2. The z5 coefficient is 1λ (blue dashed line), 2λ (black solid line) and
3λ (red dash dot line). The defocus amplitude corresponds to Z3 in the used Zernike notation. At the top, the
PSF is shown in relation to the 4-QD for three defocus values, with constant astigmatism.

of the analog voltages from the chromatic confocal sensor and from our defocus sensor
we use a PicoScope 2204A with 8-bit resolution.

The deformable mirror is based on the unimorph mirror technology, which has been
developed in the past at the Photonics Laboratory for the correction of aberrations in
high-power lasers [10, 11]. The actual deformable mirror has been developed for dy-
namic focusing in the frame of an industrial project [3, 4]. Its active optical aperture of
14 mm comprises one central actuator, that is used to generate defocus. Eight further
actuators in a ring outside the active optical aperture with a width of 6 mm can be used
to generate astigmatism. The actuators are driven in the voltage range from −150 V to
+150 V. The dielectric HR-coating of the glass substrate has a reflectivity of >99.998%
ensuring high power-handling capability.

In this study, we keep all eight actuators of the outer ring grounded and only actuate
the central actuator to generate defocus. We couple the actuation of the central actua-
tor with defocus sensing, as measured by the two sensors: our defocus sensor and the
chromatic confocal sensor.

5.4. DEFOCUS SENSOR
Our defocus sensor is based on the astigmatic method described in Section 5.2. To the
best of our knowledge, this is the first time that the whole lock-on range of the curva-
ture signal is used for defocus sensing. For comparison, the hybrid curvature and gradi-
ent wavefront sensor from Paterson and Dainty [6] operates in the approximately linear
range around the zero of the curvature signal. The setpoint for a controller using that
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Figure 5.2: Our optical setup for dynamic defocus sensing. The dashed lines enclose the two sensors: our new
defocus sensor and the commercial chromatic confocal sensor used for the calibration.

sensor for the feedback signal can take only one value, i.e., for the zero of the curvature
signal. Therefore, that sensor is ideal for aberration correction in closed-loop. On the
contrary, the specifications for our defocus sensor require a working range instead of a
working point. The setpoint for a controller using our sensor can take values from a wide
range, each corresponding to a different value of the curvature signal within the lock-on
range.

The 4-QD is an off-the-shelf quadrant silicon PIN photodiode with dimensions 3 mm
× 3 mm from Hamamatsu [12]. The defocus sensor has to operate at about 10 kHz. Since
the bandwidth requirements are relatively moderate, the photodiode is operated in the
photovoltaic mode (zero bias) to decrease noise levels. The analog circuit is self-built.
The transimpedance amplifier is built around a quad operational amplifier TL074, with
gain resistors of 120 kΩ and feedback capacitors of 15 pF, leading to a theoretical cutoff
frequency of about 90 kHz. The voltage signals that originate from the four elements of
the photodiode are further manipulated to produce a signal proportional to the curva-
ture signal defined in Eq. (5.1). Two summing amplifiers are realized by a dual opera-
tional amplifier TL082. The combination of an analog multiplier AD633 and an opera-
tional amplifier AD711 in a feedback loop performs the voltage division.

As shown in Fig. 5.1, increasing astigmatism increases the lock-on range. Instead
of adding a cylindrical lens, we induce astigmatism by tilting the focusing lens. Apart
from astigmatism, the tilting results in additional aberrations, primarily coma. ZEMAX
simulations show that these additional aberrations only cause a slight asymmetry in the
curvature signal, which is discussed later. The focal length of the focusing lens and the
tilt angle are selected based on three criteria. First, the lock-on range of the astigmatic
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method should closely match the working range of the deformable mirror. Second, the
spot size behind the lens should be large enough for sufficient sensitivity but not exceed
the dimensions of the 4-QD. Third, the overall size should be minimum. We found that
a focal length of 175 mm and a tilt angle of 23° meet these criteria. The second criterion
can be eliminated by producing a 4-QD with the necessary dimensions, should such a
defocus sensor become commercialized.

The focusing lens is placed at a distance of 175 mm, equal to one focal length, from
the deformable mirror. This way, the waist diameter behind the lens stays constant in-
dependently of the mirror defocus. The displacement of the mirror pupil from the lens
only has a weak influence on the defocus measurement, as long as the deformable mir-
ror induces only defocus and its distance from the lens is much smaller than the mirror’s
focal length. Should the focusing lens be placed farther away in the optical path, the
deformable mirror should be optically conjugated to the lens. The 4-QD is placed on a
linear translation stage to allow focusing, i.e., assigning the zero of the curvature signal
to the desired mirror defocus. The kinematic mount of the deformable mirror is adjusted
to move the focus spot at the center of the 4-QD. Finally, a 10 nm He–Ne filter in front of
the 4-QD eliminates stray light.

5.4.1. STEP RESPONSE
By switching the laser on, the step response of our sensor can be measured. In the plot
shown in Fig. 5.3, the curvature signal changes from 14.24 V, which is the sensor output
for no light, to −1.06 V, which is the curvature signal corresponding to a random mirror
defocus. With a sampling rate of about 800 kS/s, we measure a 90%–10% fall time of
19µs and a settling time of 32µs, with no oscillation. The step response resembles that
of an RC low-pass circuit. Therefore, the cutoff frequency can be calculated as f3dB ≈
(0.35/fall time) ≈ 18kHz, which is sufficient for our application. Our defocus sensor is at
least as fast as the values calculated from Fig. 5.3, because we neglected any rise time of
the laser power. The achievable bandwidth can be increased by decreasing the feedback
capacitance of the transimpedance amplifier and by operating the photodiode in the
photoconductive mode (with reverse bias).

5.4.2. CALIBRATION
To characterize the static performance of the deformable mirror, its influence functions
are measured with a high-resolution phase-shifting interferometer, and the surface is
fitted with 99 Zernike modes using the notation of Wyant and Creath [9], as presented in
Section 1.2. Assuming the mirror’s response is linear with voltage, the defocus amplitude
z3 per unit voltage is:

d[z3]

dU
≈−43.5nm/V, (5.2)

where U is the voltage of the central actuator. The RMS deviation from a sphere is cal-
culated to be 0.91 nm/V. For the voltage range from −150 to +150 V, the range of the
defocus amplitude is estimated to be ±6.53µm, and the maximum RMS deviation from
a sphere to be 0.14µm.

The curvature signal inside the lock-on range is a nonlinear function of the defo-
cus (see Fig. 5.1). Therefore, it has to be calibrated against a reference sensor. Our
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Figure 5.3: Experimentally measured step response of our defocus sensor. No oscillation is observed. The
90%–10% fall time is 19µs and the settling time is 32µs.

phase-shifting interferometer is too slow for real-time operation. Therefore, we use the
chromatic confocal sensor CHRocodile 2 SE from Precitec [13] as reference sensor. It is
placed on the backside of the deformable mirror and measures the displacement h of
its center from a reference distance that corresponds to flat mirror, with an axial reso-
lution of <10 nm and a bandwidth of 66 kHz. The calibration against this fast reference
sensor allows us to validate the high-frequency performance of our defocus sensor. The
calibration could also be performed against a standard wavefront sensor, e.g., a Shack-
Hartmann wavefront sensor, with sufficient dynamic range.

The output of the defocus sensor under no illumination is ±14.24 V, which is the
saturated output of the voltage division that depends on the supply voltages of the op-
erational amplifiers. The actual maximum and minimum values for the curvature signal
depend on the shape of the two elongated astigmatic foci and on the gains of the sum-
ming amplifiers. For the calibration, the curvature signal is normalized to its maximum
absolute value when the laser is turned on.

To perform the calibration, we actuate only the central actuator at a low actuation
frequency (quasi-static operation). Before each voltage step, we try to minimize the hys-
teresis by erasing the piezoelectric memory of the actuator. At each step, we measure the
curvature signal with our defocus sensor and the displacement of the mirror center with
the reference sensor. We assign to each measurement the average of 100 samples col-
lected at an interval of 100µs. As previously discussed, the maximum RMS deviation of
the wavefront from a sphere is 0.14µm when actuating the central actuator. Therefore, to
a good approximation, the mirror deformation in its optical aperture is spherical, lead-
ing to a linear relation between the displacement of the mirror center h and the defocus
amplitude z3. In our experiments, the electrodes of the outer ring are kept grounded.
However, they can also be statically actuated to compensate for the initial surface defor-
mation of the mirror, which is about 20 nm RMS, dominated by primary and secondary
astigmatism.
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Figure 5.4 shows the results of the calibration experiment. In Fig. 5.4(a), the voltage
output of the reference sensor shows a hysteresis of about 4%, an almost six-fold reduc-
tion from its original value, when the piezoelectric memory of the central actuator was
not erased before each voltage step. The voltage range of [−10V,10V] for the reference
sensor can be linearly translated to the range [−20µm,20µm] for the displacement h of
the mirror center: h(µm) = 2h(V), as defined in the sensor output settings.

Figure 5.4: (a) and (b) Outputs of the two sensors when the central actuator of the mirror is actuated. (c) The
curvature signal as a function of the output of the reference sensor. This curve is used for the calibration of the
defocus sensor over its working range (shown in red) which is defined as the inner 90% of the curvature signal
range.

From Fig. 5.4(a), the relation between h and the voltage of the central actuator U can
be approximated by:

d[h(V)]

dU
≈ 0.068V/V. (5.3)

The nonlinearity of the plot in Fig. 5.4(a) is caused by hysteresis. By combining Eqs. (5.2)
and (5.3), we come up with an approximate linear relation between the wavefront defo-
cus and h, with slope:

d[z3]

d[h(V)]
≈ 0.64µm/V ≈ 1.01λ/V. (5.4)

In the following, the performance of the defocus sensor is evaluated by h in voltage units,
which is measured directly. Equation (5.4) can be used to estimate the corresponding
values in terms of wavefront defocus.

Figure 5.4(b) shows the voltage output of our defocus sensor, i.e., the curvature sig-
nal, where the hysteresis is also apparent. As verified by ZEMAX simulations, the lens
tilting leads to an asymmetry between the two elongated astigmatic foci. This causes the
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maximum absolute curvature signal sc to be larger for a concave mirror, i.e., negative
sc , than for a convex mirror, i.e., positive sc , and thus leads to an asymmetry as seen in
Fig. 5.4(b). However, this asymmetry does not influence the operation of our defocus
sensor after the calibration.

In Fig. 5.4(c), the curvature signal is plotted against the output of the reference sen-
sor. This plot can be compared with Fig. 5.1. Assuming that the reference sensor is per-
fectly linear, the nonlinearity of this curve is only due to the curvature signal. We define
the working range of our sensor as the inner 90% of the curvature signal range, which
corresponds to about 75% of the lock-on range [shown in red in Fig. 5.4(c)] or a dis-
placement range for the mirror center of about 24µm. We perform a cubic polynomial
regression fit to express the displacement as a function of the curvature signal:

hfit(V) = 2.2964 s3
c +2.1327 s2

c +6.8094 sc −1.8621. (5.5)

The adjusted coefficient of correlation R2 of this fit is 99.3%. Combining Eqs. (5.4) and
(5.5) the wavefront defocus can be expressed as a function of the curvature signal.

5.4.3. PERFORMANCE
We test the precision of the calibration, by comparing the displacement hfit(V) calcu-
lated from our sensor by the calibration fit of Eq. (5.5), with the displacement hmeas(V)
measured by the reference sensor. For each measurement, we again actuate only the
central actuator with different voltage steps at a low actuation frequency. The residuals
hfit −hmeas for three repetitions over the whole voltage range of the central actuator are
shown in Fig. 5.5. The maximum residual is 114.5 mV. The total RMS error of 41.6 mV
is less than one count for the resolution of 78 mV in the voltage range ±10 V of the Pi-
coScope 2204A. The resolution enhancement is due to averaging 100 samples for each
measurement. The maximum residual corresponds to less than 1% and the RMS error to
less than 0.4% of the sensor working range.

Figure 5.5: Residuals of the calibration for three repetitions. The residuals appear scattered randomly around
zero.

Then, we demonstrate the high-frequency performance of our defocus sensor. The
deformable mirror is a highly underdamped system. Therefore, we expect that its step
response has an oscillating behavior. This is validated in the upper plot of Fig. 5.6 that
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shows the outputs of the defocus sensor and the reference sensor, measured at a sam-
pling rate of about 200 kS/s without averaging. The frequency spectra of the sensor out-
puts shown in the lower plot of Fig. 5.6 are obtained by taking the Fast Fourier Transform
(FFT) after applying a Blackman window. The spectra reveal the eigenmodes of the mir-
ror. The spectrum of our defocus sensor strongly resembles that of the reference sensor
especially for a frequency up to 4 kHz. The frequencies of the eigenmodes estimated by
either sensor coincide. The defocus sensor is noisier, due to additional high-frequency
oscillations at about 7.3 kHz and 7.7 kHz, which do not appear in the spectrum of the
reference sensor. The source of these oscillations will be studied in the future. A flat-top,
Hamming or Gaussian window for the calculation of the FFT all give the same frequen-
cies for the eigenmodes of the mirror. Therefore, their detection is independent of the
selection of the window type.

Figure 5.6: Upper: Outputs of the defocus sensor and the reference sensor for step actuation of the mirror. The
signals are scaled and transposed in y-axis to increase visibility. Lower: The frequency spectra of the mirror
step response as measured by the two sensors reveal eigenmodes of the mirror at 2.86, 3.29, and 3.43 kHz.

Strong oscillations can drive the curvature signal outside the lock-on range of the
defocus sensor. Therefore, the overshoot and the oscillating behavior of the mirror step
response have to be suppressed. This can be achieved by using a combination of the
command shaping and input shaping methods, whose implementation is discussed in
detail in [4]. In short, these methods manipulate the input signal of an underdamped
system in a way that suppresses the relaxation oscillations.

5.4.4. ACCURACY AND NOISE

The systematic error from the displacement measurement propagates to the curvature
signal. If the laser intensity does not change from its value during the calibration, errors
due to the photodiode misalignment and nonlinearities due to offset and gain errors of
the electronics are eliminated. The systematic error of the displacement measurement
is caused by the systematic error of the reference sensor itself, e.g., its linearity error
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and pitch error, and by the positioning of the reference sensor, i.e., whether it measures
perfectly perpendicularly and exactly at the center of the mirror.

We further investigate the noise of our defocus sensor. For a random mirror defocus,
the peak-to-peak voltage of the defocus sensor is 145 mV, with 20.9 mV RMS, measured
in the voltage range ±2 V of the PicoScope 2204A. For comparison, under the same mea-
surement conditions the peak-to-peak voltage of the reference sensor is 127 mV, with
16.6 mV RMS. We consider this fluctuation to be white noise, since it has an almost
flat frequency spectrum. The peak-to-peak noise for the two sensors differs by just one
count for the resolution of 16 mV of the PicoScope in that voltage range. Under a random
stepwise mirror actuation, the signal-to-noise ratio of the defocus sensor is 15.64 dB and
of the reference sensor is 15.79 dB.

5.5. CONCLUSION
In this chapter, we presented a simple, fast defocus sensor for dynamic focus control
of a deformable mirror. The sensor is based on the astigmatic method and its working
range can be adjusted to fit the required defocus working range. The sensor requires
calibration against a reference sensor.

The sensor meets the performance requirements. In our implementation, it has a
bandwidth of at least 18 kHz. Its accuracy depends on the reference sensor, and its pre-
cision error is less than 0.4% over its working range, currently limited by the resolution of
the measurement device used for the calibration. Its high-frequency performance and
noise level are comparable to those of the commercial reference sensor.

Such a defocus sensor opens the way towards an accurate and precise commercial
fast focus-shifter based on a deformable mirror.

For a cw-laser, the defocus sensor can be fed with a small percentage of the laser
beam, e.g., from the transmittance of an HR mirror, without using the beam splitter
shown in Fig. 5.2. Alternatively, the sensing can be realized by using a small coherent
laser diode to generate the feedback signal for the closed-loop control of the deform-
able mirror. In the latter case, the compensation of noncommon path errors between
the sensing path and the path of the user laser beam requires an additional calibration
method.

Due to the sensor nonlinearity, either the forward calibration model has to be applied
in the feedback loop, or the inverse calibration model has to be applied in the reference
input. Depending on the bandwidth requirements, the calibration can be implemented
by real-time calculation or by a lookup-table. In the case of laser micromachining, an
outer feedback loop can validate the proper focusing onto the workpiece and manipu-
late the reference input for the inner feedback loop, i.e., the setpoint for the deformable
mirror defocus.

The used deformable mirror can dynamically adjust defocus and astigmatism, both
of which are affected by piezoelectric creep and hysteresis. Although the proposed sen-
sor can effectively track the mirror defocus, a different approach should be developed
to allow simultaneous sensing of both mirror defocus generated by the central actuator,
and mirror astigmatism generated by the eight actuators of the outer ring. This remains
open for future work.
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6
CONCLUSIONS AND

RECOMMENDATIONS

This chapter concludes the thesis by summarizing its most important findings and their
scientific and technical implications. The last section recognizes limitations of the contri-
butions and proposes future developments.
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6.1. CONCLUSIONS
Unimorph deformable mirrors have several features that can be exploited in adaptive
and active optics applications, such as scalability, low diffraction losses, and high power-
handling capability. Nevertheless, their actuators suffer from piezoelectric hysteresis,
which is significantly larger than the hysteretic behavior of most other actuators. In the
frame of this thesis, we studied and developed control methods to enhance the perfor-
mance of adaptive and active optics systems based on unimorph deformable mirrors
by reducing the influence of hysteresis, primarily, and of creep. This section is comple-
mentary to the conclusion sections of the previous chapters, summarizing their most
important findings.

6.1.1. EXTENDED-IMAGE-BASED ABERRATION CORRECTION
Image-sharpness metrics were proposed in the early 1950s to assess the quality of pho-
tographic and television images [1, 2]. Since the early days of adaptive optics, such met-
rics were suggested for image-based aberration correction using a point object or an ex-
tended object [3]. However, with the development of more sophisticated methods, such
as the phase diversity [4] and other focal plane wavefront sensing techniques, these met-
rics have more or less fallen into oblivion.

In Chapter 2, we presented the testbed that we built for testing algorithms for im-
age-based aberration correction. In this testbed, a deformable mirror corrected aberra-
tions generated by another deformable mirror at its conjugate plane. This experimental
process is an advancement from experiments where the deformable mirror has to cor-
rect only a static external aberration or its own random aberration, e.g., as in [5, 6]. It
is also a more realistic scenario in comparison to setups where a spatial light modu-
lator (SLM) generates the aberration, e.g., as in [7, 8], because the deformable mirror
conjugated to the entrance pupil of a large space telescope should physically match the
expected deformation of the primary mirror. In addition, the aberration generated by a
nominally identical deformable mirror should in principle be fully correctable.

We extensively studied the most common image-sharpness metric as a merit func-
tion for image-based aberration correction. In Chapter 3, we showed how such correc-
tion differs from the classical approach of minimizing the wavefront variance. Near the
global optimum, i.e., for a diffraction-limited system, the image-sharpness metric is a
convex function of the Zernike modes. We showed that this is no longer the case away
from the global optimum, i.e., in a severely aberrated system. From the 2D plots of spe-
cific pairs of Zernike modes no other local optima or stationary points were detected.
Nevertheless, the metric is nonconvex and may be improved by adding specific Zernike
modes, i.e., by adding further aberration to the system. We call this effect “aberration
balancing” from the namesake effect for the minimization of the wavefront variance.

The sharpness-based aberration balancing is object-dependent, because it depends
on the power spectral density of the object. As a result, in a situation where the wave-
front corrector cannot produce the required wavefront, image-based and wavefront-free
control can find a better solution than wavefront-based methods that measure the aber-
ration and try to compensate it. In the presence of field-dependent aberrations, im-
age-based control can be applied in different image regions and thus achieve optimal
performance for different field angles. For example, when trying to resolve a double star,
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the region of interest will be a small region of the image. Thus, the active optics should
correct a narrow field of view. On the other hand, when observing star clusters and neb-
ulas, a larger image region should be corrected, and the correction should be balanced
over a wide field of view. Image-based and wavefront-free control typically requires less
optical elements than wavefront-based control, but is slower. However, this is not con-
sidered a significant drawback for space active optics, which operate at a bandwidth
lower than 0.1 Hz that should align the optical telescope, and correct for constant and
slow-changing errors.

These results can improve the performance of wavefront-sensorless adaptive and ac-
tive optics systems that use the Zernike modes to control the wavefront corrector and
have to correct large aberration, i.e., more than λ/8 RMS. We explained why a single se-
quential optimization of the image-sharpness metric in separate Zernike modes is not
enough to reach the global optimum. The control algorithm should be adapted to ac-
count for valleys and plateaus in the merit function landscape. In Chapter 4, we de-
signed such an algorithm based on the heuristic hill climbing technique and used it in
our testbed to compare image-based aberration correction in three different control do-
mains, namely the voltage domain, the domain of the Zernike modes, and the domain of
the singular modes of the deformable mirror. We showed that the actuation of a Zernike
mode may induce hysteresis that requires the actuation of other Zernike modes for com-
pensation. This means that we cannot significantly reduce the dimensionality for con-
trol in the Zernike mode domain. We demonstrated a combined control scheme that
deals with the residual hysteresis left over by the open-loop compensation and with the
high dimensionality of the control domains. Moreover, we experimentally verified and
proved the intuition that the control in the domain of the singular modes of the deform-
able mirror is advantageous for the correction of random aberration in comparison to
the domain of the Zernike modes. This result hints against the impetuous use of Zernike
modes for any wavefront-sensorless control system. The Zernike modes are arranged
in decreasing order of power spectrum, but there exists no clear indication how many
and which Zernike modes should be included in the correction of random aberrations.
Therefore, the singular modes of the wavefront corrector are a preferable domain, since
they are connected with its mechanical properties and offer a straightforward way for
dimensionality reduction.

6.1.2. SENSOR FOR DYNAMIC FOCUS CONTROL

In the second part of the thesis, we designed and built a simple and fast defocus sen-
sor. The sensor was presented in Chapter 5. It had a bandwidth higher than 18 kHz and
met the performance requirements for dynamically controlling a unimorph deformable
mirror that allows for an actuation rate of 2 kHz. The mirror is affected by piezoelectric
creep and hysteresis and has to be operated in closed-loop. The sensor’s high-frequency
performance and noise level were comparable to those of a commercial chromatic con-
focal sensor. This sensor opens the way towards an accurate and precise commercial fast
focus-shifter based on this deformable mirror.
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6.2. RECOMMENDATIONS FOR FUTURE WORK
The methods studied and developed in the course of this thesis are by no means self-
contained and self-sufficient. This section paves the way forward for implementing
these methods in real applications, by summarizing the most important recommenda-
tions for future work. This section is also complementary to the conclusion sections of
the previous chapters.

6.2.1. EXTENDED-IMAGE-BASED ABERRATION CORRECTION
We studied image-based and wavefront-free control methods under idealized condi-
tions in both simulation and experiment. The robustness of these methods to noise
remains to be verified. Our simulations in Chapter 3 have to be repeated using images
with random noise. On the other hand, our experiments in Chapters 3 and Chapter 4
were performed with a high-contrast artificial object. Follow-up experiments can make
use of a more realistic scene as extended object, i.e., by implementing an OLED dis-
play for projecting scenes with various spatial frequency contents and contrast levels.
Image-based and wavefront-free control can be combined with image-based wavefront
sensing, where first the latter corrects the larger amount of aberrations and then the for-
mer performs the fine-tuning.

The James Webb Space Telescope (JWST), currently planned for launch in autumn of
2021, will use imaged-based wavefront sensing. The first relevant techniques were devel-
oped in the early 1990s for detecting the wavefront error of the Hubble Space Telescope
and designing its corrective optics space telescope axial replacement (COSTAR) instru-
ment [9]. Nevertheless, these techniques will be critical for the successful alignment
and the proper operation of the JWST [10]. Although image-sharpness metrics are not
planned for the JWST, we argue that they could compliment the wavefront-based control
for correcting misalignment and internal errors within each scientific instrument [11]. A
more modest but still promising approach would be using image-sharpness metrics to
monitor the performance of its Near Infrared Camera (NIRCam), similar to a successful
implementation of the Cramér-Rao image-sharpness metric in the astrometric and pho-
tometric mission of the Gaia satellite [12]. We consider that such metrics can become an
essential part of the active control of segmented mirrors and deformable mirrors in the
planned and future large space telescopes.

In our experiments we used two nominally identical deformable mirrors for aberra-
tion generation and aberration correction. This is an idealized scenario for the case of
a large space telescope, since we neglected the demagnification from the large primary
mirror to the small deformable mirror. The required demagnification will restrict the
aberration correction to a limited field of view. A formal theoretical and experimental
study of any limitations that the image-based and wavefront-free control methods may
have in comparison to the wavefront-based ones remains open for future work.

6.2.2. SENSOR FOR DYNAMIC FOCUS CONTROL
The accuracy of the defocus sensor intrinsically depends on its calibration against the
reference sensor. Its precision error is currently less than 0.4% over its working range and
can be improved by performing the calibration with a higher-resolution measurement
device.
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The closed-loop control of the deformable mirror using the defocus sensor for the
feedback signal remains still to be demonstrated. Depending on the bandwidth require-
ments, the calibration can be implemented by real-time calculation or by a lookup-ta-
ble. In principle, strong oscillations can drive the defocus sensor outside its working
range. However, prefiltering the actuation signal with the command shaping and the in-
put shaping methods can effectively suppress the overshoot, as discussed in [13]. Thus,
the oscillating behavior of the mirror step response is not expected to hinder the sensor’s
performance.

The used deformable mirror can dynamically adjust astigmatism in addition to de-
focus. Although the proposed sensor can effectively track the mirror defocus, a differ-
ent approach should be developed to allow simultaneous sensing of mirror astigmatism
alongside defocus. This remains open for future work.
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