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Abstract
While millions of people world wide suffer from arterial diseases, such as peripheral arterial disease,
there are a limited number of methods that can be used to diagnose and track these diseases which
are also easy, quick and non-invasive.

This work focuses on what is needed to improve diagnosing and tracking of peripheral arterial dis-
ease (PAD) using visualisation techniques. Visualising the blood flow pulsation in the skin can be useful
in cases of arterial diseases, as the diseases can influence the blood flow by obstructions and arterial
stiffness. The main objective in the visualisation is to show the acceleration of the blood flow, as this
is linked to the arterial stiffness.

The proposed algorithm for visualising the acceleration of the blood flow is comprised of multiple
steps, including techniques such as motion reduction, Eulerian video magnification, remote photo-
plethysmography signal extraction and using the second derivative. The input of this algorithm are
videos of the skin of patients, this makes this method easy and non-invasive.

Photoplethysmography (PPG) signals are present in videos of skin, but can not be seen with the
naked eye. Using Eulerian video magnification the PPG signals are amplified for better processing
and visibility. By combining groups of pixels into small patches, a decrease in processing time is
achieved and it adds a filtering effect. The size of the patches controls the resolution of the visuali-
sation. Movement from the camera or patient is detrimental when extracting the PPG signal from the
video. To counteract the motion in the videos a motion reduction step, using optical flow, is applied.
Using the Plane-orthogonal-to-skin (POS) algorithm, the signal extracted from videos is converted to a
PPG signal. Calculating the second derivative of the PPG signal gives the acceleration of the signal. By
splitting the acceleration signal into positive and negative numbers, the acceleration and deceleration
of the blood flow is visualised.

Synthetic videos simulating the skin were generated in various levels of accuracy to aid the devel-
opment of the algorithm and to conduct experiments. The levels range from a simple pulsating square
to a moving PPG signal over a blood vessel like structure. In addition, real videos of patients were
used.

The experiments show the feasibility of visualising the acceleration of the blood flow pulsation in the
skin, but also highlights areas of improvements and future research. More fine-tuning of the algorithm
is needed, in addition to acquiring more videos of patients with PAD before and after surgery in a
controlled environment.

A working proof of concept of the algorithm is shown. It has the potential of being a novel method
of diagnosing and tracking arterial diseases.
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1
Introduction

Currently there are millions of people suffering from arterial diseases, for example, peripheral arterial
disease (PAD). When PAD progresses it causes severe pain and other health problems. The main
principle of diagnosing peripheral arterial disease is by looking at the blood flow, as this is reduced by
occlusions, but also influenced by arterial stiffness. At this moment, the methods used to diagnose
PAD are limited and some are more invasive than others. Using duplex ultrasound is non-invasive and
shows the flow in colour, but has a limited field of view. Contrast angiography is currently considered
the golden standard, but requires the insertion of a catheter in a blood vessel to inject a contrast agent
while continuously making X-ray photos. Magnetic resonance angiography is up and coming, but still
requires the injection of a contrast agent via a catheter.

Videos are easy and quick to record and do not require any sort of invasive surgery. Extracting med-
ical signal from videos is not new, but as technology improves, the research being done in this area
increases too. The discovery of being able to extract photoplethysmography (PPG) signals from videos
[40] has kick-started an interest in extracting more useful medical information from videos and remote
PPG signals. The introduction of Eulerian video magnification [47] made it possible to see the heart
beat in the skin, but is more focused towards motion.

Themain objective of this thesis is to determine what is needed to improve the diagnosing of PAD, using
video processing techniques such as remote PPG imaging and video magnification in combination with
visualisation techniques on videos of skin. To accomplish this goal an algorithm has been designed.
By taking a video of the skin of the patient and processing it with this algorithm, the acceleration of the
blood flow of the skin can be made visible, which gives an indication of the stiffness of the arteries and
the flow of the blood. These factors are important when looking at arterial diseases.

This thesis starts with the necessary background knowledge on peripheral arterial disease, photo-
plethysmography, video magnification and motion reduction in Chapter 2. In Chapter 3 the proposed
algorithm for the acceleration video magnification of blood flow pulsation in the skin is explained. With
the videos from Chapter 4, the experiments in Chapter 5 are conducted. Finally, this thesis is concluded
in Chapter 6 with a discussion about the results, future improvement and a conclusion.
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2
Background Knowledge

It is important to get a good understanding of the different aspects that belong to the topic of this thesis
as it is impossible to build something new when there is no solid foundation.

The focus of this thesis, is to see if it is possible to create a new way to visualise changes in the
acceleration of blood flow pulsation, especially with arterial diseases such as peripheral arterial disease.
From this question multiple building blocks can be extracted that need to be researched before this
question can be answered.

The questions that arise are:

• What is peripheral arterial disease and how is it currently diagnosed?

• How can the blood flow be measured through the skin?

• What is video magnification and can it be used to enhance the visualisation of the blood flow?

• How does motion estimation and reduction work?

2.1. Peripheral Arterial Disease
Peripheral Arterial Disease (PAD) can be described as obstruction of the blood flow in arteries, most
common in the lower extremities. It will first be noticed by patients when, due to the obstruction of the
blood flow, during movement they will experience pain and start to have a limp. More specifically, this
is called intermittent claudication, which is the pain (and possible limb) that the patient is experiencing
during movement of the effected extremity. In the beginning of the disease the pain will subside when
the patient rests. When the PAD reaches an advanced stage the pain will not subside during rest. As
the disease furthers, the continuous worsening of the obstruction of the blood flow will lead to arterial
insufficiency ulcer and gangrene and ultimately amputation of limbs [28].

It has been shown by Criqui et al. that PAD has a high mortality rate in especially older men and
women. While an increase in arterial diseases can be expected in older populations, it has been found
that PAD significantly increases the risk of death. People who have PAD might not have any symptoms
that come with the disease, however the mortality rate is still higher compared to people without PAD
[8].

To check for a disease like PAD, the ankle-brachial-index (ABI) is often used. This is a relative
straightforward way to check the difference in blood pressure between the arm and the ankle, as a
decrease in the ankle blood pressure would indicate the existence of obstructions. By using a simple
handheld Doppler ultrasound device and a blood pressure cuff, the pressure can be measured in the
arms and the ankles. By dividing the pressure measured in an ankle (𝑃ፚ፧፤፥፞) by the highest pressure
of the arms (𝑃፛፫ፚ፜፡።ፚ፥) the index is derived (see eq. 2.1) [49].

𝐴𝐵𝐼 = 𝑃ፚ፧፤፥፞
𝑃፛፫ፚ፜፡።ፚ፥

(2.1)

Table 2.1 gives an overview of which values can be measured with ABI. It shows that with this
technique there is a possibility to get an indication whether PAD is present in the patient. It should be
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4 2. Background Knowledge

noted that there are factors that could heavily influence the results and accuracy of the ABI. Diabetic
patients have a 41% higher chance of having PAD compared to non-diabetic patients [32]. However,
the ABI of a diabetic patient is often falsely high compared with what is should be [2, 7, 28]. From
this can be concluded that for a large percentage of patients with PAD, the ABI method of getting a
diagnosis is not accurate and might give a false negative result, which subsequently leads to no further
testing of PAD and letting it go untreated. It has also been found that, even though the procedure of
measuring the ABI seems easy, there seems to be a lack of a proper universal protocol and lack of
good education on how to perform the procedure, with a multitude of medical staff making mistakes,
resulting in incorrect measurements even after extra training [49].

Table 2.1: ABI values and their interpretation with relation to PAD. [49]

ABI Interpretation
≥1.3 Non-Compressible
1.29-1.00 Normal
0.99-0.91 Equivocal
0.90-0.41 Mild-to-moderate PAD
≤0.4 Severe PAD

There are other ways to diagnose PAD, but the biggest difference with these compared to ABI is that
ABI is quick and non-invasive. Currently, the best method for diagnosing PAD is contrast angiography,
it is considered to be the golden standard of PAD tests. With this method a catheter is placed in a
blood vessel and while continuously making X-rays a contrast agent is delivered into the blood stream
via the catheter. This is more invasive than an ABI measurement and gives the patient a relatively
high radiation dose, but it could be important to get this level of accuracy [28]. A second alternative
method is magnetic resonance angiography, this also uses a contrast agent, but does not use radiation
and will be expected to replace contrast angiography when technology improves. The contrast agent
used in this method also has fewer side-effects for people with chronic renal insufficiency [41]. Duplex
ultrasound is another method that is extensively used. This technique is non-invasive and can show
the flow in colour. The downside is the limited field of view. Using this technique only a small portion
of an artery can be examined at once [41].

2.2. Photoplethysmography
The heart pumps blood through the body with each heartbeat. The blood vessels in the body and
skin will slightly increase in size by the sudden increase of blood. This blood volume change happens
all over the body and can provide interesting information about vital functions. But how can this be
measured? How can a signal be extracted that shows this increase in blood volume? The answer
to these questions is photoplethysmography (PPG). This section will explain what PPG is, different
methods that are used to measure it and how these methods compare.

The concept of PPG was first discovered in 1937 by Hertzman, A. B. and Spealman. So while it
is not a new concept in the medical world, as it has been used for decades for heart rate monitoring,
the interest in PPG has increased in the last few years and the concept of PPG is being used in an
increasing number of fields.

What are some of these vital functions that can be measured with PPG? First off all PPG can be
used to extract import information about the heart. The first thing that is easily extracted is the heart
rate (HR) and how it varies over time (Heart Rate Variability (HRV)) [31]. Even from this one simple
signal extracted from a PPG signal things can be said about a patients health e.g. the functioning of
the autonomic nervous system, as influences of the sympathetic and parasympathetic systems are
balanced in the control of the cardiac rhythm. Irregular heartbeats could be an indication of a variety
of health problems, including heart-, breathing-, kidney- and immune system problems. In the same
way other variables can be extracted from a PPG signal, such as Partial Thromboplastin Time, Pulse
Rate Variability and Pulse Wave Velocity. With all of these signals giving information about different
aspects of the patients health [30]. Another use of PPG is that it can be used to assess the health of the
arteries. For example, by using the second derivative of the PPG signal, an estimation can be made
about the arterial stiffness and the acceleration of blood flow. The arterial stiffness defines the rigidity of
the arteries and can give information about the health of the arteries and about various cardiovascular
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diseases including PAD [30, 50].
PPG has also been used to analyse diseases by measuring blood oxygen saturation, blood perfu-

sion, blood pressure, systolic and diastolic peaks, cardiac output, respiration, ageing, endothelial func-
tion, venous function, vasospastic conditions, vasomotor function and thermoregulation, microvascular
blood flow and tissue viability and even orthostasis [1, 37]

It becomes apparent that pretty severe diseases and irregularities can be diagnosed and tracked
using the signals from PPG. PPG gives the opportunity to quickly and non-invasively get information
about a patient.

2.2.1. What is photoplethysmography?
After discussing the importance and applications of PPG, it is paramount to understand its working
principles.

When light hits skin, some part of it will penetrate the skin and interact with the tissue and blood.
Because of these interactions a part of the light will be reflected back out of the skin. Depending on
the depth of the light and the amount of blood that is present in the skin there will be differences in the
wavelengths that are reflected [22, 23].

There are three important parts of the skin that have an influence on the PPG signal. These three
parts are the Epidermis, Dermis and Hypodermis and roughly correspond to the ranges of wavelengths
for the colours blue, green and red. This means that different wavelengths of light have different pene-
tration depths in the skin, see Figure 2.1. So at each level in the skin these light particles, with different
wavelengths, interact with the tissue and blood that is present at that specific level. The light gets re-
flected, scattered and absorbed. For PPG the interesting part is the part that is reflected back out of
the skin. When the volume of blood that flows through the vessels in the skin increases because of a
heartbeat, the amount of haemoglobin also increases and this is subsequently the reason why the light
that is reflected back out of the skin increases as well, because there is more blood/haemoglobin for
the light to interact with and this will result in a higher amount of light being reflected. This difference
in blood volume in the blood vessels can be seen when looking at the reflected light that comes back
out of the skin. This reflected light can be described as a signal and is called photoplethysmography
[10, 18, 22, 40, 51].

Figure 2.1: Illustration of different light wavelength and their respective depth in the skin.
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2.2.2. PPG methods
The methods discussed here are the methods that follow the original way that PPG was measured,
that is via a photo sensor connected to the skin. This can be done on, for example, a finger or earlobe.
There are two types of physical PPG measurement techniques, the first is using transmission of light
through the tissue. The light source and detector are on the opposite site of the finger/earlobe. The
second way is using the reflection, in this case the light source and detector are place next to each
other [37]. See Figure 2.2 for an illustration of these two types.

Figure 2.2: An example illustration of the two ways a physical PPG measurement can be made. The first being via transmission
and the second via reflection.

2.2.3. Remote PPG imaging methods
Compared to the PPG methods that have a light sensor connected to the skin remote PPG methods
have no contact with the body. Some advantages of having remote PPGmethods are that simple video
cameras can be used, so there is not need for special equipment. Simple webcams [34], smartphones
[29] and everyday video cameras have successfully been used. Another advantage is that it is possible
to get amore general PPG signal whenmore skin captured in a video frame compared to the local signal
received from a probe connected to the skin.

There are also disadvantages, which researchers have tried to overcome or reduce. When using a
dedicated light sensor that is positioned on the skin, the light that is shown on the skin is controlled by
a light source that is positioned on the sensor probe. This gives the user a great amount of freedom to
control the amount and wavelength of the light that hits the skin. With remote PPG there is no direct
control of the light. The light that will be captured by the camera is completely depended on the light
in the room [35]. If natural/ambient light is used there are many things that can influence the light.
E.g. changing weather and people/objects moving around causing the illumination to change, but also
certain lamps, like fluorescent tubes or dimmed LED’s can cause flickering [6, 21, 38, 40]. This is
often connected to the frame rate and shutter speed of the camera that is used [29]. It usually is not
a problem when extracting a remote PPG signal when there is a lot of light, however, if for example,
the skin is oily, wet or in some way very reflective which causes the light to immediately reflect from
the skin, rather than penetrate and then reflect back out, there will be less PPG information to extract.
The absence of light will also inhibit receiving a signal. When there is little to no light to interact with
the skin, there will also not be any light/signal that will go from the skin to the camera.

An often overlook part of extracting a PPG signal is the contact pressure that is applied on the
sensor that is placed on the skin. Grabovskis et al. shows that a non-optimal contact pressure highly
influences the PPG signal and can lead to inconsistent and inaccurate results. This is another great
advantage of using remote PPGmethods as the pressure that is used is optimal, as there is no pressure
needed during the registration of the signal [14].

Themajor disadvantage of remote PPG ismotion. As the goal of remote PPG is to extract theminute
changes in colour intensity in the skin. Any slight movement from the person in the video or from the
camera will have an effect on the signal. Almost all available methods that use remote PPG have some
sort of motion reduction implemented. Approaches to counteract this include taking an average over an
area [46], use Region of Interest (ROI)/object tracking [10, 13, 24, 37], apply Blind Source Separation
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techniques such as Principle Component Analysis or Independent Component Analysis on the PPG
signal [9, 13], using different colour spaces instead of RGB [13, 45] and calculating optical flow [3, 44].

Motion is an important factor in remote PPG which cannot be ignored. There is not one golden
solution to handle the motion that is present in the input videos. The research in this field is active and
there are constantly new methods being developed with a specific goal and all of them are performing
well in certain conditions while performing worse in other areas.

2.3. Video Magnification
Video magnification is the concept of amplifying minute changes in a video which are not visible with
the naked eye. This can either be used to amplify motion or colour. It was first introduced in 2012 by
Wu et al. [47]. This has sparked many implementations and variations, which have been applied in
many different areas.

The following list gives the different applications of Video Magnification:

• Medical applications

– Showing blood flow in skin and tissue. Can be used for diagnosing or following the progress
of certain diseases and during surgeries such as skin replacement, but also for heart rate
detection.

– Show the breathing of babies. Can be used to check whether the baby is breathing and
check the breathing rate.

• Mechanical/factory applications

– Show the shaking of a car engine. Can be used to find any unexpected vibrations and make
an engine run smoother.

• Physics applications

– Show how vibrations move through certain materials.
– Show how structures react to forces. For example, how a building or crane reacts to wind.
– Basically any object that has tiny movements which cannot be physically accessed.

• Audio applications

– Visual microphone. Extract audio from a magnified movie by looking at the changes. Sound
vibrations are transmitted to a surface, these are too small/fast to see, but when magnified
this can be extracted and converted to audio.

2.3.1. How does video magnification work?
In this section the general idea of how video magnification works will be explained. This follows from
the original publication in 2012 [47]. The methods that followed this publication might have different
ways to handle the magnification and the results might be different, but the general idea is the same.
Some of these methods will be explained in the next section.

For all the video magnification methods, it is important to differentiate between the magnification
of colour and motion. While most of the methods focus on accelerating the motion, some have good
results in magnifying colours as well. The difficulty with amplifying the colours of the objects in the
videos is that they usually still have tiny motions, which will be magnified as well.

There are four major steps that are involved in the basic video magnification. First the spatial de-
composition, then the temporal processing, followed by the amplification and finally the reconstruction.

1. Spatial Decomposition In this first step an image pyramid is made. This is done by taking each
frame of the input video and adding a Gaussian blur to this image and down-sampling it. By repeating
this several times, depending on the desired number of levels, this creates the idea of a pyramid. In
this case it is called a Gaussian pyramid. This is used to amplify the colour in a video. For amplifying
the motion in a video an additional step is performed on the pyramid. By taking the difference of two
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Figure 2.3: An example illustration of Gaussian and Laplacian pyramids and the steps belonging to their creation.

levels of the Gaussian pyramid and saving this in its own pyramid a Laplacian pyramid is created. See
Figure 2.3.

What does this filtering and down-sampling actually do? By applying a Gaussian filter (convoluting
the image with a Gaussian kernel) the image resolution is decreased. In other words this means that
as a Gaussian filter is applied on an image in the spatial domain a Gaussian filter is also applied in the
frequency domain. What follows from this is that the image is low pass filtered. See Figure 2.4.

Figure 2.4: An illustration of how the sequential layers of a Gaussian pyramid in the frequency domain can look like. This shows
a low pass filtering effect.

Next is how this applies to the Laplacian pyramid. As explained before each layer in the Laplacian
pyramid is the difference between two layers of the Gaussian pyramid. This is done by up-sampling
the previously blurred and down-sampled image of the Gaussian pyramid. See Figure 2.3. This results
in each layer becoming a band pass filter, when looking at the frequency domain. Each layer of the
Laplacian pyramid only contains a specific range of frequencies. This is shown in Figure 2.5.

2. Temporal processing The second major step is the temporal processing. In this step the fre-
quency range of interest is selected. When amplifying how the blood flows through the skin, the se-
lected frequency range will have to encompass the possible heart-rate frequencies. There are different
filters that can be used, such as, ideal, IIR or Butterworth, each with a specific purpose, but the eas-
iest, in this case, is the ideal filter. In the example of amplifying the blood flow this would mean that
a frequency range from 0.8 to 1 Hz (48 to 60 bpm) should be selected to only amplify the frequencies
that belong to the heart-rate, see Figure 2.6. This filter is applied to the layers of the pyramid (in the
Fourier domain). Especially when using the ideal pass filtering, the outcome of this filtering is only the
selected frequencies while all the other frequencies are filtered out.
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Figure 2.5: An illustration of how the sequential layers of the Laplacian pyramid in the frequency domain can look like. This
shows how each layer is a band pass filter for a certain range of frequencies.
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Figure 2.6: Example of an ideal filter. In this case from 0.8 to 1 Hz
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3. Amplification After the layers of the pyramid are filtered the amplification step is performed. This
is done by multiplying the outcome of the previous step with an amplification factor often called 𝛼. As
only the interesting frequencies are present, only these frequencies will be amplified.

4. Reconstruction Before the amplification can be seen in the output video, it needs to be recon-
structed. This is done by collapsing the layers of the pyramid back into a single image. This is just the
opposite of before and is accomplished by up-sampling the higher layer and adding it to its lower layer,
to finally arrive at the size of the original frame. After this the amplified, filtered and resized image is
simply added to the original frame.

Interestingly, what is a big bottleneck in the original algorithm and other methods is the use of the Gaus-
sian pyramids which are computational expensive and in the original implementation (as the papers
suggests it should be used) uses a lot of space. However, the whole pyramid does not need to be
saved (which appears to be the case when looking at the original source code and how the last level
image of the pyramid is used), but instead, according to Chambino [5] a simple resize operation is
sufficient. This is only the case for the colour magnification with the Gaussian pyramids, for the motion
magnification the whole Laplacian pyramid still needs to be constructed.

2.3.2. What are the different techniques?
The introduction of the Eulerian Video Magnification (EVM) method [47] has sparked many improve-
ments in this research field. Some by coming up with new methods which usually have specific focus
areas, but also improvements on previous methods. As there are too many different approaches to
date to be discussed in this section, a few important and/or interesting ones will be picked out and
shortly explained.

Phase-Based In Section 2.3.1 the approach of Wu et al. [47] was used to explain the general work-
ings of video magnification. A year later, from almost all of the same authors, a completely different
approach was presented, called phase-based video magnification [42]. In this approach complex-
valued steerable pyramids are used. Motions can be analysed by looking at the phase variations of
the coefficients of these pyramids, because these variations correspond to the motion over time. After
extracting these variations the steps are almost the same as in the original video magnification [47].
These are the temporal filtering, amplification and reconstruction of the video. While the name of this
approach suggests it only works for amplifying motion in videos, it is mentioned in the paper that by
either removing small motions with preprocessing or performing some extra steps on the amplitude,
they are able to also replicate the colour magnification that was achieved by Wu et al. [47].

Building on top of the phase-based approach there are two methods that are interesting to dis-
cuss next. The first method is called Acceleration Video Magnification by Zhang et al. [52]. Zhang
et al. observed that there are often large movements present which make the magnification of minute
changes difficult. These large movements are usually linear, contrary to the small changes. These
small changes occur on the objects that have the large linear movements. As only these small changes
of the large movements need to be magnified, the acceleration of these movements is used to amplify
them.

The second method, called Riesz Pyramids for Fast Phase-Based Video Magnification by Wadhwa
et al. [43] was proposed to speed up the phase-based approach of Wadhwa et al. [42]. The calcu-
lations of the complex-values steerable pyramids which need to be generated for each frame, are
time and resource consuming. By using Riesz pyramids instead Wadhwa et al. [43] have been able
to reduce the computation time to 25%, compared to time needed by the complex-valued steerable
pyramid approach. These big improvements in computation time have also made it possible for doing
the computations in real time, which opened up new use cases for video magnification and makes it
more attractive to be used in fast paced jobs. For example, during surgeries, training for sports or for
mechanics.

Extended or changed EVM The next three methods that will be discussed are not based on the
phase-based approach, but either changed or added a part to the EVM method.
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The first method that changed a part in the EVMmethod uses Principal Component Analysis (PCA).
What Wu et al. [48] did in this approach is to substitute the temporal filtering (2.3.1) with a PCA decom-
position. There are two problems that this approach tried to solve. The first problem is that when tiny
small changes need to be magnified with a large magnification factor, the noise that is present in the
video will also be magnified significantly. The second problem that is addressed is that the user needs
to manually input the frequency range of interest that will be magnified. The power of PCA is that it is
able to reduce the dimensionality of the data. The way this works in the PCA-based EVM method is as
follows. The spatial decomposition step removes the intensity part of the video keeping the signal that
contains the changes of interest together with the noise. After performing the spatial decomposition
step, to create all the different frequency bands with the residual signal, each band is passed through
a PCA decomposition. By looking at all the frames at each level, the PCA is able to remove the noise
dimension as well as find the dimension which has the signal of interest. After this the amplification
and reconstruction steps are performed. So by the way that PCA works it automatically selects inter-
esting signals as well as remove noise, this results in smooth magnification of tiny changes with a high
amplification factor.

The second method is called Enhanced Eulerian Video Magnification [25]. In this approach EVM is
used as a first step, before doing a few additional post-processing steps. After computing the magnified
video with EVM, a 2D motion mapping is made by calculating the difference between the magnified and
original video. This 2D motion mapping is used to create an image warping grid to amplify the motion
in the video. By following the motion in the directions defined in the motion mapping, the frame pixels
can be warped to amplify the motion. Using this approach the intensity of the pixels is not used for the
actual magnification, but the actual movement is, which also inhibits the noise from being amplified.

The third approach of this paragraph is motion magnification using the Hermite transform [4]. In-
stead of the Laplacian pyramid that is used for the spatial decomposition for motion magnification in
EVM, this approach uses a Hermite transform decomposition (and reconstruction). The reason why
the Hermite transform is interesting is in the way that it is strongly linked to the human visual sys-
tem and how a biological model of the receptive field can be described. By using this approach less
noise is present in the magnified video and it is able to preserve important visual structures, such as,
homogeneous region, edges and textures better than the original EVM.

Learning-Based The last approach that deserves to be mentioned is Learning-Based Video Mo-
tion Magnification [33] as it uses deep convolution neural networks. Oh et al. stated that often other
approaches for motion magnification hand-designed filters are used, which are prone to noise and ex-
cessive blurring. This learning-based approach tries to learn these filters from data directly. The way
that this was achieved was to carefully generate a synthetic dataset. This dataset contained source
videos with very small movements and corresponding magnified videos. After putting all the videos
through their deep convolution neural network to learn the filters, the filters can be used to magnify
other videos, which can be real videos. Using this approach it was possible to apply motion magnifica-
tion with less edge artefacts and better noise characteristics compared to other methods. One of the
limitations of this approach is that when using a higher amplification factor (higher than 20) the quality
of the magnification begins to degrade.

The techniques discussed above show that they are not all suitable for both motion and colour magni-
fication. The methods available indicate a larger interest in motion magnification than colour magnifi-
cation.

2.4. What is the connection between videomagnification andPPG?
When putting the concepts of video magnification and PPG side by side, the connection between the
two is not immediately apparent. Especially as in video magnification research the main focus is on
the magnification of motion. However, when the goal of the video magnification implementation is to
show the blood volume changes in the skin by magnifying the colour, the connection becomes clear.
The signal that is being amplified in the colour video magnification is the PPG signal. Colour video
magnification depends on the PPG signal to be present and strong enough to be picked up by the
camera to get good results.

Videomagnification and PPG signals have been combined in multiple ways. For example, by Sarkar
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et al. [36], where they start by amplifying the video and then extracting the PPG signal. From this ampli-
fied PPG signal they do the amplification again, but this time they have a smaller frequency selection.
This can be repeated to get a narrow frequency selection band which only selects the PPG signal. Mc-
Duff et al. [29] also mentions using EVM first, before extracting the PPG signal to increase the signal
that is present in the video. He et al. [16] validated the use of EVM for PPG by comparing the extracted
PPG signal from the video with an actual pulse sensor. All this combined gives a clear link between
PPG and EVM and how they can compliment each other.

2.5. Motion in videos and how to reduce it
When recording videos of patients, which are to be used for video magnification or remote PPG, usually
great care is taken to make sure the patient is sitting as still as possible and there is minimal movement
from the patient (and camera). However, there will always be some movement in the patient. Even with
support being present there could be breathing motion and ballistocardiographic effects (movements
due to blood injected into the aorta or skin movement/deformation due to blood pulsing through larger
arteries) [51]. While in some cases this motion is used to extract information about vital signs [29], in
most cases, e.g. when using remote PPG, this motion will interfere with the results. Especially when
information is being extracted from a single pixel or a small group of pixels, these motions will have a
significant influence on the extracted signal. This means that by finding and extracting the motion of a
video, it can be used to reduce or counteract the motion and thus create a clearer and more accurate
signal. There are multiple techniques available to estimate the motion in videos. The important thing
here is to reduce the overall/big movements while keeping the PPG information in the pixels.

2.5.1. Motion Estimation
There are two main categories of motion estimation, direct and indirect. As the name suggests, the
direct methods uses the pixels of the video directly in the calculation of the motion. Whereas the indirect
methods first extract features from the video and use these features to estimate the motion.

Direct Direct (or dense) methods use the variations in spatial-temporal image brightness to get the
motion from each pixel. These techniques are suitable for small imagemotions. One technique is called
block matching [20], here the current frame is divided in small blocks and in the next frame the algorithm
tries to find the position where the small blocks match on this frame. The position on the new frame can
then be compared to the original position of the block and this can be seen as a motion estimation. This
approach is extremely computationally expensive, even with advances in search algorithm optimisation.
A second approach is called phase correlation, this uses the phase information available after doing a
Fourier transform. Then the cross-correlation between the two Fourier transformed images is calculated
[12]. This approach works well on linear transformations but not so well on more complex motions.
The third approach which is widely used is optical flow. While some call the block matching and phase
correlation optical flow as well, it is usually referring to the Gunnar Farnebäck algorithm [11] which uses
quadratic polynomials to approximate pixel neighbourhoods and looks how they transform or the Lucas-
Kanade method [27] which assumes there is a constant movement in a local pixel neighbourhood and
uses the information in these local pixels to find the motion.

Indirect Indirect methods are quite similar to direct methods, but have an added step where instead of
pixels points are extracted from the frames by using techniques such as face detection, corner detection
[15], SIFT detection [26]. By matching the points of two frames, the difference between these points
can be calculated.

For both the direct and indirect method the difference between the positions of the pixels or points
are used to build a motion mapping.

2.5.2. Motion reduction
The motion estimation methods described above all result in a motion mapping of sorts, this shows
how pixels or objects are moved/transformed. This can be over time by looking at the motion between
consecutive frames or by comparing all frames of the video with a single chosen frame. These motion
mappings can be inverted and used to remap the frames. By doing this step the frame is transformed to
the previous/reference frame and thus the motion that was present between the two frames is removed
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[25]. In almost the same way ROI tracking can be used. In this case, instead of remapping the pixels
to counteract the motion, the ROI is moved to align the ROIs in both frames as much as possible as to
reduce the amount of motion [24].

2.6. Conclusion
During the search of the main thesis research question it became apparent that there are currently not
many methods available which focus on the accelerated visualisation of blood flow pulsations in the
skin, especially in combination with arterial diseases such as PAD. The aim was to determine what is
needed to improve the diagnosing and tracking of PAD, by combining existing techniques into an easy
to use and accessible algorithm.

Coming back to the questions that were proposed at the beginning of this chapter a foundation is
created for understanding the different aspects that are involved in the main question of this thesis.
PAD is a disease with a high number of patients, but it is often missed or is diagnosed wrong or too
late. When the blood flow in the arteries gets restricted because of PAD this will also influence blood
volume changes in the skin. Currently, the number of easy and non-invasive methods to diagnose PAD
are limited.

Remote PPG methods are able to extract a signal from a video. Using a video, instead of a probe,
for PPG signal extraction helps with getting a signal from a larger area and does not have the problem of
making sure that the probe has the right amount of pressure on the skin. Applying video magnification
can amplify the PPG signal as to make it more clear and easier to work with. The changes at pixel level
are so minute, that using dense motion estimation and reduction also helps getting a more accurate
PPG signal.

By using and combining the techniques found in the literature, it becomes apparent that it should
be possible to show the acceleration of the blood flow pulsation in the skin and aid in diagnosing and
tracking arterial diseases in an easy and non-invasive way. This could mean an addition to the currently
available methods for diagnosing and tracking PAD.





3
Accelerated Flow in the Skin

The algorithm for magnifying the acceleration of the blood flow in the skin (AFitS) is made up of the
following steps. The step can be divided into three categories: preprocessing, processing and visuali-
sation.

In this section each step of the complete algorithm is explained in more detail. In the experiments
chapter (5) the added value or importance of each step will be demonstrated.

• Preprocessing

1. Reduce motion
2. Select Region of Interest

• Processing

3. Use EVM with a wide frequency band selection
4. Create patches
5. Extract rPPG signal
6. Apply frequency filter to rPPG signal
7. Calculate second derivative

• Visualisation

8. Reconstruct

MotionReduction Previously the influence ofmotion on rPPG results was discussed (seeChapter 2),
this makes the first logical step (1) in this process reducing the motion in the input video as much
as possible. Before any reduction to the motion can be made, the motion needs to be calculated.
The motions of interest are mainly the ’larger’ motions that originate, e.g. from camera movement,
breathing and ballistocardiographic effects. When looking at the whole picture of what is recorded,
there is usually not only skin of the patient in the frame, but also the background. This means that with
the larger motions they can be found at the edges of the patient and the background. This helps to
extract the correct larger motions. Combined with the main focus being on the small changes at a pixel
level, optical flow was chosen for the motion estimator. If only a small patch of skin would be selected
for motion reduction, it could be difficult for the optical flow to extract the larger motions. The optical
flow algorithm that was chosen is from Farnebäck [11] (implemented in OpenCV). As the Farnebäck
implementation of optical flow is a dense approach it looks at the pixels much more direct compared
to sparse methods, this takes more time but is more accurate. This algorithm takes two frames and
computes the motion between the two frames. Normally when the optical flow is calculated in a video,
each frame with its subsequent are put into the algorithm, however, as the final goal of this step is to
reduce the total motion of the video, each frame of the video is compared to the first frame. (This does
not necessarily have to be the first frame, as long as each frame is compared to the same frame.) The

15



16 3. Accelerated Flow in the Skin

output is a motion mapping of each pixel in the x and y direction. By remapping the current frame in the
opposite direction using the motion mapping the difference/motion between the two frames is removed.

The frames are converted into grey images as this is required by the optical flow implementation.
At this stage there is no interest in the changes in the different colour channels, only in the motion.
However, for further processing the colour channels are important. As the motion is independent of the
colour channel, the remapping can be applied to the individual channels of the original colour frame to
get a motion reduced colour video.

Region of interest Often not everything in a video is interesting or important to use in the algorithm,
so the second step (2) is to select the region of interest (ROI). By selecting an ROI, it helps the algorithm
focus on only the interesting parts and will not be distorted by things in the background. It also means
that less pixels will need to be processed which will speed up the whole process. Selecting an ROI
can be seen as applying a mask to a region of the frame and for each frame of the video only the area
under the mask will be used. See Figure 3.1 for an example.

Figure 3.1: Example of a region of interest selection on a frame of a source video. Video originates from Wu et al. [47].

Eulerian Video Magnification Next are the processing steps. The PPG signal in videos can be low
to start with. To make the signal stronger Eulerian video magnification (EVM) is applied (step 3). To
make sure all the frequencies that could be of interest later on are magnified, a frequency range of 0.7
to 1.6 Hz is chosen.

If done correctly this will have amplified the PPG signal that should be present in the video.

Patches The next step (4) is to create patches of the video. To make sure that the resolution of the
visualisation of the acceleration in the final result has a high enough resolution, it is important to take a
small enough area to process at this step. By taking the whole ROI as input area in this step, it will not
be possible to get the blood flow in enough detail. Doing this step pixel-wise will increase computational
loads, as well as being too specific. Even with the motion reduction there will always be some motion
present in the videos and this will influence signals retrieved from single pixels. To get a good amount
of information, but not have small motions interfere with the signal, the best approach is to use a kernel
or patch of pixels. With this approach there are multiple implementations possible with different kernels
and with or without overlap, but in this case a straightforward block reduce approach was used. It takes
a reduce factor and using this factor it takes a certain amount of pixels in a block and calculates the
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mean of this block. The output value is a single pixel in the new output video. This step can be seen
as a down sampling of the video. See step 4 in Figure 3.2. Here a patch is selected (red box) from the
4D matrix and for each frame in patch the mean is determined.

Extract rPPG signal Using the plane-orthogonal-to-skin (POS) algorithm from Wang et al. [45] in
this next step (5) extracts the PPG signal in each patch over time. It combines the information from
the three colour channels into one usable PPG signal. It first normalises the signal of each channel
then applies the following formula, where 𝑟, 𝑔 and 𝑏 are the normalised red, green and blue channels
respectively:

𝑠1 = 𝑔 − 𝑏
𝑠2 = 𝑔 + 𝑏 − 2 ∗ 𝑟

𝛼 = 𝜎(𝑠1)
𝜎(𝑠2)

𝑧 = 𝑠1 + 𝛼 ∗ 𝑠2

(3.1)

The 𝑧 is the raw PPG signal in a patch. See step 5 in Figure 3.2.

Filtering The output is then filtered (6) to exclude any frequencies in the signal which cannot be
caused by a heartbeat. This is done by using Butterworth high and low pass filters at 0.5 and 4 Hz, this
has been used by, for example, Sungjun Kwon et al. [39], Wang et al. [46] and Wu et al. [47]. To smooth
the signal even further and make it more usable for the next step, a Savitzky-Golay filter is also applied.
By using a window length of 19 and a polynomial order of 4 [19] the signal can be smoothed without
altering the signal too much, giving the next step a more reliable signal. See step 6 in Figure 3.2.

Second derivative To extract the acceleration information that is present in the signal the second
derivative of the signal is used (step 7). So when the heart beats and the blood starts to accelerate this
will show a positive value and when the blood decelerates it will be negative. The OpenCV implemen-
tation of the Savitzky-Golay filter actually has a build-in derivative function. Using this function gives a
better result than using a function like numpy diff. See step 7 in Figure 3.2.

Reconstruction The last step is to take the second derivative signal and reconstruct it into a layer
that can be put on top of the original video. This step can be divided into a few smaller steps. As
the data can contain some outliers which can influence the next step, the 1st and 99th percentiles are
calculated and all values in the signal are clipped to these percentiles. Since the patched data has a
smaller size compared to the original video (or if an ROI is selected, the ROI video) it first needs to be
resized to make them equally sized. This can be done by up sampling the frame, so now every pixel in
the patched video is mapped to a block of pixels in the original video. The values at this stage are all
quite low and if these would just be added to the original video it would be hard to see, to counter this it
is multiplied with an amplification factor (note: this is not the same amplification factor used in the EVM
step). Next is the separation of the acceleration and deceleration component of the signal. By splitting
the positive and negative values into separate channels and taking the absolute value of the negative
channel, two channels are created for the acceleration and deceleration respectively. Combined with
an empty channel, these channels represent the RGB channels needed. In this case, to use the red
channel for the acceleration and the blue channel for deceleration was chosen arbitrarily. Finally, this
layer visualising the blood flow acceleration is overlaid on top of the original video. See step 8 in
Figure 3.2.
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Figure 3.2: A rough and simple illustration of the steps 4-8 of the AFitS algorithm. Some small steps are not illustrated for clarity.



4
Videos

The most important thing when doing anything with remote PPG or extracting information from videos
is that the videos actually contain information. If the input videos do not contain the correct or any
information, even a perfect algorithm and implementation will not be able to generate the expected
results.

That is why it was decided to also use synthetic videos, because all the different variables can be
controlled when generating synthetic videos. This means that the ground truth of the signal is known
and thus a better assessment can be made whether the results are what they are supposed to be,
when looking at the results of the algorithm. It aids in proving that the concept works.

4.1. Synthetic Videos
While it is easy to find videos on the internet that could be used for video magnification of the blood
flow, often there is no way of knowing whether there will be a good signal present in the videos. An-
other possibility is to record videos of patients, but with these videos there is no ground truth available
of how the magnified version of the video should look like and how large the input signal is. There
are many different video magnification implementations available and while these show some kind of
magnification, there is no way to check whether this magnification is correct.

To try and combat all these problems synthetic videos can be used. Synthetic videos are videos that
are generated by the computer and not filmed with a camera. This way all the variables are controlled
and it is possible to generate videos with different levels of magnification.

After generating these videos, these unmagnified videos, are put through the Accelerated Flow in
the Skin (AFitS) algorithm.

4.1.1. Creation process of the synthetic PPG videos
When the blood pulses through the blood vessels in the skin a PPG signal is created which can be
extracted and processed. This concept of the blood pulsing in the input videos is what needs to be
simulated with these synthetic videos. These videos will give the impression of the blood flowing
through the skin. As the changes in the blood flow in real skin cannot be seen with the naked eye,
the signal in these synthetic videos is also very low. However, the advantage of generating videos is
that by increasing the magnification factor the signal can be visualised which makes checking whether
the signal is correctly generated easier.

The simulated videos were made at different levels of difficulty. With difficulty meaning more ac-
curate skin representation and real life variables. This helps to determine what the strengths and
weaknesses are of the acceleration video magnification. Since any (blood flow) movement has a large
impact on the magnification, the lower level videos do not have any movement, but this is added at
higher levels to improve realism and test the algorithms in a more robust way.

The use of synthetic videos in research is not uncommon. However, these videos are highly specific
to a certain research question. As blood flow models of the skin were not found, the videos needed to
be made.

19
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A python script was made to create these videos. There is a function for each difficulty level. In
the main function the settings variables can be adjusted. These include size, fractions for the RGB
channels, number of frames (video length), frame rate and amplification factor. After creating an 4D
matrix consisting of all frames over time, it is saved to disk as a video file. For convenience all the
videos where made 350 by 350 pixels, saved in RGB colour as this is most common in cameras and
videos.

While the generated videos provide increasingly more accurate models of the blood flow through
the skin, they are not accurate models of the skin and its physical properties and thus should not be
used as such. These videos represent how the light is reflected out of the skin and then recorded with
a video camera.

Different levels

1. A simple pulsating square where the whole square pulses in unison following a simple sine wave.
This could be seen as very zoomed in part of the skin.

2. A pulsating square which also pulses in unison, but instead of a simple sine wave it uses an actual
recorded PPG signal from the BIDMC PPG Dataset found on PhysioNet1.

3. A square with the same PPG signal as in level 2, but instead of the square pulsating in unison it
is a wave traversing over the square, like how blood seems to flow through the skin. This could
be seen as more zoomed out version of levels 1-2 as a larger field of view is need to see the
propagation of a wave.

4. Same as level 3, but in this case, a mask (or filter) is added on top of the wave which resembles
the veins in the skin. This way the signal/wave looks like it is coming from the blood vessels.

As discussed in Section 2.2.1, blue light barely penetrates the skin and gets stopped in the epider-
mis, this is also why the fraction of blue light in the videos is lower.

Level 1 Define a frequency that can be seen as a heart rate e.g. 𝑓 = 1.33 Hz (equal to 80 bpm) and
the amplitude of the signal e.g. 𝑎 = 0.1 as these blood volume changes in the skin are tiny.

𝑦 = 𝑎 ∗ sin( 𝑓2𝜋)
𝑧 = 𝑦 + |𝑚𝑖𝑛(𝑦)| + 𝑑

(4.1)

Then apply Formula 4.1. Here 𝑑 is an optional positive value that can be used to give an additional
increase to the whole signal. The output of 4.1 (𝑧) is an array containing the signal (only positive values),
this is applied to the 4D matrix that is the output video. All the pixels in the frame that corresponds to
the same index in the signal gets the signal at that index, multiplied with the colour fraction of that
channel, here the background value is also added. To change the amount of amplification of the signal,
an amplification factor is multiplied with the signal before applying the colour fraction and background.
Figure 4.1 shows the input signal and the unamplified RGB output values.

Level 2 This level tries to simulate an actual PPG signal instead of a sine wave. By using a sample
from the BIDMC dataset1 which contains PPG signals this can be achieved. The signal is sampled at
125 Hz. To make the sample rate fit the output frame rate of the video the sample is resampled to, in
this case, 30 frames per second. Then the steps are the same as in level 1. This results in a square
that pulses according to the input PPG signal. See Figure 4.2.

Level 3 At level 3 the PPG signal moves along the frame over time, like a wave. Small changes are
introduced to the colour channels besides the fractions.

Take the resampled PPG signal from level 2 as a starting point and define a shift factor. This shift
factor is responsible for the speed of the wave procession over the frame. For each frame in the video,
1https://physionet.org/content/bidmc/1.0.0/

https://physionet.org/content/bidmc/1.0.0/
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Figure 4.1: Example of the output values of level 1 over time. (In this case: ፟ ዆ ዂኺ/ዀኺ, ፚ ዆ ኺ.ኻ, fractions red and green are ኻ,
blue is ኺ.዁኿.)

Figure 4.2: Example of the output values of level 2. (In this case: fractions red and green are ኻ, blue is ኺ.዁኿.)
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shift the signal with the shift factor times the index and from this output select a part that is the size
of the width of the output video, starting at the position that is the end minus the width. For the red
channel at the shifting step a red shift is added to the (shift factor times index) value. This gives the red
channel an extra shift. These steps result a in 1D signal that needs to be mapped to a 2D frame. This
is simply done by copying the 1D signal vertically to all the rows of the frame. Just before the frame is
filled and the colour fraction is applied and the background is added, the signal is multiplied with the
amplification factor. The first plot of Figure 4.3 shows the original PPG input signal, the second plot
shows the amplified RGB values when looking at the first row of pixels of the first frame, this clearly
shows the wave. The third plot shows the amplified values of the middle pixel of the first row over time.

Figure 4.3: Example of the output values of level 3. (In this case: fractions red and green are ኻ, blue is ኺ.዁኿, shift factor is ኻኺ
and red shift is also ኻኺ.)

Level 4 For the last level, the only addition compared to level 3, is that a mask in the shape of a
vascular system is added to the signal. An image of blood vessels 2 was processed with a photo editor
to create a mask image. Figure 4.4 shows what an amplified frame looks like with the mask in place.
The first plot of Figure 4.5 shows a sample from the input signal matched to the scale of the output
signal. The second plot shows amplified values of the first frame over the width, the mean is taken in
the vertical direction because of the mask. Without the mean there would be drops to zero in the signal.
Even with the mean there is noise in the signal as the mask is not uniform when comparing vertical
slices. The third plot shows the vertically averaged amplified values of the middle column over time.

2https://www.asianscientist.com/2019/02/in-the-lab/nanoparticles-vascular-leak-cancer-tumor-metastasis/

https://www.asianscientist.com/2019/02/in-the-lab/nanoparticles-vascular-leak-cancer-tumor-metastasis/
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Figure 4.4: Example frame of a level 4 video. (In this case: fractions red and green are ኻ, blue is ኺ.዁኿, shift factor is ኻኺ and red
shift is also ኻኺ.)

Figure 4.5: Example of the output values of level 4 at different positions and timestamps. (In this case: fractions red and green
are ኻ, blue is ኺ.዁኿, shift factor is ኻኺ and red shift is also ኻኺ.)
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Future improvements To improve the accuracy of the blood flow simulation, the next step would be
to differentiate between the spread of the different colour channels through the skin. Depending on the
colour channel the mask should spread out more over the frame. Red light reflects deeper and thus
gives information about the bigger arteries. To simulate this the signal in the red channel should follow
the blood vessel mask more closely. When the depth of the reflected light decreases (with respectively
green and blue light), the ’blood’ should flow more with a blurred border along the blood vessel mask,
simulating the blood flowing through the arterioles and capillaries.

While it might seem intuitive that the blood flows in one direction in the blood vessels this is not really
the case when looking at the skin as a whole. When looking at the skin (Figure 2.1) the arterioles and
especially the capillaries are more randomly positioned and do not necessarily follow the main blood
flow of the larger arteries. In the simulation, this would result in a stronger directional flow in the blood
vessel mask but a slightly delayed and more random flow in the smaller blood vessels.

However, creating these levels of skin simulation is outside of the scope of this thesis and could be
the topic of a thesis by itself.

4.1.2. Creation process of synthetic videos with small motion
To test the motion reduction step of the algorithm synthetic videos of a block with motion were gener-
ated. These videos were used to check whether the motion reduction actually worked as expected and
to find the limits of the motion reduction implementation.

To create the effect of a moving square a sine wave signal is generated and this signal is used to
change the position of the origin of the square in the x and y direction. By adding a factor to the y
direction, the proportion between horizontal and vertical movement of the square can be altered.

The colours of both the background as well as the moving square itself are also adjustable. This
can be used to see whether this influences the motion reduction, especially when the edge between
the moving square and the background gets less prominent. See Figure 4.6 for a few examples.

Figure 4.6: Example stills of three different synthetic videos of a moving square. The first with a black background and a white
square, the second has a grey background and a white square and the last example has a white background with a grey square.

4.2. Other Videos
To test how the AFitS algorithm performs in real world applications, real videos were selected. The first
real videos that were selected originate from the original EVM paper [47]. The videos that were used
in this paper can be found online on the website about this method3. See Figure 4.7 for screenshots
of two examples of these videos.

From the Leiden University Medical Center (LUMC) multiple video dataset were acquired. One
dataset contains videos of the feet of patients before and after undergoing thromboendarterectomy
(TEA). TEA is an operation where clotted blood is removed from arteries. Another dataset contains
videos which can be used as a control, these contain mostly feet and a few hands.

3https://people.csail.mit.edu/mrub/evm/

https://people.csail.mit.edu/mrub/evm/
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Figure 4.7: Example stills of two videos from the original EVM paper [47].





5
Experiments

The experiments using the algorithm and videos are divided into multiple parts. In the first part synthetic
videos are used. For the second part real videos with skin will be used. The third part will be about
a video of a patient before and after a TEA. In the fourth part individual steps of the algorithm will be
bypassed to see what the influence of these steps on the results are.

5.1. Part 1
In this part the synthetic videos are used. The main focus will be on the plots that were generated for
each step of the algorithm.

From the four different levels of skin simulation mentioned in Section 4, only the last two levels will
be discussed in detail. Due to the frames of the videos pulsating in the same colour, the results from
the algorithm for the first two levels are difficult to portray in a report. The third and fourth level offer
more insight as blood flow simulation is more accurate.

Figure 5.1 shows screenshots of frame from the third and fourth level synthetic videos. As the
PPG signal is extremely low and the background is a uniform colour the images appear to be almost
completely dark grey. This shows the feasibility of generating videos with a minute signal which cannot
be seen with the naked eye. The background colour is not the focus of these synthetic videos as it
should not have an influence on the PPG signal itself. Having this particular background colour does
aid in seeing the visualisation effect in the output of the algorithm more clearly.

(a) Level 3 (b) Level 4

Figure 5.1: Screenshots of input frames from the third and fourth level synthetic videos.
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In the case of these synthetic videos there is no motion present in the form of patient or camera
movement. Thus the motion reduction step was skipped for both videos.

In Figure 5.2 a difference can be seen between the signals from the two levels. In the top plot of
5.2b the signal seams to be none existent. This is correct, as in this level a mask is used to simulate
the blood vessel structure and when the middle pixel was selected to show the signal, a pixel was
chosen which was not behind the mask and thus has no signal. To handle this issue the mean over the
y-axis is calculated too. The signal does not seem very clear and smooth, this is because the changes
of intensity are so minute and in the way that video files are saved, there are often only 256 different
levels of intensity per channel.

(a) Level 3 (b) Level 4

Figure 5.2: Results of the ROI selection of the third and fourth level synthetic videos.

By applying the video magnification step it becomes apparent how much the signal improves. Eule-
rian video magnification is able to select the interesting frequencies and amplify them. This also clearly
shows the extra filters that are used in video magnification as the signal is much smoother.

(a) Level 3 (b) Level 4

Figure 5.3: Results of the video magnification step of the third and fourth level synthetic videos.

In the case of these synthetic videos the patching does not seem to alter the signal at all. In a
(small) neighbourhood the pixels are almost all the same value, so the mean value of this group will be
very close to the value of each of the pixels. Also there is no noise in these synthetic videos that can
be filtered out with the averaging.

(a) Level 3 (b) Level 4

Figure 5.4: Results of the patching step of the third and fourth level synthetic videos.

In the last figure displaying plots for the synthetic videos (Figure 5.5) there are unexpected differ-
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ences in the signals, especially in the frequency of the POS signals. Compared to the real videos,
discussed next, this mostly appears to be happening with the synthetic videos. This points to a lim-
itation in the current implementation of the synthetic videos. However, when looking at the resulting
videos as a whole, instead of at a single point, the results seem promising. In Figure 5.6 the red ac-
celeration and blue deceleration is clearly visible and in 5.6b the resolution due to the patches and the
accuracy due to the mask is clearly visible, giving a good indication that this algorithm show the actual
accelerated blood flow pulsation in the skin.

(a) Level 3 (b) Level 4

Figure 5.5: Results of the filtering and second derivative steps of the third and fourth level synthetic videos.

(a) Level 3 (b) Level 4

Figure 5.6: Screenshots of the final result of the third and fourth level synthetic videos.

5.2. Part 2
For the experiments with the real videos, the face and wrist videos from Wu et al. [47] were chosen.
Motion reduction was applied to both videos.

In Figure 5.7 the ROIs that were selected are shown. These ROIs were chosen to get a clear area
of skin with minimal background or other objects.

When looking at the signals in Figure 5.8 it seems like there is almost no signal present. It is
important to notice the difference of scaling in the colour channels between 5.8 and 5.2. In the synthetic
videos the amplitudes of the channels are relatively close to each other, in the real videos the amplitudes
have a larger difference. However, the intensity changes, in this case, are still minute.
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(a) Face (b) Wrist

Figure 5.7: Screenshots of input frames from the face and wrist videos.

(a) Face (b) Wrist

Figure 5.8: Results of the ROI selection of the face and wrist videos.
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In the real videos the video magnification shows a significant improvement in signal. Looking at
the relatively smooth signal the assumption can be made that there is a usable PPG signal present in
these videos.

(a) Face (b) Wrist

Figure 5.9: Results of the video magnification step of the face and wrist videos.

Where with the synthetic videos the patching step did not seem to be doing much, in the real videos
this step does seem to smoothen the signal by getting rid of high frequency noise.

(a) Face (b) Wrist

Figure 5.10: Results of the patching step of the face and wrist videos.

Apart from some small artefacts that can be found in the plots of Figure 5.11, the signals look much
more realistic and usable than those of the synthetic videos (Figure 5.5).

(a) Face (b) Wrist

Figure 5.11: Results of the filtering and second derivative step of the face and wrist videos.

The results clearly show the amplification. Intriguingly, the pulses can be seen flowing through the
skin. Immediately, the acceleration and deceleration blood flow patterns are noticeable.
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(a) Face (b) Wrist

Figure 5.12: Screenshots of the final result of the face and wrist videos.
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5.3. Part 3
The focus of this part is on visualising the difference between videos of a patient with PAD before and
after undergoing a TEA treatment.

(a) Before TEA (b) After TEA

Figure 5.13: Screenshots of input frames from the before and after TEA videos.

After selecting an ROI (Figure 5.13) and applying the video magnification and the patching steps,
Figure 5.14 shows similar signals for both before and after the TEA (ROI and EVM results left out, as
these are similar to plots of previous experiments). Most noticeable is the larger difference between
the red channel compared to the blue and green channels. From the plots in Figure 5.15 it is hard to
tell if, at these specific locations, there are actually increases in signal. The stills in Figure 5.16 also
show no significant difference. Looking at the actual videos it is equally difficult to pick out differences
that could be the result of the TEA.

In Section 6 possible reasons why in these two videos the difference does not seem so noticeable
will be discussed more in-depth.

(a) Before TEA (b) After TEA

Figure 5.14: Results from the patching step of the before and after TEA videos.



34 5. Experiments

(a) Before TEA (b) After TEA

Figure 5.15: Results from the filtering and second derivative step of the before and after TEA videos.

(a) Before TEA (b) After TEA

Figure 5.16: Screenshots of the final result of the before and after TEA videos.
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5.4. Part 4
For the last part of the experiments certain steps in the algorithm are bypassed.

Without motion reduction Most of the videos in the available collection have very little motion in
them. For this experiment a video was selected which contained the most visible amount of motion
(See Figure 5.17).

From the filtered plots in Figure 5.18 there does not seem to be a significant difference between the
signals of the same video, but one with and one without motion reduction. The difference in signal can
most likely be contributed to marginally different ROIs and thus also a slightly different patches. As the
amount of motion in the video without the motion reduction is quite low, it is possible that the patching
has also filtered out most of the motion (See Figure 5.19).

The resulting videos do not seem to be affected greatly by the motion. It is noteworthy, that using the
motion reduction does give a better experience when watching the videos, the motion can be distracting
from the flow visualisation.

Figure 5.17: Screenshot of an ROI selection of a video containing visible motion.

Without videomagnification The previous experiments have revealed the significant improvements
the video magnification makes to the signal. By bypassing the video magnification step the results will
inherently differ. Figure 5.20 shows this clearly. The signal has more noise and is slightly less smooth.
The difference is also noticeable in the output videos. The flow visualisation in the video without the
video magnification flows much faster, more erratic and with small blobs, making the patterns in the
visualisation difficult to see or follow.

Without patching Bypassing the patching step is immediately noticeable due to the extreme increase
in computational time for each of the following steps in the algorithm. Except for the motion reduction
step, which processes the whole video frame, performing each step normally takes a maximum of a
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(a) With motion reduction. (b) Without motion reduction.

Figure 5.18: Results of the filtering and second derivative steps without and with motion reduction.

Figure 5.19: Results of the patching step of a video containing visible motion.

(a) With video magnification. (b) Without video magnification.

Figure 5.20: Results of the filtering and second derivative steps without and with motion reduction.
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few seconds. This changes drastically when not creating patches, especially the filtering and second
derivative steps can take minutes even with a small ROI. It might even seem like the program has come
to a stop. In Figure 5.21 artefacts can be seen which are not present in the patched version, this can
be attributed to the additional filtering the patching provides. An advantage of processing all the pixels
individually is that the resolution of the visualisation increases. While videos like 5.17 can benefit from
this, other videos like the face video from Wu et al. [47] do not need the extra resolution. It can even be
more difficult to see the flow and follow it easily. When applying this to a synthetic video (moving PPG
with structure) the resolution is much higher, but a slight distortion is introduced (see Figure 5.22).

Figure 5.21: Results of the filtering and second derivative step of a video without patching.

Figure 5.22: Screenshot of the output of a synthetic video without patching.

5.5. Conclusion experiments
The experiments described above show interesting results when using this algorithm to magnify the
acceleration of the blood flow pulsation in the skin, but they also highlight some of its pitfalls.

By using synthetic videos the concept has been demonstrated to work. With the current implemen-
tation and available videos it is difficult to see differences in acceleration of the blood flow pulsation
in the skin in videos of a patient before and after a TEA. Bypassing certain steps in the algorithm has
significant effects on the resulting videos. The extent of the changes due to the bypassing of certain



38 5. Experiments

steps is also heavily influenced by the input videos.



6
Conclusion

Discussion and future improvements While the proof of concept has been shown to work, there
are variables in the algorithm that can be changed and improved, but implementing those and fine-
tuning them is outside the scope of this thesis. In the implementation, functions are used from popular
libraries (e.g. Scipy and Numpy). The input parameters of these functions can be fine-tuned and could
result in a more accurate visualisation. Examples of parameters which can be fine-tuned are: video
magnification amplification factor, video magnification frequency range, reconstruction magnification
factor, optical flow settings, Savitzk-Golay filter window length and polynomial order and patch size.

The current implementation of the algorithm was made to proof the concept of this thesis as well as
perform the experiments. Even though the focus was not to optimise for speed, the program can per-
form all the steps, except the motion reduction, in seconds. This means that with speed optimisations
it can definitely be used in (almost) real-time applications.

To save time and computational power, the current implementation limits the videos to 300 frames.
The main reason for this, is that longer videos can consume too much memory and stop your computer
from working. One way to counteract this would be to use a moving window, which only processes
a section of the video and when done, saves that section to the disk and continues with the next
section. When longer videos are being processed there is a possibility that the PPG signal increases
or decreases over time. A solution to removing trends in the signal is applying a detrending algorithm,
as a signal with trends in it could possibly distort the visualisation of the acceleration.

The importance of the camera used to capture the videos is something that should not be under-
estimated. Even though, cheap cameras, phones and webcams have successfully been used in the
past, there are cameras that have a hard time capturing useful videos. Experiments have been done
by looking at the signals extracted from videos captured using GoPros, but apparently these cameras
(especially the newer models) do some processing on the video before being saved, which destroys
any valuable PPG information. The same principle applies to certain (newer) phone models. While
most capturing devices have the option to control video settings, these settings did not grant the abil-
ity to disable the processing done to the video before saving it on the device. Different compression
techniques for videos also come into play here, as different compression techniques have varying lev-
els of influence on the signal. While the choice of camera should be kept in mind, there are plenty
of cheap and older cameras available, which will record the video without extreme processing. This
helps making this method even more easy to use and accessible, as no expensive camera should be
needed. Using a camera that supports capturing in a raw video format or using an uncompressed live
feed directly streamed from the camera sensor, gives the highest probability of obtaining a clear and
usable signal.

From the experiments conducted on the videos of the patient before and after the TEA, it is apparent
that it is currently difficult to quantify the results in such a way that it can be used for diagnosing PAD
and treatment tracking. This calls for more research where, for example, the other foot is used as a
reference point, or by having a more fixed light, camera and support setup as to reduce the number of
variables that can interfere with the video capture. To quantify the results it is of the upmost importance
to have a point of reference. This should be used to calibrate the recordings from, for example, before
and after surgery or when following the progress of a disease over time, but also when comparing
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results between different patients. The access to videos from both before and after arterial disease
surgeries at the moment of publication is limited. The videos used in this experiment are of the same
patient, but most of the variables discussed above are not fixed between the two videos. Variables
including the position of the foot relative to the camera and the lighting are different in both videos. It
is possible that the camera used to record these videos is not suitable enough for this purpose.

Conclusion Despite the above-mentioned points about the limitations and possible improvements to
the method, it has been proven that the concept to visualise the acceleration of blood flow pulsation in
the skin is possible. By using synthetically generated videos in combination with real (patient) videos
a quick and straightforward algorithm has been created. While quantifying the result at this stage has
proven to be difficult, the quality of the results shows great potential for diagnosing and tracking arterial
diseases. In the future, after fine-tuning the algorithm and making it more robust, the goal is to make
this novel technique available to the world to aid in reducing the pain and suffering caused by PAD and
other arterial diseases.



A
Implementation Details

For this thesis two python programs were made, one for generating the synthetic videos and one for
the algorithm. Anaconda1 was used for the package management. The source code of both programs
(on GitHub: https://github.com/Verzijl) and this thesis will be made available online after a
few months embargo due to another paper that needs to be published.

All the generating of the videos and the experiments of this thesis were done using a late-2013 15”
Retina MacBook Pro running macOS Catalina 10.15.5.

1https://anaconda.org/
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