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Abstract—Enhancing reciprocity has been one of the primary
motivations for the design of incentive policies in BitTorrent-like
P2P systems. Reciprocity implies that peers need to contribute
their bandwidth to other peers if they want to receive bandwidth
in return. However, the over-provisioning that characterizes
today’s BitTorrent communities and the development of many
next-generation P2P systems with real-time constraints (e.g., for
live and on-demand streaming) suggest that more effort can be
devoted to reducing the inequity (i.e., the difference of service
received) among peers, rather than only enhancing reciprocity.
Inspired by this observation, in this work we analyze in detail
several incentive mechanisms that are used in BitTorrent systems,
and explore several strategies that influence the balance between
reciprocity and equity. Our study shows that (i) reducing inequity
leads to a better overall system performance, and (ii) the behavior
of seeders (i.e., peers that hold a complete copy of the file and
upload it for free) influences whether reciprocity is enhanced or
inequity reduced.

I. INTRODUCTION

BitTorrent is a popular peer-to-peer (P2P) protocol for file
distribution over the Internet. In order to induce cooperation
among peers, BitTorrent incorporates an incentive mechanism
based on direct reciprocity, where nodes prefer uploading to
peers who have contributed to them in the past at the highest
speeds. This incentive mechanism was designed to allow peers
to obtain their file of interest even in resource-constrained
scenarios, e.g., when only a few peers exist that hold a
complete copy of the file (seeders, in BitTorrent terminology),
or during flash-crowds.

However, the BitTorrent ecosystem is nowadays extremely
diverse. For example, a recent measurement study [8] has
shown that most BitTorrent communities are over-provisioned,
i.e., there are significantly more seeders than downloaders.
Also, the design of many next-generation P2P systems, such
as those for the distribution of live and on-demand streaming
[2] [4] [5], has been inspired by the BitTorrent paradigm. The
real-time constraints of these systems require that all peers are
provided with a certain minimum download speed (in order to
support the bitrate of the video) and that peers do not earn
more utility in downloading at rates much faster than that.
These observations suggest that it is not necessary to always
enhance reciprocity; in some cases it is more advisable to
reduce inequity among peers, instead. One of the first studies
of this trade-off in BitTorrent-like systems was provided by
Fan et al. [3].

In this paper, we extend earlier work by introducing a more
detailed model and analyzing how the incentive mechanism
of the BitTorrent protocol can be tuned to enhance reciprocity
or reduce inequity. Furthermore, in our study we consider
the implications of exchanging BitTorrent’s standard incentive
mechanism with one that is based on effort rather than speed.
Finally, we also analyze the role of the seeders. Hence, we
provide significant more insights in the implications of this
important trade-off. Our contributions can be summarized as
follows:
• we provide an analytical model that characterizes the

inherent relationship between a peer’s performance and
the design parameters of the BitTorrent protocol that are
responsible for its incentive mechanism (Section II-B).

• we use this model to analyze different strategies to
enhance reciprocity, reduce inequity and understand the
role of the seeders (Section III).

• we consider the impact of these strategies on the overall
system performance (Section III).

Overall, our work aids in informing the design choices that
best fit the requirements of a BitTorrent-like P2P system.

II. A FLUID MODEL FOR BITTORRENT

In this section we first introduce the basics of the BitTorrent
protocol which are relevant for our work, then we present our
model, and finally we illustrate its validation by means of a
discrete-event simulator.

A. BitTorrent Overview

Incentive policies play a key role in BitTorrent-like systems,
as they determine how peers distribute their limited upload
bandwidth to other peers. BitTorrent’s original incentive policy
is tit-for-tat (TFT), in which a peer favors other peers that have
recently reciprocated at the highest rate. More specifically,
every peer has a number of upload slots available, which are
divided into two categories, regular unchoke slots and opti-
mistic unchoke slots. Downloaders (referred to as leechers, in
BitTorrent terminology) choose which peers will be allocated
to regular unchoke slots according to TFT. On the contrary,
peers to be allocated to optimistic unchoke slots are chosen
randomly from the neighbors set. While regular unchoke slots
are used to enhance reciprocity, optimistic unchoke slots serve
the purpose of 1) potentially discovering new faster peers and
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2) allowing new peers to bootstrap (i.e., obtain their first pieces
of the file).

BitTorrent systems also include special peers called seeders,
who have a complete copy of the file and share it without
any direct benefit to do so. Two popular seeding policies
are: 1) favoring fast peers (FF): seeders allocate their regular
upload slots to peers that downloaded at the fastest rates and
optimistic unchoke slots randomly; 2) random seeding (RS):
seeders have no preference and just choose peers randomly.

Notation Definition
F the size of the file shared in the swarm.
µi the upload capacity of a peer in class i.
Di the download capacity of a peer in class i.
di the per connection download capacity of a peer in class i.
ui number of unchoke slots opened by a peer in class i,

u
(reg)
i and u(op)

i for regular and optimistic unchoke slot.
xi number of leechers in class i.
πi fraction of leechers in class i, πi = xi/

P
i xi.

yi number of seeders in class i.
λi the arrival rate of leechers in class i.
γi the rate at which seeders in class i leave the system.
αij the number of upload slots allocated by a leecher in class i

to a leecher in class j.
βij the number of upload slots allocated by a seeder in class i

to a leecher in class j.
ni the number of download slots opened by a class i leecher
Uij the total upload bandwidth allocated from class i to class j.
Dij the fraction of upload capacity of leechers in class i allocated

to leechers in class j.
Sij the fraction of upload capacity of seeders in class i allocated

to leechers in class j.

TABLE I
NOTATION OF OUR BITTORRENT MODEL

B. Model description
We follow a similar fluid modeling approach as Qiu et al.

[9] and Meulpolder et al. [7]. The notation we use is shown
in Table I. Similar to the approach in [7], we group peers into
different classes according to their upload capacities, but we
introduce the notion of per connection download capacity. For
each class i, the evolution of the number of leechers, xi(t),
and the number of seeders, yi(t), is as follows:

dxi(t)
dt

= λi −
∑
j Uji(t)
F

,

dyi(t)
dt

=

∑
j Uji(t)
F

− γiyi(t).
(1)

In a steady state, although peers are arriving and departing,
the total system population is constant. So it holds that
dxi(t)
dt = dyi(t)

dt ≡ 0, which implies:

λiF = γiyiF =
∑
j

Uji =
∑
j

(Djixj + Sjiyj)µj . (2)

Combining this with Little’s Law (xi = λiTi), the average
download speed for leechers in class i can be calculated as:

F

Ti
=
Fλi
xi

=
1
xi

∑
j

(Djixj + Sjiyj)µj . (3)

We discuss how to derive the upload bandwidth allocation
(Dji and Sji respectively) in the following subsection.

C. Bandwidth allocation

Without loss of generality, we assume that µ1 < µ2 < ... <
µN and D1 < D2 < ... < DN .

Leechers utilize the TFT policy. As an indirect result,
high capacity peers only unchoke low capacity peers using
optimistic unchoke slots:

αij = u
(op)
i πj i, j = 1, 2, ..., N, i > j. (4)

Due to their faster upload speed, higher-capacity leechers
will get reciprocated when they upload to lower-capacity
leechers. On average, each leecher in class j should reciprocate
(αijxi)/xj = u

(op)
i πi leechers in class i, as long as it has

enough upload slots. In case there are not enough upload slots,
leechers in higher classes are reciprocated first, i.e.:

αji = min{u(op)
i πi, u

(reg)
j −

∑
i<p≤N

αjp}+ u
(op)
j πi. (5)

Seeders do not need to be reciprocated since they only
upload altruistically. For seeders who adopt the FF policy we
have:

βiN = u
(reg)
i + u

(op)
i πN ,

βij = u
(op)
i πj ∀i, j and j < N,

(6)

while for seeders who adopt the RS policy it holds:

βij = uiπj . (7)

BitTorrent uses TCP as transport layer protocol. TCP speci-
fies that a peer’s upload (download) capacity is equally divided
over all connections, unless some of the connections have
a bottleneck. When such a bottleneck exists, normally the
leftover bandwidth is equally divided over other connections
with a higher link capacity. Taking this into account and the
fact that, in a steady state, peers in the same class receive a
similar service, the average number of download connections
and the per connection download capacity for a peer in class
i can be calculated as:

ni =

∑
1≤j≤N αjixj + βjiyj

xi
,

di =
Di

ni
.

(8)

We now reorder the leechers according to di, and we assume
that d1 < d2 < ... < dN . The bandwidth allocation can be
calculated as:

Dij =
min{µi(1−

P
p<j Dip)P

k≥j αik
, dj} · αij

µi
. (9)

Replacing Dij , αij with Sij , βij respectively, we can
calculate a seeder’s upload bandwidth allocation in a similar
way.
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Fig. 1. The average download speeds of fast and slow peers in a system
with 50 fast peers and 50 slow peers, for different fraction of seeders. The
capacities of peers are the following: 1024 Kbps up and ∞ down for fast
peers; 512 Kbps up and 1024 Kbps down for slow peers. Seeders use the FF
policy.

D. Model Validation

We have validated our model by means of extensive simula-
tions using a discrete-event simulator that accurately emulates
the behavior of BitTorrent at the level of piece transfers. Fig. 1
illustrates the simulation results against the model predictions
for a system with two classes of peers, fast and slow, from
which we can make the following observations:

1. the model predictions are close to the simulation results;
2. the average download speed of both fast and slow peers

increases when there are more seeders;
3. the model predictions become less accurate as the fraction

of seeders grows. This can be explained considering that, when
a high fraction of peers are seeders (above 70 % in this case),
fast leechers have a hard time in finding other fast leechers
to reciprocate with. While in our model we assume that, in a
steady state, leechers can always find enough other leechers.

III. ANALYSIS

In this section, we analyze the balance between enhancing
reciprocity or reducing inequity in BitTorrent. Based on our
model, we evaluate the following candidate strategies:

A) fast peers opening more regular unchoke slots;
B) all peers opening more optimistic unchoke slots:
C) replacing TFT with an effort-based incentive policy;
D) seeders’ role: favoring fast peers vs seeding randomly.

We use the following performance metrics:
1. download speed: we use this metric to characterize

performance;
2. sharing ratio: the ratio between the total amount of data

uploaded and downloaded; this metric represents fairness in
relation to contribution to the system (e.g., a sharing ratio
close to 1 for all peers means that all peers have contributed
as much data as they have consumed);

3. inequity coefficient: the largest download speed divided
by the smallest download speed; it indicates fairness in relation
to the bandwidth capacity that peers receive from the system.

Unless stated otherwise, we consider a system with two
classes of peers, fast (1024 Kbps up and ∞ down) and slow
(512 Kbps up and 1024 down).
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Fig. 2. The influence of the number of upload slot in a system with 100
leechers and no seeders.

A. Strategy 1: enhancing reciprocity with fast leechers open-
ing more regular slots

Regardless of a peer’s class, opening more upload slots can
help a peer to 1) find more potential fast peers, or to 2) weaken
another peer’s potential monopoly on its uploading bandwidth
since less bandwidth will be allocated to each upload slot. On
the other hand, opening too many slots is neither realistic nor
reasonable, since too many TCP connections could deteriorate
link performance. Also it would become harder for slow peers
to succeed in competing for reciprocity with faster peers.

Given the above considerations, fast peers have a stronger
motivation to open more slots than slow peers, since they
may benefit from more extensive exploration, while remaining
competitive in TFT. Having fast peers open more upload slots
is a way to enhance reciprocity, as more bandwidth will be
allocate to the regular unchoke slots. Fig. 2(a) shows that
as the number of upload slots of fast peers increases, their
download speed improves (we can observe a growth of 10%
when the number of slots goes from 3 to 10), while the average
download speed of all peers decreases (10% with the number
of slots from 3 to 10). This is due to the increasing inequity
(almost 50%) between the two classes of peers, as shown in
Fig. 2(c). On the other hand, we notice that the sharing ratio of
fast peers decreases as they open more slots, and that of slow
peers increases (Fig. 2(b)). The perfect reciprocity (sharing
ratio equal to 1 for both fast and slow peers) is achieved when
fast peers open 5 upload slots.
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Fig. 3. The performance of effort-based mechanism. The fast and slow peers’ upload capacities are 1024 and 256 Kbps, respectively.

In the following theorem we state the conditions necessary
to achieve the perfect reciprocity.

Theorem. In a BitTorrent system with two classes of peers,
no seeders, and no download bottleneck, perfect reciprocity is
achieved if and only if:

µfus
µsuf

=
u

(op)
f + u

(op)
s

u
(op)
f

. (10)

Proof: We first show that for a system with perfect
reciprocity, Eq. 10 holds. The sharing ratio of a leecher in
class i in a steady state is equal to the ratio of its upload and
download speed, i.e.:

µi
λiF/xi

=
µixi

F
∑
j∈{f,s}Djixjµj

. (11)

Perfect reciprocity implies that leechers in different classes
achieve the same sharing ratio, i.e.:

µfxf∑
j∈{f,s}Djfxjµj

=
µsxs∑

j∈{f,s}Djsxjµj
. (12)

It follows that Eq. 10 holds.
Next we show that when Eq. 10 holds, perfect reciprocity is

achieved. Substituting Eq. 10 into Eq. 11, we get Eq. 12, which
implies that fast and slow leechers have the same sharing ratio.
It follows that perfect reciprocity is achieved.

From the above theorem it follows that, when we use µf =
1024, µs = 512, us = 5 and u

(op)
s = u

(op)
f = 1, a perfect

reciprocity is obtained for uf = us = 5.

B. Strategy 2: reducing inequity with leechers opening more
optimistic unchoke slots

Here we analyze the influence of having all peers open
more optimistic unchoke slots. While peers always open 5
unchoke slots in total, we let the number of their optimistic
unchoke slots vary from 1 to 5. As we can see in Fig. 2(a),
in this way the download speed of slow leechers is improved
by 40%, at the expense of the fast leechers. Interestingly, the
average download speed of the whole population increases of
15%. Moreover, we observe a 45% decrease of the inequity
coefficient (Fig. 2(b)).

However, it should be noted that by having peers open more
optimistic unchoke slots, the effectiveness of TFT is reduced,
as a peer that does not contribute is chosen with the same
probability as a cooperative slow peer.

C. Strategy 3: reducing inequity by replacing TFT with effort-
based incentives

Rahman et al. [10] have recently proposed a novel incentive
mechanism based on effort, rather than speed. More specifi-
cally, peers are not rewarded based on the absolute amount
of data they provided, but based on the relative amount of
bandwidth they make available (utilized or not). With this
approach, a slow peer offering all its bandwidth to the system
is preferred over a fast peer offering 0.9 of its total bandwidth.

Consider that there are two types of peers in the system,
peers that contribute all their upload bandwidth (fully coop-
erative) and peers that only contribute a fraction of it (par-
tially cooperative). Let np represent the number of partially
cooperative peers, and nff , nfs represent the number of fully
cooperative peers that have a low or high upload capacity
respectively. Each peer reciprocates fully cooperative peers by
allocating regular unchoke slots to them, and punishes partially
cooperative peers by only optimistically unchoking them. The
slot allocation for each class of peers can be calculated as:

αi(p) =
u

(op)
i np

nff + nfs + np

αi(ff) =
(ui − αi(p))nff
nff + nfs

αi(fs) =
(ui − αi(p))nfs
nff + nfs

∀i ∈ {p, ff, fs}.

(13)

Given Eq. 13, the upload bandwidth allocation can be
calculated in a similar way as in our earlier analysis.

The idea of this incentive scheme is to reduce inequity
among the fully cooperative peers while still punishing the
partially cooperative peers. Its effectiveness can be observed
in Fig. 3(a). In a system where all peers are fully cooperative,
the effort-based scheme eliminates the system’s inequity and
achieves a better overall performance. The average download
speed using effort-based incentives is always higher than
when using TFT (see Fig. 3(b)). Furthermore, the effort-based
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Fig. 4. The influence of the seeding strategy: favoring fast peers (FF) or randomly seeding (RS)

mechanism leads to a more equal sharing ratio between fast
and slow peers (see Fig. 3(c)).

D. Strategy 4: enhancing reciprocity or reducing equity with
a seeder’s policies

The mainline BitTorrent client has been implemented with
two different seeding strategies in different releases. One is the
favoring of fast peers. This strategy accelerates a fast leecher’s
ability to finish downloading, thereby potentially having it
serve as fast seeder in the system sooner. The other strategy
is seeding randomly. The first strategy is resource-constrained
oriented, as it aims at increasing the serving capacity quickly.
The second strategy is more equity oriented, as all peers are
treated in the same way.

We have applied our model to analyze and compare these
two strategies. Fig. 4(a) and Fig. 4(c) show that if seeders seed
randomly, the system achieves a better overall performance (in
terms of a higher average download speed) and the inequity
is reduced. On the contrary, if seeders favor fast peers, the
reciprocity is enhanced: both fast and slow peers have a
sharing ratio higher than in a system where seeders adopt
random seeding (Fig. 4(b)).

IV. RELATED WORK

There are a number of studies on modeling and improving
BitTorrent’s incentive policies. Some earlier work focuses only
on homogeneous systems [6], [12], [9]. In [11], the authors
consider heterogeneous BitTorrent systems, but only with two
classes of peers. Fan et al. [3] have developed a general hetero-
geneous model to evaluate the tradeoff between performance
and fairness. Meulpolder et al. [7] and Chow et al. [1] also
provide models for heterogeneous BitTorrent systems, with
which they analyze the clustering and data distribution in
BitTorrent swarms. While these works all focus on a particular
design, we analyze the performance of different incentive
policies from a higher level: we consider different BitTorrent
applications and stress that merely enhancing reciprocity is
not sufficient in the design of a good incentive policy. We
furthermore identify several strategies that can be used to
enhance reciprocity or reduce inequity.

V. CONCLUSIONS

In this work, we have provided an analytical model for
heterogeneous BitTorrent systems that captures the essence of

BitTorrent’s incentive policy. Based on our model, we have
analyzed how TFT could enhance reciprocity or reduce in-
equity by carefully tuning the number of regular and optimistic
unchoke slots. We have also compared TFT to an effort-based
incentive policy, and showed that a policy that focuses on
reducing inequity leads to a BitTorrent system that achieves a
better overall performance. Finally, we have analyzed different
seeding policies and our results show that, although seeders
do not need to be reciprocated, they can still be used to further
enhance reciprocity or reduce inequity among leechers.
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