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Abstract

Simultaneous Localization And Mapping (SLAM) algorithms provide accurate localization for autonomous
vehicles and provide essential information for the path planning module. However, SLAM algorithms as-
sume a static environment in order to estimate a location. This assumption influences the pose estimation
in dynamic urban environments. The impact of this assumption on day-to-day scenarios of an intelligent
vehicle is unknown. A deeper understanding on the effect of dynamic scenarios in an urban environment
could lead to simple and robust solutions for SLAM algorithms in intelligent vehicles. The objective of this
research is to develop a methodology that isolates the effect of an urban dynamic environment on the per-
formance of a SLAM algorithm. This requires constant environment conditions including constant weather
conditions, lighting conditions and identical trajectories over time. The methodology is tested with a stereo
feature based V-SLAM algorithm called ORB SLAM [19], which illustrates the in-depth analysis that is possi-
ble with this experiment. The main research question is: How does a dynamic urban environment influence
the pose estimation accuracy of stereo ORB SLAM?

Two specific dynamic scenarios are designed to represent a dynamic urban environment: driving behind
another vehicle and vehicles approaching on the other side of the road. On these scenarios, an in-depth anal-
ysis of ORB SLAM is performed to observe how the algorithm’s design influences the robustness to a dynamic
environment. Functions within the algorithm are bypassed to analyze the effect on the performance. Specifi-
cally, the place recognition function and map point filtering function are bypassed. The analysis proofs which
functions assist in the overall robustness to a dynamic environment. Moreover, an analysis is performed of
the algorithm in localization mode to research the effect of utilizing maps that were created under different
conditions. The knowledge gained from the full analysis can be utilized to improve other V-SLAM algorithms.

The experiment is performed in CARLA [6], an open source simulator. CARLA provides an elaborate sen-
sor suite which support multiple camera setups and LIDAR sensors. Furthermore, the simulator provides free
maps which represent realistic urban environments and allows for easy and accurate access to the ground
truth position. A setup is designed with the simulator that allows complete isolation of the effect of a dy-
namic environment. The setup allows full control of lighting conditions, weather conditions and allows iden-
tical trajectories over time in different dynamic scenarios. Each scenario is simulated over several different
trajectories in which the camera images are converted to rosbags. Each variation of the ORB SLAM algorithm
is tested on the produced rosbags. The resulting pose estimations in dynamic conditions are compared to
the pose estimations made during static conditions to analyze the effect of dynamic scenarios on the perfor-
mance of the algorithm.

The method successfully isolated the effect of a dynamic environment on the performance of stereo ORB
SLAM. It allows for a detailed analysis which aids in finding the source of performance differences. In general,
stereo ORB SLAM displays robust behavior to a dynamic environment. The experiment shows that the algo-
rithm is sensitive to false relocalization when the stereo camera setup is driving 10 meters behind another
vehicle for a long period of time. During these conditions, ORB SLAM cannot provide accurate pose esti-
mations even when the place recognition module is deactivated. Furthermore, the map point filtering does
increase the robustness in certain dynamic scenarios. Finally, the data suggests that utilizing maps created in
different conditions does influence the pose estimation in localization mode. However, more data is needed
to confirm these results.

The methodology has proven its value for in depth analysis of robustness to an urban dynamic environ-
ment for a SLAM algorithm. This experiment is not limited to ORB SLAM but could be utilized for other
monocular and stereo V-SLAM methods, as well as LIDAR based methods. New solutions can be developed
to increase robustness to a dynamic environment and tested on the same rosbags. This methodology could
be an important tool for the development SLAM algorithms for intelligent vehicles.
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1
Introduction

For a safe journey in an autonomous vehicle, it is essential that the vehicle can perform accurate localization.
The vehicle needs to know its position within its environment, so it is able to plan a safe path to follow. This
means the vehicle should have access to an accurate environment representation, as well as an accurate po-
sition estimation. An incomplete environment representation could lead to a planned trajectory that crashes
into undetected objects. A perfect environment representation but an inaccurate position estimation leads
to collision with detected objects, since the vehicle expects to be at a different location. A big challenge for
fully autonomous vehicles would be solved when accurate localization can be performed.

Current technology is not able to provide reliable and accurate localization for vehicles. Advanced local-
ization systems use Global Navigation Satellite Systems (GNSS) and Inertial Navigation Systems (INS) that can
provide a pose estimation to the vehicle. However, INS can only provide an accurate pose estimation over a
short period of time as the technique accumulates error. This technique, called dead reckoning, utilizes Iner-
tial Measurement Units (IMUs) to measure the vehicle’s accelerations. The accelerations are integrated over
time to provide position estimations. Each IMU measurement contains a small error, which accumulates
over time and results in inaccurate localization for large time spans. GNSS use Global Positioning System
(GPS) satellites to provide a location estimation for the vehicle, which is not accurate enough to solely use for
autonomous vehicles. The technology needs to receive a signal from multiple satellites to provide a location
estimate. This signal can easily be blocked by for example buildings, making it an unreliable method for fully
automated driving in urban environments. New technology is needed that allows autonomous vehicles to
localize itself reliably and accurately.

Simultaneous Localization And Mapping (SLAM) algorithms could provide a reliable position estimation
for intelligent vehicles. SLAM algorithms use sensors, like cameras or a LIDAR system, which map the envi-
ronment and simultaneously provide the vehicle’s location within this map. The algorithm is able to recognize
and match the sensor data over time. For example, ORB SLAM [19] is able to recognize and match corners
from an image under different viewing angles. The matched data provides constraints for which the algorithm
can optimize an estimated position [13]. After the position is estimated, the detected sensor data can be plot-
ted on the map which the algorithm maintains. Furthermore, the algorithm is able to recognize previously
visited locations and utilize these as additional constraints in the position estimation. This method, called
loop closure, corrects for the accumulated error; making it a better alternative than dead reckoning methods.
SLAM plays a vital role in pose estimation for intelligent vehicles since its environment representation and
localizing abilities are accurate enough to be utilized for automated driving.

The dynamic conditions that an intelligent vehicle operates in could heavily influence the position esti-
mation, since SLAM frameworks assume that the environment is static. How much the dynamic environment
influences SLAM is unknown. However, solutions exist to enforce the static environment assumption. Some
have developed algorithms that track and filter dynamic objects within the SLAM framework (e.g. [29], [23])
or used masks over a V-SLAM framework to filter out features that describe vehicles [15]. Note that these
solutions work under very specific conditions. More than enough research is done to find a solution, but lit-
tle effort is done to understand the problem. To the best of my knowledge, no research exists that measures
the effect of different dynamic situations on the pose estimation of SLAM algorithms. It could be that only
specific dynamic scenarios significantly influence the pose estimation. Gaining knowledge in the effect of dy-
namic scenarios on SLAM would aid in creating simpler and more robust algorithms for SLAM in intelligent
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2 1. Introduction

vehicles.

The objective of this research is to develop a methodology that isolates the effect of a dynamic environment
on the performance of a SLAM algorithm. This research will focus on the performance of stereo ORB SLAM
[19] in a dynamic environment to illustrate the depth of the analysis possible with this methodology. ORB
SLAM is an open source, state of the art and feature based V-SLAM method. It is a versatile algorithm that
handles monocular, RGB-D and stereo camera setups. ORB SLAM is chosen since the complete code is avail-
able for public use. Although many papers have been published that have better performing SLAM algorithms
[12], none of the state of the art algorithms are open source. Furthermore, ORB SLAM utilizes some unique
filter methods to establish reliable keypoints which are then used to optimize a pose estimation [20]. This
filter mechanism could make the algorithm more robust in certain dynamic scenarios. If this is the case,
the solution could be implemented in other SLAM algorithms to ensure more robustness to a moving envi-
ronment. Finally, the algorithm provides a localization mode which re-uses the map that was created, and
localizes the pose real time without altering the map. This feature allows to research how the pose estimation
is influenced when the map is made in different conditions. This is essential research for mapping companies
which could provide detailed maps that will be utilized by intelligent vehicles for localization.

The challenge of this research is to design an experiment that directly quantifies the effect of a dynamic
environment to the pose estimation of a SLAM algorithm. It is challenging since many conditions heavily
influence the results of SLAM. For example, the vehicle should drive exactly the same trajectory in dynamic
and static conditions to isolate the effect of a dynamic environment. If there are deviations in the trajectory,
it would be difficult to trace the cause of performance differences. Is the difference in pose estimation caused
by the trajectory deviation or caused by a moving environment? Furthermore, the experiments should be
performed at the same time of day and under the same weather conditions, since V-SLAM algorithms are
influenced by shadows and clouds [15]. Isolating the effect of a dynamic environment is therefore nearly
impossible to perform in real life, however a simulator provides a solution. Doing the experiment in a simu-
lation allows to drive exactly the same trajectory under different dynamic conditions and enables full control
of the environment. The simulation is performed in CARLA [6], an open source simulation platform designed
to assess autonomous driving algorithms. CARLA offers an elaborate sensor suite, allowing multiple camera
set-ups, depth images and LIDAR placement. The multiple camera setup feature allows ORB SLAM to be
evaluated on a stereo camera setup. CARLA is an unique simulator that is able to create an environment that
isolates the effect of dynamic scenarios on the performance of stereo ORB SLAM.

This research aims to gain knowledge on the effect of a dynamic environment on a SLAM algorithm, by ana-
lyzing the performance of ORB SLAM in different dynamic scenarios. A deeper understanding of the problem
could result into more robust and simpler solutions for SLAM in an automotive environment. This report pro-
vides an unique experiment setup which isolates the effect of moving vehicles on the performance of stereo
ORB SLAM by performing it in a simulator. Furthermore, the effect of the filtering mechanism within ORB
SLAM is measured to see whether this method adds robustness to certain dynamic scenarios. Finally, the ef-
fect of localization mode on the pose estimation is researched by utilizing maps that that are made in different
conditions. The gained knowledge aids the development of SLAM algorithms in the automotive industry and
increase the localization accuracy of autonomous vehicles.

1.1. Research questions
There needs to be a better understanding on the effect of a dynamic environment on the pose estimation of
SLAM to develop more robust algorithms for intelligent vehicles. SLAM algorithms assume that the environ-
ment is static, which is not true for an autonomous vehicle. The central question is how big is the influence
of this assumption? Is any movement in the environment problematic, or are only certain situations a prob-
lem? A better understanding on the effect of the static environment assumptions aids the development of
SLAM algorithms for automotive applications. This research will develop a methodology that isolates the ef-
fect of a dynamic environment on stereo ORB SLAM [19]. Stereo vision is the likely sensor setup for V-SLAM
algorithms in the automotive industry, since the setup allows for the most accurate depth estimations. This
research will focus on dynamic scenarios in an urban environment. The main research question is:

How does a dynamic urban environment influence the pose estimation accuracy of stereo ORB SLAM?

Hypothesis: It is expected that the pose estimation will become less accurate as the amount of dynamic
features in the image increases. It is likely that the amount of dynamic features increases when more pixels are
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moving in the image. This makes the static environment assumption less valid. Hence, the pose estimation
would become less accurate.

The dynamic urban environment defined in the main research question shall be divided into a set of dynamic
scenarios. These scenarios will focus on interactions with other vehicles, as oppose to pedestrians. ORB
SLAM utilizes corner detection for keypoint selection. It is more likely that ORB SLAM selects vehicles as
keypoints than pedestrians, since vehicles have a larger surface area and have more corner features. This
research will focus on two scenarios: driving behind another vehicle and driving while other vehicles are
driving on the opposing lane. The sub research questions are:

1 How does driving behind another vehicle influence the pose estimation accuracy of stereo ORB SLAM?

2 How do vehicles driving on the opposite lane influence the pose estimation accuracy of stereo ORB SLAM?

Hypothesis: It is expected that, performing SLAM while driving behind another vehicle, is the most likely
scenario where the algorithm will have the worst pose estimation performance. A large percentage of the
image could be blocked by the vehicle in front. This would make it more difficult for the SLAM algorithm
to find static key points on which to optimize a position. Vehicles driving in opposite direction are expected
to be less influential. The total time span that a vehicle is in the camera image is lower and therefore the
influence is expected to be lower. Still, it is expected that the overall performance is negatively influenced.

The developed experiment will not only illustrate the effect of a dynamic environment on the performance
of a SLAM algorithm but can also be utilized to analyze its strength and weaknesses. The methodology allows
an in-depth analysis to pinpoint which functions contribute to the robustness. Several functions of ORB
SLAM are bypassed to illustrate the depth of the analysis possible within this experiment. The next set of sub-
research questions define which functions are bypassed. The knowledge gained with this experiment can be
utilized to improve the robustness of other V-SLAM algorithms.

Failure in ORB SLAM can be divided into two categories: tracking failure and false relocalization. Track-
ing failure happens when the algorithm is not able to match ORB features in the image to previously mapped
ORB features. The algorithm stops the pose estimation until it is able to relocalize to a previous mapped
point. Relocalization is caused by the loop closure module of ORB SLAM. It will relocate its estimated posi-
tion when this module recognizes an environment which was driven before. It does this by storing the ORB
features of each image and tries to match these with the current image. This function is to account for the
accumulated error during a SLAM session. Note that the relocalization is purely visual based in this setup.
The relocalization module will be bypassed to test the algorithm’s performance without relocalization failure.
A SLAM algorithm without place recognition is essentially a Visual Odometry (VO) algorithm. Therefore ORB
SLAM without the place recognition module will be referred to as ORB VO. The sub-question will be:

3 How do the dynamic scenarios influence the pose estimation accuracy of stereo ORB VO?

Hypothesis: It is expected that ORB VO shows a performance decrease when the static environment assump-
tion is significantly violated. Thus, when a large amount of ORB features describe a moving vehicle.

ORB SLAM inherently has a filter mechanisms that removes unreliable keypoints from its map. This map
culling method could positively influence the performance of ORB SLAM in dynamic scenarios. If this is the
case, other SLAM researchers could use this knowledge to improve their algorithm on robustness to dynamic
environments. The sub research question is:

4 How does the map culling method influence ORB VO’s pose estimation in the dynamic scenarios?

Hypothesis: It is expected that the method does increase the robustness to a dynamic environment. Moving
features are less likely to match over three consecutive keyframes and will therefore be filtered out. This
method could be already an effective dynamic object filter and additional filtering might not be needed.

A realistic scenario for localization in autonomous vehicles could be that mapping companies provide accu-
rate maps which the vehicles utilize to localize itself in. ORB SLAM provides a localization mode that allows
the user to localize themselves real-time in a previously created map. It is important to know if the conditions
during the mapping process play a significant role in the pose estimations during localization mode. For ex-
ample, suppose that during the mapping process, the mapping vehicle was stuck behind another vehicle. The
map could contain many map points that describe the vehicle in front. When another vehicle tries to localize
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itself in this map in localization mode, can it still accurately find its position even-though the conditions are
different? The final sub-research question is:

5 How do the conditions in which a map is created influence the pose estimation of ORB SLAM in localiza-
tion mode?

Hypothesis: If the algorithm is able to provide an accurate pose estimation during the mapping process, then
the pose estimation in localization mode will also provide an accurate estimation. When the pose estimation
during the mapping process is accurate, it means that sufficient static features are matched and mapped.
These static features should match when the vehicle utilizes localization mode and add enough constraints
to provide an accurate pose estimation.



2
Related work

SLAM algorithms for intelligent vehicles is a fast developing research topic with significant unexplored re-
search areas. An aspect that needs major development is functioning SLAM in dynamic conditions, since the
framework assumes a static environment. However, a methodology that isolates performance difference of
SLAM algorithms caused by a moving environment does not exist. This chapter contains the related work
that illustrates the difficulty of this experiment. Furthermore, it explains the design choices that were made
through the literature. First the importance of this research is highlighted by discussing the lack of automotive
oriented benchmarks. Second, the difficulty of this experiment is explained, the benefits of utilizing simula-
tors is discussed and concludes with the reasoning behind the chosen simulator. Third the possible metrics
that are used for SLAM oriented experiments are discussed. Finally the variety of SLAM algorithms that can
be utilized for intelligent vehicles and the solutions that are researched for SLAM in dynamic environments
are summarized.

2.1. SLAM benchmarks
Benchmarks are vital for the development of SLAM algorithms and provides a platform for researchers to test
and compare their SLAM algorithms. In the last decade, several benchmarks have been published which have
aided the development of SLAM algorithms. However, no benchmark is available that reflects the challenging
conditions a vehicle encounters.

The TUM benchmark [28] was developed to evaluate RGB-D based SLAM algorithms. The benchmark
contains multiple small scale indoor sequences in two different environments (a small office and an indus-
trial hall). The benchmark contains sequences that challenges an algorithm’s ability to cope with badly illumi-
nated spaces, sensor outages and changing environments. The indoor, small scale nature of the benchmark
makes it unsuitable to represent SLAM methods utilized in an automotive environment, but has significantly
helped in the development of visual based SLAM methods.

The EuRoC dataset [2] could be used for stereo vision based SLAM algorithms. This benchmark was ini-
tialized for the European Robotics Challenge to assess visual-inertial SLAM algorithms and 3D reconstruction
algorithms for micro aerial vehicles (MAVs). The benchmark contains several stereo-vision sequences in a
large industry hall recorded with a MAV. The sequences challenges algorithms to handle dynamic flying con-
ditions and large indoor loop detection. This benchmark is specifically designed for MAVs and is therefore
unsuitable for automotive representation.

The benchmark that is specifically designed for automotive applications is the KITTI benchmark [11].
The benchmark utilizes a vehicle equipped with two stereo camera setups (grayscale and RGB) and a LIDAR
system. It can therefore support monocular, stereo, LIDAR and sensor fusion based SLAM methods. The
KITTI SLAM benchmark contains in total 22 sequences measured during day time in sunny conditions. The
sequences included measurements in an urban environment, rural area and on a highway. The benchmark
started in 2012 and has a wide variety of submissions including visual feature based SLAM methods (ORB
SLAM [19]), direct visual SLAM methods (LSD SLAM [8]), LIDAR based SLAM (LOAM [31]) and sensor fusion
methods (VLOAM [32]).

Currently the 25 best SLAM/Visual Odometry (VO) methods have a translational error of less than 1%.
However, being the best SLAM/VO algorithm in the KITTI benchmark does not mean that the algorithm per-
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6 2. Related work

forms best for the automotive industry. The benchmark does not reflect important aspects of an automotive
environment, like the robustness of the algorithm to a dynamic environment and robustness to different
weather conditions (see figure 2.1a). This information is vital for the development of SLAM algorithms for
the automotive industry and could expose weaknesses in algorithms which are currently unknown. This re-
search will be the first to isolate the performance of SLAM algorithms with respect to a dynamic environment.
This methodology could then be utilized by other researchers to test and improve the robustness of SLAM al-
gorithms in dynamic conditions.

(a) Example of conditions of the KITTI
benchmark. The benchmark is focused

on providing data from long
trajectories, but provides little

challenging dynamic conditions [11]

(b) Example conditions of VIPER
benchmark which is based on the game
grand theft auto V. The game provides

photo-realistic environments and
challenging conditions, but only

provides single camera images. [24]

(c) Example image of Mask-SLAM,
which utilizes CARLA to test monocular
ORB SLAM in dynamic conditions and
various weather conditions. It proofs

that CARLA can be utilized in
combination with ORB SLAM [15]

Figure 2.1: Camera views of various benchmarks and simulators to illustrate the environment conditions.

2.2. Simulators
Creating an experiment that isolates the effect of a dynamic environment on the pose estimation of a SLAM
algorithm is challenging. The resulting pose estimation of a SLAM algorithm is susceptible to changes in its
environment. For example, V-SLAM algorithms are very sensitive to lighting conditions since the position
estimation is based on pixel values. Hence, different shadow positions have an influence on the resulting
pose estimation. Moreover, weather conditions influence the results. Even cloud formations have an impact
on the result of a SLAM algorithm [15]. Therefore very specific conditions are needed to test robustness for a
dynamic environment. Furthermore, according to the KITTI benchmark [12], some SLAM algorithms have a
translational error of only 1%. Consequently, the vehicle needs to drive identical trajectories under different
dynamic conditions.

The experiment should be performed in a simulator to completely isolate the effect of a dynamic envi-
ronment on the performance of a SLAM algorithm. The gaming industry can simulate photo-realistic en-
vironments which could be utilized for computer vision research. A simulator can allow full control of en-
vironmental aspects like weather conditions and time of day. It also has the potential to create identical
trajectories in different dynamic conditions. Furthermore, a simulator can provide an accurate ground truth,
which is difficult to obtain for long trajectories in real life. For example, the KITTI benchmark [11] provides
a ground truth with at an accuracy between 0.1 and 0.5 meters by using GPS and GLONASS with RTK cor-
rections when available. Moreover, a simulator allows for a cheap experiment setup. A simulator is the best
chance to develop a methodology that isolates the effect of a dynamic environment.

The VIPER benchmark [24] utilizes the game "Grand Theft Auto V" to produce challenging sequences with
different weather conditions and a dynamic environment (see figure 2.1b). These sequences contain ground
truth for semantic instance segmentation, object detection and tracking and visual odometry. However, the
platform does have significant limitations. The user cannot control the environment since it utilizes a hard
coded game, making it difficult to have the right conditions for an experiment. Furthermore, the sequences
are images from a single camera. The benchmark is therefore only useful for monocular SLAM algorithms.
For research, the environment should be preferably fully adaptable and the platform should allow simulating
sensors like multiple cameras and LIDAR. These requirements make a video game not preferable for research.

There are several simulators that have been been developed to benefit computer vision research. They
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are programmed on gaming development platforms (like Unreal Engine) to provide the same photo-realistic
environments that high end games have. Airsim [27] is a high fidelity simulator for drones and vehicles and
provides realistic visuals and physics with a RGB camera view, depth map and object segmentation view.
However, the simulator focuses on realistic drone and vehicle models. Therefore it only provides the vehicle
and sensors but not the environment. The environment needs to be developed from scratch, making other
simulators more suitable. Another, more user friendly simulator is Sim4CV [21]. The simulator has a simple
GUI for environment creation and a communication interface with Matlab, Python and C++. Like Airsim,
Sim4CV provides RGB camera images, depth images and object segmented view. Furthermore, Sim4CV can
simulate multiple cameras mounted on the vehicle, allowing stereo vision SLAM evaluation. However, it
does not support LIDAR simulation nor weather condition control. A simulator that does provide LIDAR
simulation and weather control is CARLA (Car Learning to Act)[6]. The simulator was developed to support
training, prototyping and validation of autonomous driving models, including perception and control. It is an
open source project which provides a python API and multiple maps in which the vehicle can be controlled.
CARLA comes with an additional ROS bridge, a platform that allows easy communication between the SLAM
algorithm and the CARLA sensor data.

CARLA is versatile research simulator and it could be used as a platform for a new methodology that iso-
lates the effect of a dynamic environment on SLAM algorithms. CARLA was developed as a platform to study
the performance of autonomous driving systems [6]. The simulator provides scenarios and metrics so re-
searchers can compare their autonomous systems to other controllers. The versatility of the platform allows
it to be used for other research topics. CARLA is already an accepted tool within the research community to
aid in the development of computer vision algorithms. The simulator has an object segmented view which is
used to train CNN classifiers for dynamic object detection [35]. Furthermore, Mask-SLAM [15] combines a se-
mantic segmentation mask on a monocular ORB SLAM algorithm to improve robustness for a dynamic envi-
ronment and weather conditions (see figure 2.1c). The complete experiment is performed in CARLA, driving
a total of 100 trajectories with each trajectory driven 50 times to evaluate the methods robustness. The pa-
per illustrates the feasibility to evaluate SLAM algorithms robustness to dynamic environment in the CARLA
simulator. The difference between this research compared to the Mask-SLAM experiment is the complete
isolation of robustness of SLAM algorithms to a dynamic environment, instead of a dynamic environment
and weather conditions.

2.3. Performance metrics
There is not an unanimous performance metric that is used in the field of SLAM research. The TUM RGB-D
SLAM benchmark [28] calculates the relative pose error over a fixed time interval,

Ei = (Q−1
i Qi+∆)−1(P−1

i Pi+∆), (2.1)

where Q is the ground truth pose and P is the estimated pose, represented in homogeneous coordinates. ∆ is a
constant time interval. The metric reflects the local drift caused by the algorithm. The proposed performance
metric to evaluate a complete trajectory is the root mean square error of the relative pose error over all time
indices,

RMSE(E1:n ,∆) =
( 1

m

m∑
i=1

||trans(Ei )||2
)1/2

, (2.2)

where “trans” indicates the translational component. Only the translational component is used since rota-
tional errors will result in translational errors. However, rotational errors early in a sequence could result into
large translational errors for long trajectories. Separating rotational errors and translational errors is there-
fore preferred to allow closer analysis of the SLAM algorithm’s output. The KITTI visual odometry benchmark
[11] does separate the translation and rotation errors, using the same metric as the TUM dataset. The KITTI
benchmark extends the metric by evaluating the relative pose error as a function of length and velocity. The
resulting equation is

Ei = 1

∆L
(Q−1

i Qi+∆L)−1(P−1
i Pi+∆L), (2.3)

where ∆L is the chosen traveled distance interval. Note that the relative pose error only reflects the local drift
within the time interval ∆ of a visual odometry or SLAM algorithm.

The global error over the full trajectory can be measured with the absolute trajectory error,

Fi =Q−1
i SPi , (2.4)



8 2. Related work

used in the TUM benchmark [28] (where S is the least squared rigid body transformation overlapping P on
Q). The KITTI benchmark does not utilize the absolute trajectory error, which makes the benchmark more a
visual odometry benchmark rather than a SLAM benchmark. Visual odometry does not utilize a full trajectory
pose optimization while SLAM does.

The Mask-SLAM research [15] develops a V-SLAM algorithm in dynamic conditions and provides two metrics
to evaluate their SLAM method in a dynamic environment. The paper indicates that ORB SLAM [20] can
lose track during a trajectory. The first performance metric is called the Mean Tracking Rate, which is the
average value of the position when the algorithm loses track (in [%] of total trajectory distance). Then for the
trajectories with a mean tracking rate of 80% or higher, the Mean Trajectory Error is calculated. The mean
trajectory error is the same as the absolute trajectory error in equation 2.4, but instead of taking the Root
Mean Square Error, the mean of the error is utilized. However, the pose estimation cannot be considered
successfully tracked if the algorithm tracked only 80% of a trajectory that is between 100 and 500 meters long.
For this research every trajectory must be tracked for 100% to be considered successful. When the trajectory
was succesfully tracked, the pose estimation is used for the performance metric.

2.4. Type of SLAM algorithms
There are several types of SLAM algorithms that can be utilized for intelligent vehicles, which observe land-
marks differently to estimate the pose. The selected type of algorithms are all based on the KITTI rankings
[12]. The different type of algorithms for automotive applications can be divided into four categories: direct
V-SLAM, feature based V-SLAM, LIDAR based SLAM and sensor fusion SLAM. Each category has a wide selec-
tion of developed SLAM algorithms, with new ones being developed nearly every month (observed from the
submission dates in the KITTI ranking [12]). Each method needs to find a way to match landmarks between
images or scans, so the displacement of an agent can be estimated.

Direct V-SLAM utilize the pixel intensity values of the images directly to recognize landmarks between im-
ages. There are methods that try to match every pixel between two images like Direct Tracking And Mapping
[22], but this is a very computational expensive method and will not be used for large scale outdoor SLAM
methods. LSD SLAM [8] matches only the pixels that are distinctive, an example shown in figure 2.2a. These
are predominantly pixels that describe edges and are close to the camera. The best direct V-SLAM method
according to the KITTI benchmark is DSO SLAM [30], which estimates its pose by selecting distinctive pix-
els based on intensity gradient. The general advantage of direct methods is that it allows localization in low
feature environments, like empty hallways. It also does not require any pre-processing of the image, which is
needed for feature based V-SLAM methods.

Feature based V-SLAM algorithms pre-process images, select key points and describe them in a feature
vector. The feature vector is designed such that the keypoints are scale, orientation and illumination inde-
pendent. ORB SLAM [19] selects corners in the image based on surrounding pixel intensities (called FAST
keypoints [25]). An example is shown in figure 2.2b. The corner is described uniquely by comparing its in-
tensity to its surrounding in a star shaped pattern and converting the results into bit-string feature for faster
computation (called BRIEF features [3]). The best feature based visual odometry algorithm according to the
KITTI ranking [12] is SOFT odometry [4], which detects corners through a blob and corner detector developed
in [10]. However, this algorithm is not publicly available and cannot be tested in this research.

LIDAR SLAM is according to the KITTI benchmark [12] a less popular research topic but a more accurate
method. LIDAR Odometry and Mapping (LOAM) [31] is the most accurate LIDAR method in the KITTI rank-
ings (an example shown in figure 2.2c). The method estimates its pose based on detected sharp edges and
planar patches, which can be detected by a smoothness term.

The most accurate method in the benchmark is the sensor fusion method V-LOAM [32], which is an ex-
tension on the LOAM method. The LIDAR that LOAM uses can complete a scan from side to side with a
frequency of 1 Hz. The V-LOAM method utilizes a feature based visual odometry method (called DEMO [33])
to a pose estimation with a higher frequency. It then refines its pose estimation on a lower frequency with the
LIDAR data and the pose estimation done by the LOAM algorithm.

The SLAM algorithm needed for this research needs to be open source in order to test its robustness to a
dynamic environment. Although SLAM is a popular research topic, the algorithms are rarely open source.
An algorithm that is versatile, state of the art and open-source is ORB SLAM [19]. The feature based V-SLAM
method is able to handle monocular, RGB-D and stereo camera setups. Furthermore, an ORB SLAM based
algorithm (Mask-SLAM [15]) has already been tested with the CARLA simulator. This makes ORB SLAM the
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algorithm that is utilized to test the effect of a dynamic environment on the pose estimation performance.

(a) Example of direct V-SLAM method:
LSD SLAM. Utilizes pixel intensity

directly [7]

(b) Example of feature based V-SLAM
method: ORB SLAM. Selects parts of

the image and converts them to feature
descriptors which allow easy matching.

[19]

(c) Example of LIDAR based SLAM
method: LOAM. LIDAR produces point

clouds based on laser measurements
[31]

Figure 2.2: Visualization of different types of SLAM algorithms

2.5. SLAM in dynamic environments
The invalidity of the static environment assumption in SLAM algorithms is known in the research community
and many constructions have been developed to filter the dynamic data. Semantic segmentation could be
a solution for dynamic object filtering in V-SLAM methods ([15], [35]). Mask-SLAM [15] redistributes ORB
features [20] that describe vehicles or the sky, which should result into a pure static distribution of features.
The results illustrate that ORB SLAM tends to lose track in a dynamic environment and different weather
conditions. When the mask is applied, the SLAM algorithm does not lose track as much as the plain ORB
SLAM method. The accuracy of the pose estimation does increase slightly, but Mask-SLAM does not provide
consistently better results. The paper provides some examples on why the method performs worse, but fails
to indicate the source of the error. The paper also performs their experiments in a dynamic environment with
different weather conditions. This makes it challenging to isolate the source of the performance change.

LIDAR solutions have been proposed where scan to scan subtraction reveals the dynamic points within
a point cloud, which can then be removed. In an offline method, multiple points clouds from the same
trajectory can be compared to remove dynamic or semi-static objects (e.g. parked vehicles [5]). For an online
method [23], two scans can be compared (from two LIDAR rotations), and subtracted to remove dynamic
objects. However, this method only works on a very slow moving base (i.e. 1 m/s).

The examples illustrate that filtering dynamic objects from images and point clouds for the automotive
industry is still an open problem. However, most research focus on a solution rather than understanding the
problem. No research exist that analyses the effect of a dynamic environment on different SLAM algorithms.
It could be that certain SLAM algorithms are very robust for a dynamic environment and only fail under very
specific conditions. This would radically decrease the scope of the problem and could then potentially be
solved.

In summary, no benchmark exists that tests SLAM algorithms in dynamic conditions of an intelligent vehicle.
However, isolating the performance due to a moving environment is difficult unless all environment condi-
tions can be controlled. Nonetheless, testing the robustness of SLAM algorithms in a moving environment
could help identify which type SLAM algorithm is most suitable for the automotive industry. Furthermore,
robust and simple solutions could be developed to ensure SLAM algorithms function in dynamic conditions.
The experiment will be performed in a simulator called CARLA to control as much of the environment as
possible. The methodology will be tested with the feature based V-SLAM algorithm: ORB SLAM [19]. The
algorithm is state of the art, open source and has already been tested with CARLA [15].





3
Methodology

The challenge of this research is to develop a methodology that reflects the effect of a dynamic environment
onto the performance of a SLAM algorithm. The experiment will be performed in a simulator in order to get
fully constant environment conditions. The methodology consist of a simulation, the SLAM algorithm and
the performance metrics. First the simulation in CARLA is discussed which explains the simulator choice,
detailed description on how the scenarios are programmed, environment conditions and the general pipeline
of the experiment. Next, the design of ORB SLAM is explained. The focus of this section is to explain how
certain design choices could affect the robustness to a dynamic environment. Furthermore, assumptions
to incorporate the algorithm in CARLA are explained. Finally, the performance metrics section explains the
central reference system and the choice of metrics.

3.1. CARLA simulation
The objective of this research is to develop an experiment that isolates the effect of a dynamic environment
on the pose estimation of a SLAM algorithm. The most basic setup would be to drive a certain trajectory
in completely static conditions, drive the same trajectory with moving vehicles and compare the two pose
estimations. However, there are many aspects that can influence the resulting pose estimation which need
to be controlled in order to isolate the effect of a dynamic environment. For instance weather conditions
should stay the same throughout the experiment. Naturally rain will imposes noise on sensor data, making
repeatability difficult. Moreover, feature based V-SLAM algorithms select features based on pixel intensity
[25] or pixel gradient [4]. This means that some features could describe cloud formations, which would in-
fluence the pose estimation. The experiment should therefore be performed during a clear sunny day. Due
to the use of pixel intensity, many features of a V-SLAM algorithm can describe the edge of a shadow. There-
fore the same trajectory under the same weather conditions but at a different time of day could lead to a
different pose estimation. Furthermore, the ground truth should be reliable. Triangulation is used in most
indoor SLAM experiments for ground truth but this method is difficult to use over long trajectories. The KITTI
dataset [11] utilizes a very accurate variation of GPS, but the signal is not available for all trajectories. Finally,
it is important that the vehicle drives exactly the same trajectory during static and dynamic conditions. SLAM
algorithms can localize with centimeter precision, so there should not be any variation between the two tra-
jectories if the effect of a dynamic environment is to be isolated. It is clear that due to these requirements, the
experiment cannot be performed in real life and is therefore performed in a simulator. This gives the poten-
tial for full control of the environment, providing an accurate ground truth and driving identical trajectories.

The experiment is performed in an open-source simulator called CARLA [6]. CARLA is based on a server-
client system in which the server renders the scene and a python client provides the commands. It has a set
of unique features that makes the platform the appropriate choice for this experiment. First, CARLA has a
elaborate sensor suite which includes the option to place multiple cameras and LIDAR sensors. This means
that monocular V-SLAM, stereo V-SLAM and LIDAR based SLAM algorithms could be tested. Other simula-
tion platforms like the VIPER benchmark [24] allow for monocular SLAM only. Monocular SLAM is sensitive
for scale drift and will generally have larger pose estimation error than its stereo counterpart. Another im-
portant feature is CARLA’s synchronous mode, which makes sure that all sensor data and control messages
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are received. In asynchronous mode the simulator will provide a real-time experience, showing smooth and
continuous images through the rendered world. However, to ensure this real-time experience a variable time
step is utilized. This means sensor messages from the server will be delayed or even skipped. Synchronous
mode is vital to create repeatable experiments, especially when exactly the same trajectory over time has to
be driven. Furthermore, CARLA’s API allows full control of weather conditions and time of day. The simulator
also allows for easy access to ground truth poses. These will be more accurate than the ground truth of a real
life experiment since there are no measurement errors in a simulation. Finally, CARLA provides the user with
free maps representing urban environments in which the vehicle can roam. Other simulators like Airsim [27]
do provide a realistic driving model and API but the user needs to create their own maps in Unreal Engine.
The sensor suite, synchronous mode and free environments are the unique features that provides everything
needed to perform the experiment.

Trajectory simulation On paper CARLA has all the features that are necessary to isolate the effect of a dy-
namic environment on the performance of a SLAM algorithm, however in reality problems occur. The biggest
challenge is to get exactly the same trajectory in different dynamic conditions. This is because CARLA is de-
signed to test and evaluate a full autonomous pipeline and expects the user to design a controller themselves.
However, this research focuses solely on the computer vision and state estimation part of the pipeline. CARLA
provides two solutions for this application: autopilot mode and a CARLA agent. The autopilot obeys all traffic
rules and roams the map randomly at the maximum allowed speed. The CARLA agent is a developed control
agent for which a fixed speed can be set. It can be implemented in your python client and has a complete
pipeline with trajectory planning, collision avoidance and PID controller. Several designs were tried and
failed, which include:

1. Synchronous mode, record autopilot commands, feed commands in different scenario.

2. Synchronous mode, record CARLA agent commands, feed commands in different scenario.

3. Non-synchronous mode, record CARLA agent commands, feed commands in different scenario.

4. Synchronous mode, utilize waypoints to define trajectory.

The first attempt was utilizing synchronous mode, use the autopilot on the vehicle and record all the throttle
and steer commands. The recorded commands would be used as the vehicle control input to replicate the
same trajectory under different conditions. However, slight deviations in the trajectory occurred over time
which would result into a crash for some trajectories. Furthermore, the use of the autopilot does not allow
any control of the vehicle, which makes creating dynamic scenarios difficult. The second attempt was using
the designed control agent from CARLA, utilizing synchronous mode and recording the control commands.
The agent allows the user to specify a destination, making it easier to create certain dynamic scenarios. How-
ever, utilizing synchronous mode and recording these control commands was not possible. The client never
receives the control commands and freezes. When utilizing this same method in asynchronous mode, the
system does not freeze. However, the ego-vehicle displays a lateral oscillated motion, which can be caused by
either missing control messages or by the PID controller.

The final design allows the user to control the direction of the vehicle and allows for identical trajectories
under different dynamic conditions. The roads on each map in CARLA can be defined by a series of way-
points. Each waypoint has a road id, lane id, is_intersection boolean, heading and position in the world. In-
stead of utilizing the control commands, the position of the vehicle for each simulation step can be specified
by using the waypoints. After each simulation step the vehicle is "teleported" to the next waypoint. A desired
constant velocity (vr eq ) can be simulated since the user can define the distance between each waypoint (dw )
and the server simulation frequency (fps):

dw = vr eq · f ps (3.1)

Note that this method completely disregards any vehicle dynamics (or physics for that matter). For example,
driving 100 km/h and doing a 90 degrees turn would be possible in this simulation. It is important that the
chosen velocity is feasible in real life, as the simulation would accept any input.

The scenarios that are simulated in CARLA will focus on vehicle oriented scenarios instead of pedestrian ori-
ented scenarios. The methodology will be tested with ORB SLAM [19]. The algorithm is a corner feature based
V-SLAM method, which means that the algorithm selects corners from the image that are used as constraints
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to optimize a pose estimation. ORB utilizes FAST keypoints [25] to select areas of the images that will be
converted to a feature vector. ORB SLAM divides the image in a grid and aims to select five features in each
cell. Since a vehicle covers a larger area of an image and has more corners than a human, ORB SLAM is more
likely to fail due to vehicles than pedestrians. Therefore, this research focuses on vehicle oriented dynamic
scenarios. Only one vehicle will be equipped with a stereo camera setup and is referred to as the ego-vehicle.

The experiment will test two different dynamic scenarios: ego-vehicle is driving behind a vehicle and ve-
hicles driving on the opposite lane towards the ego-vehicle. The waypoints are also utilized to generate the
trajectories of the vehicles that are not equipped with cameras. Before the simulation start the complete tra-
jectory of the ego-vehicle is defined, which is a list of waypoints. This is done by selecting a starting location
in the map and append the next waypoint to the list that is dw away from the last waypoint. If there is an in-
tersection, always choose the first waypoint. Do this until the desired distance is travelled. To create dynamic
scenarios, the other moving vehicles need to have a list of waypoints that define their respective trajectories.
This is done by looping through the waypoint list of the ego-vehicle and define some algorithm which selects
the waypoint for that specific dynamic scenario. It is easy to select a waypoint that is on the same lane and dx

meters away. For the first dynamic scenario (driving behind a van) a waypoint is selected that is di v meters
away from the ego-vehicle’s waypoint (where di v is the required inter-vehicle distance).

Simulating the second scenario (vehicles driving on the opposite lane) proofs more difficult. The idea is
to take the complete list waypoints of the entire map and do an exhaustive search to select the waypoint that
is closest the ego-vehicle waypoint with the condition that:

1. the waypoint has the same road id as the ego-vehicle waypoint

2. the waypoint has not the same lane id as the ego-vehicle waypoint.

This should create a list of waypoints that is exactly the same trajectory as the ego-vehicle, but in the opposite
lane and the vehicle is driving backwards (since the heading is opposite). However, during intersections the
road id on the opposite lane is not the same, so this method cannot be used. Instead for the waypoints
of the ego-vehicle where is_intersection=True a zero is added to the list and then replaced afterwards with
a waypoint. The replacement protocol works as follows: take the first waypoint after the last intersection
waypoint (which is a zero on the list). Replace it by the next waypoint that is dw meters away. When there are
two waypoints, choose the waypoint that has the closest road id to the ego-vehicle waypoint so the opposing
vehicle drives the same direction as the ego-vehicle. When the list consists of only waypoints, flip the list so
the opposing vehicles will drive forward instead of backward. When the opposing vehicles are at the end of
their trajectory, respawn them at the beginning of the trajectory.

Environment description This experiment will use three different towns provided by the CARLA simulator
which will represent the urban environment. Each map has a different aspects which makes pose estima-
tion challenging for the algorithm. Each town is numbered as town 1, town 2 and town 3 and are shown
respectively in figure 3.1a, 3.1b and 3.1c. Town 1 represents a suburban environment located near the woods.
The area contains low-rise and mid-rise type of buildings. The roads are narrow two lane roads, which pass
through populated areas as well as part of a forest. Town 2 is a smaller map, but a denser populated area.
It contains more buildings and has more similar style houses as oppose to town 1 which has many unique
structures. Like town 1, town 2 has a narrow two lane infrastructure. Town 3 is the biggest map of the three
towns. It has two or four lane roads and contain wide lanes. The town contains a tunnel, roads underneath a
bridge, roundabouts and road elevation.

The scenarios are tested on 10 different trajectories, which are divided over the three separate maps. The
trajectories are through different parts of the towns, which might cause the algorithm to provide dissimilar
results. Table 3.1 contains a short description of each trajectory. Some basic observations of the conditions
are:

• Trajectories in town 1 and town 2 are on small two lane roads and have buildings or other landmarks
near the road.

• Town 2 trajectory 1 starts in a forest and drives into the town.

• Town 3 has much wider roads. The lanes are wider and the town contains four lane roads.

• Town 3 trajectory 1 starts at the entrance of a tunnel.
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(a) Aerial view of town 1. Suburban type of
environment with low and mid-rise buildings and

narrow two lane roads.

(b) Aerial view of town 2. Smaller suburban
environment. Densely populated area with low and
mid-rise buildings. Town has narrow two lane roads.

(c) Aerial view of town 3. Large urban area with wide
two and four lane roads. Contains a tunnel, bridges
and roundabouts as well as elevation in the roads.
City has low, mid and high-rise type of buildings.

• Town 3 trajectory 2 is on four lane roads only, with large intersections and road elevation at the end of
the trajectory.

• Town 3 trajectory 3 contains a small roundabout, performing a complete 360 degree turn.

• Town 3 trajectory 4 starts underneath a bridge.

Table 3.1: Short overview of the trajectories of the three towns.

Town Trajectory Lanes Trajectory description Remarks
1 1 2 (narrow) Right, right Suburban environment
1 2 2 (narrow) Right, left, left Suburban environment
1 3 2 (narrow) Left, right, right Suburban environment

2 1 2 (narrow) Left, left, left
Starts in a forest,
continues in urban environment

2 2 2 (narrow) Left, left, right, left, left Urban environment
2 3 2 (narrow) Left, 3x right, left, left Urban environment
3 1 2 and 4 (wide) Long left, slight left, slight right Starts in tunnel

3 2 4 (wide) Left, right, long right, right
Road elevation at end of
trajectory

3 3 2 (wide) 3x Left, right, long right Full rotation on roundabout
3 4 4 (wide) Right, long right, left, long right Starts underneath a bridge
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Experiment pipeline The ego-vehicle will be equipped with a stereo camera setup since monocular V-
SLAM suffers from scale drift and RGB-D SLAM has a lower depth range. The camera images are written
to the disk during the simulation, which will be converted to a rosbag afterwards. Rosbags allow sensor mea-
surements to be recorded and to play back, so algorithms like ORB SLAM can utilize it without having to do
the same experiment again. Although CARLA provides a rosbridge, communication errors occurred and a
custom .png to rosbag converter was written. These rosbags will only contain the left and right image of the
stereo camera and a timestamp. There will be no pose information in the rosbag, so ORB SLAM estimates its
position purely based on the sequence of images.

The pipeline of the experiment for a dynamic scenario on a single trajectory is shown in figure 3.2. Note
that the pipeline is very versatile due to the flexibility of the simulator. For example the same experiment can
be done with LIDAR by adjusting the Python Client code. Moreover, only the rosbags and ground truth poses
are needed to establish the robustness of other V-SLAM algorithms.

Rosbag

Carla server

Python Client Static baseline Dynamic scenario 1: 
Stuck behind van

Trajectory

.PNG to rosbag
converter

SLAM

Static data 

Dynamic data

Ground truth trajectory

Script/code/algorithm

Input/output file

Stereo
images

Ground 
truth 
poses

Pose
estimations

Analysis

Performance
static

baseline

Performance
dynamic
scenario

Figure 3.2: The complete pipeline of the experiment for a single trajectory. It illustrates all the steps necessary to test the robustness of
the algorithm to a specific dynamic scenario.

Sensor setup and experiment details The stereo camera setup in the CARLA environment mimics the setup
that is used in the KITTI benchmark as much as possible. ORB SLAM provides an example setting file of the
KITTI dataset, which includes the optimized set of ORB parameters. It is assumed that by mimicking the
setup of KITTI the ORB parameters do not have to be optimized. The rectified images of KITTI are 1240x376
pixels. However, the cameras in CARLA can only be defined by a single field of view, which defines both the
horizontal and vertical field of view. To prevent distortion in the image, a square image is defined which
equals the total amount of pixels from the rectified images of the KITTI dataset. The simulated cameras have
a field of view of 90 degrees, an image size of 680x680 pixels, and a stereo baseline of 0.54 m.

The vehicle will drive exactly the same trajectory in the same conditions, except of other moving vehicles.
Each trajectory is a total distance of 500 meters, travelled at a constant velocity. A low velocity is favorable for
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good results as ORB SLAM has trouble estimating a position at high angular velocity. Having the speed setting
set too high will cause high angular velocities in corners, increasing the likelihood that ORB SLAM fails. Fur-
thermore, simulating a low velocity ensures that the vehicle can make tight corners since the simulation does
not take into account any vehicle dynamics. A constant velocity of 15 km/h is chosen. The weather condition
settings are set to "ClearNoon", hence clouds will not occur which would influence the pose estimation. ORB
SLAM is performed over each trajectory. This is repeated five times to take into account the non determinis-
tic nature of the process. Finally, the moving vehicles in the scenarios will be represented by "CARLA COLA"
vans, which are the largest vehicles available in CARLA and therefore the most likely to influence the pose
estimation process.

3.2. ORB SLAM
CARLA contains a very elaborate sensor suite which would allow testing monocular, RGB-D, stereo V-SLAM
methods and LIDAR based SLAM algorithms. This research will however focus on the performance of a single
SLAM algorithm to illustrate the depth of the analysis that is possible with this methodology. The experiment
will test the performance of stereo ORB SLAM [19]; a feature based V-SLAM algorithm. ORB SLAM is unique
in its completely open source software which will allow to deactivate certain features of the algorithm. This
will allow an in depth analysis of the strengths of the algorithm and aid in finding the source of its robustness.
ORB SLAM can operate in stereo, RGB-D or monocular setups, but stereo vision would be the more likely
approach in the automotive industry. Monocular SLAM cannot perceive depth in a single frame and displays
scale drift over time. RGB-D cameras have a limited range in which it can estimate depth and are more used
in indoor setups. Stereo vision is able to triangulate landmarks by matching features in the left and right
images. Therefore, scale drift does not occur in stereo vision SLAM methods. The purpose of this research is
to assist the development of SLAM methods in the automotive industry. Hence, this research will focus on
the robustness of ORB SLAM in a stereo camera setup instead of a RGB-D or monocular setup.

ORB SLAM is designed to provide reliable pose estimations for real time operation in large and complex envi-
ronments [20]. Although many solutions that are implemented in the algorithm ensure these requirements,
some solutions could also affect the algorithm’s robustness to a dynamic environment. The main solution
that ORB SLAM implements to have reliable pose estimations is to create an abundance of map points and
keyframes and use strict filtering mechanisms to remove redundancy. This design could increase the ro-
bustness in dynamic environments and could be implemented on other SLAM algorithms if it proofs to be
successful. The results from this experiment aids the development of stereo V-SLAM algorithms in the auto-
motive industry. ORB SLAM is a feature based visual SLAM algorithm that utilizes ORB features to perform
all SLAM tasks [19][20]. ORB features [26] in an image are easily computed, quickly matched and robust to
viewpoint changes. The algorithm has three main threads: tracking, local mapping and loop closure (see
figure 3.3 for a complete system’s overview). The tracking thread provides the pose estimations from frame
to frame. The local mapping thread optimizes the local trajectory and map points to ensure accurate recon-
struction of the environment around the current frame. The loop closure thread detects previously visited
locations, corrects for the accumulated error and activates the full bundle adjustment to provide a global ac-
curate pose estimation and map. Specifically the design of the feature extraction, tracking, local mapping and
place recognition module could affect the performance of ORB SLAM in a dynamic environment.

The map that is utilized to estimate the position of the vehicle consists of four elements: keyframes, map
points, covisibility graph and spanning tree:

• A keyframe stores the camera pose, camera intrinsics and the ORB features extracted from that frame.

• A map point stores a 3D position, viewing direction, a representative ORB descriptor, category keypoint
(monocular or stereo) and the minimum and maximum distance at which the point can be observed.

• The covisibility graph connects the keyframes that share observations with a minimum of 15 matched
observations. The covisibility graph provides the keyframes and map points which are utilized for the
local trajectory and map optimization.

• The spanning tree is the essential version of the covisibility graph with the minimum number of con-
nections and is used for fast identification of keyframes and map points.

Pre-processing The first step that could influence the algorithms behavior in a dynamic environment is the
keypoint selection in an image. ORB SLAM selects 2000 keypoints per image based on FAST corner detector
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Figure 3.3: The system overview of stereo ORB SLAM. [19]

[25]. The FAST algorithm detects corners by comparing the pixel intensity C with the pixel intensity of a circle
around C (see figure 3.4). If there are n contiguous pixels which are either darker or lighter than C, it is classi-
fied as a corner. ORB SLAM extracts the corners from eight scale levels to ensure scale independent features.
The scaled images are divided into a scale grid and select five features from each cell to ensure homogeneous
distribution of features. However, this distribution is adapted when a cell contains no corners. The corners
are described with oriented BRIEF features [3], which describe the image patch with a bit string constructed
by a binary intensity test[26]. The FAST keypoints and BRIEF features allow for fast feature extraction and
matching, which allows real time operation of the SLAM algorithm.

After the ORB features are extracted, a match of every feature is searched in the right image along the
epipolar lines [19]. Features that are matched are classified as close or far keypoints. Close stereo points do
not need multiple frames for triangulation since depth can be perceived from the stereo setup. Far keypoints
do not provide accurate translation information but can be utilized for orientation estimation. Close key-
points are the points which depth is less than 35 times the stereo baseline. The far keypoints and keypoints
that are not matched along the epipolar line are classified as monocular keypoints, close keypoints are classi-
fied as stereo keypoints. Note that the feature choice and implementation influences how an algorithm would
react to a moving vehicle. For example the algorithm might select many features on a vehicle that is close to
the camera. The ORB features might describe the outside silhouette of the vehicle, edges of the window, edge
of a number plate or even the edges of the tire. The estimated pose of the camera will be based on the selected
features, hence the feature choice might be a negative influence on the pose estimation in a dynamic urban
environment.

Figure 3.4: The selection of a FAST keypoint. The intensity of pixel C is compared to the pixel intensity of 16 pixels surrounding pixel C.
When n-contiguous points are either darker or lighter than pixel C, the pixel is categorized as a corner. [25]

Tracking The next step is the tracking process in which the algorithm estimates the pose of the vehicle for
every single frame. If tracking was successful for the last frame, a constant velocity motion model predicts
the new camera pose [20]. This will aid a guided search of the map points from the last image to match with
the current image. If this fails a wider area of the estimated position is searched. Note that a guided search
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could influence the robustness to a dynamic environment. If the motion model is correct, moving objects
might not be matched because it. When there is an initial set of matched features, a rough pose estimate is
performed with motion only bundle adjustment. With this estimate, map points that are expected to be seen
can be projected on the current frame and more features can be matched. This will lead to the final pose
estimation via motion only bundle adjustment, which is defined as:

{R,t} = argmin
R,t

∑
i∈χ

ρ

(∣∣∣∣∣∣xi
(.) −π(.)(RXi + t

∣∣∣∣∣∣2

Σ

)
(3.2)

πm

X
Y
Z

=
[

fx
X
Z + cx

fy
Y
Z + cy

]
, πs

X
Y
Z

=
 fx

X
Z + cx

fy
Y
Z + cy

fx
X−b

Z + cx

 (3.3)

R is the camera’s orientation in SO(3) and t is the translation in 3D space. ρ is the Huber loss function, χ
are the matched features, xi are the matched features in image coordinates and Xi are the matched features
in world coordinates. π are the projection functions, where πm is the projection function of the monocular
keypoints and πs the projection function of the stereo keypoints. For the projection functions fx and fy are
the focal lengths, cx and cy are the principal points and b the baseline[19]. The equation does not contain
a time variable which indicates that the equation assumes that all matched features (xi ) and landmarks (Xi )
remain static. The equation is optimized with a non-linear optimization framework g2o [16], which utilizes
the Levenberg Marquardt optimization algorithm.

After this process, it is decided if a keyframe needs to be inserted. The features of the current frame are
always matched with the features of the last keyframe (reference keyframe). When a new keyframe is inserted,
the features are redistributed as explained in the pre-processing paragraph. The philosophy is to insert as
many keyframes as possible for robustness and have a separate process that removes redundant keyframes.
A keyframe is inserted when more than 20 frames have passed after the last keyframe insertion, more than 50
points are tracked and less than 90 % of the points are tracked from the reference keyframe (which in this case
is the last keyframe). A keyframe is also inserted when the number of total matched close stereo keypoints are
lower than 100 and a new keyframe would add 70 new close stereo keypoints. The placement of keyframes
could have a role in the robustness to a dynamic environment, since the pose estimation of each frame is
based on the features that are created by the keyframes. Hence, when a keyframe is inserted and a moving
vehicle is close, many features that describe the vehicle could be tracked which would negatively influence
the motion only bundle adjustment.

Local mapping The mapping process is triggered after a keyframe is inserted. The first step is to update the
covisibility graph, which includes updating the connections of keyframes which share observations. Next,
the bag of words representation of the image is created which will be explained in the next paragraph. After
the keyframe is inserted, map points can be be culled. Map points are retained when the feature is tracked in
more than 25 % of the frames in which it was predicted to be visible. Furthermore, the map point has to be
visible in at least three keyframes. After three keyframes have past, these map points can only be eliminated
when a keyframe was removed by the keyframe culling method at the end of the mapping process. When a
keyframe is removed it could be possible that a map point is no longer visible in three consecutive keyframes
and therefore removed. One could imagine that this culling method results in the removal of various dynamic
map points since matching the same features in three consecutive keyframes could be challenging for moving
features. After recent map points are removed, the features of the keyframe are projected onto the map. A
depth estimate is provided by either the stereo setup or with covisibility of multiple keyframes.

Next, local bundle adjustment is performed which optimizes all the keyframes that are connected in the
covisibility graph with the current keyframe and all the map points contained by these keyframes. Let the
set of keyframes that are connected by covisibility to the current keyframe be KL and the points within those
keyframes be PL . There are a set of keyframes that do not have covisibility with the current keyframe, but do
have covisibility with map points in keyframes KL . These keyframes are included in the bundle adjustment,
however the position of these keyframes are fixed. The total set of keyframes that are included in the bundle
adjustment are referred to as KF . The local bundle adjustment results in:
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{Xi ,Rl ,tl |i ∈ PL , l ∈ KL} = argmin
Xi ,Rl ,tl

∑
k∈KL∪KF

∑
j∈χk

ρ(E(k, j )) (3.4)

E(k, j ) =
∣∣∣∣∣∣x j

(.) −π(.)
(
Rk X j + tk

)∣∣∣∣∣∣2∑ (3.5)

where k are the keypoints in the keyframe and j are the matched map points. In the final step redundant
keyframes are removed. Keyframes are defined as redundant when 90 % of the map points have covisibil-
ity with at least 3 other keyframes. This leaves a sparse web of keyframes that contain reliable and robust
features.

Loop detection Relocalization is caused by the place recognition module of ORB SLAM. It utilizes DBoW2
[9] to recognize its position, which describes images as a bag of visual words. The visual vocabulary is created
in an offline step and trained on the Bovisa dataset [1] which contains real indoor and outdoor images. ORB
features are extracted from the dataset and are used to create the vocabulary [18]. Each keyframe is described
with a bag of words vector that contains this vocabulary. The vector is stored in the recognition database so
it can be utilized for place recognition. However, since there could be visual overlap between the keyframes,
the similarities between the bag of words vector and keyframe should be summed over a period of time. ORB
SLAM’s place recognition model needs a high similarity score over several keyframes that are connected in
the covisibility graph to recognize the location. This makes the model more robust against visual overlap.
The design of the place recognition model could have significant impact on the robustness to a dynamic
environment.

Localization mode In localization mode, ORB SLAM estimates its position within a previously created map
[19]. Localization mode deactivates the local mapping and loop closing threads and uses visual odometry and
relocalizition to accurately localize the cameras. For visual odometry, the algorithm only utilizes the matches
from the previous frame to estimate a position. These estimations will accumulate drift which is mitigated by
feature matches in the existing map.

ORB SLAM in CARLA A set of assumptions are needed to incorporate ORB SLAM with the CARLA simulated
stereo camera images. ORB SLAM needs to have rectified images and the camera calibration parameters as
an input. The images are automatically rectified by placing the cameras in the vehicle on the same horizontal
line. The documentation of ORB SLAM advises to use the OpenCV calibration model to provide the required
camera intrinsic parameters. It utilizes Zhang’s calibration method [34] which requires a checkerboard pat-
tern in front of your cameras, which is not possible in CARLA. ORB SLAM requires focal lengths ( fx , fy ), center
of the image (cx , cy ), radial distortion parameters (k1, k2) and tangential distortion parameters (p1, p2). The
cameras in CARLA can be specified by defining the image size and the field of view (FOV) of the camera. The
distortion parameters can be set to zero, assuming that there is no distortion in the lens. The center of the
images are half of the image size and are therefore known. If it is assumed that the lens is a thin fixed focal
length lens, so the model in image 3.5 can be used. Hence, the focal length can be calculated by

f = h

2tan( FOV
2 )

, (3.6)

where h is the size of the image and FOV is the field of view angle. To test the validity of these assumptions, the
static baseline results are compared to the pose estimation accuracy given by the KITTI benchmark [12]. The
static baseline accuracy are in the same order of magnitude as the KITTI benchmark, thus the assumptions
seem to be valid.
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Figure 3.5: Visual derivation of field of view to focal length [14]

3.3. Performance metrics
Before the pose data can be analyzed the ground truth data and ORB SLAM data need to be converted to
a central reference system and orientation convention. The two data sources utilize completely different
methods to describe its pose. ORB SLAM expresses its pose with:

• Position in Cartesian coordinates

• Orientation in unit quaternions

• A right handed system

• Origin is in its first established key-frame

While the ground truth expresses its pose as:

• Position in Cartesian coordinates

• Orientation in Euler angles

• A left handed system (shown in figure 3.6a)

• Origin is an arbitrary fixed position (based on how the town was build up in the UnrealEngine axis
system)

Both the ground truth and ORB SLAM data are transformed to a right handed axis system (shown in figure
3.6b) with the origin at the vehicle position at t=0 s. The poses will be represented in homogeneous coordi-
nates:

Qi =
[

R t
0 1

]
, (3.7)

where R is the rotation matrix and t is the position vector. The origin will be the starting location of the vehicle
and the x direction will be pointing forward relative to the vehicle (seen in figure 3.6b).

The performance metric that will be used to compare different scenarios needs to fulfill a set of requirements.
First, it is important that pose estimation errors can be traced back to a point in time. If a certain situation,
or location in the town gives ORB SLAM difficulty in estimating the pose, than the metric should allow trace-
ability. The absolute trajectory error (ATE) [28] used in the RGB-D SLAM benchmark does not fulfill this
requirement. The ATE metric transforms the estimated trajectory onto the ground truth. This could lead to a
large pose estimation error late in the trajectory but was caused by an error at the beginning of the trajectory.
Hence, there is no trace-ability. For trace-ability it is important that estimation errors in the beginning of the
trajectory do not influence the performance metric later in the trajectory. Furthermore, the metric should
allow a sanity check. The pose estimation performance in CARLA should be compared to an independent
source to check whether the numbers are in the right ballpark.

The performance of ORB SLAM over a trajectory will be evaluated with root mean square error (RMSE) of
the relative pose error (RPE) [28] over a distance of 100 meters. The relative pose error measures the accuracy



3.3. Performance metrics 21

(a) ORB SLAM right handed coordinate system (b) Axis system that will both ground truth as ORB
SLAM is converted to.[17]

Figure 3.6: Visualization of coordinate systems

of the pose over a local interval and therefore corresponds to the local drift. Hence, a pose estimation error
made in the beginning will not influence the pose estimation near the end of the trajectory. The relative pose
error is expressed with,

Ei = 1

∆L
(Q−1

i Qi+∆)−1(P−1
i Pi+∆), (3.8)

where Q is the ground truth poses, P the estimated poses, ∆ is a chosen frame number interval, ∆L is the
distance normalization and i is the frame number. Ei , P and Q are matrices representing homogeneous co-
ordinates. In this case ∆ is the frame number where the vehicle has travelled 100 meters and therefore ∆L

= 100 meters. The KITTI benchmark [11] utilizes the same metric with a minimum distance of 100 meters.
Therefore, the performance measured in CARLA can be compared to the performance in the KITTI standings
[12]. The relative pose error can be divided into a translational component and rotational component. The
translational component is the magnitude of the position vector t of the error Ei represented in homogeneous
coordinates (see equation 3.7). The magnitude of the rotational component is calculated by

|θ| = arccos

(
Tr (R)−1

2

)
. (3.9)

where Tr(R) is the trace of the rotation matrix within the homogeneous Ei . To establish the performance over
a complete trajectory, the root mean square error (RMSE) is calculated:

RMSEtr ans (E1:n ,∆) =
(

1

m

m∑
i=1

||trans(Ei )||2
) 1

2

, (3.10)

RMSEr ot (E1:n ,∆) =
(

1

m

m∑
i=1

||rot(Ei )||2
) 1

2

, (3.11)

where m are the total amount of evaluations. Since pose evaluation process is non deterministic, ORB SLAM
will be performed several times. The performance of each trajectory will be expressed in a mean RMSE value,
as well as a standard deviation.

The relative pose error can also be utilized for a closer analysis on a scenario and a certain trajectory. By
shortening the evaluation distance of equation 3.8 from 100 to 10 meters and plot it over time, the effect of
certain environmental conditions can be analyzed. For example the effect of a right hand turn on the pose
estimation can be analyzed or the effect of an approaching vehicle.

There is a possibility that ORB SLAM fails to provide a pose estimation. There are two types of failures: track-
ing failure or false relocalization. When ORB SLAM fails to track features, it cannot estimate a pose and will
stop providing pose estimation over time. It will try to relocalize itself as soon the algorithm recognizes its
environment. However, since the trajectories do not revisit the locations, this will most likely not happen.
Additionally, it could be possible that the algorithm falsely recognizes its environment and relocalizes its po-
sition. This is referred to as false relocalization. This will create a large peak in the relative pose error and
distorts the mean value over the complete trajectory. The relocalization will be quite random. Therefore, tra-
jectories where false relocalization occurs is filtered out and represented as a separate metric. The additional
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metrics are the percentage of tracking failure and false relocalization with respect to the total number of tries
per trajectory. These pose estimations will be filtered out from the RMSE values.



4
Experiments

The experiments are divided into the two dynamic scenarios. First scenario the ego-vehicle is driving behind
a van during the complete trajectory. In the second dynamic scenario vans are driving in the opposite lane
towards the ego-vehicle. There are three variations of ORB SLAM that are tested on each scenario and have a
strict color convention throughout this report:

1. ORB SLAM - the algorithm according to the original paper [19], which is represented in green.

2. ORB VO - loop closing is bypassed so the algorithm cannot trigger relocalization, which is represented
in blue.

3. ORB MC - map point culling is bypassed to analyze the effect on pose estimation performance in a
dynamic environment, which is represented in red.

Each section in this chapter contains the results and analysis of a dynamic scenario. Each dynamic scenario
contains the results of all ORB SLAM variations. For each section, first the general results are discussed, next
a detailed analysis is performed to explain the results. The final section contains the results of the localization
research question.

4.1. Driving behind a van
The results of the first scenario are presented like figure 4.1. Each figure contains three subplots that illustrate
the overall performance of the pose estimation for each town. The first two plots show the average and stan-
dard deviation of the root mean square error (RMSE) of the relative pose error (RPE) for each trajectory. The
top shows the translational component and the middle shows the rotational component. The RMSE value
of all five pose estimations are indicated with an ’x’ and the line indicates the mean values. Furthermore,
uncertainty is represented in the colored area by adding and subtracting two times the standard deviation
from the mean. This area represents the 95% confidence interval and creates a clear difference between sig-
nificant and insignificant performance differences. When the confidence interval of the pose estimation of
two different scenarios do not overlap, it can be referred to as a significant performance difference.

The bottom graph shows the percentage that is filtered out by either overall tracking failure or false loop
closure. These results are filtered out since both failure modes influence the average root mean square error
immensely. The x-axis indicates the location and the scenario. For example "T3Nr3 Dist: 15" shows the
performance at the third town and third trajectory, where the distance between the van and the ego-vehicle
is 15 meters. Note that the results are based on five pose estimations performed by ORB SLAM. Ergo, if 0.8 of
the data is filtered out due to false loop closure, the displayed average error is of only one data point and has
therefore no standard deviation.

4.1.1. Results
ORB SLAM Figures 4.1, 4.2 and 4.3 show the performance of ORB SLAM in town 1, 2 and 3 respectively. The
figures show that ORB SLAM biggest mode of failure is false relocalization. In total, 40 of the 45 estimated
trajectories are falsely relocalized with an inter-vehicle distance of 10 meters. Furthermore, figure 4.2 shows
that ORB SLAM falsely relocalizes the vehicle three out of five times times at town 2 trajectory 1 in static

23
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conditions. False relocalization in static conditions does not occur in the other nine trajectories. Moreover, a
difference in behavior can be observed between town 3 and the other two towns. In town 1 and 2, ORB SLAM
has successfully estimated the trajectory with a vehicle in front of the cameras at a distance of 15 meter.
However, in town 3 ORB SLAM fails to provide accurate pose estimations at this distance in three out of four
trajectories. Note that according to figures 4.1 and 4.2 ORB SLAM has a slight increase in average RMSE
values when the inter-vehicle distance decreases in town 1 and 2. Nevertheless, the increase usually is within
the 95% confidence interval. The variance of the translational component does increase as the van is closer
to the cameras.
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Results Town 1: ORB in SLAM mode

Figure 4.1: Performance ORB SLAM in town 1. False relocalization occurs at an inter-vehicle distance of 10 meters. The difference from
the static scenario to dynamic scenario is within the confidence interval. The variance of the translational component increases as the

van is closer to the cameras.

ORB VO Figures 4.1, 4.2 and 4.3 show false relocalization is the root cause of pose estimation failure, which
is triggered by the place recognition module. If the place recognition module is bypassed, the algorithm be-
comes a visual odometry algorithm, referred to as ORB VO. Bypassing the place recognition module gives
more insight on the effect of the violation of the static environment assumption on the pose estimation.
Figures 4.4, 4.5 and 4.6 show the pose estimation performance of ORB VO in the three towns. Without the
place recognition feature, ORB VO is now able to estimate poses on the trajectories which previously had
structurally occurring false relocalization (e.g. town 2 trajectory 1). According to figure 4.2 ORB SLAM would
relocalize in town 2 trajectory 1 for all conditions. However without the place recognition module the algo-
rithm can accurately localize itself up and including an inter-vehicle distance of 15 meters. ORB SLAM also
relocalizes at an inter-vehicle distance of 15 meters for town 3 trajectory 1, 2 and 4 (see figure 4.3). As can
be seen in figure 4.6 ORB VO provides accurate pose estimations for trajectory 1 and 4 at 15 meters distance
between the vehicles, but fails to provide an accurate pose estimation for trajectory 2. Finally, the algorithm
provides a pose estimation at an inter vehicle distance of 10 meters. However, the root mean square error
drastically increases in this scenario, providing unreliable pose estimations.

ORB MC ORB SLAM has a map point culling method which filters out map points that are not matched over
multiple positions [20]. This filter mechanism is designed to keep reliable map points, which are used for the
pose estimation. Moreover, this filter mechanism could have significant effect on the robustness of ORB
SLAM in dynamic environments. ORB MC is the ORB SLAM algorithm which bypasses the place recognition
module and the map culling method to test the effect of this filter mechanism on a dynamic environment.
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Results Town 2: ORB in SLAM mode

Figure 4.2: Performance of ORB SLAM in town 2. False relocation occurs in static and dynamic conditions for trajectory 1. Trajectory 2
produces false relocalization when there is an inter-vehicle distance of 10 meters. Trajectory 3 has two instances that successfully

tracked the complete trajectory. The instances show a significant increase in error but also a large variance.
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Results Town 3: ORB in SLAM mode

Figure 4.3: Performance of ORB SLAM in town 3. False relocalization occurs at an inter-vehicle distance of 15 meters or closer for
trajectories 1,2 and 4. Dynamic scenarios have significant impact on the performance of the algorithm.

Figures 4.4, 4.5 and 4.6 show the results. Figures 4.4 and 4.5 illustrate that by bypassing the map point culling
method the average root mean square error increases in town 1 and 2 with an inter-vehicle distance of 10
meters. This suggests that the map culling method does influence the robustness to a dynamic environment.
Figure 4.6 shows similar performance for ORB VO and ORB MC, suggesting that the map culling method does
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not affect the performance in town 3.
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Figure 4.4: Performance of two variations of ORB SLAM in town 1: ORB VO (relocalization is not possible) and ORB MC (no map culling
module). Without relocalization a significant increase in pose error occurs at an inter-vehicle distance of 10 meters. Disabling the map

culling module increases the translational error at an inter-vehicle distance of 10 meters.
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Results Town 2: ORB without relocalization (ORB VO) and without map point culling (ORB MC)

Figure 4.5: Performance of ORB VO and ORB MC in town 2. Both algorithms have successfully tracked the poses over the all trajectories.
The pose error and variance increases significantly at an inter-vehicle distance of 10 meters. Disabling the map point culling increases

the pose error and variance even more at 10 meters inter-vehicle distance.
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Results Town 3: ORB without relocalization (ORB VO) and without map point culling (ORB MC)

Figure 4.6: Performance of ORB VO and ORB MC in town 3. The pose error significantly increases at an inter-vehicle distance of 10
meters. Disabling the map point culling does not seem change the resulting pose estimation error.

4.1.2. Analysis
ORB SLAM The main mode of failure of the original ORB SLAM algorithm when driving behind another
vehicle is false relocalization. The closer the vehicle in front is to the ego-vehicle, the more likely it is that false
relocalization occurs. According to figures 4.1, 4.2 and 4.3, the ego-vehicle is falsely relocalized 40 out of the 45
pose estimations with an inter vehicle distance of 10 meters. ORB SLAM describes images as a bag of words
with a vocabulary of offline created ORB features [9]. As a large percentage of the image are features that
describe the van in front (an example shown in figure 4.7a), it is likely that the bag of words vector has a close
match with other images in the video sequence. The DBoW2 algorithm requires a high matching score over a
long period of time to prevent that the algorithm matches similar looking environments. However, since the
van is in front of the ego-vehicle for the complete trajectory, the bag of words will have a lot of similarities over
time triggering false relocalization. From the result can be concluded that false relocalization is likely to occur
when driving closely behind a vehicle over a long period of time due to the design of the place recognition
module.

According to figure 4.3, the ORB SLAM algorithm will falsely relocalize at an inter-vehicle distance of 15
meters in town 3 at trajectory 1 and 2. This is odd, since false relocalization usually happens when the ve-
hicle in front is closer 10 meters from the camera. Figure 4.6 shows the pose estimation when the algorithm
would not relocalize in town 3. It illustrates that ORB VO is able to provide a reliable pose estimation in town
3 trajectory 1, which is a trajectory in a tunnel. Since the tunnel is a very repetitive environment, the place
recognition module will match the image with a place it has visited before and will falsely relocalize the ve-
hicle (an example of the environment is shown in figure 4.7a). This explains why this particular trajectory
activates relocalization already at an inter-vehicle distance of 15 meters instead of 10 meters. Town 3 trajec-
tory 2 is a wide road with difficult textured environments for the algorithm, shown in figure 4.7b. Large walls
on the side of the road provide little texture to match features. Most of the features describe the vehicle in
front, increasing the chance of false relocalization. The same phenomenon occurs with trajectory 4. Finally,
according to figure 4.2 relocalization happens at static conditions in town 2 trajectory 2. This town is smaller
and many buildings are the same, which would explain why the static environment triggers the relocaliza-
tion. This might not seem realistic however in reality, some districts use the same design for many houses,
which could recreate this behavior. These results suggest that the place recognition module needs a redesign
before the algorithm can be applied in automotive applications.



28 4. Experiments

(a) Image of ORB SLAM in town 3 trajectory 1 with an
inter-vehicle distance of 15 meters. The long tunnel is a
very repetitive environment, which can trigger the place

recognition module

(b) Image of ORB SLAM in town 3 trajectory 2 with an
inter-vehicle distance of 15 meters. The walls provide

difficulty for pose estimation. The majority of the image
describes vehicle in front, which triggers false

relocalization

Figure 4.7: Demonstrating situations that cause false relocalization when a vehicle drives 15 meters in front of the ego-vehicle

ORB VO Figures 4.4, 4.5 and 4.6 show a noticeable difference in the magnitude of the pose error when
comparing town 1 and 2 with town 3. For town 1 and 2, the error does not significantly increase when a
vehicle drives in front of the cameras. However, a clear increase in error occurs when a vehicle drives in front
of the ego-vehicle in town 3. The layout of the infrastructure could be an explanation for this. The static
features are further away from the camera due to the wider roads, which could influence the accuracy of the
translational component. Stereo ORB SLAM labels key points as "close" or "far" [19]. Close key points are
safe to use for depth estimation, while far key points can be used to establish orientation. In this experiment
setup, close key points are defined as 35 times the stereo baseline (0.54 meters), which is 18.9 meters. At an
inter-vehicle distance of 15 meters, the vehicle in front is close enough to influence the translational pose
estimation of the ego-vehicle. However, in town 1 and 2 there are plenty of close static landmarks which
allows for a reliable pose estimation. In town 3, the static landmarks are further away. Therefore, when the
vehicle in front is close, a high percentage of close key points are dynamic. This decreases the reliability of
the pose estimation and results in either a higher error, false relocalization or tracking failure (see figure 4.6).

All trajectories see a significant increase in the average root mean square error at an inter-vehicle distance
of 10 meters when the algorithm is in VO mode. Not only the average error, but also the standard deviation
increases. This suggests that at 10 meters the static environment assumption is violated such that the pose es-
timation becomes unreliable. A closer analysis gives more information to when and why the error increases.
Figure 4.8a shows the relative pose error off all ORB VO pose estimations over time of trajectory T1Nr1, evalu-
ated over 10 meters instead of 100 meters, with an inter-vehicle distance of 10 meters. This allows to trace the
origin of an error to a certain event in the trajectory, for example a right hand turn. There are three aspects
that stand out. First, during the majority of the straight sections the pose error of the dynamic scenario are
identical to the static scenario, demonstrating a robust behavior to a dynamic environment. The second and
third aspect is that the figure shows two major sources of an increase in error: two large peaks at t= 25 s and
t=45 s and two plateaus starting at t = 68 s and t = 102 s. Understanding this behavior is key in developing
better stereo based V-SLAM methods for the automotive industry.

The lack of difference in performance between the static conditions and dynamic conditions on the
straight road could be explained by the feature tracking method the algorithm uses. The tracking of fea-
tures is assisted with a constant motion model [20], which the features from the vehicle in front violates. The
features will therefore not be tracked and removed from the map. During a straight trajectory ORB features
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appear and disappear on the vehicle in front over time. When a new keyframe is inserted, the ORB features
are redistributed over the image, where some of them select the vehicle in front. As the algorithm will try to
track the features with the help of the motion model, it will loose track of the features that describe the vehi-
cle. When enough features in the image have changed, a new keyframe is inserted and the ORB features on
the vehicle will appear again. Since all the features that describe the vehicle in front are removed on a straight
trajectory, the pose estimation will be very similar for the static and dynamic scenario.

The error peaks in figure 4.8a coincide with the two right hand turns in the trajectory. The increase in error
is because the majority of the features describe the back of the van (see figure 4.8b), which does not adhere
to the static environment assumption. As a result the pose estimation error increases. Why the algorithm
suddenly tracks the vehicle in front could have several reasons. An explanation could be that the majority
of the image represents the back of the van, so it is likely that the algorithm tracks the vehicle features. In
corners, the front vehicle is actually closer in the simulation than during straights. This is because the inter-
vehicle distance is defined by the distance between the waypoints. However, the magnitude between two
waypoints in a corner is smaller than on a straight road. Another explanation could be that during corners
the constant motion model is violated. This will cause the algorithm to broaden the search for matching
features which allows it to match features from the van. What can be concluded that taken a turn with a
vehicle closely in front of the cameras heavily increase the pose estimation error.

Another major factor in the increase of the average root mean square error are the two plateaus at t = 68
s and t = 102 s. During that time the majority of the ORB features select the vehicle in front and are "locked
in", an example is shown in figure 4.8c. The majority of the features describe the van. The distance between
the two vehicles remains constant, therefore the algorithm thinks the vehicle is standing still. Only when less
than 90 % of the ORB features of the last keyframe are tracked, a new keyframe is inserted. Up and until that
point, the algorithm thinks the ego-vehicle is standing still, which looks like the ORB features are "locked"
onto the vehicle in front. This phenomenon causes large errors in the pose estimation.
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Town 1 Nr 1: ORB VO Relative Pose Error over time ( =10m)

(a) The relative pose error of ORB VO evaluated with ∆=10 m over town 1 trajectory 1 with an inter-vehicle distance of 10
meters. During straight roads the pose estimation error is identical for static and dynamic conditions. The peak errors

occur during corners. The plateau errors at t = 68 s and t = 102 s occur when the ORB algorithm "locks" onto the vehicle
in front. See figure 4.8c.

(b) At an inter-vehicle distance of 10 m, a large percentage
of the image describes the vehicle in front. This does not
only mean that a large percentage does not adhere to the
static environment assumption. Also the chance of place
recognition increases, which triggers false relocalization

(c) Image of ORB SLAM in town 1 trajectory 1 with an
inter-vehicle distance of 10 meters. Illustration of ORB
features locking onto the vehicle in front and therefore

expecting the ego-vehicle to stand still.

Figure 4.8: Vehicle 10 meters in front of ego-vehicle. An in-depth analysis of the source of increase in pose estimation error.

ORB MC Figures 4.4 and 4.5 illustrate that bypassing the map point culling method that is integrated in
the algorithm increases the root mean square error at town 1 and town 2 with an inter-vehicle distance of 10
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meters. This suggests that the map point culling feature does increase the robustness to a dynamic environ-
ment. Generally, it can be seen that without the map point culling method, the algorithm tends to "lock" its
features on the vehicle in front more often. This causes the ORB algorithm to think the vehicle is standing still,
as explained in the previous paragraph. The map culling method removes the map points that describe the
vehicle which were created in keyframes. When many keyframes are inserted (for example during a turning
manoeuvre) these features are not removed when the culling method is disabled. An explanation why this
"locking" occurs could be that the features that describe the vehicle are now in the area where the motion
model is looking to match. When too many van features match, "locking" happens and the algorithm thinks
the vehicle is standing still.

There is little to no difference in the performance of ORB VO when disabling the map culling algorithm in
town 3 as can be seen in figure 4.6. An explanation could be because it is more difficult to gather close features
as the roads are very wide, causing the majority of the ORB features to describe the vehicle in front. Stereo
ORB SLAM requires a certain amount of close matched keypoints to provide a reliable translation estimate
[19]. Therefore it is likely that on wide roads, the vehicle in front is selected. This causes the feature "locking"
phenomena, increasing the pose estimation error as the algorithm thinks the vehicle stands still. Since this
"locking" phenomena already happens often with the map culling feature on, disabling it would have little
effect.

4.2. Vans driving on opposite road
In the second scenario the ego-vehicle encounters vans on the opposite lane. In total the ego vehicle en-
counters 17 vans. In this situation, only the dynamic scenario is compared to the static scenario. Each figure
contains the translational and rotation component of the root mean square error of the relative pose error.
All starting locations of all towns are represented in one figure. Furthermore, ORB VO is not tested since no
false relocalization occurs and therefore the results of ORB VO will be similar to ORB SLAM.

4.2.1. Results
Figure 4.9 shows that in general the pose estimation error marginally increases when vehicles drive on the
opposite lane. The magnitude of this error is much lower compared to the first dynamic scenario: driving
behind another vehicle. Also note that no false relocalization occurs due to the dynamic conditions (except
for town 2 trajectory 2, where false relocalization happens in static conditions).
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Vehicles driving on opposite road: ORB SLAM

Figure 4.9: Performance of ORB SLAM when vehicles drive on the opposite road for all trajectories across the three towns. For the
majority of the trajectories the error increases marginally.
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Figure 4.10 compares the performance of ORB SLAM to the performance of the algorithm without the map
culling method when vehicles drive on the opposite side of the road. The figure illustrates that the variance
marginally increases in some trajectories, while in other trajectories it does not seem to have effect.
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Vehicles driving on opposite road: ORB SLAM and without map point culling (ORB MC)

Figure 4.10: Performance of ORB SLAM and ORB without map point culling method (ORB MC) with vehicles driving on the opposite
road. The variance seems to slightly increase, although its significance can be argued.

4.2.2. Analysis
ORB SLAM Although the increase in error is marginal, a closer analysis in a single trajectory provides more
insight in the behavior of the algorithm in dynamic conditions. Figure 4.11a shows the relative pose error over
time of trajectory T1Nr2 evaluated over 10 meters. There is a remarkable peak in error at the first right hand
turn, indicated with an x. During this right hand turn, a vehicle on the opposite road approaches to take a left
hand turn, as can be seen in figure 4.11b. This explains why the error on the first turn in the dynamic scenario
is larger than the errors in the turns after (see t= 68 s for example). As the algorithm establishes new keypoints
during the turn, it mainly finds keypoints that describe the opposite vehicle. This increases the relative pose
error, as the algorithm expects the keypoints to be static. This affects the translational component as well as
the rotational component.

At the straight sections, figure 4.11a shows that sometimes the algorithm does have an increase in error
due to an encountered vehicle and sometimes it does not. Figure 4.11c shows what happens in the map
of ORB SLAM. As the vehicle comes closer more features describe the vehicle in front. The algorithm as-
sumes that these features are static which causes the pose estimation to shift to the right. However, this
phenomenon does not occur with every encountered vehicle. What could be possible is that the timing of
a keyframe insertions plays a role. Keyframe insertion is a non-deterministic process and explains why not
every run shows identical results. It could be that the new keyframe contains ORB features which describe the
opposing vehicle, which are mapped in the local map. This local map is used to establish a pose estimation
frame by frame. This will make it likely that the opposing vehicle features described in the image will match
with the features described in the map, affecting the pose estimation. Note that the opposing vehicles on the
straight road sections do not seem to effect the orientation estimation. This can be explained since many
static keypoints are far away which are utilized to optimize for an orientation estimation. However, only the
close keypoints are utilized for the translation estimation. Therefore the opposing vehicle only influences the
translation approximation and barely influences the orientation estimation.
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Vans driving opposite road in Town 1 Nr 2: ORB SLAM Relative Pose Error over time ( =10m)

(a) Relative pose error evaluated over 10 meters for trajectory Town 1 Nr 2 comparing the performance of ORB SLAM in
static conditions versus vehicles driving on the opposite side of the road. A large error peak occurs at t = 45 s caused by

an opposing vehicle while taking a left hand turn (see figure 4.11b). Smaller translational error peak occurs when
encountering a vehicle on the straight at for example at t = 57 s. (visual example in figure 4.11c.

(b) Source of the large error peak at t = 45 seconds. Many
features describe the opposed moving vehicle which cause

an error in the pose estimation, since the algorithm
assumes matched features are static.

(c) Source of the translational error peak at t = 57 s. Image
shows the estimated keyframe poses (triangles)and map

point cloud (red dots) created by ORB SLAM. The
estimated trajectory shifts to the right as the opposing
vehicle comes closer. Algorithm assumes the matched

features are static, which is the dense point cloud to the
left of the last triangle. Therefore expects that the

ego-vehicle is moving laterally.

Figure 4.11: Vehicles driving towards the ego-vehicle. An in-depth analysis of the source of increase in pose estimation error.
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ORB MC Figure 4.12 illustrates the same trajectory, but now without the map culling method. The figure
shows an increase in effect of the vehicles driving in opposite direction. Since the mapped features are not
removed, it is more likely that features from the opposing vehicle in the image are matched with the mapped
features. This influences the pose estimation negatively and therefore increases the error. This is the same
effect discussed in the previous scenario.
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Vans driving opposite road in Town 1 Nr 2: ORB SLAM Relative Pose Error over time ( =10m)

Figure 4.12: Relative pose error evaluated over 10 meters for trajectory Town 1 Nr 2 comparing ORB SLAM (green) with ORB MC (red)
(map points are not culled). Translational error shows spikes in ORB MC in the beginning of the trajectory. This suggest that map point

culling increases the robustness to a dynamic environment.

4.3. Localization only
ORB SLAM is able to utilize the maps that are produced in a previous SLAM session and localize itself within
this map. When an accurate map is produced, any vehicle should be able to localize itself within this map.
However, does the situation in the mapping process influence the pose estimation in localization mode?
Three scenarios are used to answer this experiment: creating a map in static conditions, creating a map while
a vehicle drives 15 meters in front and finally creating a map while vehicles drive towards the ego-vehicle in
the opposite lane. The results represent the pose estimations of ORB SLAM in localization mode utilizing a
map created in various scenarios.

4.3.1. Preliminary results
Figures 4.13, 4.14 and 4.15 show the performance of ORB SLAM in localization only mode with maps created
under three different conditions: static environment, vehicle in front with an inter-vehicle distance of 15 me-
ters and vehicles coming from the opposite lane. The results are the pose estimation from three trajectories
from town 1. This is not enough data to give a definitive conclusion, but does provide an indication of the
algorithms behavior. Therefore, this subsection is referred to as preliminary results. Each figure illustrates the
pose estimation of a single scenario with maps created in various conditions, except the first black bar which
illustrates the pose estimation when no map is used (the results from the ORB SLAM pose estimation).

Figure 4.13 shows the pose estimation in localization mode in a static scenario. The figure illustrates that
the pose estimation error and uncertainty increases when a map is utilized under different circumstances.
Figure 4.14 illustrates the pose estimation when a vehicle drives 15 meters in front. The figure shows that
the algorithm can accurately localize itself when a map from either the same scenario or a static scenario
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is utilized. However, the pose error significantly increases using a map that was created when vehicles are
driving towards the ego-vehicle. Figure 4.15 shows the pose estimation when vehicles are driving towards the
ego-vehicle. The figure shows similar pose estimation performance with maps created in all three scenarios.

Figure 4.13: Pose estimation during static conditions utilizing a map that was made in various scenarios. The average pose estimation
error and uncertainty increases when a map is utilized that was created under different scenarios.

Figure 4.14: Pose estimation with a vehicle 15 meters in front utilizing a map that was made in various scenarios. Utilizing a map that
was made in the same conditions or made in static conditions perform similar. However, utilizing a map when vehicles are driving

towards the ego-vehicle has an increase in pose estimation error.



36 4. Experiments

Figure 4.15: Pose estimation with vehicles driving towards the ego vehicle. The pose estimation performance seems very similar in the
three created maps.

4.3.2. Analysis
Figures 4.13, 4.14 and 4.15 illustrate the pose estimation in localization mode with maps created under vari-
ous conditions. The figures show that:

1. When driving in a static environment, having a map that is created in different conditions will increase
the pose estimation error.

2. When driving behind a vehicle, having a map created in exactly the same scenario or in a static envi-
ronment provides similar pose estimations. However, utilizing a map where vehicles are driving on the
opposite lane will increase the pose error.

3. When driving with vehicles on the opposite lane, the environment of the map seems to have little effect.

The difficulty of the scenarios should be ranked in order to draw conclusion from these results. Figure 4.16
shows the pose estimation error of the three scenarios in SLAM mode. It shows that the performance of
ORB SLAM are pretty similar in the three scenarios, but the error is slightly higher when vehicles are driving
towards the ego-vehicle. The above observations suggest that you can utilize a map that was made under
different circumstances as long as the map was created in an equal or less challenging environment. For
example, you can use a static map when you try to estimate the pose when vehicles are driving towards you.
However, your pose error will increase when you use a map that was created when vehicles are driving towards
you and estimate a pose in static conditions. Note that this is an analysis on preliminary results, more data is
needed to guarantee this conclusion.
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Figure 4.16: The pose estimation from ORB SLAM during three different scenarios: static conditions, driving 15 meters behind a vehicle
and vehicles driving on the opposite road. This indicates the general difficulty of the three scenarios compared to each other.





5
Conclusions

This research aims to develop an experiment setup that allows to measure the effect of an urban dynamic
environment on a SLAM algorithm. The setup is tested with a stereo feature based V-SLAM algorithm called
ORB SLAM [19]. SLAM frameworks assume a static environment to estimate the pose of the vehicle. The
dynamic environment of intelligent vehicles affects the algorithms ability to localize the vehicle. The knowl-
edge gained by this research helps the development of SLAM technology in an automotive environment. This
chapter contain the conclusions that can be drawn from the results and analysis, a discussion on the effec-
tiveness of the methodology and formulate recommendations for future work.

5.1. Conclusion
To get a deeper understanding on the effect of this static environment assumption the following main re-
search question was formulated:

How does a dynamic urban environment influence the pose estimation accuracy of stereo ORB SLAM?

The dynamic urban environment was categorized into two distinct dynamic scenarios, leading to the follow-
ing two sub-research questions:

1 How does driving behind another vehicle influence the pose estimation accuracy of stereo ORB SLAM?

2 How do vehicles driving on the opposite lane influence the pose estimation accuracy of stereo ORB SLAM?

Two other variations of ORB SLAM were tested on these scenarios to get deeper knowledge on how certain in-
ternal mechanisms influence the results. The first variation is ORB VO, which bypasses the place recognition
module so the algorithm does not relocalize the vehicle. This allows insight in the behavior of the algorithm
when the vehicle in front is close. The second variation is ORB MC, which bypasses the place recognition
module and the map culling method. This allows insight in how this filter mechanism influences robustness
to a dynamic environment. The two sub-research questions are:

3 How do the dynamic scenarios influence the pose estimation accuracy of stereo ORB VO?

4 How does the map culling method influence ORB VO’s pose estimation in the dynamic scenarios?

Finally, ORB SLAM is tested in localization mode to research the effect of using a map that was created in
different conditions. The final sub-research question is:

5 How do the scenarios in which a map is created influence the pose estimation of ORB SLAM in localiza-
tion mode?

Driving behind another vehicle For the first dynamic scenario (driving behind another vehicle), the three
variations of ORB SLAM are tested on 10 different trajectories with a vehicle driving in front of the ego-vehicle.
The distance between the two vehicles are varied between 20, 15 and 10 meters and compared to a static
baseline. For the ORB SLAM algorithm (without any adaptations) it can be concluded that driving behind a
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vehicle triggers the the place recognition module. It falsely relocalizes the vehicle when the vehicle in front
is somewhere between 10-15 meters away from the stereo camera setup. This behavior demonstrates the
algorithm’s fragility for this specific scenario.

If relocalization is bypassed (ORB VO), the pose estimation error generally increase as the vehicle in front
is closer to the cameras. However, the magnitude of this error is dependent on how close the static landmarks
are to the ego-vehicle. When many static landmarks are close to the ego-vehicle and the distance between
the two vehicles is 15 meters or larger, the error does not increase significantly. However, when the static
landmarks are too far to give a proper depth estimate, the translation error can increase noticeably. When the
inter-vehicle distance is decreased to 10 meters, the pose estimation error increases drastically. This behavior
happens in all three towns. The origin of this error lays in corner manoeuvres and a "locking" phenomena.
The algorithm is surprisingly robust when both vehicles drive straight. However, the error increases severely
when the ego-vehicle takes a turn while the vehicle in front is in the image. The majority of the features
describe the vehicle in front, negatively influencing the pose estimation. Furthermore, at this distance of
10 meters, the algorithm tends to "lock" the majority of the ORB features on the vehicle in front. "Locking"
happens when the algorithm estimates that the ego-vehicle is standing still because the distance between the
two vehicles remains constant and most features describe the vehicle in front. It looks like the features are
"locked" on the vehicle in front. The features are redistributed when a new keyframe is inserted, which means
10 % of the tracked features need to change. However, the ego-vehicle could have travelled a significant
distance before the redistribution of features happen. This increases the pose estimation error drastically.

ORB MC bypasses the map culling module and place recognition feature. This sees a significant increase
in pose estimation error when the vehicle is 10 meters in front of the cameras and static landmarks are close.
Without the map culling, the algorithm tends to "lock" more on the vehicle in front, since map points that
describe the vehicle in front are not removed. The algorithm will match these map points with the vehicle
features of the current image. This will allow the algorithm to track these features and therefore "locking"
onto the vehicle in front. This suggests that the map culling method does increase the robustness of the
algorithm to a dynamic environment.

Vehicles driving on the opposite lane The second dynamic scenario (vehicles driving on the opposite lane)
does not influence the pose error as significant. The algorithm illustrates robust behavior to this situa-
tion. The dynamic scenario does not cause any relocalization problems. Furthermore, the dynamic scenario
causes only a slight increase in the pose error over the full trajectory. The source of the error can be traced
back to encountering other vehicles on the opposite road. However, on straight roads this phenomena does
not happen structurally with every encountered vehicle. It suggests that the timing of keyframe placement
plays role in this behavior. When a keyframe is inserted and an opposing vehicle is close, many features of
the opposing vehicle are mapped. As the vehicle comes closer, the vehicle features are tracked causing the
pose error to increase, since it expects that the tracked features are static. However, when a keyframe is in-
serted and the opposing vehicle is far away, no dynamic features are tracked and the opposing vehicle has
little influence as it is driving by. The error increases drastically when an opposing vehicle is encountered
during a turn. The majority of the features will describe the opposing vehicle and negatively influence the
pose estimation.

When the map culling method is disabled, the likelihood becomes larger that the pose error increases
when it encounters a vehicle on the opposite road. The culling method normally removes the opposing ve-
hicle features, since they do not match over three keyframes. However when map points are retained, the
likelihood that the opposing vehicle features are matched increases, resulting in a larger pose error. This sug-
gest that also in this scenario, the map culling method influences the algorithm’s robustness to a dynamic
environment.

Localization only The experiment that was performed in localization mode did not provide sufficient data
to give a definitive conclusion. The data can be interpreted to give an indication of what to expect, but more
research is needed to confirm the hypothesis. The data suggests that a map can be created in a different sce-
nario as long as the current environment is less challenging compared to the mapped environment. Hence,
the pose estimation error will be defined by the most challenging situation in either the mapping process or
localization process.

Concluding, ORB SLAM without loop closure shows robustness to an urban dynamic environment when
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sufficient static landmarks are close to the ego-vehicle. In these conditions the algorithm is able to provide
relative accurate pose estimations when vehicles are driving towards the ego-vehicle. On this stereo setup,
ORB SLAM is robust to driving behind another vehicle with an inter-vehicle distance equal or larger than 15
meters. The algorithm shows robustness on straights roads, even when decreasing the inter-vehicle distance
to 10 meters.

However, ORB SLAM needs improvement on several aspects before applying it on intelligent vehicles.

• The place recognition module is too sensitive causing false relocalization, especially when driving be-
hind another vehicle.

• The algorithm is very unstable during turning manoeuvres. The pose estimation error increases dras-
tically when moving objects occur during a turn.

• A solution should be designed to prevent features to "lock" onto the vehicle in front.

• Creating a map in a dynamic environment influences the pose estimation in localization mode.

The designed methodology demonstrates to be valuable for an in-depth analysis of the SLAM performance
in a dynamic environment. The experiment and analysis allows to exactly identify the points of improvement
for the algorithm if it is to be used by intelligent vehicles. The methodology is flexible enough to perform
similar research on other type of SLAM algorithms.

5.2. Discussion
The methodology in this research has successfully utilized a simulated environment that completely iso-
lates the effect of a dynamic urban environment on the performance of a SLAM algorithm. The designed
set-up provides constant weather conditions, constant lighting conditions and most importantly allows the
ego-vehicle to be exactly at the same position under different dynamic scenarios. Due to these constant con-
ditions, a detailed analysis can be performed on the resulting pose estimation in which the strengths and
weaknesses of the algorithm are exposed. The designed experiment can be utilized to test the robustness of
monocular, stereo and LIDAR based SLAM algorithms to a dynamic urban environment. This research fo-
cuses on the analysis of a stereo feature based V-SLAM method, but the experiment can be performed with
other sensors thanks to the elaborate sensor suite of CARLA [6]. Furthermore, for testing monocular and
stereo based V-SLAM methods, researchers would only need the ground truth file and stereo rosbags to test
their algorithms robustness and would not need to install CARLA. However, since the experiment is in a sim-
ulation, the actual relevance to the real world can be questioned. It is important to discuss and understand
the realistic and unrealistic aspects of this experiment, so results can be interpreted correctly.

The general design of the experiment does not completely represent the use of ORB SLAM in an intelligent
vehicle. Doing the experiments in CARLA provides a lot of practical advantages, but the simulator does have
an influence on the results. The design of CARLA influences the results on several factors, which could have
an effect on how ORB SLAM behaves in the real world. The following aspects of the experiment should not
influence the results or should improve the results.

For the performance of ORB SLAM, the quality of the simulation might not actually be that important.
What is important in the simulation is the lighting conditions and the simulated reflectivity of materials. ORB
features select keypoints by finding corners in an image based on light intensity and describes them in a bit-
string [26]. The simulation should stimulate real life behavior from the algorithm as long as the intensity of
the sun and the physics of reflection are simulated realistically. Unreal Engine provides extraordinary results
regarding these light and reflection simulation as can be seen in figure 5.1. The image illustrates that the
vehicle in front shows reflections of the environment on the vehicle itself, accurate shadow simulation and
light flares in the camera caused by the sun. Although humans clearly see that the image is from a simulation,
ORB SLAM only utilizes pixel intensity and the simulation should be close enough to reality to provide reliable
results.

In reality, ORB SLAM should be more accurate than the results now suggest. As section 3.2 explains, the
camera focal points are estimated by assuming a thin fixed focal length lens. The camera intrinsic values are
calculated from this assumption. When a real camera is used, Zhang’s calibration method [34] is utilized to
estimate the camera’s intrinsic values. This requires a chessboard pattern in front of the camera, which is
not a feature in CARLA and therefore requires to make assumptions. The overall pose estimation accuracy is
expected to increase when the calibration method is used. The calibration method will provide more accurate
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Figure 5.1: Example image of CARLA simulation that illustrates the realistic lighting and reflection physics of the simulator. These are
important aspects for ORB SLAM which rely on pixel intensity to provide a pose estimations.

camera intrinsic values, which will result into more accurate projection functions in the bundle adjustment
of ORB SLAM (see equation 3.3).

The simulation setup has great influence on the application relevance in the real world. The following aspects
limit the relevance to reality. For the first dynamic scenario, the velocity of both vehicles are set to a constant
speed of 15 km/h. In a simulation this results in a constant inter-vehicle distance. In reality this distance
will slightly vary, since driving at constant speed is rather difficult. This might lead to different results in the
dynamic scenario where the vehicle drives in front when the inter-vehicle distance is 10 m. Performing this
scenario in real life should influence the frequency of the "locking" phenomena. In reality it is more likely
that the ORB SLAM features redistributes since the distance between the two vehicles will not be constant.
The resulting pose estimation error should be lower.

The tested velocity in this experiment is rather slow: 15 km/h. Therefore, the results are optimistic when
compared to real world applications. Increasing the velocity provides a new set of problems. Mostly because
the designed simulation does not incorporate any vehicle dynamics. Therefore driving at a higher veloc-
ity would not guarantee that turning manoeuvre would actually be possible. Furthermore, driving at a low
speed guarantees a lower angular rate which increases the performance of ORB SLAM. CARLA does provide
an autopilot which obeys traffic rules and lowers its speed when driving a corner. However, it does not al-
low control of the vehicle. This means that simulating specific dynamic scenarios would be impossible and
therefore this function was not utilized. The effect of the velocity in different dynamic conditions would be
an interesting topic to research.

The length of the stereo baseline has an effect on the results. The results show a difference between the
effect of certain scenarios in town 1 and 2 compared to town 3. This could be because of what the algorithm
defines as "close" and "far" stereo points, which is dependent on the distance between the two cameras.
Increasing the length of the stereo baseline should allow the vehicle to provide the depth estimate of features
that are further away from the camera. This should increase the robustness of the algorithm to a dynamic
environment in town 3.

Finally, only very specific scenarios are simulated in CARLA, since the experiment is designed to isolate
the effect of certain conditions. It would be difficult to trace the source of performance decrease when more
complex environments are tested. The simulation therefore contains unrealistic constant environments, for
example the same type of van passing over and over again on the other side of the lane. In real life, more com-
plex scenarios would occur which would include different type of road users, like cyclists and pedestrians.
It was assumed that large vehicles would have the biggest impact on the results of ORB SLAM. The effect of
different road users and more complex scenarios should be tested in the future.
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5.3. Future work
SLAM algorithms play an important role in the development of fully autonomous vehicles, as they provide the
information necessary to plan a safe trajectory. Important knowledge was gained during this research which
aids the development of SLAM algorithms in intelligent vehicles. A deeper analysis of stereo ORB SLAM in
dynamic conditions was performed which helps the development of robust stereo V-SLAM algorithms in
urban environments. Moreover, the research illustrated the feasibility of utilizing the open source simulator
CARLA for essential computer vision research in the automotive industry. The results from the experiment
allow interesting research opportunities which would push the development of SLAM applied on intelligent
vehicles.

The data for the localization mode experiment is currently too little to draw a definitive conclusion from.
Currently, the data only represent the three trajectories from town 1, the other two towns remain untested.
A definitive conclusion can be drawn if the maps and pose estimation data also includes the seven other
trajectories from the other two towns. Another interesting proposition is to test whether the pose estimation
improves if the vehicle drives a normally difficult scenario in localization mode with an accurate predefined
map. For example, create an accurate map by driving a trajectory in a static scenario multiple times. Then
utilize this map in localization mode to localize the vehicle in a difficult dynamic scenario. Furthermore, the
maps in the experiment were created in a single sweep SLAM session. It is recommended to do multiple
SLAM sweeps to create reliable maps. It would be interesting to test whether the pose estimation becomes
more reliable when the map is created in an array of different conditions.

Verification of the results remain an open issue and should be tested before more experiments are per-
formed in the simulator. The general patterns that stereo ORB SLAM displays in the simulator should also
appear in reality. A vehicle with a stereo camera setup should drive behind a vehicle, varying the distance
between the two vehicles. Essential is that the experiment shows similar behavior as the simulated experi-
ment. At an inter-vehicle distance of 10 meters ORB SLAM should show false relocalization, ORB VO should
demonstrate a strong increase in error during corners and the features should tend to "lock" onto the vehi-
cle in front. If this is the case, the results in this research are verified and more research can be done in the
simulator.

The gained knowledge in the strength and weaknesses of ORB SLAM in an urban environment can be
used to develop solutions which would increase the algorithm’s pose estimation accuracy in dynamic en-
vironments. This research has shown specific points of improvement to increase the robustness for stereo
ORB SLAM in an urban dynamic environment. The same experiment can be utilized to test the effectiveness
of these solution. Examples of specific solutions that would aid the robustness of ORB SLAM in a dynamic
environment are improving the place recognition module so false relocalization is prevented or preventing
feature selection on close moving vehicles.

This research has tested the robustness of stereo ORB SLAM in dynamic scenarios, but under very specific
conditions. There is a wide array of variables that can be tested which would increase our understanding of
ORB SLAM and aid the development of V-SLAM in intelligent vehicles. Examples of variables could be testing
the effect of the driving velocity, different weather conditions or camera baseline length. Other aspects would
be to test different dynamic scenarios which could include pedestrians and cyclists.

The methodology used in this research is unique in testing the robustness of SLAM algorithms to a dy-
namic environment. Since CARLA has an elaborate sensor suite, LIDAR SLAM algorithms could use the same
methodology to isolate the effect of certain dynamic scenarios to the pose estimation. Other V-SLAM algo-
rithms only need to have access to the rosbags and ground truth files to test their robustness and do not even
need to download CARLA. CARLA can be used as a powerful tool in the development of SLAM algorithms for
intelligent vehicles.

This research not only highlighted the points of improvement for stereo ORB SLAM, but also highlighted
the strong points of the algorithm. By removing the features from the map that are not detected in consec-
utive keyframes the error was significantly reduced. This insight could help the development of other SLAM
methods to improve on the pose estimation accuracy in dynamic environments.

This research has developed a flexible experiment setup that completely isolates the effect of a dynamic urban
environment on the performance of a SLAM algorithm. The methodology will aid in obtaining a deeper un-
derstanding on the strength and weaknesses of SLAM in dynamic conditions, since SLAM frameworks assume
a static environment. The experiment setup can be utilized to analyze robustness to a moving environment
of monocular, RGB-D, stereo V-SLAM algorithms as well as LIDAR based SLAM methods. The analysis in the
strength and weaknesses of ORB SLAM is an example of the depth of the research that is possible with this
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methodology. The lesson learned from this analysis can be utilized to improve ORB SLAM or develop even
better V-SLAM algorithms. The methodology and the lessons learned from the results could be an important
tool in the development of SLAM for automotive applications.
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