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Abstract
Traffic prediction plays a big role in efficient trans-
port planning capabilities and can reduce traffic
congestion. In this study the application of Long
Short-Term Memory (LSTM) models for predict-
ing traffic volumes across varying prediction hori-
zons is investigated. The data used is collected
by the municipality of The Hague for a single
month. The study focuses on comparing the per-
formance of the LSTM across different time hori-
zons up to 10 hours in the future. To evaluate the
performance of the LSTM models, two common
evaluation measures are employed: Root Mean
Square Error (RMSE) and Symmetric Mean Abso-
lute Percentage Error (SMAPE). The baseline for
the predictions is set at a 15-minute future forecast.
Comparing the 1-hour prediction against the 10-
hour predictions relative to the baseline RMSE, the
RMSE increased threefold. However, the SMAPE
first increases, but surprisingly after 6 hours starts
to decrease again.

1 Introduction
Traffic forecasting is a critical component in the management
and operation of modern transportation systems. Reliable
predictions can reduce congestion but also improve traffic
safety and efficiency, contributing to the overall performance
of the city’s traffic flow. However accurately predicting traf-
fic flows over a long period poses significant challenges. The
dynamic, non-linear nature of traffic systems influenced by a
number of external factors such as the weather, time of day,
and accidents make long-term prediction a difficult task . Ac-
curate predictions over a longer time period can improve the
transport planning capabilities [1] and reduce traffic conges-
tion.

Long Short-Term Memory (LSTM) is a variant of a Neural
Network (NN) that has often been used to forecast traffic [2].
Soon et al. (2022, page 20) stated about LSTMs in the con-
text of traffic forecasting: ”LSTM ... outperforms ARIMA,
SVM, Stacked Auto-Encoder, Radial Basis Function Neural
Networks, as well as RNN”. Traffic forecasting is a time se-
ries prediction problem which means that previous data points
are used to forecast a future value. LSTMs are able to cap-
ture temporal correlations, which makes them useful for traf-
fic forecasting [2].

LSTMs are a type of recurrent neural network (RNN) that
can learn and remember over long sequences, making them
well-suited to handle temporal dependencies inherent in traf-
fic data. This paper focuses on the use of LSTM networks in
long-term traffic forecasting, providing an overview of their
performance against different time horizons.

Other papers typically forecast traffic conditions for a 5-
minute ahead timeframe of up to 60 minutes [2; 3], this study
aims to give an overview of the prediction horizon from 15
minutes up to 10 hours. The research question of this paper is
as follows: ’How does the LSTM model handle long horizon
predictions and how does accuracy degrade with time?’ The
following two subquestions will help answer this:

1. How do the different evaluation metrics evolve when in-
creasing the prediction horizon?

2. Which hours contribute the most to the change of each
evaluation metric?

The data utilized in this study was gathered by the munic-
ipality of The Hague in November 2019. The data was col-
lected by a total of 130 detection loops, also called sensors,
embedded in the road surface. Although data for cars, bicy-
cles, and trams were available, this study only focuses on car
data. This choice was motivated by its relevance for compar-
ison with existing literature and the significance of accurate
predictions applied to car traffic. The data was aggregated by
15 minutes, also referred to as a timestep in this paper.

Previous research has been done, Licheng et al. (2019)[4]
focused on predicting traffic 1 day in advance using a Deep
Nural Network (DNN) and using external factors. Factors
such as the weather, holidays, time of day, and day of the
week are taken into account. The focus of this research was
to experiment with different time intervals and see how the
MAPE performed differently from an interval of 5 minutes up
to 60 minutes. The results showed that an increasing interval
would often result in a lower MAPE. Furthermore, they con-
cluded that between 23:00 and 06:00 the MAPE was higher
due to big relative differences in data when the traffic is low.

In [5] traffic similarities and repeatability were investigated
with short and long-term predictions. The Mean Repeatabil-
ity Degree (MRD) and Mean Similarity Degree (MSD) were
used to predict traffic. They achieved a low Mean Absolute
Relative Error (MARE), but the MRD and MSD are not going
to be used in this paper.

This paper aims to contribute to 2 gaps in previous re-
search, firstly to give an overview of how traffic prediction
performs over different time periods. Secondly, to show the
LSTM performance for roads with not as much traffic as on
highways or interstates.

For many papers, the focus has primarily been on predict-
ing traffic patterns within a short-term period. The defini-
tion of long-term prediction differs from paper to paper, some
mention more than 30 minutes [6; 7; 8], while others refer
to 1 day [4; 5]. A shorter time frame allows for responses
to traffic congestion or incidents, which sometimes cannot
be predicted over a long-time horizon, which is what makes
long-term forecasting difficult.

Furthermore, the majority of existing research has centered
around predicting traffic conditions specifically on highways
or roads with high traffic volumes [2; 3]. These areas have
been of particular interest due to the frequency of congestion
and the necessity for effective traffic management and plan-
ning [9]. The dataset used is from an urban road and relatively
contains a lot of periods with zero cars measured at 9.5% of
the complete dataset.

The paper is structured as follows, section 2 details why
LSTMs are useful for traffic prediction, introduces the prob-
lem formally, gives a description of the dataset used, and fi-
nally shows how the model is evaluated. In section 3, we go
over how the results are achieved and give an overview of the
results. In section 5 the results are discussed and compared
to other papers, finally, in section 6, possible future work is



suggested.

2 Methodology
In this section, the focus is on the application of LSTM net-
works for long-term traffic predictions. First, a brief intro-
duction to LSTMs is provided, followed by a description of
the problem and dataset. Lastly, the evaluation metrics for the
performance of the LSTM is discussed.

2.1 Understanding Long Short-Term Memory
Networks

LSTM models have some advantages over other machine
learning models which make them more useful for predicting
traffic, regular RNNs are known to suffer from the vanishing
gradient problem [10], which hampers their ability to learn
from the information in distant parts of the input. LSTM net-
works overcome this by introducing a memory cell that can
maintain information in memory for long periods of time,
making them particularly suitable for tasks that involve se-
quential data with long-term dependencies.

An LSTM unit has three main components: the input gate,
the forget gate, and the output gate. These gates collectively
determine how much information should be stored or dis-
carded from the cell state at each timestep.

Input Gate: Decides how much of the newly computed
information for the current timestep should be stored in the
cell.

Forget Gate: Determines how much of the existing infor-
mation in the cell state should be kept.

Output Gate: Decides what information from the current
cell state should be output.

These mechanisms allow LSTM networks to selectively re-
member or forget things, leading to their ability to handle
long-term dependencies in the data.

While LSTM networks have shown their effectiveness in
various tasks, it is important to clarify that the objective of
this study is not to create the best LSTM model. Rather, the
focus is on evaluating the performance of LSTM networks in
the context of comparing short and long-term traffic predic-
tion. Looking for the best parameters was not an objective of
this study.

The mathematical validity of LSTM networks has been
well-established in previous studies, which serve as a solid
foundation for the research [11; 12; 13]. These studies also
provide a comprehensive understanding of the LSTM archi-
tecture, which is why that will not be included in this paper.

2.2 Problem Description
The problem addressed in the research can be summarized as
follows: given historical traffic data, the objective is to predict
future traffic volumes over different time periods. A formal
description of this problem is given by the following:

[xt−i, . . . , xt] ⇒ xt+n (1)
Here i is the number of timesteps the LSTM looks back to

predict the value of the nth timestep in the future, and n is also
the variable that will change during the experiment. xt is an
array of values containing the amount of traffic at that time,

Figure 1: Map showing all sensors
.

depending on how many sensors were used in an experiment
the size of this array ranged from 1 to 130 in the experiments.

Another approach was also considered in which not 1 value
was predicted, but all values up to the nth value were pre-
dicted. This would resolve in the following description:

[xt−i, . . . , xt] ⇒ [xt+1, . . . , xt+n] (2)

After some initial testing, it was concluded that this is not
a viable option. It would result in worse predictions and both
the xt+1th value and the xt+nth value would be the worst per-
forming resulting in a bowl shape. Especially for the xt+1th
value, this was unexpected as it should be the easiest to pre-
dict as it is the closest in time.

2.3 Dataset description
The dataset used in this study was collected in November
2019 from detection loops embedded in roads across 11 in-
tersections in The Hague. The dataset comprises readings
from a total of 172 sensors, of those 130 contained data for
cars and only those were used. The data is aggregated per 15
minutes and shows the number of vehicles passing a sensor
during that time period. In total this results in 2880 values
per sensor and a total of 374.400 data points. The past 76
timesteps are used to predict a future value, which equals 19
hours, this is also known as the look-back window. The total
amount of data points with a value of zero is 35.480, which
accounts for 9.5% of all values. Furthermore, there are 1351
missing values represented as null in the dataset, accounting
for 0.36% of all values.

Figure 1 shows a map of all intersections from which data
was collected. The longest distance between 2 sensors was
between sensors K703 and K406 and the driving time for that
route is 6 minutes according to Google Maps 1. Because this
time is 40% of the time step window, it reduces the spatial
dependency between sensors and allows us to focus more on
temporal dependencies in the time series. This means that
a car measured at a sensor will most like not pass another
sensor in the next timestep.

1https://www.google.com/maps/



2.4 Evaluation
To evaluate the performance of the LSTM two metrics were
used, the Root Mean Square Error (RMSE) and the Symmet-
ric Mean Absolute Percentage Error (SMAPE). The former is
also used for the training of the model. For both metrics, the
formula is shown for a single sensor, when predicting multi-
ple sensors the average was taken of all sensors.

RMSE =

√∑n
t=1(xt − x̂t)2

n
(3)

Equation 3 shows the formula for the RMSE, here x̂t is the
predicted value, xt is the actual value, and n is the number
of values predicted. RMSE is a commonly used metric for
regression models and offers an interpretation of how well the
model can predict future data. When using the RMSE, larger
values will contribute more to the RMSE than smaller values
with the same relative error. An error of 10% for values of 2
and 20 will result in an RMSE of relatively 0.2 and 2.

SMAPE and MAPE (Mean Absolute Percentage Error) are
commonly used metrics for evaluating forecast accuracy, to
compare how close the forecast is to the actual value. Their
main difference lies in their calculation of the percentage er-
ror. MAPE is computed by taking the absolute difference
between the forecasted and actual values, dividing it by the
actual value, and multiplying by 100 to obtain the percentage
error. However, MAPE’s limitation lies in its asymmetry, the
following example shows that. Assuming x̂t is 4 and xt is
equal to 2, will result in a MAPE of 100%, if xt is 6, it will
result in a MAPE of 33%. Assuming both 2 and 6 have an
equal chance of being true, lowering the predicted value will
result in a better MAPE and thus favor an underprediction.

To address this issue, SMAPE was introduced as an im-
proved version of MAPE. SMAPE takes the average of the
forecasted and actual values as a divisor. By using the av-
erage of predicted and actual values, SMAPE ensures better
treatment of under and over-forecasts. In the previous exam-
ple, it would result in SMAPE values of 66% and 50%, which
are already a lot closer. This approach provides a more bal-
anced measurement of forecast accuracy. Moreover, SMAPE
is not affected when the actual value is zero, which can cause
division by zero issues in MAPE.

The formulas for MAPE and SMAPE are as follows:

MAPE =
1

n

n∑
t=1

(
|xt − x̂t|

xt

)
× 100 (4)

SMAPE =
1

n

n∑
t=1

(
|xt − x̂t|

(xt + x̂t)/2

)
× 100 (5)

It is worth noting that in cases where the actual value is 0,
the calculation of SMAPE is excluded in this research. This
exclusion is implemented to avoid distorted results and main-
tain the meaningfulness of the metric. When the actual value
is 0 and the prediction doesn’t match, the SMAPE formula
would result in a value of 200%, leading to misrepresented
results. Excluding these cases ensures a more accurate and
realistic assessment of the forecast performance, focusing on
situations where comparisons between the forecasted and ac-
tual values lead to more insightful values.

While the value of the SMAPE is not relevant at this point,
not including the zero values results in the SMAPE going
from 40.6% down to 29.1%. This shows that the zero values
influence the SMAPE a lot and make a basis for why those
values are not included in the calculation.

3 Experimental Setup and Results
This section explains the specific configurations of the exper-
imental setup, how the model was evaluated, and presents the
results obtained from the experiments.

3.1 Experimental Setup
The experiments were conducted on a MacBook Pro
equipped with an M1 chip, 16GB of RAM, and running ma-
cOS 13.5. For the development and execution of the LSTM
model, Python 3.9.7 was used along with the TensorFlow
2.12.0 library, utilizing the keras module2. This setup is not
recommended as Tensorflow is not supported out of the box
on newer MacBooks and requires a separate install in order to
work with the newer MacBooks3. The performance of Ten-
sorflow with the newer MacBooks is also suboptimal and will
not work as well as with non-ARM MacBooks or Windows
or Linux setups as Tensorflow doesn’t use the full capabili-
ties of the MacBook, implied by the following warning given:
’Failed to get CPU frequency: 0 Hz’ and the Apple Developer
Forum4 .

For the preprocessing of the data, null values were ad-
dressed by forward filling (ffill), which is a method of fill-
ing null values in a time series dataset with the previous data
point. Additionally, the day and hour features were extracted
from the timestamp in the dataset’s index and were used as
a feature in the prediction, as Zhang and Kabuka [14] have
shown improvements using this as a feature.

Lastly, the traffic data was normalized before being fed into
the model. Normalization is a common preprocessing step for
neural networks, as it scales the data to a smaller range of val-
ues. This helps to speed up the training process and can also
help to avoid numerical instability issues. In this research,
Z-score normalization was used, a method that standardizes
the data by removing the mean and scaling to unit variance.
This operation involves transforming each feature value into
a score that reflects how many standard deviations it is from
the mean of the feature.

The LSTM network was constructed with 2 LSTM layers
and 1 dense layer, and a batch size of 32 was used for train-
ing the model. Although the model was set to train for 500
epochs, Early Stopping callback with a patience of 10 was
utilized. This means that if the performance of the LSTM
does not improve over the last 10 epochs, it will stop training.
This mechanism allows the model to stop training when it
no longer improves, saving computational resources and pre-
venting overfitting. The learning rate was set to 0.001, and
the Adam optimizer was used during the learning process.

The dataset was split into 22 days for training, 3 days for
validation, and 5,2 days for testing. That results in 22 days

2https://www.tensorflow.org/
3https://developer.apple.com/metal/tensorflow-plugin/
4https://developer.apple.com/forums



which the LSTM uses to learn patterns in the data and 3 days
to validate while training what the RMSE is. The last 4 and
5 hours days are used after training to see how it performs on
unknown data and is also the RMSE used for the results. The
19 hours that are missing from the data, are the first 19 hours
of the dataset, they are only used for labeling the data.

3.2 Performance Evaluation Method
The primary focus of this research was on evaluating the
model’s capability to predict traffic volume at different future
time steps, where each step corresponds to 15-minute inter-
vals. To achieve this, a time-lagged labeling technique was
used, where the label for a given instance was the traffic vol-
ume at a future time step i. For example, if i = 1, the model
was tasked with predicting the traffic volume 15 minutes into
the future; if i = 5, the model predicted the volume 75 minutes
ahead, and so on.

The first 5 timesteps were all evaluated, and after those re-
sults, timesteps were evaluated in a stepwise manner advanc-
ing by one hour (i.e., four 15-minute steps) at a time. In this
manner, a wide range of future time steps were able to be cov-
ered, starting from i = 1 (15 minutes into the future) up to i =
41 (10 hours and 15 minutes into the future).

To ensure a robust evaluation and mitigate the effects of
randomness or noise created by the initial conditions of the
LSTM, for each time step i, 20 individual runs of the LSTM
were performed. The final predicted value for each time step
was then computed as the average of these 20 runs. This
approach provided a more reliable estimate of the LSTM
model’s performance at each time step.

3.3 Results
Figure 2a shows the results when predicting values for a sin-
gle sensor 1 timestep in the future. What is apparent about
the values is that they can fluctuate a lot between 2 timesteps,
at 11-29 09:15 for example the amount of cars is 56, with
the next value being 35 and the following 51. These are dif-
ferences of 38% and 51% respectively. It can be seen in the
graph that the LSTM is unable to pick up these high fluctu-
ations accurately, this is for example visible at 11-27 9:00.
The actual traffic is at 70 cars with the previous value being
54 cars, while the LSTM predicts 62 cars. The choice was
made to show the prediction for a single sensor and not the
average of predicting all 130 sensors individually. Taking all
sensors would average out the fluctuations and give a graph
that doesn’t show that for sequential timesteps the values can
differ a lot. The trend of the sensor chosen is similar to that
of the average of all sensors.

Figure 2b shows the predictions for 41 timesteps in the fu-
ture for the same sensor as in 2a. When comparing the results
between a single timestep and those of 41 timesteps in the fu-
ture it is visible that spikes in traffic are not able to be picked
up. This is apparent at the 11-30 21:00 timestamp, the predic-
tion follows a smooth curve, while the single timestep LSTM
can pick up that there is a lower amount of traffic than usual.

Table 1 shows the change of the RMSE and SMAPE for
different timesteps for the same sensor as in figure 2. For the
RMSE a steady increase is visible throughout extending the

(a) Predicting 1 timestep in the future, with 1 sensor.

(b) Predicting 41 timesteps in the future, with 1 sensor.

Figure 2: Comparison between 1 and 41 timesteps for 1 sensor.

prediction horizon. However, for the SMAPE nothing can be
concluded, it differs a lot over the different timesteps.

Figure 3a presents the average of all predictions for 130
sensors. This shows that over the average of all values, there
are a lot fewer fluctuations in traffic, as these fluctuations are
averaged out against each other. While from these graphs it
looks like the predictions are almost perfect, for each individ-
ual sensor the results are not perfect.

Comparing the results from 2b with the LSTM predicting
41 timesteps in the future as shown in 3b, the results are com-
parable to the single sensor predictions. Sudden spikes in
traffic are not able to be predicted as visible around the 11-27
11:00 mark, when predicting a single timestep the LSTM is
able to pick this up.

In table 2 the results are shown when predicting values
from a single timestep up to 41 timesteps in the future for all
sensors, including the percentual change compared to the sin-
gle timestep prediction. The values in the table are rounded
after calculation, which is why the percentage differences do
not match exactly when comparing them to the values in the
table. What is noticeable is that the performance degrades
quickly from a single timestep to 5 timesteps. The RMSE in-
creases by 6.5% and the SMAPE by 5.6%. The next 6% is
only visible at the 21st timestep for the RMSE, while for the
SMAPE the increase at that timestep has decreased by 7.8%
compared to a single timestep prediction. Surprisingly, the
SMAPE starts to drop after the 25th timestep and is lower
than the baseline at the 41st timestep.

In figure 4 the performance of both the RMSE and SMAPE
can be seen in comparison. Here it is easily visible how
the RMSE keeps increasing, while thee SMAPE starts to de-



Table 1: Rounded evaluation Metrics of LSTM Model for different
timesteps, showing percentual change compared to 15 minutes for 1
sensor

Hours RMSE Change SMAPE % Change

0.25 5.8 – 24.6 –
0.5 5.9 1.4% 24.6 0.0%

0.75 6.0 2.9% 26.2 6.8%
1.0 6.1 4.7% 24.8 1.0%

1.25 6.0 4.0% 25.6 4.2%
2.25 6.0 3.2% 25.1 2.2%
3.25 6.1 4.9% 24.9 1.5%
4.25 6.0 3.7% 24.5 -0.4%
5.25 6.0 3.5% 24.3 -1.1%
6.25 6.1 4.9% 25.2 2.6%
7.25 6.3 8.3% 25.7 4.8%
8.25 6.2 7.6% 27.7 12.9%
9.25 6.2 6.6% 26.0 6.0%

10.25 6.4 10.4% 25.0 1.9%

(a) Predicting 1 timestep in the future, with 130 sensors.

(b) Predicting 41 timesteps in the future, with 130 sensors.

Figure 3: Comparison between 1 and 41 timesteps for all sensors.

Table 2: Rounded evaluation Metrics of LSTM Model for different
timesteps, showing percentual change compared to 15 minutes for
all sensors

Hours RMSE Change SMAPE % Change

0.25 7.6 – 28.8 –
0.5 7.8 2.1% 29.5 2.4%

0.75 7.9 4.0% 29.9 3.7%
1.0 8.0 5.0% 30.3 5.2%

1.25 8.1 6.5% 30.4 5.6%
2.25 8.1 6.4% 30.0 4.0%
3.25 8.4 10.6% 30.2 4.9%
4.25 8.4 10.6% 31.1 7.8%
5.25 8.5 12.3% 31.1 7.9%
6.25 8.6 12.7% 32.3 12.2%
7.25 8.7 15.2% 31.9 10.7%
8.25 9.0 18.9% 30.7 6.6%
9.25 8.9 18.9% 29.2 1.5%

10.25 9.0 19.1% 27.7 -3.8%

Figure 4: RMSE and SMAPE comparison per timestep
.

crease after 6 hours.
In figure 5 an overview is visible of the average prediction

of cars per hour, the SMAPE per hour, and the RMSE per
hour for 3 different timesteps for the test dataset. A lighter
color means a lower value, while the darker the cell gets the
higher the value compared to the rest of the heatmap. Do note
that due to the experimental setup, these values are not the
same as in table 2 and 4, but still show the same differences
with each timestep.

Figure 5a shows the actual traffic for each hour in compar-
ison to the different timesteps. On average if the prediction
horizon gets bigger, the predicted values will get lower. This
is also visible in table 3, which shows the average prediction
over the complete day and the average of the percentual dif-
ference for each hour.

In figure 5b the SMAPE is visible per hour of the day.
What can be seen is that during the night, when traffic is low,
the SMAPE is twice or sometimes three times as high com-
pared to during the day. An explanation for this could be that
an absolute error of 1 or 2 will have more effect when the
values are low than when the values are high. For example,
an error of +2 with the actual values being 1 or 20 will result



(a) Actual traffic and predictions per hour of the day

(b) SMAPE % per hour of the day

(c) RMSE per hour of the day

Figure 5: SMAPE and RMSE comparison per hour for different
timesteps.

in a SMAPE of respectively 50% and 9.5%. During the night
big relative differences are also seen, just like during the day,
an example is a value dropping from 11 to 4, a 64% decrease.
The LSTM predicted around 14 cars for this sensor resulting
in a SMAPE of 111%. It is also evident from this heatmap
that the 21st timestep predictions are worse than the other 2
during the night.

For the RMSE the biggest difference lies in the morning
peak, where the difference is sometimes almost doubled for
the 41 timesteps in comparison to the single timestep as seen
in 5c. Also, the afternoon peak is worse for the 21 timestep
prediction and a little worse for the 41 timestep prediction.

Table 3: Comparison of average predictions against actual values

Average Actual 1 timestep 21 timesteps 41 timesteps

Amount of cars 40.0 39.8 39.7 38.9
Difference per hour – -0.09% -2.5% -2.8%

4 Responsible Research
Ethical issues should be taken into account when doing re-
search with data, in the case of this research there was 1 pos-
sibility for an ethical issue which is the identifiability of a
specific person with the help of the data. Since the data was
aggregated by 15 minutes it is anonymized. Since this was the
only possibility for an unethical point in the research done,
there are no further ethical issues that need to be addressed.

5 Discussion and conclusion
With an RMSE of 7.6 and SMAPE of 28.8% for the all-sensor
model for a single timestep prediction, the RMSE is in line
with other research done, although the SMAPE is higher than
other papers [15; 16]. The results discussed are about the
all-sensor model, as the results for a single sensor cannot be
representative for all sensors.

However, it is important to note that the effectiveness of
LSTM models can vary depending on the context and dataset
size. For instance, an RMSE of 6.75 was achieved in [17],

which is lower than the result in this paper. But, they were
working with a dataset three times larger, offering a wider
base for the model to learn from, which could contribute to
their lower error rate. They reported a MAPE of 17.14%,
which is lower than the SMAPE in this paper of 28.8%. How-
ever, their data was from highway traffic, typically register-
ing higher traffic volumes. As shown earlier working with
smaller values can lead to a higher SMAPE [4].

As the prediction horizon extended from 15 minutes to 75
minutes, a noticeable degradation in the LSTM model’s per-
formance was observed for both metrics. Yet, the RMSE in-
crease was less steep after predicting further than 75 minutes
compared to the initial increase. Additionally, the SMAPE
increased up to 6 hours, but then showed improvements, sur-
passing the accuracy of predictions for 15 minutes into the
future after 10 hours. The results also show that as the time
horizon increases the LSTM tends to under forecast the traffic
on average.

For the RMSE the hours showing the worst performance
were the morning and afternoon peak. Especially the morn-
ing rush became worse as the prediction horizon grew, while
the night hours had almost no contribution to the RMSE. The
SMAPE was however highly impacted by the low values in
the night, showing values of up to three times as high as dur-
ing the day. Overall, for this dataset, the LSTM will predict
slightly lower values as the prediction horizon grows.

6 Future Work
Looking ahead, there are several potential paths for future
work in this area. Firstly, having a larger dataset could
potentially improve the performance of the LSTM model,
as observed in the lower error rates reported by Yu et al.
(2017)[17], who used a dataset three times larger than ours.

Furthermore, the granularity of the data could impact the
results achieved. Often the interval is between 5 and 10 min-
utes [2; 3], while the data used in this research was aggre-
gated by 15 minutes. Decreasing the interval could also open
the way to use spatial dependencies between sensors.

Thirdly, incorporating external factors, such as weather
data or event data, could enhance the model’s ability to antici-
pate changes in traffic flow. This could improve the challenge
of predicting traffic spikes, as [14] showed a performance in-
crease when incorporating different external factors.

Finally, exploring other machine learning approaches or re-
fining the current LSTM model may help improve the accu-
racy of long-term forecasts as the perfect LSTM parameters
were not the goal of this research.
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