
Delft Center for Systems and Control

IMU-to-Segment Calibration
with Stiff Joint Using Deep
Learning Integrating Kinematic
Constraints

Liuyi Zhu

M
as

te
ro

fS
ci

en
ce

Th
es

is





IMU-to-Segment Calibration with Stiff
Joint Using Deep Learning Integrating

Kinematic Constraints

MASTER OF SCIENCE THESIS

For the degree of Master of Science in Systems and Control at Delft
University of Technology

Liuyi Zhu

January 20, 2025

Faculty of Mechanical Engineering (ME) · Delft University of Technology



Copyright © Delft Center for Systems and Control (DCSC)
All rights reserved.



Abstract

IMU-to-Segment (I2S) calibration is a critical step in using Inertial Measurement Unit (IMU) for
human motion capture, as it determines the relative orientation and position between the IMU and
the body segment it is attached to. Traditional constraint-based method rely on kinematic constraints
to perform I2S calibration but fail in scenarios where no relative motion occurs between connected
segments. To address this limitation, this thesis extends existing deep learning approaches for I2S
calibration to the stiff case and investigates methods to further enhance calibration accuracy.

After completing I2S calibration using deep learning with a single IMU in stiff case, this thesis further
explores joint training with dual-IMU model and integrates kinematic constraints into the model.
Experiment results demonstrate that the joint training allows the models to leverage inter-IMU motion
information, improving the model performance. Furthermore, integrating kinematic constraints with
appropriate weights into the loss function of deep learning model improves calibration accuracy by
guiding predictions to satisfy physical constraints. However, overly large constraint weights may
result in larger calibration error.

This thesis provides insights into how deep learning can be adapted to address the challenges of I2S
calibration in stiff joint scenarios. It also combines deep learning with kinematic information through
joint training and the integration of kinematic constraints, achieving improved calibration accuracy.
Future work will explore the application of this approach to real-world motion data and the integration
of diverse kinematic constraints.
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“In the future, airplanes will be flown by a dog and a pilot. And the dog’s job will be to
make sure that if the pilot tries to touch any of the buttons, the dog bites him.”

— Scott Adams





Chapter 1

Introduction

1-1 Background

Human motion capture is crucial for understanding and analyzing complex body movements, which
has applications in numerous fields including healthcare [6][31], sports performance [49], er-
gonomics [5], and entertainment [31]. It provides detailed insights into biomechanics, enabling the
development of better rehabilitation strategies [17], injury prevention protocols [38], and improved
athletic training techniques [28][2]. Human body motion capture is typically achieved using either
vision-based technologies [27] or inertial sensors [36][28]. The primary principle of using vision-
based technologies for human body motion capture is to use cameras and image processing algorithms
to measure and track the human body movement. The main drawback of this method is that it can
be constrained by moving space. If the motion space is extensive or if there are obstacles between
cameras and human body, accurate motion capture becomes challenging. Compared with vision-
based technologies, using Inertial Measurement Unit (IMU) is a method with fewer environmental
constraints and simpler equipment requirements [37]. It offers greater flexibility in terms of motion
capture [50].

To achieve motion capture, IMUs need to be equipped on different segments of human body, which
are pairwise connected by joints with one, two or three rotational Degree of Freedom (DoF). An
IMU typically comprises 3D gyroscopes, 3D accelerometers, and 3D magnetometers. In motion
capture, the commonly used IMU measurements include angular velocity obtained from gyroscopes
and acceleration measured by accelerometers. By integrating the angular velocity, the orientation
change of the IMU can be determined. By double integrating the acceleration after subtracting gravity,
the displacement of the IMU can be obtained [39][12].

IMU-to-Segment (I2S) calibration is an essential step in human motion tracking using IMU. I2S cali-
bration involves estimating the calibration parameters, as well as the relative position and orientation
between the IMU frame and body segment frame [24]. After establishing the spatial relationship
between two frames, the IMU orientation estimated from measurements can be converted into the
estimated pose of body segment, achieving human motion capture [45].
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2 Introduction

Some earlier I2S calibration methods, such as manual calibration or using defined poses or motions,
may introduce significant human-induced errors during the calibration process [26]. Another com-
monly used approach is to utilize kinematic constraints for I2S calibration. The constraint-based
method employs optimization techniques, such as Gauss-Newton method, to estimate the calibration
parameters that best satisfies the kinematic constraints [23][29]. This method only requires the sub-
ject to perform arbitrary movements. Therefore, it is more flexible and more accurate compared to
previous methods. There is also a study that utilizes deep learning for I2S calibration, employing
end-to-end learning to directly derive calibration parameters from IMU measurements [55].

1-2 Research Gap

A standard solution for I2S calibration is the utilization of kinematic constraints, due to its high accu-
racy and the requirement of only arbitrary motion. Current studies using this approach predominantly
assume that sufficient relative motion exists between segments for effective I2S calibration [30].

However, if there is little or no relative motion between segments, segments will move like a sin-
gle rigid body and IMU measurements are no longer sufficient for calibration parameters identifi-
cation [30]. When the calibration error is substantial, the accuracy of subsequent human posture
estimations will also decrease [26].

During the application of kinematic constraints for I2S calibration, it is possible that the collected sen-
sor data is obtained under conditions where there is limited or no relative motion between segments.
When using IMUs to monitor movement or provide rehabilitation therapy for patients or elderly indi-
viduals, certain conditions—such as osteoarthritis [35], cerebral palsy [52], knee injuries [46][47], or
Anterior cruciate ligament (ACL) injuries [13]—may result in limited joint movement. In these ap-
plications, manual calibration or static pose methods are typically used for I2S calibration, as patients
or elderly individuals may be unable to perform sufficient arbitrary movements. However, manual
calibration can introduce large errors in I2S calibration [55]. Therefore, it is necessary to find a more
accurate I2S calibration method under stiff conditions to ensure the reliability and applicability of the
system in these scenarios.

In the absence of relative motion between segments, kinematic constraints may no longer provide
sufficient information for calibration. In this scenario, deep learning could offer a potential solution.
In previous literature, deep learning has been employed to derive calibration parameters by utilizing
neural networks to learn patterns of measurements during motion [55]. This approach adopts an end-
to-end framework that focuses exclusively on measurements from a single IMU, without relying on
kinematic constraints existing between different segments of human body.

However, the deep learning method used in previous study [55] also has a limitation. Different body
segments exhibit varying patterns of motion. Some segments have simpler movement patterns, mak-
ing it easier for deep learning to capture. While others display more complex and variable motions
which are harder for deep learning to learn. This variation leads to differences in average error for
I2S calibration across segments, with some segments experiencing higher calibration errors [55]. In
contrast, the accuracy of calibration results using constraint-based methods is not affected by the com-
plexity of motion, since movements of varying complexity all adhere to these constraints. Therefore,
even for the segment with complex motion, kinematic constraints can still provide equally valuable
information for its calibration. For the deep learning method in [55], the neural networks for IMUs
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1-3 Motivation and Research Questions 3

placed on different parts of body are trained separately and independently, which means that the kine-
matic constraints between different IMUs are not considered during training. In other fields, some
studies have combined deep learning with physical constraints to make the predictions of deep learn-
ing more consistent with physical models [43][20]. In the context of I2S calibration, this approach
could potentially address aforementioned limitations to some extent, completing I2S calibration with
higher accuracy, especially for the segments with complex motion.

1-3 Motivation and Research Questions

The motivation for this thesis is that the constraint-based methods previously used in the litera-
ture [42][44][29][23] are unable to achieve I2S calibration for two segments with stiff hinge joint,
and no existing research addresses how to accomplish I2S calibration in this case. The objective of
this thesis is to extend the deep learning method used for I2S calibration in [55] to the case of two
segments connected by a stiff hinge joint. Additionally, it investigates if the integration of kinematic
constraints can, to some extent, compensate the limitation of deep learning that do not account for
kinematic information, thereby further improving calibration accuracy.

The research questions for this thesis are as follows:

1. Is it possible to extend the deep learning method in [55] to perform I2S calibration for two
segments connected by a stiff hinge joint?

2. How will incorporating the kinematic constraint with varying weights into deep learning impact
calibration accuracy compared to using deep learning method alone?

To address these research questions, the study in this thesis can be divided into the following four
parts:

1. The first part will employ the constraint-based method from previous literature to show that in
the absence of relative motion between segments, significant error may arise in I2S calibration.

2. The second part will modify the deep learning model based on prior research [55] to investigate
if more accurate I2S calibration can be achieved in stiff case. It will also explore different data
configurations for deep learning model, such as the ideal input sliding window length and input
normalization. This part addresses the first research question.

3. Since the integration of kinematic constraints involves the relationship between two IMUs’
measurements, the third part of the experiment tests the performance of different dual-IMU
networks, which couples two single-IMU models. The goal is to find the appropriate coupling
strategy.

4. In the fourth part, kinematic constraints will be integrated into the dual-IMU network to explore
how the integration of kinematic constraint impact calibration results, including the effect of
different constraint weights. This part answers the second research question.
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4 Introduction

1-4 Contribution

The main contributions of this thesis are as follows:

1. Extension of deep learning method for I2S calibration in stiff case: This thesis investigates
the applicability of deep learning method for I2S calibration in scenarios where two IMUs are
attached to segments connected by a hinge joint with constant joint angle during motion.

2. Integration of kinematic constraints: This research integrates kinematic constraints with varying
weights into deep learning frameworks for I2S calibration. It evaluates how the constraint
with different weight influences the I2S calibration results and explores its potential to improve
accuracy beyond deep learning method.

1-5 Outline

After the introduction section, this thesis is primarily divided into five parts: related work, method,
simulation setting, simulation results, and conclusion.

The related work section 2 summarizes various methods from previous literature used for I2S calibra-
tion. The method section 3 provides a detailed explanation of the specific physical model employed
in this thesis, the algorithm used in constraint-based method and the deep learning models used in
simulation. The simulation setting section 4 clarifies the establishment of the simulated model, the
generation of the simulation dataset, and specific configurations applied in various parts of the simu-
lation. The simulation results section 5 lists and analyzes the results of different parts of simulation.
Finally, the conclusion section 6 draws the conclusion for this thesis and offers insights into future
work.
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Chapter 2

Related Work

2-1 Review of Existing I2S Calibration Methods

2-1-1 Aligning IMU Manually

In previous literature, multiple methods have been proposed to achieve I2S calibration. In [4], manual
calibration has been validated as a I2S calibration method. The manual calibration method requires
operators to position the sensor on a human segment rigorously by aligning the sensor edges with the
anatomy. The manual calibration does not require any computational step. However, manual calibra-
tion has some drawbacks. Firstly, it is susceptible to individual subjective judgment and operational
skills, which may lead to significant calibration errors. Secondly, manual calibration requires a con-
siderable amount of time. If the calibration is performed before each test, it can cost substantial time
and labor.

2-1-2 Predefined Calibration Pose of Movement

Using predefined poses for calibration is also a common I2S calibration method. In [34], the sensor
measurements were recorded in known static poses, and subsequently measurements were associated
with actual body posture to infer the transformation matrix from sensor coordinate to body segment
coordinate. In addition, functional calibration is also a method of calibrating sensors by measuring
specific functional movements. In [8], [15], [16] and [14], the relative orientation of IMU coordinate
system was determined by analyzing movement patterns of body during predefined actions.

The method using predefined postures or movements can complete calibration by employing simple
poses or actions to establish the connection between IMU measurements and the segment. However,
this calibration approach also introduces significant uncertainty. Firstly, if the subjects fail to execute
the required postures or movements accurately due to lack of experience or movement constraints, it
may result in calibration errors. Additionally, this calibration method can also be time-consuming,
requiring a amount of time for subjects to perform the specified poses or movements.
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6 Related Work

2-1-3 Constraint-based Method

Commonly Used Constraints

Compared to methods that require predefined procedures or manual adjustments, using kinematic
constraints for I2S calibration is a more reliable approach with higher accuracy. Due to the natural
motion constraints between different parts of the human body, these constraints can provide valuable
information for I2S calibration. The commonly used kinematic constraints for the physical model
with two segments and two IMUs in I2S calibration include the following:

First, there are constraints related to angular velocity derived from the limited DoF of the joints. When
modeling human body parts, in certain situations, to simplify the model, specific joints of the human
body may be simplified to have only one or two rotational DoF. In this case, there will be certain
constraints between the angular velocities of the two segments, as their relative motion is restricted to
rotation around one or two fixed joint axes.

In [42], [33], [32] and [22], the angular velocity constraint for hinge joint was deduced for I2S cal-
ibration. Since a hinge joint has only one fixed joint axis j0, the angular velocity measured in two
IMU frames (ω1 and ω2) vary solely in terms of the joint angle velocity and a rotation matrix. If
ω1 and ω2 can be decomposed into components parallel to j0 and components perpendicular to j0,
the perpendicular components of ω1 and ω2 should have same magnitude since two segments only
undergo independent relative rotation in the direction parallel to the joint axis. In other words, their
projections into the joint plane, i.e. the plane to which j0 is the normal vector, have the same lengths
for each instant in time, which can be represented as:

||ω1,t × j1||2 = ||ω2,t × j2||2 ∀t (2-1)

where ji is the joint axis of hinge joint represented in two IMU frames.

In [29] and [23], similar angular velocity constraint was extended to joint with 2-DoF. The angular
velocities measured by two IMUs can be used to compute the relative angular velocity ωs1,s2 between
two segments. Since there are two rotational DoF, ωs1,s2 can also be decomposed into motions around
two fixed rotation axes ( j1,2 and j2,2). The ωs1,s2 lies in the plane formed by these two rotation axes
j1,2 and j2,2, which means that it is perpendicular to the normal vector of this plane. The normal
vector can be expressed as the cross product of two rotation axes. The constraint can be expressed as:

ω
G
s1,s2

=−ω
G
2,t +ω

G
1,t = αt jG

1,2 +βt jG
2,2

ω
G
s1,s2
· ( jG

2,2× jG
1,2) = 0

(2-2)

where αt and βt are time-varying scalars. All measurements and joint axes are expressed in the fixed
global frame G to ensure coordinate system consistency during calculation.

Another commonly used kinematic constraint is derived from the acceleration measurements of the
two IMUs. In [41],[42] and [40], the acceleration of each sensor was decomposed into the sum of
the acceleration at joint center (acen

1 and acen
2 ) and acceleration resulting from rotation of that sensor

around the joint center. The magnitudes of acen
1 and acen

2 should be equal. The measured acceleration
ai can be represented as linear combination of acen

i and the relative position between IMU frame and
joint center ri:

ai = acen
i +K(ωi, ω̇i)ri
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K(ωi, ω̇i) =

−ω
y2

i −ω
z2

i ωx
i ω

y
i − ω̇

z
i ωx

i ω
z
i + ω̇

y
i

ωx
i ω

y
i + ω̇

z
i −ωx2

i −ω
z2

i ω
y
i ω

z
i − ω̇x

i

ωx
i ω

z
i + ω̇

y
i ω

y
i ω

z
i + ω̇x

i −ωx2

i −ω
y2

i


For convenience K(ωi, ω̇i) will be written as Ki.

The magnitudes of acen
1 and acen

2 , as measured by two IMUs, are identical. If the joint is a hinge joint,
the lengths of these vectors projected onto the joint axis in their respective coordinate systems are also
the same:

j⊺1 acen
1 = j⊺2 acen

2

Constraints between accelerations measured by two IMUs can be derived:

j⊺1 a1− j⊺2 a2 = j⊺1 acen
1 − j⊺2 acen

2 + j⊺1 K1r1− j⊺2 K2r2 = j⊺1 K1r1− j⊺2 K2r2

Under the condition that the acceleration due to rotation around the joint center is minimal( jT
i Kiri≈ 0),

the acceleration constraint can be expressed as follows:

j⊺1 a1− j⊺2 a2 ≈ 0 (2-3)

Algorithm

The kinematic constraints 2-1, 2-2 and 2-3 analyzed above incorporate known IMU measurements,
including acceleration and angular velocity, as well as the unknown representations of the joint axes in
the IMU frame, represented as j1 and j2. The basic idea of the constraint-based method is to estimate
j1 and j2 that best satisfy these kinematic constraints through optimization techniques. Since the
representation of the joint axes in the segment frame j0 is known, the relative orientation between the
segment frame and the IMU frame can be derived, thereby completing the I2S calibration.

In [42], [41] and [32], the angular velocity constraint 2-1 and the acceleration constraint 2-3 are
utilized to perform I2S calibration for two segments connected by hinge joint.

Assume a measurement sequence with length N, precisely (ω1,t ,ω2,t ,a1,t ,a2,t)
N
t=1 are provided, where

N >> 4. Based on constraint 2-1 and 2-3, the residual vector is defined as:

eω(t) = wω,t [
∣∣∣∣ω1,t × ĵ1

∣∣∣∣− ∣∣∣∣ω2,t × ĵ2
∣∣∣∣] (2-4)

ea(t) = wa,t [ ĵ
⊺
1 a1,t − ĵ⊺2 a2,t ] (2-5)

where wω and wa are weights for the angular velocity constraint 2-1 and the acceleration constraint
2-3. ĵi is the estimated joint axis in IMU frame.

The sum of squares of residuals that needs to be minimized is defined as:

Ψ( ĵ1, ĵ2) =
N

∑
k=1

(
[eω(t)]2 +[ea(t)]2

)
(2-6)

To reduce the number of unknown parameters, j1 and j2 are assumed to be unit vectors. Therefore,
these two vectors can be represented by an inclination and an azimuth respectively, reducing the num-
ber of unknown parameters from six to four. The vector of unknown parameters can be represented
as:

x := (φ1,θ1,φ2,θ2)
⊺ (2-7)
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8 Related Work

where φi and θi are inclination and azimuth of ĵi in the ith IMU’s coordinate system. The estimated
unit joint axis vector can be represented using these two angles:

ĵ1 = (cos(φ1)cos(θ1),cos(φ1)sin(θ1),sin(φ1))
⊺

ĵ2 = (cos(φ2)cos(θ2),cos(φ2)sin(θ2),sin(φ2))
⊺ (2-8)

The optimization problem for I2S calibration can be formulated as:

x̂ = argminxΨ(x) (2-9)

To minimize the sum of squared errors and achieve convergence, the Gauss-Newton algorithm is
selected as the optimization problem solver for this nonlinear least squares problem. It is worth noting
the directions of j1 and j2 need to be aligned. Using Gauss-Newton method may result in convergence
to a local minimum. At this local minimum, the directions of the two joint axes j1 and j2 are opposite
to each other. To avoid this issue, after obtaining the first local minimum x̂(1) = [φ̂1, θ̂1, φ̂2, θ̂2] using
the Gauss-Newton method, an additional initial point is selected by reversing the full direction of
the joint axis j2: x̂(0) = [φ̂1, θ̂1,−φ̂2, θ̂2 +π]. At this new initial point, the Gauss-Newton method is
applied again to find the corresponding local minimum x̂(2). The cost function Ψ(x) is then evaluated
for both local minima, and the solution with smaller cost is considered the correct one, where the two
joint axes are properly aligned. The complete constraint-based method for I2S calibration is described
in Algorithm 1[32].

In [23] and [29], the similar algorithm is extended to achieve I2S calibration for two segments con-
nected by a joint with two degrees of rotational freedom by using the angular velocity constraint for
2-DoF joint 2-2 and the acceleration constraint 2-3. Additionally, different weights were assigned
to each constraint, allowing for greater adaptability across various movement conditions. In [25],
the angular velocity constraint 2-1 was employed to identify j1 and j2 using Principal Component
Analysis (PCA) method.

One drawback of the constraint-based method is that no verification is typically performed to ensure
that the collected motion data contain adequate motion information before using it for calibration [32].
To slove this issue, [32] proposes a plug-and-play I2S calibration method that continuously evaluates
the amount of informative motion within the measurement sequence. Non-informative motions are
filtered out, and once sufficient informative motion data are collected, automatic I2S calibration is per-
formed. This algorithm effectively mitigates the risk of calibration errors caused by non-informative
motion data.

2-1-4 Deep Learning

There is also a study that utilizes deep learning methods for I2S calibration, using end-to-end learning
to directly derive calibration parameters from IMU measurements collected in walking sequence [55].
This research focused on the lower body of the human anatomy, encompassing seven segments,
namely the pelvis, two upper legs, two lower legs, and two feet. Each segment is equipped with
an individual IMU. The architecture of the deep learning model in [55] comprises Convolutional Neu-
ral Network (CNN) layers, Recurrent Neural Network (RNN) layers and Fully Connected (FC) layers.
Within RNN layers, Long Short-Term Memory (LSTM) layers are utilized to capture the long-term
dependencies within the sensor data time series. In [55], the input training dataset consists of raw IMU
data from various subjects walking at different speeds, and output of model is the relative orientation
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2-1 Review of Existing I2S Calibration Methods 9

Algorithm 1 Constraint-based method for I2S calibration

1: Required: IMU measurements (ω1,t ,ω2,t ,a1,t ,a2,t)
N
t=1, initial estimate x̂(0), constraint weight wω

and wa, tolerance Ψtol
2: Output: estimated ĵ1, ĵ2
3: for i ∈ 1,2 do
4: k← 0 ▷ Begin Gauss-Newton
5: ∆Ψ←Ψtol
6: Initialize← x̂(0)
7: Ψ(0)←Ψ(x̂(0) ▷ Ψ(x) defined by 2-6
8: while ∆Ψ ≥Ψtol do
9: Compute residuals r(x̂(k)) and Jacobian J(x̂(k)) = ∂r(x̂(k))

∂x̂(k)

10: Update step: ∆x(k) = (J(x̂(k))⊺J(x̂(k)))−1J(x̂(k))⊺r(x̂(k))
11: Update parameters: x̂(k+1) = x̂(k)−∆x(k)
12: k← k+1
13: Ψ(k)←Ψ(x̂(k))
14: ∆Ψ← |Ψ(k)−Ψ(k−1)|
15: end while
16: x̂← x̂(k) ▷ End Gauss-Newton
17: x̂(i) = [φ̂1, θ̂1, φ̂2, θ̂2]

⊺← x̂
18: x̂(0)← [φ̂1, θ̂1,−φ̂2, θ̂2 +π]⊺ ▷ initialize at − ĵ2
19: end for
20: x̂ = [φ̂1, θ̂1, φ̂2, θ̂2]

⊺← argminx∈{x̂(1),x̂(2)}Ψ(x)
21: ĵ1← (cos(φ̂1)cos(θ̂1),cos(φ̂1)sin(θ̂1),sin(φ̂1))

⊺

22: ĵ2← (cos(φ̂2)cos(θ̂2),cos(φ̂2)sin(θ̂2),sin(φ̂2))
⊺

23: Return ĵ1, ĵ2
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of IMU with respect to the segment. Walking is a relatively repetitive and patterned motion, so it is
likely that the deep learning network in this study learned the regular walking pattern to complete I2S
calibration effectively.

2-2 Research Gap and Possible Solution: Deep Learning

The primary approach for I2S calibration found in the literature is the constraint-based method, which
is favored for its high accuracy and the ability to function with merely arbitrary motion. Existing
research primarily assumes that adequate relative motion between segments is available. However,
if sufficient informative motion cannot be obtained over an extended period, such as in cases where
medical conditions limit joint rotation, this method will result in significant calibration errors [30].

In several studies using IMUs for motion monitoring or rehabilitation therapy in patients or elderly
individuals, the movement between segments is restricted. In [35], sensors were integrated into pants
to monitor rehabilitation training for patients with osteoarthritis. However, if there is significant rela-
tive movement between the clothing and the body, the resulting errors could affect the accuracy of the
monitoring results. In [52], sensors were placed on the shank to monitor muscle changes in patients
with cerebral palsy. The I2S calibration was performed manually. In [13], two IMUs were equipped
on the thigh and calf to assess the severity of ACL injuries. The I2S calibration was achieved using a
static pose performed by the participants. In [46] and [47], a similar IMU placement was used to mon-
itor the movement of patients with knee injuries. For [46], IMU was integrated into clothing, and in
[47] the I2S calibration was performed manually. These studies primarily rely on manual calibration
or static pose for I2S calibration. However, as analyzed in sections 2-1-1 and 2-1-2, these calibration
methods are prone to significant human-induced errors and time-consuming. Currently, there is no
literature that has investigated how to perform reliable automatic I2S calibration in stiff case.

The deep learning method in [55] is achieved without depending on kinematic constraints between
different segments of human body. Consequently, even in scenarios where relative motion is absent,
the deep learning method may still successfully achieve I2S calibration.

However, the deep learning method in [55] was under the condition that the input IMU measurements
had to be from subjects performing walking motions. This study did not account for random segment
motions or scenario where there is no relative movement between segments. Additionally, the calibra-
tion networks for IMUs positioned on various body parts were trained separately and independently,
meaning that the potential spatial relationships between different IMUs were not taken into account
during training process. It may result in large differences in average calibration error across different
segments. For example, in [55], the mean angle error around z-axis for I2S calibration using deep
learning method is 14.35◦ for left upper leg. Whereas the error for left lower leg is 28.59◦, which is
twice that of the upper leg.

2-3 Integrating Kinematic Constraints in Deep Learning: Insights from
Other Fields

This drawback of deep learning method could have been mitigated by incorporating kinematic con-
straints [7], as this integration allows the model to obtain more motion information during training,
leading to predictions that better adhere to kinematic constraints. In the literature on I2S calibration,
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there has been no attempt to combine deep learning with kinematic constraints for I2S calibration.
However, in other fields, there are already numerous applications that integrate deep learning with
relevant physical constraints.

In [43], a dual-driven fracturing effect evaluation model for coalbed methane reservoirs by integrating
data-driven deep learning methods with physical constraints is developed. A neural network with
physical constraints embedded in its loss function is proposed to enhance prediction accuracy by
incorporating initial conditions and expert knowledge.

[20] proposes the Physics-Guided Neural Network (PGNN), a framework that integrates physics-
based model simulations with observational data to enhance neural network predictions. This frame-
work is demonstrated in lake temperature modeling, where physical relationships between tempera-
ture, density, and water depth are incorporated into the model. This paper employs two methods to
integrate physical constraints. The first method incorporates the constraints into the loss function,
while the second method uses approximate predictions obtained through physical relationships as
additional inputs to the neural network.

[11] introduces a physics-constrained deep learning method for developing control-oriented models
of building thermal dynamics. Using the Perron-Frobenius theorem, the method bounds eigenvalues
to maintain system dissipativeness. Compared with traditional method, the physics-constrained deep
learning method performs better in prediction accuracy and robustness.

From [43][20][11], it can be concluded that combining deep learning with physical constraints is par-
ticularly suitable for scenarios where well-established physical constraints exist, along with abundant
raw data (e.g., sensor data) for training deep learning models. In these scenarios, relying solely on
physical relationships for prediction may face challenges such as the inability to construct precise
mathematical models due to the complexity of the system, insufficient information provided by the
physical constraints (e.g., low-order constraints that fail to fully capture system dynamics), or low
robustness in predictions caused by noisy sensor data. Conversely, using deep learning alone for pre-
diction may produce results that significantly violate the physical constraints, as physical knowledge
is not embedded in the training process. Combining both approaches allows for more accurate and
robust predictions.

In I2S calibration case, there are certain established kinematic constraints. Additionally, in stiff case,
these kinematic constraints can no longer provide sufficient information for I2S calibration. In such
scenarios, combining deep learning methods with kinematic constraints could be a suitable approach
to achieve more precise calibration.
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Chapter 3

Method

This chapter provides a detailed description of the physical model, inertial measurement models and
parameters used in this thesis, as well as the algorithm and deep learning models employed in simu-
lation.

3-1 Physical Model and Parameters

The I2S calibration involves determining the relative position and orientation between coordinate
frame of IMU and that of segment it is attached to. Comparative studies in sensor fusion for inertial
body motion tracking reveal that the sensor’s positional accuracy relative to a segment is generally
less critical than its relative orientation accuracy [26]. Therefore, this thesis focuses solely on cali-
brating the relative orientation between IMUs and segments, while assuming that the relative position
is known and fixed.

The physical model and parameters in this model are shown in Figure 3-1.

The model presented in this thesis consists of two rigid segments (s1 and s2) with length l1 and l2,
connected by a hinge joint, which allows for rotation around a single axis. The segment frames are
denoted as S1 and S2, while the global frame is denoted as G. The origin of segment frame coincides
with the center of segment mass. The y-axis is aligned with hinge joint’s rotation axis, x-axis is
aligned with the line connecting two endpoints of segment, and z-axis is parallel to the sagittal plane
of the segment, pointing outward from the segment’s anterior surface. The joint axis is represented as
j0 in the segment frame. In this thesis j0 is [0,1,0]⊺

Each segment is equipped with an IMU mounted in an arbitrary orientation on the respective segment.
The IMU frames are denoted as I1 and I2 respectively. The origin of IMU frame coincides with the
center point on the anterior surface of the segment. The anterior surface is defined as the side of the
segment that faces forward during motion. In this thesis, to simplify the problem, the IMU frame is
assumed to rotate only around its z-axis, and its z-axis is aligned with the z-axis of the corresponding
segment frame. As a result, the relative orientation between Si and Ii can be represented by a single
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Figure 3-1: Physical Model and Parameters

angle, referred to as the I2S angle in the following content, denoted as αi
I2S, i = 1,2. This I2S angle

corresponds to the rotation angle around the z-axis of Ii that aligns it with Si.

There are also parameters that describe the motion of two segments: βs1,s2 ,θproj,φver. The range of
variation for parameters is primarily based on the movements of the human thigh and shank during
basic activities such as walking and running. For example, βs1,s2 corresponds to the flexion and exten-
sion angle of knee joint, which typically ranges from 40 to 180 degrees in a normal knee. Additionally,
lengths of two segments are also referenced from the typical length ranges of adult thighs and shanks.
This reference to real human models enhances the biological validity of the model and establishes a
foundation for potential future work that may be applied to actual human I2S calibration [48].

The definitions, ranges, and symbolic representations of parameters in this model are listed in Table
3-1.
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Parameters Definition Range
α

1,2
I2S rotation angle of I1/I2 frame around its z-axis related to S1/S2 -180-180(◦)

βs1,s2

the relative angle between longitudinal axes of s1 and s2, rotate
around joint axis

40-180(◦)

θproj
angle between s1 and its projection onto the horizontal plane,
present the inclination of s1 relative to the horizontal ground.

0-90(◦)

φver angle by which s1 rotates around the vertical axis 0-360(◦)
l1,2 length of s1/s2 35-50(cm)

Table 3-1: Variable Parameters in Model

3-2 Inertial Measurement Models

IMU measurements include 3D angular velocity measured by the gyroscope, 3D acceleration mea-
sured by the accelerometer and magnetic field strength measured by the magnetometer. In previous
I2S calibration studies, magnetometer data was typically omitted, largely because indoor environ-
ments often cause substantial magnetic disturbances, leading to unreliable measurements [25][32]. In
this thesis, only angular velocity and linear acceleration are considered for performing I2S calibration.

The angular velocity and linear acceleration measured by the two IMUs at time t, expressed in their
respective IMU frames, are given as: ωi,t ,ai,t , i = 1,2.

The gyroscope measurements are modeled as:

ωi,t = ω
true
i,t +bω + eω

i,t , for i = 1,2 (3-1)

where ωtrue
i,t is the true angular velocity in Ii. The measurements are affected by a constant additive

bias bω and noise eω
i,t ∈ R3.

The accelerometer measurements are modeled as:

ai,t = atrue
i,t +RIiGgG +ba + ea

i,t , for i = 1,2 (3-2)

where atrue
i,t is the true acceleration in Ii. gG is the gravitational acceleration in global frame, which is

assumed to be constant, RIiG describes the rotation from the global frame to IMU frame. Similarly,
the measurements from accelerometer are affected by a constant additive bias ba and noise ea

i,t ∈ R3.

3-3 Constraint-Based Method

In first part of simulation, which demonstrates the inapplicability of constraint-based method in stiff
case, the algorithm 1 from [32] is chosen. In [32], this algorithm was used to estimate the joint
axis in the IMU frame ( j1 and j2) for a model consisting of two segments connected by a hinge
joint, thereby deriving the relative orientation between the IMU frame and the segment frame. The
kinematic constraints utilized in [32] include the angular velocity constraint 2-1 and the acceleration
constraint 2-3.
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In [32], sufficient motion exists between the two segments. However, the simulations conducted in this
thesis are performed under conditions with no relative motion. The following analysis in this section
will examine whether the kinematic constraints used in [32] still contain useful information in stiff
case. If the kinematic constraints do retain useful information, they could potentially be integrated
into deep learning to provide valuable guidance for training process.

In case where two segments do not have relative motion, two segments move as a single rigid body,
with the relative orientation between two IMU frames I1 and I2 can be represented by a rotation matrix
R that remains constant over time [30].

The representation of the joint axis j0 in the two IMU frames, denoted as j1 and j2, can also be
converted between each other using this constant rotation matrix R:

j2 = R j1 (3-3)

Similarly, the accelerations and angular velocities measured by the two IMUs can also be transformed
between each other using R:

a2 = Ra1 (3-4)

ω2 = Rω1 (3-5)

Based on 3-3 and 3-5, we have:

ω2× j2 = (Rω1)× (R j1) = R(ω1× j1)

||ω1× j1||2 = ||R(ω1× j1)||2 = ||ω2× j2||2
(3-6)

Based on 3-3 and 3-4, we have:

j⊺2 a2 = (R j1)⊺(Ra1) = j1R⊺Ra1 = j⊺1 a1 (3-7)

The two derived constraints 3-6 and 3-7 are identical to the angular velocity constraint 2-1 and acceler-
ation constraint 2-3 used in [32], indicating that these constraints still hold in the stiff case. However,
if j0 is replaced with any arbitrary axis in space, the two constraints remain valid. This suggests
that even if the constraints hold, they do not necessarily provide useful information for joint axis
identification.

However, this does not mean kinematic constraints are entirely devoid of useful information. If the
joint axis in one of IMU frames ( j1 or j2) is known—meaning that joint axis in one frame is accurately
calibrated—it is still possible to use the constraint to infer joint axis in other IMU frame. This implies
that the calibration results of two IMUs can compensate for each other. For example, if calibration of
IMU1 is more accurate while calibration result of IMU2 has a higher error, it may be possible to use
result from IMU1 as a reference to reduce error in IMU2’s calibration. Essentially, the constraint may
allow one IMU’s more reliable result to help improve the calibration accuracy of other IMU.

To validate this theory, Algorithm 1 will be used, with calibration parameter of one of the IMUs
set to ground truth, while only the calibration parameter of the other IMU will be estimated. Both
angular velocity constraint 2-1 and acceleration constraint 2-3 will be tested separately to assess their
performance in stiff case. Prediction errors are presented in the Table 3-2.
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Mean
Error(∠( ji, ĵi)), i = 1,2

Angular Velocity
Constraint Acceleration Constraint

j1 known, estimate j2 3.55◦ 72.46◦

j2 known, estimate j1 0.36◦ 11.95◦

Table 3-2: Prediction error in case one of IMU has been calibrated

For angular velocity constraint, estimation error is less than 4 degree, demonstrating that calibration
results of two IMUs can indeed compensate for each other. However, for acceleration constraint,
the estimation error remains relatively large. This is likely because the acceleration constraint 2-3
is a conditional approximation, and when the acceleration caused by rotation around the joint center
becomes significant, the constraint breaks down. As a result, using acceleration constraint alone
cannot achieve stable calibration.

Based on the prediction error results in Table 3-2, the angular velocity constraint 2-1 is shown to po-
tentially provide useful information for I2S calibration in the stiff case. In the subsequent simulations,
the integration of the angular velocity constraint with deep learning will be explored.

To quantify the extent to which the predicted joint axis satisfy kinematic constraints, a constraint loss
metric for angular velocity constraint 2-1 is defined as the average loss computed over l time frames.

Losscon =
1
l

l

∑
t=1

(
∣∣∣∣ω1,t × ĵ1

∣∣∣∣
2−

∣∣∣∣ω2,t × ĵ2
∣∣∣∣

2) (3-8)

where ĵ1 and ĵ2 can be calculated by predicted I2S relative angle α̂i
I2S and j0 with equation 3-9.

ji =

 cos(αi
I2S) 0 sin(αi

I2S)
0 1 0

−sin(αi
I2S) 0 cos(αi

I2S)

⊺

j0, for i = 1,2 (3-9)

Theoretically, if we substitute the ground truth of I2S angles αi
I2S and IMU measurements ωi,ai into

the loss function 3-8, the resulting value should be 0. However, due to sensor noise and other dis-
turbances, Losscon will still have a certain magnitude. A sample of 1000 random sequences was
generated, then its ground truth I2S angle and measurements were substituted into the loss function.
The distribution of Losscon are shown in Figure 3-2. In case of perfectly accurate I2S calibration, the
value of Losscon fluctuates within a small range around 1.1e-3.

Figure 3-3 illustrates the relationship between error of α2
I2S and Losscon when α1

I2S is set to ground
truth. As shown in the figure, the further α2

I2S deviates from its ground truth, the larger the loss
becomes, reaching its maximum when error is 90 degrees. This result suggests that it is possible to
reduce the prediction error of αI2S by minimizing Losscon in deep learning training.

This constraint analysis part confirms the validity of integrating the angular velocity constraint 2-1 into
the deep learning method, and it verifies the possibility of achieving more accurate I2S calibration by
minimizing its constraint loss Losscon.

Master of Science Thesis Liuyi Zhu



18 Method

Figure 3-2: Constraint loss Losscon distribution with ground truth αi
I2S

Figure 3-3: Relationship between α2
I2S and Losscon
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3-4 Deep Learning Method

3-4-1 Single IMU

The deep learning network structure used in this thesis will be based on the network architecture in
[55]. Building on that foundation, modifications will be made to better suit the specific scenarios
addressed in this thesis.

The input to the deep learning model is a sliding window with length l, containing gyroscope and
accelerometer measurements for l frames: {ωi,t ,ai,t}l

t=1, i = 1,2. Each input has a shape of (l,6),
where each frame consists of 3D gyroscope and 3D accelerometer data. The main building blocks
of the deep learning network include three Convolutional Neural Network (CNN) layers, followed by
two Recurrent Neural Network (RNN) layers, and ending with three Fully Connected (FC) layers.
The output of the network is the I2S calibration result, as well as the I2S angle: αi

I2S, i = 1,2. The
structure of deep learning network is shown in Figure 3-4.

Figure 3-4: Single IMU deep learning network structure

In the deep learning network architecture, three parts play distinct roles in processing and learning
from IMU data for I2S calibration:

1. CNN Layers: The convolutional layers are responsible for capturing local spatial patterns in the
sensor data [1]. They apply convolution along sensor channel dimension, and filters will learn
correlations between those 6 channels (3 for gyroscope and 3 for acceleromter).

2. RNN Layers: Two LSTM layers are used to capture temporal dependencies and long-term re-
lationships in motion data across time. It can process time-series data sequentially, maintaining
information from previous frames to understand how the motion evolves over time [54]. This is
crucial for deep learning network to understand the dynamic nature of segment’s motion.

3. FC Layers: The fully connected layers are the final part of the network, integrating the learned
features and temporal relationships to produce the final output. It combine all the learned infor-
mation to perform the final regression task, transforming the learned features into the target I2S
calibration output.

Since the input to the deep learning network is a sliding window, the sliding window technique is
applied to extract sequences with length l from motion sequence, with a stride of l

2 . This ensures
that there is a certain correlation between data within consecutive windows, allowing the network
to reinforce its learning iteratively. In [55], l was set to 128, as a window of 128 frames roughly
encompasses a complete walking cycle. However, in this thesis, we are not specifically learning
walking data, so alternative values for l can be considered. Additionally, selecting a smaller l can
reduce the size of individual input, which means that I2S calibration can be achieved using less motion
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data. In this part of the simulation, the deep learning model will be trained using different window
lengths to determine an appropriate choice.

In many deep learning training scenarios, input data needs to be normalized, which helps the model
generalize better and adapt to different situations [3]. However, whether normalization is necessary in
this thesis is a consideration. First, the purpose of normalization is to allow the model to generalize
better across various situations. In this thesis, the training set consists of motion data generated in
a simulated environment, which already includes data on movements of human at different speeds.
Thus, further generalization in terms of magnitude of sensor data is unnecessary. Secondly, the input
data consists of sensor measurements, and their magnitude reflects important information, such as
the distribution of angular velocity and acceleration across the three coordinate axes, which relates
to the relative orientation between IMU and segment. Normalizing the data would lead to a loss of
this information. Therefore, in the simulation, training and validation will be conducted for both
normalized and unnormalized training sets to determine whether normalization is necessary.

In [55], Mean Squared Error (MSE) was chosen as the loss function for training the model. In deep
learning, MSE is a commonly used loss function. It measures the prediction error of the model
by calculating the squared difference between the predicted values and the actual values, and then
averaging the results [51]. Its formula is given by:

MSE =
1
n

n

∑
i=1

(yi− ŷi)
2 (3-10)

where yi is the ground truth, ŷi is the predicted value and n is the sample number.

In this thesis, I2S angles αi
I2S are chosen as output of deep learning model, and angles are periodic

parameters, where 0 degrees and 360 degrees represent the same position. Therefore, the original
loss function may fail to correctly handle this periodicity, especially when the angles are close to the
boundary. To address this issue, the output labels are transformed from angles to sine and cosine
values. This approach converts a periodic scalar into two values defined in a 2D plane, allowing the
model to naturally capture the periodic relationship between angles. The sine and cosine values can
be converted back into angles afterwards. The loss function is given by:

LossMSE = (ŷi
cos− yi

cos)
2 +(ŷi

sin− yi
sin)

2 for i = 1,2 (3-11)

where yi
cos and yi

sin are the cosine and sine values for I2S angles αi
I2S and parameters with hat are the

predicted output.

3-4-2 Extension to Dual IMU

After the implementation of deep learning approach for I2S calibration with a single IMU, an intu-
itive idea for deep learning network structure involving two IMUs is to combine the individual deep
learning networks for each single IMU into one unified architecture. The key question to explore is
where to merge the networks for two IMUs. In this part of the simulation, four different network
structure will be studied, each representing a distinct merging strategy. The results will be analyzed
and compared to select the appropriate network architecture.

The four network structures are illustrated in Figure 3-5.

Liuyi Zhu Master of Science Thesis



3-4 Deep Learning Method 21

((a)) Model 1

((b)) Model 2

((c)) Model 3

((d)) Model 4

Figure 3-5: Dual IMU deep learning network structure
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In the first structure, the networks for two individual IMUs remain completely separate until after
predicted values are generated, at which point they merge. In the second structure, two networks
merge before the FC layers. As for the third structure, networks merge before the RNN layers. In the
fourth structure, two networks begin to merge from the very start of the architecture.

3-4-3 Integration of Constraint into Deep Learning Model

To integrate kinematic constraints into the deep learning model, the chosen approach is to incorporate
the constraint as a penalty term in the loss function. By incorporating physical constraints into the
loss function, the constraints can directly influence the gradient computation and parameter updates
of deep learning model. This allows the model’s optimization objective to not only account for data
fitting but also adhere to physical laws, enabling the model to naturally learn outputs that are more
physically consistent during the training process [7]. Based on the previous analysis in section 3-
3, this thesis utilizes the angular velocity constraint 2-1 to integrate with deep learning. The loss
associated with this constraint, which quantifies the degree to which the predicted outputs conform to
the constraint, has been defined in 3-8.

For model with dual-IMU, the MSE loss is defined as:

Lossdual
MSE =

1
4 ∑

i=1,2

[
(ŷi

cos− yi
cos)

2 +(ŷi
sin− yi

sin)
2] (3-12)

Adding two parts of loss 3-8 and 3-12, the loss function of deep learning model can be expressed as:

Loss = Lossdual
MSE +wcon ∗Losscon (3-13)

where wcon is the weight of constraint loss.

The deep learning model will be trained with different wcon to find the optimal balance between
Lossdual

MSE and Losscon. In dual-IMU experiment, the average Lossdual
MSE at the convergence of the model

was 0.012 in average and Losscon was 0.118. Therefore, the baseline for wcon in the experiment
combining deep learning with constraints is set as 0.012/0.118 ≈ 0.1. When wcon is set to 0.1, the
theoretical losses from both components are equal, suggesting that they contribute similarly to model’s
convergence. In simulation, a range of other wcon values around this baseline will be tested to explore
the balance between two loss components.
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Simulation Setup

This chapter presents the construction of the simulated model, the dataset generation, and the detailed
setup for each part of the simulation.

4-1 Simulated Model

Due to the challenges associated with collecting real-world data involving two human body segments
without relative motion, this thesis relies solely on simulated data for both model training and evalua-
tion. This approach allows for consistent and repeatable data generation, facilitating the development
and testing of the calibration method under idealized conditions.

4-1-1 Model Overview

The simulated model is built using blocks in Matlab-Simulink-Simscape-Multibody, mainly because
this module in Simulink provides an intuitive and accurate approach to physical modeling for sys-
tems composed of multiple rigid segments and joints. It can precisely simulate the interactions and
kinematics of each component, and it also allows for the input of custom defined joint motion data
to simulate various types of movement. Additionally, it can provide dynamic visualization, which
can display the motion of different segments in real time. These capabilities align perfectly with the
requirements of this thesis for building simulated model and generating a large amount of motion
dataset.

The simulated model built in Simulink includes modules for two segments (s1 and s2) and two IMUs.
The segment s1 has its endpoint, which is farthest from the joint, set to remain relatively stationary
with respect to the global frame. The connection point is a joint with two degrees of rotational free-
dom, allowing rotation around a vertical axis and an axis parallel to the joint axis. The reason for this
setting is that fixing one end in the world coordinate system reduces the number of variables that need
to be considered in the model. This fixed point provides a stable reference, allowing the rest of the
model to effectively perform motion modeling and analysis around it. While s1 and s2 modules are
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connected by a hinge joint module. Two IMU modules are each attached to their respective segment
modules. The overall Simulink architecture is illustrated in Figure 4-1.

Figure 4-1: Model overview in Simulink

The visualization of simulated model is shown in figure 4-2.

Figure 4-2: Model visualization
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4-1-2 Segment Model

The segment model use the Brick Solid block in Simulink-Simscape-Multibody-Body Elements.

As described in section 3-1, there are several variable parameters within segment module, aimed at
creating diverse motion sequences (including different segment lengths and varying angles between
the two segments and so on). This diversity in movement is intended to provide the deep learning
method with a varied dataset for training, enabling its application across different individuals or vari-
ous scenarios.

The variable parameters related to the simulated segment model includes βs1,s2 , θproj, φver, l1 and
l2, as described in Table 3-1. In Simulink model, multiple input ports have been established to
facilitate the reception of these external parameters. The values of these parameters are defined
within MATLAB workspace. Table 4-1 shows how these parameters connect with modules in Simulink.

Input Parameter Connected Module in Simulink

βs1,s2

Simulink-Simscape-Multibody-Joints-Revolute Joint-Actuation
Motion-Provided by input

θproj
Simulink-Simscape-Multibody-Joints-Revolute Joint-Actuation

Motion-Provided by input

φver
Simulink-Simscape-Multibody-Joints-Planar Joint-Actuation

Motion-Provided by input(x-axis)

α1
I2S, α2

I2S
Simulink-Simscape-Multibody-Frames and Transforms-Rigid

Transform-Rotation

l1, l2
Simulink-Simscape-Multibody-Body Elements-Brick

Solid-Properties-Geometry

Table 4-1: Input parameters’ connected module in Simulink

Other invariable Properties in two segment blocks are set as: Width: 12 cm, Height: 10 cm, Density:
1060 kg/m3, which also reference the average values of thigh and shank in human body [19].

4-1-3 IMU Model

Two IMU modules are each attached to their respective segment modules, with origin of IMU frame
fixed to the center point of forward surface of segment block, as defined in section 3-1. The structure
of IMU module is shown in Figure 4-3.

In IMU module, during movement, the Transform Sensor block(Simulink–Simscape–Multibody–
Frames and Transforms–Transform Sensor) is first used to obtain the relative orientation and rel-
ative acceleration between Ii and G. This data is then discretized using the Zero-Order Hold
block(Simulink–Discrete–Zero Order Hold) before being fed into the IMU block(Simulink–Sensor
Fusion and Tracking Toolbox–Multisensor Positioning–Sensor Models–IMU), which outputs the cor-
responding IMU measurements of angular velocity and acceleration. The output frequency of the
IMU is set to 50Hz, which ensures accuracy while maintaining computational efficiency [18].

To make simulated IMU measurements more realistic, noise values are added to the IMU block based
on the noise parameters of the Xsens MTi-100 IMU, as shown in Table 4-2 [56].
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Figure 4-3: IMU model in Simulink

Noise Setting Noise Parameters

Accelerometer

Velocity Random Walk
((m/s2)/

√
Hz) [6 ·10−4,6 ·10−4,6 ·10−4]

Bias Instability
(m/s2) [2 ·10−4,2 ·10−4,2 ·10−4]

Gyroscope

Angle Random Walk
((rad/s)/

√
Hz) [2 ·10−4,2 ·10−4,2 ·10−4]

Bias Instability
(rad/s) [5 ·10−5,5 ·10−5,5 ·10−5]

Table 4-2: Noise setting in IMU module

For every simulation, the randomization seed of IMU block is set to a random integer between [0,106],
which ensures the noise added in each simulation is different. Other parameters in IMU block, such
as environmental temperature and magnetic field conditions, are kept at their default values.

4-2 Dataset Creation

Deep learning methods require large datasets for model training and validation. After building the
simulated model in Simulink, different motion data can be obtained by inputting various parameter
values and running simulations.

To generate a sufficient dataset for training and validating the deep learning model, this study created
numerous motion sequences, each with different parameter settings to simulate various motion sce-
narios. In this study, a single motion sequence can be seen as an independent scenario, where different
parameters are configured uniquely, leading to distinct motion patterns and data characteristics. Each
motion sequence lasts for 5 seconds, with a sampling frequency of 50Hz, resulting in a total of 250
frames.

In each motion sequence, there are parameters varying over time, defining the motion of the segment.
There are also parameters that remain constant throughout the movement, such as relative I2S angle
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and the segment length. Since this thesis aims to explore how to perform I2S calibration in a sce-
nario where there is no relative rotation between the two segments, the relative angle between two
segments(βs1,s2) is also set to be constant. For each generated motion sequence, the main parameters
are listed in Table 4-3.

Duration 5(s)

Sample Rate 50(Hz)

Parameters

Variation Type Parameters

constant

α
1,2
I2S

βs1,s2

l1,2

time-varing
θproj

φver

Table 4-3: Parameters for single motion sequence

By adjusting these parameters across multiple motion sequences, diverse motion data can be generated
for deep learning model training. When generating the dataset, for parameters that remain constant
(α1

I2S, α2
I2S, βs1,s2 , l1 and l2) within a single motion sequence, a random value is chosen within the

defined range of each parameter for each generated sequence.

For θproj and φver that vary over time within a motion sequence, their input frequency is also set to
50Hz. To make segment movements more realistic, this thesis introduces a random sample smooth
function for these two angles. Specifically, an initial point is randomly selected within the defined
range of θproj and φver. At each step, a value for angle change is randomly generated based on a
normal distribution with a predefined standard deviation (denoted as σθ and σφ). The value for the
next sample is then obtained by adding this angle change to the previous sample value.

The values of two standard deviations(σθ and σφ) remain constant within a single motion sequence and
are randomly generated before every simulation. When σ is small, it results in motion sequences that
contain slow movements, conversely, a larger deviation value produces motion sequences that include
fast movements. During human motion, the acceleration of thigh and shank is generally within the
range of 30 m/s2, while the angular velocity is below 10 rad/s [48]. The range of values for these two
σ parameters is also informed by the acceleration and angular velocity range observed in human leg
movements. σθ is randomly selected within [0,15] and σθ is chosen within [0,10] for every motion
sequence.

The resulting sequence is further smoothed using a moving average method to produce smoother
movement trajectories. The use of a moving average method helps eliminate abrupt changes, making
the movement appear more natural and consistent with the typical smoothness of human motion.
Figure 4-4 shows five example of randomly generated θproj sequences.

These motion sequences cover various potential movement conditions, aiming to enable deep learning
method to learn a broad range of motion characteristics, thereby improving its generalizability across
different individuals and application scenarios. It also makes the simulated data more similar to real-
world experimental data. This is beneficial for extending this method to real data in future work.
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Figure 4-4: Five examples of randomly generated θproj sequences

4-3 Setup Details

As described in section 1-3, the process of the simulation is summarized in Table 4-4.

Simulation Object

Constraint-based prove inapplicability of constraint-based method

Deep learning

Single IMU demonstrate that deep learning method can be effec-
tively applied in stiff case

Dual IMU determine the appropriate dual IMU network struc-
ture

Integrated with
constraint

explore whether incorporating kinematic constraints
can improve the accuracy of I2S calibration

Table 4-4: Experiment Summary

4-3-1 Constraint-based Method

For experiment which proves inapplicability of constraint-based method, to avoid any results being
coincidental and to ensure more generalizable outcomes, 100 different motion sequences will be ran-
domly selected according to Table 4-3. Each sequence will be processed using Algorithm 1, with
a random initial point selected. Then the predicted joint axes ĵ1 and ĵ2 of each sequence will be
obtained.
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According to [32], wω and wa were chosen as 10 and 1, respectively, and the tolerance Ψtol was set to
0.0001.

4-3-2 Deep Learning Method

For all deep learning training in this thesis, 3,000 motion sequences defined in Table 4-3 are randomly
generated through simulation as the training set and validation set. After preprocessing the dataset,
all data samples will be shuffled, and 30% of the dataset will be taken as validation set during deep
learning training process, while remaining data will be used as the training set.

As evaluation set, 1000 random motion sequences, as defined in Table 4-3, are generated. After
applying the same preprocessing as the training set, these data are input into the model to obtain the
predicted sine and cosine values of angles. These values are then converted into the predicted I2S
angle α̂i

I2S, which are finally compared with true I2S angle αi
I2S.

In single IMU part, the deep learning model will be trained using different window lengths. l will be
set to 16, 32, 64, and 128. Also training will be done separately using normalized and unnormalized
sets to determine if normalization is needed. In dual IMU part, training will be conducted using four
different dual-IMU network architectures. In constraint integration part, the deep learning model will
be trained with different wcon. The selected values for wcon are: 1e-4, 5e-4, 1e-3, 5e-3, 1e-2, 5e-2, 0.1,
0.5, 1, 5, 10, 50, 100.

Each deep learning simulation will be repeated three times to reduce the impact of randomness in
results. For each iteration, different training and test sets will be generated, and the final results will
be averaged. The final average results will be presented in the Simulation Results section.

4-4 Deep Learning Configuration

In this thesis, TensorFlow, an open-source machine learning framework, is utilized to implement
the deep learning model in section 3-4. TensorFlow is one of the most widely used deep learning
frameworks in academia and industry. We can construct the neural network components (CNN, RNN,
FC layers) with intuitive, modular blocks by using Keras Application Programming Interface (API)
of TensorFlow [10].

Hyper Parameters

The hyper parameters of deep learning model are shown in Table 4-5.

Optimizer

The Adam optimizer is chosen for training due to its effectiveness in handling sparse gradients and its
adaptive learning rate capabilities [21]. The learning rate is set to 0.001, a commonly used value that
provides a balance between training speed and stability, ensuring that the model can learn effectively
without overshooting the optimal parameters [55].

Master of Science Thesis Liuyi Zhu



30 Simulation Setup

Optimizer
Batch size

Learning rate
Optimizer

512
0.001
Adam

CNN Layer
Layer

Kernel size
Kernel

3
4 × 1

16

RNN Layer
Layer
Cell

Units

2
LSTM

32

FC Layer Layer
Nodes

3
1:64, 2:32, 3:32

Loss Function - MSE

Table 4-5: Hyper Parameters

Early Stopping

To prevent overfitting and save computational resources, the early stopping regularization method is
also used, with the patience parameter set to 50 [53]. Setting the patience to 50 allows the model to
tolerate some fluctuations in validation performance before stopping training.

Computational Resource

The training was performed on Nvidia GPUs of DelftBlue High Performance Computer (HPC) [9],
with an average training time of approximately 2 hours per model.

4-5 Evaluation Metric

Constraint-based Method

The evaluation metrics for this part of the experiment will be mean and variance of the angular dif-
ference between predicted joint axis ( ĵ1 and ĵ2) and the ground truth joint axis ( j1 and j2). These two
metrics are chosen for the following reasons:

1. Mean Absolute Error (MAE): This metric represents the average error in the alignment of the
predicted joint axis compared to the true joint axis. It provides a clear indication of how well the
calibration method performs overall in aligning the two axes.

2. Variance of the angular difference: This metric captures the consistency of the algorithm’s per-
formance across different motion sequences. A lower variance suggests that the algorithm produces
reliable and consistent results, while a higher variance indicates that the performance fluctuates sig-
nificantly between different motion sequences.

The ground truth joint axis can be calculated as in equation 3-9. After obtaining predicted joint axis
and ground truth joint axis, two evaluation metric can be calculated as follows:
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MAEi =
1
N

N

∑
k=1

∠( ji, ĵi), for i = 1,2 (4-1)

Vari =
1
N

N

∑
k=1

(
∠( ji, ĵi)−MAEi

)2
, for i = 1,2 (4-2)

Deep Learning Method

MAE is also used as the evaluation metric in deep learning method. It is important to note that since
the output of deep learning model, I2S angle, is a periodic parameter, there are two possible ways to
calculate the absolute error: the absolute value of the difference, or the value of 360 degree minus the
absolute difference. The smaller of the two is taken as the absolute error.

AEi,k = min(|α̂i
I2S−α

i
I2S|,360−|α̂i

I2S−α
i
I2S|), for i = 1,2 and k = 1...N

MAEi =
1
N

N

∑
k=1

AEi,k, for i = 1,2 (4-3)

The median value of AEi,k is also used as one of the metrics, as it is less sensitive to outliers com-
pared to the mean error. By combining mean and median errors, a more comprehensive evaluation
of the model’s performance can be achieved, including insights into the model’s stability and error
distribution.

For deep learning method with two IMUs, Losscon defined in 3-8 is also introduced. This metric
quantifies the extent to which the predicted I2S angles satisfy kinematic constraints over l frames.
By analyzing this metric alongside other metrics, it becomes possible to figure out whether incorpo-
rating constraints into deep learning can enhance the model performance by adjusting the constraint
loss. Another metric is the overall average error of the two IMUs calculated by 1

2(MAE1 +MAE2),
which provides a comprehensive evaluation of the model’s calibration accuracy by considering its
performance for both IMUs collectively.
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Chapter 5

Simulation Results

This chapter presents results of simulation, followed by a comparison and analysis of simulation
results.

5-1 Constraint-based Method

The results of constraint-based method simulation are presented in Table 5-1.

Evaluation metric IMU1 IMU2

MAE(◦) 73.96 72.70

Error Variance(◦2) 400.1 381.6

Table 5-1: Constraint-based Method

Table 5-1 shows that the mean error and error variance of I2S calibration for both IMUs are relatively
large. In the non-stiff case, the prediction error obtained using the same algorithm 1 can be within
2◦ [32]. This suggests that in cases there is no relative motion between two segments, the constraint-
based method struggles to achieve reliable I2S calibration.

Figures 5-1 and 5-2 illustrate the distribution of Ψ(α1
I2S,α

2
I2S) under different estimated values of α1

I2S
and α2

I2S in the non-stiff and stiff cases, respectively. The values of Ψ(α1
I2S,α

2
I2S) in the two figures

are calculated from two random motion sequences: one allowing significant relative movement of the
joint, and the other keeping the joint in a stiff state.

From Figure 5-1, it can be observed that when relative motion exists, Ψ(αI2S) exhibits four distinct
minima, all falling below 0.6. These minima correspond to the true joint axis orientations. Since
the axis has two possible directions, their combination results in a total of four minima in the mesh
plot. However, as shown in Figure 5-2, in the stiff case, there are no distinct troughs in the mesh plot.
Many combinations of α1

I2S and α2
I2S result in relatively small Ψ(αI2S). As analyzed in section 3-3,

even if the joint axis j0 is replaced with any arbitrary axis in space, the angular velocity constraint
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Figure 5-1: Ψ(α1
I2S,α

2
I2S) distribution in non-stiff case

Figure 5-2: Ψ(α1
I2S,α

2
I2S) distribution in stiff case

2-1 and acceleration constraint 2-3 still hold. This leads to multiple local minima in the optimization
process while minimizing the sum of squared residuals Ψ(α̂1

I2S, α̂
2
I2S) defined in 2-6, since the residual
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is defined as the constraint deviation. In the mesh plot, the regions with values below 0.6 correspond
to these axes. It is possible that even both I2S angles αi

I2S deviate significantly from the ground truth,
if they can derive the same axis using 3-9, the corresponding Ψ(αI2S) would represent a relatively
small value. Therefore, in this case, the optimization method may achieve other local minima differs
from the ground truth, which results in large average prediction error.

In conclusion, the constraint-based method cannot complete reliable I2S calibration in stiff case. Al-
ternative methods are required to achieve more reliable and higher-precision calibration.

5-2 Deep Learning Method

5-2-1 Single IMU

The deep learning experiment for single IMU calibration includes determining whether input data
requires normalization before being fed into the model, as well as selecting the appropriate sliding
window length for input. The results of these two experiments are shown in Table 5-2 and Table 5-3
respectively. The values before and after the slash represent the result for IMU1 and IMU2.

input data type Normalized data Non-normalized data

MAE(◦) 6.01/53.55 1.96/22.23

median error(◦) 4.53/37.71 1.47/9.95

Table 5-2: Single IMU - input normalization (IMU1/IMU2)

sliding window length 16 32 64 128

MAE(◦) 3.55/30.21 1.96/22.23 2.38/24.04 2.34/25.27

median error(◦) 2.29/15.55 1.47/9.95 1.92/11.22 1.93/12.18

Table 5-3: Single IMU - optimal sliding window length (IMU1/IMU2)

From Table 5-2, it can be observed that using non-normalized data as input yields smaller mean
and median errors compared to normalized data. The reason could be that different αi

I2S correspond to
different distributions of ωi or ai across three axes of Ii. When αi

I2S differs while the segment performs
the same motion, measurements from IMU will show more noticeable differences in magnitude rather
than in trend of data. Once the input data is normalized, the differences in magnitude are eliminated,
retaining mainly the characteristics of the trend variation. As a result, the performance after input
normalization becomes worse. Therefore, in subsequent experiments, the input data will no longer
undergo normalization.

Table 5-3 presents simulation results for different input window lengths. With the exception of the
group with a length of 16, the results of other simulation groups (32, 64 and 128) are relatively simi-
lar. This may be because that when the window length exceeds 32, the amount of motion information
contained in a single input becomes relatively saturated for deep learning model. Given similar error
results, selecting a shorter input length is preferable, indicating that I2S calibration can be effectively
achieved with shorter motion sequences. Consequently, in subsequent experiments, the sliding win-
dow length l will be set to 32.
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In all experimental groups, the calibration error for IMU2 is significantly larger than that for IMU1.
The reason could be that one end of the s1 is fixed, resulting in relatively simpler motion, whereas the
motion of s2 is more complex. Consequently, the learning for IMU2’s motion pattern in deep learning
model is more challenging.

When comparing with results of I2S calibration using the constraint-based method in Table 5-1, the
errors using deep learning method are evidently much smaller. Unlike constraint-based method, deep
learning without constraint does not exploit the kinematic constraints between different IMUs’ mea-
surements. Instead, it learns the patterns that exist between sensor channels and across time series
under various αi

I2S through the neural network. Therefore, in stiff case, deep learning method can
achieve more accurate I2S calibration compared to constraint-based method.

From Table 5-2 and 5-3, it can also be observed that the predicted median error is generally smaller
than the mean error, indicating that the model performs well in most cases, but there are some outliers.
In such situations, introducing kinematic constraints could provide additional prior knowledge to the
model, limiting the solution space to a reasonable range and thus reducing the influence of outliers.

In summary, in deep learning experiment for single IMU calibration, the input data does not need to
be normalized, and an appropriate input length is 32. Under these settings, the average errors for I2S
calibration of IMU1 and IMU2 using single IMU deep learning method are 1.96◦ and 22.23◦, while
the median errors are 1.47◦ and 9.95◦, respectively.

5-2-2 Dual IMU

This part of the experiment investigates different dual-IMU deep learning network architectures with-
out integrating constraint. As illustrated in Figures 3-5, four different structures have been proposed.
From Model 1 to Model 4, the degree of coupling between two IMU networks gradually increases.
The simulation results for four structures are shown in Table 5-4.

Metric Model 1 Model 2 Model 3 Model 4

MAE(◦) 2.43/22.66 2.63/7.60 4.29/6.35 5.56/5.41

median error(◦) 1.70/10.02 2.00/5.05 3.23/4.75 3.77/4.59

Losscon 0.347 0.118 0.146 0.152

average error
for 2 IMU(◦) 12.55 5.11 5.32 5.49

Table 5-4: Dual IMU

In Model 1, the difference in error between two IMUs is the largest. In Model 1, where two IMU
networks are entirely separate and only the outputs are combined, the results are similar to those
from single IMU experiments in Table 5-3. As the degree of coupling between two IMU networks
increases, the error gap between two IMUs gradually decreases. This is because motion of s2 is based
on s1, and after two networks are merged, IMU2 can learn more motion information from IMU1’s
data. The measurements from both IMUs provide information to each other. However, in reality, the
motion of s1 is independent of motion of s2, meaning that IMU2’s data is irrelevant to IMU1. As
a result, IMU1’s prediction error slightly increases after learning some irrelevant information, while
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IMU2’s error decreases due to gaining additional information from IMU1. By Model 4, the errors of
the two IMUs are almost equal.

As the degree of coupling between the two networks increases, the average calibration error for 2
IMUs first decrease then slightly increase. This may be because the calibration results of each IMU
are more closely related to their own measurements and less related to the measurements of the other
IMU, which the coupled network is not informed about. When the coupling degree between the two
networks becomes too large, it can actually increase the average calibration error due to the learning
of more irrelevant features. The trend of Losscon aligns closely with changes in average error. As the
average error increases, the deviation from the kinematic constraint also becomes larger, resulting in
a higher loss.

Considering results from 4 models, Model 2 has the smallest average error for evaluation set. There-
fore, Model 2 is selected as the base dual-IMU network structure for subsequent experiments. Com-
pared to the results in the single IMU experiments in Table 5-3, dual-IMU experiments reduced the
error gap between two IMUs and decreased the overall average error for two IMUs. Specifically, for
IMU2, which is associated with more complex motion, the mean error decreased from 22.23◦ to 7.60◦,
a reduction of nearly 65%, while the median error also decreased, from 9.95◦ to 5.05◦, showing a sim-
ilar trend in error reduction. Compared to training each IMU independently, jointly training two IMUs
achieves a lower average calibration error for 2 IMU, decreasing it from 12.1◦ to 5.11◦. This improve-
ment demonstrates that deep learning method can capture the hidden motion relationship between two
segments by jointly training two IMUs.

5-2-3 Integrated with Constraint

This part of the simulation incorporates the kinematic constraint into the deep learning loss function,
and different constraint weights wcon were selected. The mean and median errors for two IMUs,
Losscon and overall average error with different wcon are shown in Figure 5-3, 5-4, 5-5 and 5-6 re-
spectively. The case where the constraint weight wcon is equal to 0 serves as the control group for the
experiment, which represents the scenario where the kinematic constraint is not integrated in the deep
learning model. In figures, the control group’s values are represented by a red dashed line for easier
comparison with the other results. The detailed simulation results are provided in Appendix B.

For IMU1, when the constraint weight wcon falls within the range of 0 to 0.5, both the mean and median
errors are smaller than those of the model without constraint. For IMU2, the errors are smaller when
wcon is below 50. Moreover, for the overall average error for the two IMUs, it performs better than the
control group within the wcon range of 0 to 5. Within these ranges, the errors show a pattern of initially
decreasing slowly before gradually increasing. As wcon continues to increase, the error exceeds that
of the model without constraints and gradually increases. The overall average error for the two IMUs
reaches its minimum when wcon is 0.05.

The reason for this trend may be that when wcon is very small, the kinematic constraint plays a limited
role, so results are similar to those without constraint. As wcon increases in range of 0 to 0.05, the
model gradually reaches a balance between the original loss Lossdual

MSE and the constraint loss Losscon.
Based on the analysis in Section 3-3, the calibration results of two IMUs in stiff case can complement
each other through the constraint 2-1. At this point, the deep learning model can learn motion patterns
from IMU measurements while using the constraint to correct predictions that violate it, resulting in
lower calibration errors for both IMUs. Within this weight range, it can be observed from Figure
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Figure 5-3: Mean and median error with different wcon (IMU1)

Figure 5-4: Mean and median error with different wcon (IMU2)

5-5 that Losscon is also continuously decreasing. Analyzing both factors together, it suggests that the
model reduces calibration errors by aligning its prediction more closely with the constraint.
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Figure 5-5: Losscon with different wcon

Figure 5-6: Combined average error for 2 IMUs with different wcon

When wcon exceeds 0.05, the calibration errors for both IMUs begin to increase, eventually surpass-
ing the error of the control group. When wcon becomes larger, the model may focus excessively on
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minimizing Losscon, potentially compromising its ability to learn the underlying patterns in IMU mea-
surements. As analyzed in Section 5-1, when the joint is stiff and both I2S angles α1

I2S and α2
I2S are

unknown, Losscon derived from kinematic constraint can have multiple local minima as shown in Fig-
ure 5-2. In this case, due to the reduced relative weight of the original deep learning loss LossMAE,
the model might not be guided toward the ground truth and could ultimately converge to other lo-
cal minima that far from the ground truth. Within this weight range, Losscon continues to decrease
initially, but starts to increase when wcon exceeds 5. The reason why Losscon decreases even as the
mean error increases may be that, with higher wcon, the model becomes more inclined to optimize
Losscon, leading to its continuous reduction. However, this focus on optimizing Losscon may cause
the model to overlook the motion characteristics in data, resulting in an increase in mean error. When
wcon becomes too large, Losscon starts to rise, which could be due to the excessive weight causing the
optimization path to deviate from the global optimum and settle in a suboptimal region, where the loss
is larger. Moreover, the high wcon forces the model to strictly satisfy the kinematic constraint, but the
increased calibration error at this point may introduce greater deviations when adjusting predictions,
ultimately causing Losscon to rise.

Among all weights tested in the experiment, 0.05 is the optimal choice, where the overall average for
2 IMUs reaches the minimum. The inclusion of the constraint with appropriate wcon has a greater
impact on improving the calibration error for IMU2 compared to IMU1. Additionally, the weight
range within which the constraint improves performance for IMU2 is broader than that for IMU1. At
the weight of 0.05, IMU1’s mean angle error decreased by 0.37◦ (a reduction of 14%), while IMU2’s
error decreased by 1.37◦ ((a reduction of 18%). This may be because IMU2 has more complex motion,
resulting in larger prediction errors from deep learning model without constraint, thus providing more
room for improvement. As demonstrated in Section 3-3, the calibration results of two IMUs can
compensate for each other. In this case, IMU1’s more accurate calibration helps guide IMU2 toward
a more accurate result.

Compared to the median error of the two IMUs, the mean error showed a greater reduction after
incorporating the constraint. The optimal wcon reduced the mean calibration error for IMU1 and IMU2
by 14% and 18%, and the median error by 11.5% and 15%, respectively. This difference suggests
that the inclusion of the kinematic constraint likely provides stronger prior information, reducing the
probability of the model producing extreme outliers. As a result, the reduction in the mean error is
more significant.

From the observed impact of wcon variations on I2S calibration results, it can be concluded that in
stiff case, incorporating the angular velocity constraint 2-1 with appropriate wcon (0-5) can improve
the accuracy of I2S calibration to some extent. However, the primary driver of model performance
remains the original deep learning loss LossMAE. If wcon becomes too large, the model may converge
to incorrect local minima, similar to the constraint-based method. Thus, kinematic constraints serve
as a supplementary factor, improving the model’s performance within a limited range.

Additionally, the wcon range identified in this study that enhances I2S calibration accuracy may not be
universally applicable. It is likely specific to the particular scenario addressed in this thesis. Deter-
mining the suitable weight range for other scenarios would require additional experiments tailored to
those specific conditions.
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Conclusion and Future Work

The simulation results demonstrate that traditional constraint-based method results in relatively large
errors for I2S calibration when there is no relative motion between two segments. In this stiff case, the
deep learning approach used in previous studies for single IMU I2S calibration can be extended to this
scenario, achieving significantly lower calibration errors compared to the constraint-based method.
The calibration error for IMU2 is higher than that for IMU1. This may be due to differences in the
complexity of motion between the two segments.

Joint training of two IMUs enables each IMU network to learn from the other’s motion information,
reducing the difference in calibration error between two IMUs. An effective dual-IMU model con-
figuration is to couple two single-IMU models after RNN layers. This configuration decreases the
calibration error of IMU2, achieving a lower average error of two IMUs. Since motion of lower seg-
ment is based on upper segment, joint training of two IMUs can provide IMU2’s network with more
effective motion information.

Integrating kinematic constraints with appropriate weights into the deep learning model can further
enhance I2S calibration accuracy. Analyzing the variation of constraint loss at experiments with
different weights reveals that adding the angular velocity constraint 2-1 allows the deep learning model
to align its predictions more closely with the constraint, thereby reducing the calibration error. Among
all weights tested in the experiment, 0.05 is the optimal choice. Compared to the deep learning model
without constraint, this weight reduced the mean calibration error for IMU1 and IMU2 by 14% and
18%, and the median error by 11.5% and 15%, respectively.

In conclusion, in stiff case, the constraint-based method leads to significant errors in I2S calibration.
Under such conditions, deep learning is a more reliable and accurate calibration approach. Building
on the deep learning method, joint training of two IMUs and integrating kinematic constraints into
the loss function provides the deep learning model additional kinematic information between two seg-
ments, which helps reduce calibration errors. In this combined calibration approach, deep learning
plays a dominant role, while kinematic constraints with an appropriate weight serve as a complemen-
tary component, offering a moderate improvement in calibration accuracy.

The limitations of this study include the following:
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1. The IMUs in the experiments were constrained to rotate around a single DoF for simplification.
To enable practical applications, this approach needs to be extended to three DoF, allowing
automatic I2S calibration for IMUs placed in arbitrary orientations.

2. The proposed model is specifically trained for cases where the two segments are completely
stiff. Due to the absence of training data that includes scenarios with slight relative motion
between the segments or sufficient relative motion, the trained model may not be applicable to
these cases.

3. Both the training and evaluation processes in this study rely solely on simulated data. The
performance of the proposed model on real motion data remains unknown.

4. In non-stiff case, the constraint-based method achieves calibration errors within 2◦ [33]. How-
ever, the average error for deep learning in stiff case tends to be higher, particularly for IMU2,
which has more complex motion patterns.

In future work, the deep learning model could be extended from the completely stiff case to scenarios
with slight relative motion between segments. For cases with sufficient relative motion, constraint-
based method is already well-established and highly accurate. A potential approach could combine the
applicability of both methods: first analyzing the motion data to determine whether sufficient relative
motion exists, and then automatically selecting either the deep learning method or the constraint-
based method to perform I2S calibration. This I2S calibration approach could also be extended from
simulated data to real motion data for application in practical scenarios.

Additionally, integrating various types of kinematic constraints, such as acceleration constraints, ve-
locity constraints and constraints related to motion range, into deep learning model and different meth-
ods of incorporating these constraints could be explored. By incorporating different combinations of
constraints with varying weights, it would be possible to compare and analyze the contributions of
each constraint to I2S calibration process.

This thesis uses a model where two segments are connected by a hinge joint. In the future, this method
could be extended to other human body models that include joints with different DoF and additional
segments.
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Appendix A

Code

A-1 Code for Constraint-based Method

1 % matlab
2 % load data
3 data = load ( ’GN_stiff.mat’ ) ;
4 angle_error = zeros ( 1 0 0 , 2 ) ;
5 for k = 1:100
6 % two IMU measurements(angular velocity and acceleration)
7 omega1 = reshape ( data . dataset ( k , : , 1 : 3 ) , 2 5 1 , 3 ) ;
8 omega2 = reshape ( data . dataset ( k , : , 7 : 9 ) , 2 5 1 , 3 ) ;
9 a1 = reshape ( data . dataset ( k , : , 4 : 6 ) , 2 5 1 , 3 ) ;

10 a2 = reshape ( data . dataset ( k , : , 1 0 : 1 2 ) , 2 5 1 , 3 ) ;
11 % groundtruth output
12 angle_output = data . output ( k , : ) ;
13

14 mini_loss = 100 ;
15 for m = 1:300
16

17 % initial guess(random value)
18 params0 = rand ( [ 4 , 1 ] ) *2*pi−pi ;
19

20 % set max iteration step and tolerance
21 max_iter = 100 ;
22 tol = 1e −7;
23

24 % calculate true joint axis
25 j1_true=[ −sind ( angle_output ( 1 ) ) ; 0 ; cosd ( angle_output ( 1 ) ) ] ;
26 j2_true=[ −sind ( angle_output ( 2 ) ) ; 0 ; cosd ( angle_output ( 2 ) ) ] ;
27

28 % use Gauss -Newton method
29 [ params1 , cost1 , alpha1 ] = gaussNewton ( omega1 , omega2 , a1 , a2 , params0 ,

max_iter , tol ) ;
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30 params2_0 = [ params1 ( 1 ) ; params1 ( 2 ) ; − params1 ( 3 ) ; params1 ( 4 ) +pi ] ;
31 [ params2 , cost2 , alpha2 ] = gaussNewton ( omega1 , omega2 , a1 , a2 , params2_0 ,

max_iter , tol ) ;
32
33 % check two possible minimum and select better one
34 if cost1<cost2
35 paramsf = params1 ;
36 cost = cost1 ;
37 else
38 paramsf = params2 ;
39 cost = cost2 ;
40 end
41
42 if cost<mini_loss
43 params = paramsf ;
44 mini_loss = cost ;
45 end
46
47 end
48
49 % calculate estimated joint axis
50 j1 = [ cos ( params ( 1 ) ) *cos ( params ( 2 ) ) ; cos ( params ( 1 ) ) *sin ( params ( 2 ) ) ; sin (

params ( 1 ) ) ] ;
51 j2 = [ cos ( params ( 3 ) ) *cos ( params ( 4 ) ) ; cos ( params ( 3 ) ) *sin ( params ( 4 ) ) ; sin (

params ( 3 ) ) ] ;
52
53
54 % calculate prediction error
55 angle_error ( k , 1 ) =rad2deg ( acos ( abs ( dot ( j1 , j1_true ) ) ) ) ;
56 angle_error ( k , 2 ) =rad2deg ( acos ( abs ( dot ( j2 , j2_true ) ) ) ) ;
57
58 end
59
60 % calculate mean prediction error
61 error_mean = mean ( angle_error , 1 ) ;
62
63 % Gauss -Newton algorithm
64 function [ params , cost_final , alpha_check ] = gaussNewton ( omega1 , omega2 , a1 ,

a2 , params0 , max_iter , tol )
65
66 params = params0 ;
67 cost = zeros ( max_iter +1 ,1 ) ;
68 alpha_check = zeros ( max_iter , 1 ) ;
69
70
71 tau = 0 . 5 ;
72 c = 1e −5;
73
74 for iter = 1 : max_iter
75
76 alpha = 1 ;
77 % calculate sum of squared residuals
78 y_pred = model ( omega1 , omega2 , a1 , a2 , params ) ;
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79 cost ( iter +1 ,1 ) = ( norm ( y_pred ) ) ^ 2 / 2 5 1 ;
80 % Jacobian Matrix
81 J = jacobian ( omega1 , omega2 , a1 , a2 , params ) ;
82
83 delta_p = inv ( J ’ * J ) * J ’ * y_pred ;
84
85
86 while true
87 % calculate new prediction
88 params_new = params − alpha * delta_p ;
89 y_pred_new = model ( omega1 , omega2 , a1 , a2 , params_new ) ;
90 cost_new = ( norm ( y_pred_new ) ) ^ 2 / 2 5 1 ;
91
92 if cost_new <= cost ( iter +1 ,1 ) − c * alpha * ( J ’ * y_pred ) ’ *

delta_p
93 break ;
94 else
95 alpha = tau * alpha ;
96 end
97 end
98
99 alpha_check ( iter , 1 ) = alpha ;

100 params = params − alpha * delta_p ;
101
102 cost_final = cost ( iter +1 ,1 ) ;
103 % check if converge
104 if abs ( cost ( iter +1 ,1 ) −cost ( iter , 1 ) ) < tol
105 break ;
106 end
107 end
108 end
109
110 % calculate residual based on measurements and estimated joint axis
111 function y = model ( omega1 , omega2 , a1 , a2 , params )
112 w1 = 1 0 ;
113 w2 = 1 ;
114 y = zeros ( size ( omega1 , 1 ) * 2 , 1 ) ;
115 phi1 = params ( 1 ) ;
116 theta1 = params ( 2 ) ;
117 phi2 = params ( 3 ) ;
118 theta2 = params ( 4 ) ;
119 j1 = [ cos ( phi1 ) *cos ( theta1 ) ; cos ( phi1 ) *sin ( theta1 ) ; sin ( phi1 ) ] ;
120 j2 = [ cos ( phi2 ) *cos ( theta2 ) ; cos ( phi2 ) *sin ( theta2 ) ; sin ( phi2 ) ] ;
121 for i = 1 : size ( omega1 , 1 )
122 y ( i , 1 ) = w1 * ( norm ( cross ( omega1 ( i , : ) ’ , j1 ) ) −norm ( cross ( omega2 ( i

, : ) ’ , j2 ) ) ) ;
123 y ( size ( omega1 , 1 ) +i , 1 ) = w2 * ( j1 ’* a1 ( i , : ) ’−j2 ’* a2 ( i , : ) ’ ) ;
124 end
125 end
126
127 % calculate Jacobian matrix
128 function J = jacobian ( omega1 , omega2 , a1 , a2 , params )
129 w1 = 1 0 ;
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130 w2 = 1 ;
131 J = zeros ( size ( omega1 , 1 ) * 2 , 4 ) ;
132 phi1 = params ( 1 ) ;
133 theta1 = params ( 2 ) ;
134 phi2 = params ( 3 ) ;
135 theta2 = params ( 4 ) ;
136 j1 = [ cos ( phi1 ) *cos ( theta1 ) ; cos ( phi1 ) *sin ( theta1 ) ; sin ( phi1 ) ] ;
137 j2 = [ cos ( phi2 ) *cos ( theta2 ) ; cos ( phi2 ) *sin ( theta2 ) ; sin ( phi2 ) ] ;
138 par_j = [ −sin ( phi1 ) *cos ( theta1 ) , −sin ( phi1 ) *sin ( theta1 ) , cos ( phi1 )

, 0 , 0 , 0 ;
139 −cos ( phi1 ) *sin ( theta1 ) , cos ( phi1 ) *cos ( theta1 ) , 0 , 0 , 0 , 0 ;
140 0 ,0 ,0 , − sin ( phi2 ) *cos ( theta2 ) , −sin ( phi2 ) *sin ( theta2 ) , cos ( phi2

) ;
141 0 ,0 ,0 , − cos ( phi2 ) *sin ( theta2 ) , cos ( phi2 ) *cos ( theta2 ) , 0 ] ;
142 for i = 1 : size ( omega1 , 1 )
143 J ( i , : ) = w1 * ( par_j * [ cross ( cross ( omega1 ( i , : ) ’ , j1 ) , omega1 ( i , : )

’ ) / norm ( cross ( omega1 ( i , : ) ’ , j1 ) ) ;
144 cross ( cross ( omega2 ( i , : ) ’ , j2 ) , omega2 ( i , : )

’ ) / norm ( cross ( omega2 ( i , : ) ’ , j2 ) ) ] ) ’ ;
145 J ( size ( omega1 , 1 ) +i , : ) = w2 * ( par_j * [ a1 ( i , : ) ’ ; a2 ( i , : ) ’ ] ) ’ ;
146 end
147 end

A-2 Code for Deep Learning Method

1 #!/usr/bin/env python
2 # coding: utf -8
3
4 # In[ ]:
5
6
7 import tensorflow as tf
8 from tensorflow . keras . layers import Input , Dropout , Conv1D , LSTM , Dense ,

Concatenate , Flatten , Reshape , Layer
9 from tensorflow . keras . models import Model

10 from tensorflow . keras . optimizers import Adam
11 from tensorflow . keras . callbacks import ModelCheckpoint
12 from tensorflow . keras . callbacks import EarlyStopping
13
14 # Custom layer to calculate additional loss
15 class AdditionalLossLayer ( Layer ) :
16 def __init__ ( self , **kwargs ) :
17 super ( AdditionalLossLayer , self ) . __init__ (** kwargs )
18 self . trainable = False
19
20 def call ( self , inputs ) :
21 input1 , input2 , original_output = inputs
22 # constraint weight setting
23 w1 = tf . constant ( 0 . 1 , dtype=tf . float32 )
24
25 # input
26 omega1 = tf . cast ( input1 [ : , : , 0 : 3 ] , dtype=tf . float32 )
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27 omega2 = tf . cast ( input2 [ : , : , 0 : 3 ] , dtype=tf . float32 )
28
29 # From output to rotation matrix
30 sin1 = tf . squeeze ( original_output [ : , 0 ] )
31 cos1 = tf . squeeze ( original_output [ : , 1 ] )
32 sin2 = tf . squeeze ( original_output [ : , 2 ] )
33 cos2 = tf . squeeze ( original_output [ : , 3 ] )
34
35 # calculate estimated joint axis
36 angle1 = tf . atan2 ( sin1 , cos1 )
37 angle2 = tf . atan2 ( sin2 , cos2 )
38 j1 = tf . stack ( [ − tf . math . sin ( angle1 ) , tf . zeros_like ( angle1 ) , tf .

math . cos ( angle1 ) ] , axis =1)
39 j2 = tf . stack ( [ − tf . math . sin ( angle2 ) , tf . zeros_like ( angle2 ) , tf .

math . cos ( angle2 ) ] , axis =1)
40
41 # calculate constraint loss
42 def angular_con ( inputs ) :
43 omega1 , omega2 , j1 , j2 = inputs
44 j1_32 = tf . tile ( tf . expand_dims ( j1 , 0 ) , multiples =[32 , 1 ] )
45 j2_32 = tf . tile ( tf . expand_dims ( j2 , 0 ) , multiples =[32 , 1 ] )
46 con_omega=tf . abs ( tf . norm ( tf . linalg . cross ( omega1 , j1_32 ) , axis

= −1) − tf . norm ( tf . linalg . cross ( omega2 , j2_32 ) , axis= −1) )
47 mean_con_omega = tf . reduce_mean ( con_omega , axis= −1 , keepdims=

True )
48 return mean_con_omega
49
50 ang_con = w1 * tf . map_fn ( angular_con , ( omega1 , omega2 , j1 , j2 ) ,

fn_output_signature=tf . float32 )
51
52 return tf . concat ( [ original_output , ang_con ] , axis= −1)
53
54 # Custom loss function
55 def custom_loss ( ) :
56 def loss ( y_true , y_pred ) :
57 # original loss
58 mse_loss = tf . reduce_mean ( tf . square ( y_true [ : , : −1 ] − y_pred [ : ,

: − 1 ] ) , axis= −1)
59 # additional loss from constraints
60 additional_loss = tf . reduce_mean ( y_pred [ : , −1] , axis= −1)
61 # add all loss
62 total_loss = mse_loss + additional_loss
63 return total_loss
64 return loss
65
66 # Function to create IMU model
67 def create_imu_model ( ) :
68 input_imu = Input ( shape = ( 3 2 , 6 ) )
69 # three CNN layers
70 x = Conv1D ( filters =16 , kernel_size=4 , activation=’relu’ ) ( input_imu )
71 x = Conv1D ( filters =16 , kernel_size=4 , activation=’relu’ ) ( x )
72 x = Conv1D ( filters =16 , kernel_size=4 , activation=’relu’ ) ( x )
73 # two LSTM layers
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74 x = LSTM ( 3 2 , return_sequences=True ) ( x )
75 x = LSTM ( 3 2 ) ( x )
76 output = Dense ( units =32 , activation=’linear’ ) ( x )
77 model = Model ( inputs=input_imu , outputs=output )
78 return model
79
80 # Create two IMU models
81 imu_model1 = create_imu_model ( )
82 imu_model2 = create_imu_model ( )
83
84 # Inputs
85 input_imu1 = Input ( shape = ( 3 2 , 6 ) )
86 input_imu2 = Input ( shape = ( 3 2 , 6 ) )
87
88 # Branches
89 output_imu1 = imu_model1 ( input_imu1 )
90 output_imu2 = imu_model2 ( input_imu2 )
91
92 # Concatenate outputs
93 combined_output = Concatenate ( ) ( [ output_imu1 , output_imu2 ] )
94
95 # two FC layers
96 x = Dense ( 3 2 , activation=’relu’ ) ( combined_output )
97 x = Dense ( 3 2 , activation=’relu’ ) ( x )
98
99 # Output layer

100 output = Dense ( units =4 , activation=’linear’ ) ( x )
101
102 additional_loss_output = AdditionalLossLayer ( ) ( [ input_imu1 , input_imu2 ,

output ] )
103
104 # Create main model
105 model = Model ( inputs =[ input_imu1 , input_imu2 ] , outputs=

additional_loss_output )
106
107
108 # Compile the model
109 optimizer = Adam ( learning_rate = 0 . 0 0 1 )
110 model . compile ( optimizer=optimizer , loss=custom_loss ( ) )
111
112 # Print model summary
113 model . summary ( )
114
115
116 # set checkpoint
117 checkpoint = ModelCheckpoint ( "checkpoint.h5" , save_best_only=True )
118 # early stopping
119 early_stopping = EarlyStopping ( monitor=’val_loss’ , patience =50 , mode=’min

’ , verbose =1)
120 # model training
121 history = model . fit ( x = [ input1 , input2 ] , y = output_data , epochs = 2000 ,

batch_size = 512 , validation_split = 0 . 3 , callbacks =[ checkpoint ,
early_stopping ] )
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122 # record training loss and validation loss
123 train_loss = history . history [ ’loss’ ]
124 val_loss = history . history [ ’val_loss’ ]
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Appendix B

Simulation Results - Deep Learning
Integrated with Constraint

wcon 0 0.0001 0.0005 0.001 0.005

MAE(◦) 2.63/7.60 2.59/7.00 2.56/6.78 2.49/6.57 2.40/6.64

median error(◦) 2.00/5.05 2.01/4.55 2.01/4.47 1.92/4.51 1.83/4.51

Losscon 0.118 0.102 0.102 0.102 0.104

average error
for 2 IMU(◦) 5.12 4.80 4.67 4.53 4.52

wcon 0.01 0.05 0.1 0.5 1

MAE(◦) 2.40/6.56 2.26/6.23 2.33/6.43 2.41/6.56 2.76/6.67

median error(◦) 1.84/4.44 1.77/4.30 1.78/4.44 1.85/4.34 2.19/4.43

Losscon 0.103 0.099 0.101 0.098 0.096

average error
for 2 IMU(◦) 4.48 4.25 4.38 4.49 4.72

wcon 5 10 50 100 /

MAE(◦) 3.05/6.64 3.10/7.59 3.44/7.62 3.56/9.24 /

median error(◦) 2.42/4.30 2.44/4.95 2.73/4.56 2.83/5.11 /

Losscon 0.095 0.103 0.110 0.115 /

average error
for 2 IMU(◦) 4.85 5.35 5.53 6.40 /

Table B-1: Simulation results - integrated with constraint (IMU1/IMU2)
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Glossary

List of Acronyms

DCSC Delft Center for Systems and Control

IMU Inertial Measurement Unit

I2S IMU-to-Segment

DoF Degree of Freedom

PCA Principal Component Analysis

CNN Convolutional Neural Network

RNN Recurrent Neural Network

LSTM Long Short-Term Memory

FC Fully Connected

PGNN Physics-Guided Neural Network

MSE Mean Squared Error

API Application Programming Interface

HPC High Performance Computer

MAE Mean Absolute Error

DoF Degree of Freedom

ACL Anterior cruciate ligament

List of Symbols

αi
I2S I2S angle, as well as the rotation angle around the z-axis of Ii that aligns it with Si,

i = 1,2
βs1,s2 relative angle between s1 and s2

ωi,t measured angular velocity at time t in frame Ii, i = 1,2
ωs1,s2 relative angular velocity between two segments

Master of Science Thesis Liuyi Zhu



60 Glossary

φver angle by which s1 rotates around the vertial axis
θproj relative angle between s1 and its projection onto the horizontal plane
ai,t measured acceleration at time t in frame Ii, i = 1,2
acen

i,t joint center acceleration at time t in frame Ii, i = 1,2
G global frame
gG gravitational acceleration in G
Ii local frame of IMU i , i = 1,2
j0 joint axis in segment frame (hinge joint)
ji joint axis in frame Ii, i = 1,2 (hinge joint)
j1,2, j2,2 two joint axes in segment frame (2-DoF joint)
li,t length of si, i = 1,2
RIiG rotation matrix from G to Ii, i = 1,2
ri relative position between frame Ii and joint center, i = 1,2
Si local frame of segment i , i = 1,2
si segment i , i = 1,2
wcon weight of constraint loss
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