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To Know What You Do Not Know: 
Challenges for Explainable AI for 
Security and Threat Intelligence 

Sarah van Gerwen, Jorge Constantino, Ritten Roothaert, Brecht Weerheijm, 
Ben Wagner, Gregor Pavlin, Bram Klievink, Stefan Schlobach, Katja Tuma, 
and Fabio Massacci 

1 Introduction 

Threat intelligence (TI) builds upon many, sometimes unknown or unreliable 
sources and must operate under operational and legal constraints that cannot be 
interpreted by a single automated system. In a threat intelligence hybrid workflow 
(TIHW), human analysts and machines powered by artificial intelligence (AI) coop-
erate [12, 92]. Analysts routinely assemble findings derived from data generated 
by machines or assembled by other human analysts. These findings must often be 
assembled from data that analysts are not able to share or even have access to. 
Yet, TI must also be actionable to be useful for planning an intervention (such 
as apprehension of suspect of a cyberattack). Actionable information is relevant, 
timely, accurate, complete, and ingestible [79]. These properties are difficult to 
assert when the data itself cannot be accessed and/or when all the sources cannot 
be trusted. 
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Consequently, at each step of TIHW, the analyst must revise this limited and 
uncertain information and recommend actions. For example, they must choose 
which explanation among many is more likely or ask for additional yet proportional 
investigations. Further down the line of the TIHW, part of the gathered intelligence 
may be used to determine the proportionality of interventions, an investigation 
conducted by oversight bodies [57]. For example, in the Netherlands, the Review 
Committee on the Intelligence and Security Services (CTIVD) investigates the 
lawfulness of conduct by the General Intelligence and Security Service (AIVD) and 
the Military Intelligence and Security Service (MIVD) and in 2022 reported that in 
case of cable interception (report no. 75), the duty of care had been insufficiently 
implemented.1 

Yet, intelligence sharing remains challenging due to fear of negative publicity, 
legal constraints, quality issues, and prevalence of other uncertainties [81, 92] 
despite decades of research [104]. In addition, AI-powered solutions and human 
experts will always have biases [2, 54, 106] or imperfect models [78] which 
may further contribute to the overall uncertainty of the gathered intelligence and 
assembled findings. 

The goal of this chapter is to discuss the emerging socio-technical implications 
and technical challenges in the formalization and quantification of uncertainty 
within threat intelligence. We will start with a description of the situation at 
hand (cf. Sect. 2), discussing of related work (cf. Sect. 3) in the threat intelligence 
environment. Thereafter, we will discuss socio-technical challenges within the legal, 
societal, and organizational field (cf. Sect. 4). Afterward, in Sect. 5, the technical 
challenges with regard to the formalization and empirical evaluation in the TIHW 
are presented. Finally, we close the chapter with an overview of the bigger picture. 

2 The Problem of Threat Intelligence 

Threat intelligence relies on analysts to bring information together and distill 
actionable intelligence from it [76, 109, 111]. Thus, what is distilled as actionable 
is a product of human decision-making. Expert judgment enables analysts to make 
decisions in real time in a different way than novices [75]. The intuitive form of 
expert judgment relies on the ability to make predictions about the environment 
and the possibilities to learn about the commonalities within the environment [53]. 
In other words, expert judgment is contingent on the situational awareness of the 
expert. 

Figure 1 illustrates the process of decision-making in a threat intelligence 
scenario. The new information (green in Fig. 1) shows the meta-level information 
about the intelligence that could be useful for decision-making but is not always 
known (or available).

1 https://english.ctivd.nl/investigations. 
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Fig. 1 The threat intelligence process and problem. When A and B communicate their findings 
to C, it is hard for C to formally evaluate the uncertainty of the initial sources where A and B’s 
findings are based upon 

Table 1 Overview of recently (2018–2023) researched biases and uncertainties in cybersecurity 
from the perspective of the analyst/defender 

Uncertainty/bias Description Ref Regarding 

Overconfidence Predictions are too certain or too 
uncertain given the actual 
performance 

[33] Managing a cyber-physical 
environment under threat. 

Primacy bias The first item in a series has the best 
recall 

[38] Attribution of cyber 
operations 

Seizing and 
freezing 

To combat cognitive dissonance, 
seizing shows a predisposition to 
information that confirms existing 
beliefs and freezing shows the 
refusal to adjust judgments to 
maintain beliefs 

[39] Attribution of degradative 
cyber operations 

False sense of 
validation 

When there is a perception of a 
human in the loop, action is 
undertaken on less and incomplete 
information 

[107] Use of AI in cyber conflicts  

Information-
pooling 
bias 

In a team, information that is 
known by most members is more 
likely to be shared than information 
that is unique to an individual 

[83] Incident correlation in 
cybersecurity threat 
detection 

Table 1 shows an overview of recently researched biases and reasoning with 
uncertainty (approximately 2018–2023) within the field of cybersecurity from the 
position of the analyst/defender. Furthermore, time pressures [46], height of stakes 
of decisions [50], secrecy [57], and a range of complexity are associated with 
intelligence problems [70]. Achieving situational awareness is difficult, because 
these characteristics make it hard to know, understand, and make predictions about 
the environment [53].
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2.1 Adding Artificial Intelligence to the Equation 

When using AI to obtain threat intelligence, we can speak of a double-edged sword. 
On the one hand, large datasets can be collected and processed to extract potentially 
useful information for analysts. On the other hand, this collection process can be 
expensive [89], invasive [13], and biased or unfair [78]. Furthermore, the sheer 
amount of information in combination with its dubious provenance and varying 
quality could result in increased confusion [92] or no actionable intelligence. 

For example, in case studies [80], data on the entire Washington DC was 
collected, and AI-based techniques were used to predict criminal events with high 
accuracy. Yet, the predictions were not tactically actionable as the predicted hot 
spot areas amounted to the whole pedestrian area downtown. In contrast, systems 
with lower accuracy (e.g., 30%) but taking into account “awareness information” 
on uncertainty were considered more actionable by officers planning for Improvised 
Explosive Devices detection in Iraq [50]. 

2.2 Key Issues 

Key issues in the field of threat intelligence are categorized as follows: 

1. Socio-technical context: legal and societal elements—Providing threat intel-
ligence in a genuine democratic society cannot focus solely on maximizing the 
quality of threat intelligence from a technical perspective. Threat intelligence 
needs to be accompanied by constitutional safeguards such as providing reliable 
and robust oversight systems and advancing privacy rights to ensure societal trust 
in security and intelligence operations. Engaging with this value multiplicity 
around threat intelligence is crucial to understanding the legal and societal 
restrictions, as well as the wider societal context. As noted by Laura Carlsen 
[14], “there can be no security without human rights.” 

2. Socio-technical context: organizational elements—Showing how risk-based 
decisions feed into professional practices and generate knowledge despite lim-
ited and constrained sharing [8] is not a trivial task. A structural change in 
work reflects an organizational change. In practice, organizational changes and 
learning only happen through its members [85], for the good or the bad in their 
social context [40]. Impact can only be achieved through concrete outcomes 
in the change of employees’ daily work. Organizational learning is studied in 
environments where knowledge sharing is not heavily restricted [4]. The heavily 
restricted and sometimes misunderstood nature of threat intelligence sharing 
[104] results in different challenges viewed through this organizational lens. 

3. Uncertainty of information—Sources and methods often have significant 
uncertainties and biases. Analysts are aware of these limitations, but uncertainty 
is yet to be captured and quantified within the threat intelligence workflow. The 
need arises for a formalization of uncertainty that can be both machine-readable 
and human-interpretable.
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This undertaking is difficult due to the conditions of decision-making and 
information sharing in threat intelligence, a heavily restricted and possible decep-
tive environment [104]. Uncertainty can arise from multiple factors including 
potential observation errors, imprecision, communication errors, ambiguity, and 
unknown credibility of the sources. Quantifying and formalizing uncertainties 
can stem from qualitative concepts. These formalizations are distilled from a 
plethora of heterogeneous sources and need to be relevant in the decision-making 
process. This type of formalization results in specific challenges. 

4. Empirical evaluation—The complex conditions of decision-making in threat 
intelligence workflows makes conducting empirical validation extremely chal-
lenging. Methodologies from existing literature (as further explained in Sect. 3.7) 
cannot be directly applied in the context of threat intelligence. For example, with 
respect to cybersecurity, existing experimental methodologies assume that the 
individual inputs to a method under scrutiny come from known sources, are 
complete and correct [59, 91, 97]. This conflicts with the reality of a threat 
intelligence workflow. 

3 Related Work 

In this section, we will discuss the related literature on information fusion, vocab-
ularies for threat intelligence, uncertainty representation and reasoning, human 
judgment and communication of uncertainty, and experimental methodologies for 
threat intelligence. 

3.1 Information Fusion 

Information fusion systems extract actionable information from numerous sources 
[16]. The task of a threat intelligence analyst can be seen as an information 
fusion task. The first applications of information fusion combined simple sensory 
data in situations where the physical model was well-understood [67]. With the 
progression of AI, fusion systems are enabled to incorporate models that learn and 
adapt to complicated environments [67, 88]. These environments are characterized 
by data that comes from heterogeneous sources including (but not limited to) 
sensors, processes relying on learned models, and humans. One example is the DPIF 
platform where data and information sharing is supported during TIHW processes 
[100]. 

When information fusion systems increase in complexity (e.g., increase in 
amount of heterogeneous sources or overall scale), it also becomes increasingly 
difficult to make accurate inferences and support effective decision-making [67]. 
One key challenge within this difficulty is the role of uncertainty [16, 67, 100].
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If uncertainty is not considered properly, fusion processes may deliver “under-
confident, overconfident and/or incorrect results” [100]. 

3.2 Vocabularies for Threat Intelligence 

Vocabularies exist for standardizing cyber threat intelligence. See Tounsi and 
Rais [92] for an overview of standards used for TI representation and sharing. 
Two of the most used vocabularies are STIX™ (Structured Threat Information 
eXpression) [20] and MITRE ATT&CK™ [22]. STIX™ is a structured language 
and serialization format that encompasses domain objects like attack pattern and 
campaign. It also includes relationship objects. MITRE ATT&CK™ is a vocabulary 
that is concerned with adversary tactics and real-world techniques. It encompasses 
a plethora of different techniques ranging from defense evasion to credential access. 
STIX™ and MITRE ATT&CK™ both provide detailed information that can be 
used to build knowledge graphs for cyber threat intelligence. However, what these 
vocabularies are missing is information about uncertainty. 

3.3 Uncertainty Representation 

The need for standardization of uncertainty representation has long been recognized 
[60]. However, creating a unified vocabulary applicable across multiple domains is 
difficult as the requirements for such a vocabulary may vary across these domains. 
As a result, attempts at creating a standardized vocabulary retain some level of 
domain-specificity (see Table 2). 

Uncertainty within the context of information fusion is often discussed using 
the distinction between aleatoric and epistemic uncertainty. Aleatoric uncertainty 
arises from the variability in outcome due to randomness [45]. Thus, this type of 
uncertainty lies within the modeled environment [101]. Epistemic uncertainty refers 
to a lack of knowledge. This type of uncertainty refers to the epistemic state of an 
agent instead of random phenomenon [45]. Therefore, it lies outside of the modeled 
environment and might be mitigated by querying for additional information [101]. 

In De Villiers et al. [101], this distinction is used to help make uncertainty 
explicit during the information fusion process. Uncertainty can be factorized to 
include potential observation errors, imprecision of measurement, communication 
errors, ambiguity, unknown credibility of sources, and many more. Due to these 
different factors and categories, explicitness helps in reasoning about involved 
uncertainties throughout the fusion process. Whether these uncertainties have a one-
to-one translation in the current domain remains to be seen. 

The URREF ontology [23] is a work in progress and provides an overview 
of the potential sources of uncertainty. It provides the opportunity to explore the 
boundaries of the (information fusion) system that one is building. For a more
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Table 2 An overview of previous attempts at creating a vocabulary regarding uncertainty 
representation from various domains 

Domain Relation to uncertainty Example 

Decision sciences While the domain of decision sciences is incredibly diverse, 
it is rarely the case that conclusions can be drawn with full 
certainty; experiments are conducted in controlled 
environments, and models are developed based on imperfect 
data. Therefore, proper communication of findings requires 
reporting the uncertainties associated with those findings 

[32, 87] 

Earth system 
science 

Earth systems highlight a different challenge when 
representing uncertainty: spatiotemporal scaling. 
Atmospheric models can be reasonably accurate when 
considering a daily global model output but may fail to 
provide any usable insights on lower scales. Alternatively, 
small-scale population estimates might not generalize to 
large-scale ecosystems. This, along with the stochastic nature 
of ecological processes, measurement error, and human 
judgment, is an important source of uncertainty within earth 
systems 

[86, 110] 

Database 
management 

Data and uncertainty are closely intertwined. Uncertainty 
would not exist without data, and most, if not all, forms of 
data is to some degree uncertain. In the context of database 
management, this means that protocols are needed on how to 
combine the uncertainty information when merging data sets. 
These protocols not only depend on the type of uncertainty 
but also on the domains from which the data originates 

[61] 

Information 
fusion 

When developing an information fusion system, the 
uncertainties associated with the fused information determine 
which fusion method can be applied. Therefore, a careful 
evaluation of those uncertainties is needed at the start of the 
development process 

[23] 

complete account of representing uncertainty in decision-making, we refer the 
interested reader to the survey of Keith and Ahner [56]. 

3.4 Reporting Uncertainty in Threat Intelligence 

The most basic and most important task of actionable threat intelligence is reporting 
this intelligence to decision-makers. Reporting uncertainty successfully with respect 
to threat intelligence has been deemed an important area of study [65]. This is the 
case, because there is an effect of the way uncertainty is represented on decision-
making [29]. 

Natural language in the form of linguistic categories (e.g., “Likely” or “Proba-
ble”) is often used to represent uncertainty within threat intelligence. An example 
is the Admiralty Code used in several intelligence organizations [46]. Research 
has shown [65] that this way of conveying uncertainty is often ineffective due
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to differences in the way these categories are interpreted by humans, even when 
definitions are set. 

A possible alternative would be using numerical representations [27]. One of 
the reasons why numerical representations have yet to be implemented is the fear 
of more risky decision-making by analysts. Indeed, Friedman et al. [35] found 
that less experienced analysts were overconfident in their decision-making when 
using numerical representations of uncertainty. However, the same study also 
found that, generally, numerical representations were actually associated with less 
risky decision-making and more accurate predictions. These findings suggest that 
experience might overcome this overestimation [35]. 

Another possibility is that linguistic categories may contain more than just 
information of probability [18]. Collins and Mandel [18] proposed that linguistic 
categories could be used during deliberate argumentation, while numeric categories 
were most suitable in situations where clear probability estimations were required. 
A combination of the two formats was also investigated, although no significant 
difference was found in performance of numerical representation and the combined 
representation [66]. However, both formats were more effective than just linguistic 
categories when it came to probability estimation. 

Graphical and visual representations for uncertainty representation have also 
been researched [77]. For example, in a dynamic decision-making missile-defense 
game, support was found for using graphical representations to increase efficiency 
even in combinations with numerical representations [7]. For a more complete 
overview of visual representations, see [77]. Within the context of cyber threat 
intelligence in a national security environment, as far as the authors are aware, it 
is not clear how these different representations feed in to professional practices. 

3.5 Human Judgment and Bias Under Uncertainty 

Decision-making in threat intelligence includes decisions about security risks which 
are made in face of uncertainty [6], leaving space for subjective and possibly biased 
judgment [49]. This type of uncertainty is a key element in socio-technical systems. 

Judgment under uncertainty has been the object of study for decades [34, 54, 71]. 
In the past, the focus has been on looking for reasoning shortcuts (heuristics) and 
bias within human decision-making. This research is built upon by theories of 
Bayesian inference (the framing of a problem leads humans to view new information 
in accordance with prior beliefs) [108] and in opposition and digitization (reasoning 
with uncertain information leads humans to favor the most certain information and 
ignoring other information [52]). In addition, the dual processing theory expands 
the existing framework (humans use two systems in the decision-making process, 
one for quick automatic judgments and one for deliberative, slow, and complex 
calculations) [108]. For an overview of biases and debiasing techniques within the 
general field of decision and risk analysis, see Montibeller and Von Winterfeldt [71], 
and cybersecurity, see Johnson et al. [51].
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However, even though the previously mentioned research on known biases (see 
Table 1), the influence of AI, and team-level heuristics exists, research in reasoning 
with bias and uncertainty is sparse and scattered over many categories in cyber-
security. Furthermore, the population of intelligence analysts differs from other 
populations. Especially in the world of cyber professionals, due to heterogeneity 
in work roles and skill sets, findings are population specific [68]. Whether the same 
biases and reasoning techniques are relevant within the current field remain to be 
investigated. 

3.6 Existing Approaches to Help Elicit Expert Knowledge in 
Threat Intelligence 

Analysts are highly trained experts that use intuitive decision-making to deal with 
situations [75]. Okoli et al. [75] put forward that the consensus in literature is that 
experts are able to make quicker and often better decisions because they are able to 
use their existing knowledge to assess the situation at hand with the usage of schema. 
These schema (i.e., strong memory networks) allow experts to have a perceptual 
advantage even when events unfold in real time [75]. 

Expert knowledge elicitation techniques are techniques that try to improve 
the quality of expert judgment with respect to debiasing and reasoning under 
uncertainty [28]. To that end, structured analytic techniques (SATs) have been 
previously used in the domain of threat intelligence. SATs are techniques that 
systematically and transparently aim to externalize internal thought processes [106]. 
SATs are often not well researched [65], and the few existing studies have shown 
mixed results [17, 106]. 

In cases where the SATs have been implemented, an important challenge is to 
either update these techniques to handle cyber threats and measure their efficacy 
[17] or develop new ways to make human reasoning transparent and enable 
explainability. In the field of general decision and risk analysis, see Dias, Morton, 
and Quigley for an overview [28] of expert knowledge elicitation techniques. 

Another approach to make judgments less biased is the use of coherentization and 
aggregation of judgments [55]. Here, multiple numerical judgments from different 
analysts are first made coherent with respect to specific statistical assumptions (e.g., 
probabilities must add up to 1) and, thereafter, aggregated into one prediction. 
However, this approach has not been researched with respect to realistic cyber threat 
intelligence scenarios. 

In intelligence analysis, meta-information is already used to aid decisions 
and judgments under uncertainty. The standard NATO Standardization Agreement 
(STANAG) 2511 captures two qualitative categories [65], although their exact 
implementation is not uniform between different intelligence agencies [46]. In 
general, source reliability can be seen as a confidence level based on historical 
performance. Information credibility captures the extent to which a new piece of
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information is consistent with the current reporting [46]. However, these factors are 
often not enough to provide the necessary uncertainty information. For example, 
source reliability can vary tremendously in different situations. The current cate-
gories do not provide a way to make this distinction explicit [46]. 

3.7 Existing Experimental Procedures and Methods 

Existing approaches assume that the individual inputs to a method under scrutiny 
come from known sources, are complete, and are correct [59, 91, 97]. Represen-
tations of security and malicious threats (e.g., attack and defense trees, data flow 
diagrams, petri-nets, etc. [95]) are compared by either observing the quality of the 
representation (compared to a baseline model) [31] or by observing some measure 
of the analysis output (e.g., the precision of the identified security threats [97] or  
complexity of generating all attack paths [44]). 

Due to deception, the variability in sources, and incompleteness (automatically 
generated), cyber threat intelligence can only be actionable if it takes the quality of 
the information into account. To underline this point, Ranade et al. [84] generated 
fake cyber threat intelligence and observed that experts would consider both the 
deceptive TI and the authentic TI as equally true. Without an explicit discussion on 
the quality of TI, these effects remain unnoticed. 

Decision support systems can also be used in cybersecurity to assist analysts 
in their job [11, 37]. For instance, decision support systems can be used to aid 
optimizing cyber forensic investigations [73], cybersecurity threat and incident 
management [98], and the manual assessments of proportionality in military cyber 
operations [64]. The evaluation of decision support systems mainly focused on 
conducting user studies and evaluating transparency (i.e., explain how the system 
works) and trust (increase user confidence in the system) of the decision support 
system [74]. 

Methods in explainable AI (xAI) [43] are certainly interesting to investigate for 
the purpose of evaluating persuasiveness. In a recent survey on the evaluation of xAI 
systems, Nauta et al. [72] found that only one fifth of the analyzed papers evaluated 
their findings with users. In addition, Dalvi et al. [26] claim that within cyber threat 
intelligence, multiple xAI implementations to help understand AI algorithms do not 
actually agree with each other on their explanation. This is no surprise because there 
is no standard correct or best explanation when it comes to measuring explanations 
in many scenarios [74]. 

4 Socio-technical Challenges 

In this section, challenges with respect to the socio-technical context of a TIHW 
are discussed. In a multidisciplinary approach, legal, societal, and organizational
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matters are discussed. For each of the identified challenges, ideas are proposed to 
handle them. 

4.1 Identification and Operationalization of Key Societal and 
Legal Elements 

Governments and their agents are expected to follow the law, particularly in sensitive 
constitutionally protected matters such as privacy, while ensuring that other key 
rights are also safeguarded [48]. In the larger governance context, political decision-
makers need to take these challenges into account to monitor, oversee, and evaluate 
responsible intelligence and security agencies accordingly. For instance, passing 
certain laws to facilitate the work of security and intelligence services may support 
ethical decision-making or would nudge security and intelligence operations to 
fall into a web of unethical practices [58]. These considerations contribute to 
strengthening citizens’ trust toward security and intelligence operations, particularly 
where the provision of data or information is needed [24]. 

At the same time, intelligence and security agencies need to ensure that their 
practices remain within the boundaries of the law and the core of public service 
integrity [58]. In this environment, agencies can implement innovations, and 
government can realign their model in a way that supports confidence in public 
service by putting the well-being of constituents first above all [21]. 

The identification and implementation of key elements is hard. For example, 
transparency has the ability to obscure (e.g., showing so much data to distract from 
the central information) [3], can encourage “seeing” over understanding (i.e., being 
able to look inside a system is not enough, one also needs to be able to interact with 
them in a broader social context to have an actual understanding) [3], and can be 
used to create an atmosphere of transparency in the public eye instead of fostering 
accountability within an organization [1]. 

Socio-technical challenge Sect. 4.1: It is unclear what and how legal and 
societal constraints can be implemented in a TIHW 
The identification and implementation of key legal and societal elements is 
necessary to ensure that intelligence and security agencies’ practices are 
lawful and enable trust in citizens. Currently, it is not known how legal and 
societal constraints need to be incorporated in professional hybrid threat 
intelligence practices. 

We are in the process of identifying key societal and legal elements of the 
TIHW. The workflow needs to follow the standard principle of necessity established 
under international human rights law: establishing an objective goal deemed to be
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necessary in order to protect a legitimate interest (e.g., specific target affecting 
national security) [57]. 

Having established necessity, we can then address the proportionality test, which 
requires the workflow to establish a justification balancing the methods to be 
utilized against the intended goal. For instance, a TIHW should conduct impact 
assessments to determine proportionality and assess whether the workflow causes a 
chilling effect on citizens. In addressing a subsidiary analysis, the workflow will be 
established in an environment where its framework is regulated by transparency. 

It is first necessary to develop a framework based on international best practices 
of the socio-technical conditions and constraints for risk-based decisions in intelli-
gence communities such as necessity and proportionality. How do comparable threat 
intelligence procedures take place in other countries and governmental contexts? 

Second, an in-depth juridical analysis of relevant laws and regulations should be 
conducted to inform the design of the TIHW. This can also help understand how 
international best practices can be integrated into existing workflows and how these 
could be operationalized in practice. 

Idea Sect. 4.1: Develop a framework based on international best practices 
and relevant laws and regulations 
Conducting research in relevant laws and regulations and international best 
practices can show how key legal and social elements can be integrated into 
existing workflows and be operationalized in practice. 

4.2 Future Proofing Data Protection and Human Right 
Safeguards 

Technology changes rapidly. For example, big tech companies currently try to 
construct methods for identifying deepfakes while internet enthusiasts and state-
sponsored disinformation campaigns keep finding new systems to fool these 
detectors [25]. This arms race leaves regulations to be outdated. 

Even in a perfect world where all limitations would have concrete definitions 
that were agreed upon, the issue remains that not all limitations can be satisfied 
at all times. What is perceived by some as an easy solution, for example, mass 
surveillance of communications, may be the most harmful approach from a privacy 
or digital rights perspective. Furthermore, these trade-offs also encompass an 
economical aspect. Although security (e.g., finding threats) is the goal, analyst’s 
time is often considered more important in the decision-making process, since this 
time is expensive and scarce [12]. To address these limitations in a way that has a 
better chance of working in practice over a substantial amount of time remains a 
challenge.
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Socio-technical challenge Sect. 4.2: Technology changes rapidly, and lim-
itations cannot be satisfied at the same time 
Limitations of the system have to be addressed in a way that has a better 
chance of working in practice over a substantial amount of time. 

Future proofing efficacy and safeguards should include both considering incom-
ing international legal frameworks such as Council of Europe Convention 108+ 
[30] and responding to existing societal challenges such as the engagement of 
commercial Open Source Intelligence (OSINT) which might be caught by the future 
enactment of the European Artificial Intelligence Act [19]. 

Idea Sect. 4.2: Incoming international legal frameworks and existing 
societal challenges should be addressed in a TIHW 
Future proofing data protection and human rights safeguards should be taken 
into account to make the workflow not only relevant now but also robust in 
the future. 

4.3 Studying Organizations with Restricted Information 
Sharing 

The amount of information expands rapidly, and no one institution or vendor can 
hold it all. Bouwman [12] found that, when looking at two commercial providers of 
threat intelligence, there was minimal overlap in the indicator feeds, even in cases 
of identical threat actors. Next to processes between organizations, information 
sharing is also influenced by internal organizational processes. Domains (e.g., 
military, national security) within threat intelligence work in compartments to limit 
information flow [58]. 

Decision-makers, analysts, and field personnel do not have access to the same 
information. In environments where information sharing is restricted due to need-to-
know policies, the sharing of healthy behavior toward regard for human dignity and 
ethics may also be difficult. Due to compartmentalization, sometimes best practices 
are difficult to transfer to other compartments. Even when there is a transfer of 
colleagues between compartments, there is a risk of mixing between colleagues 
upholding “positive” culture and colleagues caught in “negative” work culture [58]. 
Instead of a chain of restricted information sharing, decision-makers and analysts 
have the opportunity to act as autonomous agents [99]. 

Furthermore, individual motives play in a role in the information sharing as well. 
Found information can, depending on the significance of said information, result 
in increased “status” once shared with a superior [102]. The higher the position of
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the superior in the organizational hierarchy, the greater the potential “status” gain. 
Sharing information with peers or superiors lower in the organizational hierarchy 
could result in them taking credit, leaving the original finder with a diminished 
“status” gain. 

Socio-technical challenge Sect. 4.3: Analyzing/improving information 
sharing in a restricted environment is difficult 
External organizational processes, internal organizational processes, and 
psychological factors influence the degree of information sharing. It is unclear 
how these elements feed in to organizational practices within a restricted 
environment. 

An integrative view of the three levels of organizational change is necessary to 
get a better understanding of the impact of change during the implementation of 
a system. These levels consist of an operational level (learning of the actual pro-
fessionals themselves), a tactical level (learning from a management perspective), 
and a strategical level (learning in the perspective of organizational compliance and 
regulations). In addition, this integration helps in pinpointing effects that would 
otherwise stay unseen. This view calls for feedback loops both within the hybrid 
intelligence pipeline and across these levels, within and between organizations. 

A potential solution and opportunity for empirical work could be the implemen-
tation of an acceptable (by the organization and the employees) variation on the 
nice-to-know code among different compartments; this may facilitate the transfer 
and fostering of values and international principles such as proportionality. 

Idea Sect. 4.3: Integrating the operational, tactical, and strategic levels 
of organizational change with a clear distinction of processes between 
organizations and those within organizations 
Taking into consideration the internal processes of an organization (individ-
ual motives, team dynamics, and organizational aversion to change), and 
the external processes (between organizations, in a broader societal context), 
using empirical evaluation, can help pinpointing unforeseen effects. 

5 Technical and Experimental Challenges 

In this section, technical and experimental challenges of formalizing uncertainty 
within a TIHW are discussed. For each of the identified challenges, ideas are 
proposed to handle them.
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5.1 Representing Uncertainty Stemming from Systems, 
Humans, and Situations 

As discussed in Sect. 3.4, uncertainty within threat intelligence workflows is mainly 
conveyed in natural language between people. Standardized natural language 
formats are used in certain domains. For example, within the defense domain, the 
standard NATO Standardization Agreement (STANAG) 2511 incorporates linguistic 
labels to communicate source reliability and information credibility [65]. However, 
such uncertainty representation is typically not suited for machine-based processing. 
Since these uncertainties often stem from qualitative concepts, it can be challenging 
to translate them into representations that quantify the uncertainty for the machine-
based processing and vice versa. Furthermore, the threat intelligence workflow 
is hybrid, meaning that the uncertainties themselves will not only stem from 
abstractions and errors in systems and data but also from the process of human 
decision-making. In addition, to provide a basis for accountability in the larger 
societal context, uncertainty information should be available along the chain of 
communication. 

Technical challenge Sect. 5.1: Representing and tracking uncertainty for 
actors in TIHW is complicated due to qualitative sources of uncertainty 
Uncertainty will not only arise from abstractions and errors in systems and 
data but also from the process of human decision-making. The uncertainty 
information should be available along the chain of communication. Repre-
senting uncertainty stemming from qualitative concepts is challenging. 

Uncertainty can be factorized by a plethora of elements. Due to these different 
factors and categories, explicitness helps in reasoning about involved uncertainties 
throughout the process. 

A possible extension of the URREF ontology [23], introduced in Sect. 3.3, could 
serve as a basis to start representing uncertainty within the threat intelligence 
workflow. It provides the opportunity to explore the boundaries of the (information 
fusion) system that one is building. It also has the expressiveness to incorporate 
the current NATO-STANAG 2511 standard [9]. It should be considered a checklist, 
forcing any information system developer to thoroughly analyze the information 
fusion pipeline and make adjustments where necessary. 

For uncertainty to be used not only between two agents who are in immediate 
connection to one another but also along the chain of communication, it is necessary 
that uncertainty provenance is tracked. A second proposed framework, handling 
provenance tracking, is the PROV data model [41]. This model can be used to 
structure the information in a knowledge graph (KG), making a distinction between 
entities (things that contain information), activities (the process that produced 
the information), and agents (persons/software/machines responsible for the taken
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actions). If applied within a TIHW, it allows for the construction of a provenance 
trail of information, providing insights into origin of the information. 

Idea Sect. 5.1: Making uncertainty explicit by expanding and combining 
existing ontologies 
Uncertainty can be factorized by a plethora of elements. Due to these 
different factors and categories, explicitness helps in reasoning about involved 
uncertainties throughout the fusion process. A possible extension of the 
URREF ontology [23] in combination with the PROV ontology [41] could 
serve as a basis of representing these uncertainties. 

5.2 Formal Reasoning with Uncertainty 

When it comes to providing explanations that agree with human understanding, 
uncertainty representation is not enough. A specific type of formal uncertainty 
reasoning that can reflect abductive inference is necessary [69]. 

With respect to formal reasoning, two directions can be distinguished. These 
directions are forward and backward reasoning; see Fig. 2. Backward reasoning, 
in the current context, is about recreating trails and possibly gathering more 
information to demonstrate proof of the proportionality and subsidiarity of actions 
for each TIHW component and for the entire TIHW. Forward reasoning, in the 
current context, could be used in building an actionable strategy with minimal 
uncertainty. The challenge at hand is that there are no such reasoning tasks that 
minimize the uncertainty on process level for threat intelligence and also, with 
respect to proportionality and other legal and societal constraints, in a domain 
agnostic way. 

Fig. 2 Forward and backward reasoning. Forward and Backward Reasoning: Forward reasoning 
can be thought of as a form of what-if reasoning where the reasoning starts from the information 
and moves forward. Backward reasoning can be thought of as an evaluation where the reasoning 
starts from the decision and moves backward. The green color represents the respective reasoning 
paths
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Technical challenge Sect. 5.2: Formalizing reasoning tasks to minimize 
uncertainty is challenging 
How to formalize reasoning tasks that minimize the uncertainty on pro-
cess level, e.g., by backward reasoning (“what-if”) or forward reasoning 
(“why”)? 

A third framework is needed, one that could unify the uncertainty overview with 
formalized reasoning about uncertainties. Which to choose is not a trivial choice. 
This depends on the complexity of reasoning capabilities, and the richness of the 
uncertainty overview. The combination of uncertainty representation, provenance 
tracking, and reasoning/causal inference is necessary. 

Past approaches in uncertainty reasoning use fuzzy logic [10], epistemic logic 
[5], Markov network/processes [90], probabilistic logic [42], Bayesian networks 
[15], and Dempster-Shafer theory [112]. However, automated reasoning over uncer-
tainty is very complex. The choice of reasoning method is dependent on the way the 
uncertainty is represented (e.g., in a qualitative format [105]). The combination of 
the URREF ontology [23] and PROV data model [41] with the intent to reason about 
uncertainty is particularly difficult. The foundations of both the URREF ontology 
and PROV data model are based on Boolean statements, either something is true 
or it is not. When dealing with uncertainties, the assigned value lies most often 
somewhere in the gray area in between. 

Idea Sect. 5.2: Combine uncertainty representations with a provenance 
framework and reasoning/causal inference 
To tackle provenance tracking and enable forward and backward reasoning 
within the workflow, the URREF ontology can be combined with the PROV 
framework [41] and integrated with a third framework (uncertainty reasoner) 
to unify the uncertainty overview with formalized reasoning about uncertain-
ties. 

5.3 Experimental Methods Aware of Uncertainty 

Designing methods to evaluate the correctness of a threat intelligence decisions 
regarding a course of action or event likelihood is not easy, because the lack of 
ground truth is persistent in threat intelligence. In controlled experimentation, one 
possible solution is to curate the ground truth manually [93, 96], but this is not 
always feasible when analyzing large number of threat intelligence sources [62]. 
In previous work, there exists an optimal choice [55], preferences were measured



72 S. van Gerwen et al.

[47, 63], or expert judgment was used for validation [64]. These measurements were 
sometimes in a qualitative format, e.g., interviews [82, 103], and in other cases, they 
were quantitative, e.g., optimal likelihood estimations [55]. However, it is not clear 
how incomplete and uncertain threat intelligence information should be treated in 
the ground truth. 

When it comes to expert judgment, the situation becomes complex. On the one 
hand, analysts are highly trained individuals in high-risk decision-making [75]. The 
combination of training and experience often leads to “intuitive” decision-making. 
This behavior is rarely seen in non-experts [75]. On the other hand, decisions about 
security risks may be affected by biased judgment [6, 49]. Uncertainty and bias 
are key elements of each socio-technical system. Minimization is not the ultimate 
goal. However, existing experimental methods lack protocols that can effectively 
and systematically measure human bias in threat intelligence decision-making [94]. 

Technical challenge Sect. 5.3: Existing empirical protocols for THIW 
validation have to be adapted to incorporate the human factor 
What existing empirical protocols and measures can be adapted to quantify 
measures of uncertainties including human bias in TIHW? 

The property of the exchanged information in the TIHW is that from an 
analyst’s (or study participant’s) point of view, the information may (or may not) be 
aggregated, incomplete, inaccurate, unreliable, and/or censored. And yet, a sound 
and convincing explanation (with at least partial traces in the model) for a minimal 
intervention (i.e., proportionality) must be possible. The current landscape of 
empirical methods does not cater for investigating such aspects of decision support 
systems. Important is to measure the human effects. Qualitatively and quantitatively 
evaluating the entire intelligence pipeline thus calls for novel protocols, measures, 
and controls to be developed. 

See Table 3 for an overview of methods used in recent (2018–2023) research on 
bias and uncertainties in cybersecurity from the perspective of the analyst/defender 
(for background information on the research in question, see Table 1). Internal 
validation of surveys, questions, and other methods were rare. External validation 
of these methods was most often checked with a group of experts or participants 
[33, 38, 39]. These findings suggest that there is a need for more internal and external 
validation methods. 

Validation in isolation is not insightful enough. A validation methodology has to 
be adapted to effectively assess heterogeneous systems with both AI, human, and 
unknown components.
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Table 3 Overview of methods used in recent (2018–2023) research on bias and uncertainties in 
cybersecurity from the perspective of the analyst/defender 

Uncertainty/bias Ref Type of study Measures 

Overconfidence [33] Cyber game Argumentation and self-confidence 
via coded transcripts of verbal 
discussion 

Primacy bias [38] Vignette Attribution via survey on 
confidence levels 

Seizing and 
Freezing 

[39] Vignette Attribution via survey on 
confidence levels and coded 
justification 

False sense of 
validation 

[107] Vignette Machine preference via survey on 
confidence levels and selecting 
decisions 

Information-
pooling 
bias 

[83] Synthetic task environment 
(i.e. less focus on realism 
and more on the cognitive 
task at hand) experiment 

Team collaboration and information 
pooling were measured via coded 
transcripts of the verbal discussions 

Idea Sect. 5.3: Validating effectiveness of a human-based decision-making 
process (such as TIHW) calls out for human-in-the-loop experimental 
protocols 
To this aim, new experimental protocols must be specifically designed to 
measure human effects. For instance, similar protocols outlined in [94] could 
be retrofitted to the domain of threat intelligence. 

5.4 Computing with Objects of Evaluation to Measure Their 
Quality May Not Be Possible 

Since direct computation over unknown (or uncertain) values is not possible, 
the evaluation should take as input meta-information rather than the object of 
evaluation. So the key question is not whether say an AI image recognition tool 
works with 80 or 90% of accuracy, but rather, which representation of such 
uncertainty is actionable for the user. However, methodologies for threat modeling 
and analysis and the protocols used for their evaluation require the user to specify the 
sources of security relevant components and the locations where such information 
is not allowed to flow. Therefore, existing methodologies [31, 44, 93, 95] cannot be 
directly carried over to evaluate the appropriateness of alternative suggestions by 
the TIHW, such as an alternative plan of intervention in the presence of a terrorist 
threat by requesting input from a new source.
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Technical challenge Sect. 5.4: Measuring meta-information about objects 
of evaluation is necessary instead of measuring the object level 
How can meta-information about objects of evaluation be measured and 
under what conditions are these measurements valid? 

Since computation with the object of evaluation itself is not always possible, we 
need to make use of the meta-information that is available (e.g., timestamp, type 
of device, etc.) to define and compute new measures of quality. As put forward 
in Zibak, Sauerwein, and Simpson, data quality in threat intelligence has not been 
properly empirically investigated [113]. To achieve this, the first step is to investigate 
what type of meta-information is available from the field. 

Confounding factors should be balanced within these measurements. For exam-
ple, a THIW relies on AI modules, which can be symbolic modules explicitly taking 
uncertainty into account, or sub-symbolic modules (ML-like). For the latter, several 
studies exist on estimating and propagating uncertainty on the output of, e.g., deep 
learning models (see, e.g., the popular dropout method [36]), but there is no protocol 
to propagate the effect of hybrid errors of the next TIHW component. 

Idea Sect. 5.4: Validate newmeasures to quantify meta-information about 
objects of evaluation 
Since computation with the object of evaluation itself is not always possible, 
we need to make use of the meta-information that is available (e.g., timestamp, 
type of device, etc.) to define and compute new measures of quality. To achieve 
this, the first step is to investigate what type of meta-information is available 
from the field. 

6 The Bigger Picture 

In this chapter, we discussed the interplay between complex conditions and trade-
offs between security and legal, societal, and organizational restrictions that make 
decision-making under uncertainty a challenging endeavor. Table 4 shows an 
overview of the illustrated challenges. 

In the quest to achieve efficiency and effectiveness in threat intelligence, security 
and intelligence agencies are implementing AI-powered solutions to find actionable 
information to aid them in decision-making during uncertainty. However, one must 
remember that these AI tools to help deal with uncertainty in threat intelligence can 
end up being a double-edged sword. The development of a threat intelligence hybrid
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workflow (TIHW) is not an exception. Uncertainty will likely arise due to commu-
nication errors, ambiguity, and unknown credibility of the sources/provenance. 

Challenges arise when creating a robust system that advances the embedding of 
regard for citizens’ fundamental rights and responding to efficiency and support 
of user autonomy to enable intelligence agencies to arrive at the best possible 
decisions. Achieving this fine point is essential in a democratic society, because 
it develops societal trust in security and intelligence operations. 

Despite developing a system that meets the requirements mentioned in this paper, 
we also need a path forward in security and intelligence operations to transfer this 
knowledge within their agencies or organizations. We recommend applying a lens 
based on international standardized legal principles, such as proportionality and 
necessity, during human AI interactions or evaluations in the absence of ground 
truth. Thus, the relationship between developing an AI system and having regard 
for societal and legal matters are not far from each other. 

Uncertainty in a TIHW stems from quantitative as well as qualitative sources. 
This makes the formalization of uncertainty hard. In addition, uncertainty repre-
sentation has to be machine-readable, as well as human understandable. Therefore, 
uncertainty representation should enable reasoning according to abductive infer-
ence. Representation and reasoning methods for uncertainty that capture these 
conditions have not been constructed with respect to threat intelligence. 

AI augmented socio-technical systems for threat intelligence must respond to 
relevance, timeliness, accuracy, completeness, and ingestibility. A TIHW evaluation 
will require investigating the persuasiveness (e.g., to the oversight body), efficiency 
(helps analysts make decisions faster), and debugging (helps analysts identify when 
something is wrong and explore “what-if” scenarios) of the explanations, for which 
appropriate measures are to this day less explored. 

The validation methodology for a TIHW has to holistically incorporate AI, 
human, and unknown components. In addition, confound-aware methods that mea-
sure the meta-level instead of the object-level of a TIHW are necessary. Validation 
methodologies within threat intelligence that satisfy these requirements have not 
been thoroughly investigated. 

We hope to stimulate discussion and further research in the community by 
illustrating these challenges and possible ways to answer them. 
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