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INTRODUCTION 

The first chapter of this thesis is a contribution to the systematic 
investigation of Banach spaces the elements of which are functions. 
These spaces include as special cases such well-known examples 
as theLp and Ip spaces {1 ^ p ^ oo) and the Orlicz spaces. Although 
in the older literature on Banach spaces, one may find some theorems 
on this subject (cf. e.g. S. Banach [1], p. 86 *)), the first serious 
attempts in this direction date from 1953, and were made by H. 
W. Elhs - I. Halperin [1] and G. G. Lorentz [3; 4j. The work of 
these mathematicians has had a great influence on the form and 
contents of Chapter 1. We consider a normed linear space X of 
complex functions f{x) having an abstract set A as their domain, 
and we assume that these functions are measurable with respect 
to a totally cr-finite measure /u, which is defined on a cr-ring of 
subsets of A. Furthermore, we assume that the norm ||/||x in X 
satisfies, besides the usual norm conditions, some additional 
conditions which are immediate generalizations of well-known 
properties of Lp norms, and which have their origin in the theory 
of Lebesgue integration. These additional conditions are: 

(1) The norm ||/||x is defined for all ^M-measurable complex f{x) 
on A (but it may be + CXD for some /), and feX if and only if ||/|ix<oo. 

(2) If fn{x) ^ 0 [n = 1,2, . . .) and /„f / almost everywhere on 
A, then ||/„||xtll/llx. 

Finally, some hypotheses of minor importance are added in 
order to guarantee that X contains a sufficient number of functions. 
As a consequence of (2) an analogue of Fatou's Lemma holds, 
i.e. if lim„_,^ /„(%) = f{x) a.e. on A, then ||/||x ^ lim inf ||/„||x. 

In Ch. 1, section 1, we first prove the well-known fact that (1) 
and (2) together imply that the normed linear space X is complete, 
i.e. X is a Banach function space. Furthermore, we introduce the 

*) Numbers in square brackets refer to the references cited at the end 
of the thesis. 
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"associate space" X' of X consisting of all /^-measurable g[x) 
such that [|g[|x' — sup|y|i^^i/^|/g|rf/.t is finite. It turns out that X' 
(with the norm ||g||x') is also a Banach function space having the 
same properties as X. It is then a natural question to ask whether 
the associate space X" of X' is again the original space X, and we 
prove that the answer is affirmative. The analogue of Fatou's 
Lemma plays an essential part in the proof of this result. In section 
2 the subspace X^ of all f{x) having an absolutely continuous norm 
(roughly: if fi {E) -> 0 and 7.E is the characteristic function ol E, 
then i|/^js||->0) is introduced, and one of the theorems proved is 
that X is reflexive il and only \i X = X^ and X' = [X'y. Section 
3 is devoted to a discussion of several weak topologies which may 
be defined on X or X', and here interesting analogies and differences 
with the work of G. Köthe - O. Toeplitz [1] and J. Dieudonné [2] 
become visible. Furthermore we prove in this section that X is 
separable (in the norm topology) if and only if X~X'^ and the 
measure [x is separable. 

In Chapter 2 we develop the theory of Orlicz spaces. These 
spaces are interesting not only since they give us a non-trivial 
example of the general theory in Ch. 1, but also since they are 
modulared spaces in the sense of H. Nakano, so that the cha­
racteristic features of two abstract theories are blended. In the 
discussion a certain non-negative, non-decreasing convex function 
W[x) plays an important part, and peculiar difficulties arise 
whenever this function jumps to infinity (i.e. whenever there exists 
a finite x^ such that !F(A;)<OO for X<XQ and V{x)=ooiorx>XQ), 
so that it is a pleasant surprise that many results remain the same 
whether W[x) jumps or not. It seems that the results obtained in 
this thesis may be of some value for future investigations on 
Fourier series and integral equations. 
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CHAPTER I 

G E N E R A L BANACH F U N C T I O N SPACES 

1. Banach Function Spaces and their Associate Spaces. 

In the following pages we shall assume, unless otherwise stated, 
that the point set A, the tr-ring A of subsets E oiA (the "measurable" 
subsets of A) and the countably additive measure /u (defined for 
all E G A, and satisfying 0 < fx,{E) < oo) form a measure space 
(in P.R. Halmos' terminology [1]). Moreover, we shall make the 
assumption that the measure /x is complete and totally cr-finite, 
i.e. fi{E) = 0 implies F e A for any set F c E, and A is the union 
of a countable collection of sets of finite positive measure. We now 
choose for once and all a fixed increasing sequence Zl̂  e / l (« = 1, 
2, ...) of sets of finite positive measure such that An converges 
to A. For reasons of convenience, and analogous to the case of 
Lebesgue measure in Euclidean space, we shall call any ju-mea-
surable set E, satisfying E c Ajc for some k, a "bounded" set. 
Furthermore, ƒ will always m e a n / j . 

Let P be the collection of all /^-measurable non-negative functions 
f{x) defined on A, and let p(/) be a metric function {0<(>{/) <oo) 
on P with the properties: 

(P 1) o( /)-= 0 if and only if f{x) = 0 a.e. on A; f>{ji+f.2) < 

p(/i)+p(/2) ' 3-nd Q['^f)=^Q{f) for any constant « ^ 0. 

(P2) llfn{x)GP («=1,2, . . . ) , and fn{x)\f[x) a.e. on A, then 

e[tn)U{f)-
(P 3) If E is any bounded set, and ^^{x) is its characteristic 

function, then Q[XE)<.OO. 

(P 4) For every bounded set E there exists a finite constant 
AE^O (depending only on the set E) such that f^fd/j, ^ AE Q{f) 
for every f[x) e P. 

Since for any /^-measurable complex function f{x) on A the 
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function \t{x)\ is also /^-measurable on A, the metric function 
ll/il = e (I/I) is a legitimate extension for complex /(.r) of the above 
e(/), and this leads to the following definition: 

Definition i. By X = X{A,^) we denote the set of all /n-measarable 
complex functions f{x) on A for which ||/||x = ||/|| = Q{\f\) is finite. 

As an immediate consequence of properties (P 1)-(P 4) of Q 
and Def. 1, we obtain: 

Lemma i. (a) ||/llx = 0 is equivalent to f[x) = Ü a.e. on A. 

(b) If l / i W I ^ 1/2(̂ )1 ^-^^ ^^^ ̂ > ^^^'^^ f-i^^ implies f^ e X, and 
ll/illx < II/2IIX. 

(c) If fe X, then f(x) is finite a.e. on A. 
(d) / / /„e X [n = 1,2,...), fn{x)^ 0, and fn{x)\f{x) a.e. on A, 

then either feX and jl/n||xtll/llx or WfnWxfoo. 
(e) / / /„G X [n = 1,2,...) and lim f nix) = f{x) a.e. on A, then 

j|/||x =̂  lim inf \\fn\\x {'Fatou's Lemma"). 
(f) / / E is any hounded set, and XE{X) is its characteristic function, 

then ||X£l|x<oo. 
(g) For every bounded set E there exist a finite constant AE^ 0 

{depending only on the set E) such that jE\f\dfx =£̂  ^sll/llx joy every 
feX. 

Proof. Only (c) and (e) need a proof. In order to prove (c), observe 
that, if feX, then ||/[|x<oo. Let E be the set on which |/(A;)| is in­
finite, and suppose that /<(£)>0, hence ||^£'||x>0. Then it follows 
from (a) and (b) that [|/||x ^ n W^EWX for n = 1,2, ..., hence ||/||x = co, 
wich contradicts feX. For the proof of (e), write hn{x) = inf 
(l/»WI. I /M+IWI. •••)• Then 0 < hn\x) t | / (^) | a.e. on A, hence 
ll/llx - lim ||A„||x < lim inf j|/„lix by (P,) and (b). 

The set X as introduced in Def. 1 is obviously a normed linear 
space with norm [|/j|x, if we identify functions which are equal 
a.e. on A. The completeness of X (i.e. \\fm, -/M||X -> 0 as m, « -> 00 
implies the existence of an element feX such that [|/ - fnWx -^ 0 
as n -^ 00) will be shown now by a variation of a well-known 
argument which is originally due to J. von Neumann ([1], p. I l l ) 
and H. Weyl, and which was used by several other authors for 
similar purposes (see e.g. H. W. Ellis - I. Halperin [1], Th. 3.1, 
p. 579). 

Theorem i. The space X is a Banach space. 
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Proof. We have only to show that X is complete, i.e. given a 
sequence fn^X such that \\fm ^ fn\\ ^ 0 as w, n -> oo, we have to 
prove that there exists a unique fsX such that i|/re - /|| ^ 0 as w -̂ > oo 
Since \\fm-fn\\ ^ 0 , there exists a subsequence gn{x) such that 
-^„"i ||gn+i-g»||<cx3. For each xeA we put g'(.T) = \gi{x)\ + 2'„°li 
\gn+i{x) -gn[x)\, hence |igl| < | y i + 2" ||g'»+i-g„||<oo by (P 2), 
which implies that the set E on which §'(.'*;) = oo is of/^-measure 
zero (Lemma 1, (c)). Writing now f[x) = 0 for xeE and f[x) = 
gi(^) + EZr [gn+A^) -gn{x)] for XGA-E, we find ||/|| < \\g\\ <oo 
and llZ-g-ill ^ - 0 as i ^ oo, hence finally | | / - / H | | < \\f - gi\\ + \\gi-
fn\\ ^ 0 as M (and i) -> oo. The uniqueness of / follows from Lemma 
1, (a). Observe that in the proof no use is made of (P 3) and (P 4). 

Remark. This proof shows that if lim ||/-/m|| = 0, then the .se­
quence /„, and also every subsequence of fn, contains a subsequence 
which converges pointwise to f{x) a.e. on Zl. I t follows that fn{x) 
converges to fix) in measure on every set S of finite measure, i.e. 
if e > 0 is arbitrarily given, and En is the subset of S on which 
\f{x) -fn{x)\ > £, then lim iu{E„) = 0. In fact, assuming this to 
be false for some e > 0, we should have iJ.{Eni^) > (^ for some d > 0 
and some sub-sequence n/c. But (taking a subsequence of n/c if 
necessary) we may assume that jnAx) converges to f[x) a.e. on 
5, so lim sup En^ has measure zero. Hence 0 = ft (Hm .sup Eng^) > 
lim sup fi [Enj^ ^ S > 0, which is absurd. Observe that this ar­
gument does not depend on (P 3) or (P4); using (P 4), one may 
argue as follows, provided 5 is bounded: e/j.{En) <fs\f - fn\d/J. 
^As\\f-fn\\ ^ 0 , hence lim /*(£„) = 0 . 

For any metric function (?(/), defined on the set /-• of all non-
negative /^-measurable functions f{x), and satisfying (P 1) - (P4), 
we introduce the "associate" metric function o'[f) on P by {)'(/) 
= sup ff i^x) g (x) dfi for all g{x)eP .such that Qig)^]. We shall 
show that Q' satisfies (P'l) - (P'4), analogous to (P 1) - (P4). 

(PT) If fix) = 0 a.e. on A, then Q'{f) = 0. Let now Q'{f) = 0, 
i.e. ffgd/u = 0 for every geP, such that gig) =^1, in particular 
for gix) = t^ Igi^-^ )• Then /(;*:) = 0 a.e. on every An, hence 
fix) = 0 a.e. on A. The other conditions of (P'l) are trivially 
satisfied. 

(P'2) Let fnix)eP {n = 1,2, ...) and /„(:«) \ fix) a.e. on A. If 
Q' if) is finite, and e > 0 is given, there exists an element g ix) eP 
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such that e (g) < 1 and ffgd/j. > Q' if) - e. Hence, on account of 
/ « W b W t / W g ' W a-̂ - on A, there exists an index A (̂e) such 
that //„grf/t > Q'if)-2s for n > N. I t follows that (?'(/„) > 
(>'{f)-2e for n>Nie), and since p'(/i) < ^'(/a) < ... < o'(/) 
(it is evident by definition that if Ẑ , f^ eP and /^(.T) < /2(A-) a.e. 
on A, then e'(/i) ^Q'if^), we have .shown that (;/(/,() t ?'(/)• 
If p'(/) = oo, the proof is similar. 

( P ' 3 ) Let E be bounded, and XE its characteristic function. 
Then, if g(/) ^ 1 , we have /'/-Efd/x^AEoif) S^AE by (P 4), 
hence Q'ij^-E) ^ AE<OO. 

(P'4) Once more, let E be bounded, and 7.E its characteristic 
function. We have to prove that /s/rf/* ^-'^'EQ'if) for .̂ll f e P. 
If / i(£) = 0 there is nothing to prove; let therefore /*(£) > 0. 
Then Q'if) ^fify-ElQi^E)] dtx, hence/E fd/x < p(5f£) g'if), so that 
^ ' s = ei^e) satisfies all that is required. 

The preceding argument shows that if the metric functions 
i?'">(/) on P are defined by g^^^f) = gif), 

p(»)(/) = sup ffgdfi for all geP such that e<"'''(^) =̂  1 (>« = 1.2, ...), 
then every g'"*(/) satisfies ( P 1 ) - ( P 4 ) . We extend the domain 
of e'"' to complex /^-measurable functions fix) on A by taking 
e<"'(l/|), which leads to: 

Definition 2. 5y Z'" ' (n = 0, 1, 2, ...) we denote the set of all 
fjL-measur able functions f ix) on A for which ||/||x(«) = e'"'(|/|) is finite. 

Each X'"' (« = 0,1,2,.. .) is obviously a normed linear space 
with norm I|/|lx(»), if we identify functions which are equal a.e. 
on A. Furthermore, since every p'"' (w = 0,1,2,...) satisfies (P 1) -
(P 4), we have (as an extension of Th. 1): 

Theorem 2. Every space X<"' (« = 0,1,2, . . . ) is a Banach space. 

Remarks. (1) For reasons of convenience we shall denote the 
spaces Z*"*, X^^\ X*"' and Z<'' by X, X', X" and X'" respectively. 

(2) The space X' consists of all /^-measurable complex fix) on 
A for which 

ll/llx' = Qi\f\) = sup f\fg\dn = sup \ffgdix\<oo, 
where sup is over all geX satisfying ||g||x < 1 (observe that l|gj|x = 
llgjilx, where g^ = g/sgn/). An analogous statement can be made 
for the spaces Z<"> (w > 1). 

Definition 3. The Banach function space X'""*"'' is called the associate 
space of the Banach function space X*"* (« = 0, 1, 2, ...). 
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In the lemmas which follow now, we have collected some simple 
properties of X and X'. 

Lemma 2. i"H older's inequality"). If fix) andgix) are ju-measurable 
on A, then f\fg\dfj, < ||/||xllgllx'. In particidar, if feX, geX', then 
\Ifgdfi\ < f\fgW < WfUgWx' < c«. 

Proof. If ll/llx = 0 or ||/||x = oo, there is nothing to prove. Let 
therefore 0<||/| |x<oo. Then, by definition,/[|/g|/||/|lx] dn < ||g||x', 
hence f\fg\dfi <||/||x||g||x'. 

Remark. By definition of ||g||x' this inequahty is sharp in the 
following sense: if ge X' and e > 0, there exists an element feX 
such that ll/llx = 1 and 0 < ||g||x' - \ffgdfi\<e. 

Lemma 3. Every geX' defines on the space X a bounded linear 
functional g*(/) = f fgd/n with norm ||g*|| = ||g||x'- The canonical 
mapping g ^^ g* of the associate space X' into the conjugate space 
X* is therefore isometric. 

Proof. The linear functional g*(/) = f fgd/u is bounded, since by 
Holder's inequality |g*(/)| < ||g||x' ||/||x- This shows, moreover, that 
||g*|| ^ jlgllx'; the converse inequality follows from the definition 
of llgllx'. 

Remark. In general the canonical mapping of X' into X* is not 
"onto", as the example X —L^ shows, where X' = 1 . ^ is a proper 
subspace of X*. 

The next lemma is an inverse of Holder's inequality. 

Lemma 4. feX' if and only if fix)gix) is integrable over A for 
every geX. 

Proof. "Only if" is evident. "If" can be proved by means of the 
Banach-Steinhaus Theorem (A. C. Zaanen [3], p. 135), as follows: 
Assume that fix)gix) is integrable over A for all geX, and write 
f nix) = fix) for XG An,\fix)\ < w, and fnix) = 0 elsewhere on A. 
Then fn e X' (« = 1, 2, ...) by (P 3), and lim fnix) = fix) a.e. on 
A, so the bounded linear functionals fn*ig) = f fngdfx in = 1, 2, ...) 
on X have the property that the sequence \fn* (g) | is bounded for 
each geX since, on account of |/mg| f |/g|, we have |/B*(g)| < lim 
I\fng\dfi = f\fg\dfi. An application of the Banach-Steinhaus The­
orem now shows that ||/re||x' < M for all «, so that ||/||x' ^ Hm inf 
II/BIIX' < Af by "Fatou's Lemma." 
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A second proof, in which no use is made of the Banach-Steinhaus 
Theorem, is obtained by using a device due to G.G. Lorentz-D. G. 
Wertheim [1], Assume that fix)gix) is integrable over A for all 
geX, and that nevertheless ||/||x' = oo. This implies the existence 
of a sequence gnix) in = 1, 2, ...) such that 0 < gnix) eX, \\gn\\x < 1 
and/\fgn\d/, > n\ Write gix) = Z^i « " ' gnix). Then, by (P 2), 
llgllx is finite, hence f\fg\dfj, is finite by hypothesis. On the other 
hand, however, J\fg\dfi > «"^ f\fgn\d/Li > n for « = 1, 2, ... This 
is a contradiction. 

Remark. In the same way one can prove that / e X*"' for some 
« = 1, 2, ... if and only if fix)gix) is integrable over A for everj' 
ge XC*-". 

Lemma 4 gives a new characterization of the Banach spaces 
X^"1 for « = 1, 2, .... This enables us to show that X*"* and X("+^' 
for M = 1, 2, ... consist of the same functions. Indeed, A"*"' cA*"+^' 
is trivial (Holder's inequality and Lemma 4), and holds even if 
« = 0. In order to prove that X<"+"'cA'<"> for « = 1, 2, ..., let 
fe A("+=', i.e. let fix) gix) be integrable over A for every ge Z("+''. 
Then, since X<«-i'cX'"+') for « = 1, 2, .... the function fix)gix) 
is integrable over A for every ge X*"~'', which implies / e A"'"' by 
Lemma 4. This argument does not give any information about 
the problem whether X = X" or not. The only fact we have been 
able to prove so far in this direction is that X c X". 

The next lemma gives more precise information. 

Lemma 5. / / fix) is fx-measurable on A, then ||/||x" ^ ||/||x. ^^d 
WfWxi") = ||/||x(»+2) for n = 1,2, ..., i.e. A<"> and A<"+'' are identical 
for n = 1,2, ..., so X*"' and A''"+^' are mutually associate. 

Proof. We first prove that H/UxC+z) < ||/ ||xW for « = 0, 1, 2, .... 
By definition, ||/||x(n+2) = sup ƒ |/g|rf/<for aUgsuchthat ||g||x(«+i)< 1, 
and this does not exceed ||/||x(») by Holder's inequality. Next, for 
w = 1, 2, ..., we find on account of ||g||x(n+i) < [|g||x(»—i) that |[/[|x(n+2) 
= sup/|/g|^/^ (for ||g||x(«+i)< 1) > sup f \fg\dfi (for ||g||x(«-i)< 1) = 
||/||x(»). Observe that this argument fails for n = 0. 

It turns out, therefore, that among all Banach spaces A'"' 
(M = 0, 1, 2, ...) which we have introduced so far there are at most 
three essentially different ones: X, X' and X" (since A"*"' = X' 
for M = 1, 3, 5, ..., and A'"' = X" for w = 2, 4, 6, ...). The property 
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that two spaces, hke A'"' and A("+^> for « = 1, 2, ..., are mutually 
associate, deserves a name of its own: 

Definition 4. The space X is called perfect whenever X and X' are 
mutually associate {i.e. whenever ||/||x = ||/||x" for every /n-measurable 
fix) on A). 

Hence ,by Lemma 5: 

Theorem 3. The spaces X' and X" are perfect. 

In 1934 G. Köthe and O. Toeplitz [1], (G. Köthe [1; 2]) gave, 
in connection with their investigations on sequence spaces, a 
definition of what they called "ein vollkommener Raum." The 
meaning of "perfect space" as defined here is closely related to the 
meaning of "vollkommener Raum", and was introduced for the 
first time in a paper by G.G. Lorentz-D. G. Wertheim [1], where 
they generalized the Köthe-Toeplitz theory to function spaces 
(so-called Köthe-Toeplitz spaces) with a norm topology. Another 
generalization to function spaces of the Köthe-Toeplitz theory has 
recently been given by J. Dieudonné [2]. In order to obtain a 
complete survey, we briefly describe here what Köthe-Toeplitz 
spaces are: Let C be a non-empty collection of non-negative /*-
measurable functions c(%) on A such that 

(a) C is normal: if ceC and 0 ^ CJ(A;) ^ cix) a.e. on A, then c-^eC. 

(b) C is convex: if CiSC and 0 :^ «̂  ^ 1, S"^^^ at = 1, then Zf^i 
aiCiix) e C. 

(c) if Cnix)eC in = 1, 2, ...) and C„(A;) f c(x) a.e. on A, then 
cix)eC. 

(d) if E is bounded, and T-Eix) its characteristic function, then 
XseC. 

(e) for every bounded set E there exists a finite constant ^ £ > 0 
such that J E cix)dfx ^ AE for every ceC. 

The Köthe-Toeplitz space A = A(C) consists then of all /«-
measurable complex functions fix) on A for which ||/||x = e(|/|) = 
supcec 71/WI ^ W d/i<oo. We see at once that (?(/), if feP, satisfies 
(P1)-(P4), and therefore every Köthe-Toephtz space A(C) is 
a Banach space of the type considered in the preceding pages. 
Moreover, it is evident that the associate space X' of any space X 
is a Köthe-Toeplitz space, if we take for C the set of all non-negative 
cix)eX satisfying ||c||x < 1. Finally, if A = A(C), the proof of 
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Lemma 5 shows that |!c||x' < 1 for all ceC, hence ||/|[x" = ||/||x for 
all /e A(C), i.e. all Köthe-Toeplitz spaces are perfect. 

The systematic investigation of Banach function spaces whose 
norm is derived from a metric function o (/) possessing the properties 
(P 1), (P 2) and several other properties varying from theorem to 
theorem, was begun by H. W. Ellis - I. Halperin [1]. Of course 
one finds traces of similar ideas here and there in the older literature, 
e.g. already in Banach's famous book ([1], p. 86). The introduction 
of (P 3) and (P 4) is due to A. C. Zaanen, and the resulting theoretical 
.structure turns out to be of satisfactory elegance and generality. 
It remains largely a matter of future investigation to decide how 
much of the theory remains valid without (P 3) or (P 4), although 
some results in this direction are alread}/- known. 

We now turn to the problem whether every space X, as defined 
by us, is perfect or not, i.e. whether A is a Köthe-Toeplitz space 
or not. The answer is affirmative. The first proof was found by 
G. G. Lorentz [4], and the fact was communicated by letter (in 
answer to a question on this subject) to A. C. Zaanen in November 
1954. The author independently found a proof in December 1954, 
which later on turned out to be quite different from Lorentz's 
proof. The main idea of our proof is the use of a separation theorem 
(N. Bourbaki [1], p. 73) for closed convex sets in locally convex 
linear topological vector spaces. Sticking to the same idea I. Halperin 
has simplified our proof, and extended the statement to his more 
general spaces. We reproduce here Halperin's simplified version; 
in section 3 of the present chapter we shall brieflj' outline the 
original version. 

Theorem 4. The space X is perfect, i.e. X is a Köthe-Toeplitz space 
X = A(C) where C consists of all non-negative /Li-measiirable functions 
c{x) on A for which ||c]|x' =SJ 1. 

Proof. We have to .show that ||/||x" = 11/ ||x for every /^-measurable 
complex fix) on A. For any such function we know already that 
ll/llx" =̂  ll/llx, it is sufficient, therefore, to prove the inverse 
inequality. Write, for « = 1,2,..., /„(%) = J/(.T)| if !/(:*;) | < n 
and xeAn, fnix) = n if \fix)\ > n and xeAn, and /«(%) = 0 if 
xeA-An. Then fnix) f |/(.r)| a.e. on A and fnix)eX (« = 1, 2, ...); 
hence, if we can prove that ||/ri,||x -^ ll/nllx- for all n, the property 
(P 2) shows that ||/||x < Il/Ilx"- We choose therefore an arbitrary 
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index N, which is kept fixed in what follows, and, denoting by 
S the unit sphere of X (i.e. the set of all feX such that ||/||x =̂  1), 
we observe that in the Lebesgue space /.^(Zljv,,") the set U = S C] 
Li iA^,/ï) is a convex subset, closed in the norm topology of L^ (zljv,/̂ ) • 
Indeed, the convexity of U is evident, and since everj/ sequence 
gn e U (M = 1, 2, ...) which converges in the norm topology of 
Li(/liv, fi) to an element geLj (Jiv,/t) contains a subsequence gkix), 
k = n-i^, n2, ..., which converges pointwise a.e. on A^ to gix), we 
find by "Fatou's Lemma" that ||g]|x < lim inf |[gft||x ŜJ 1, hence 
geU. Without loss of generality we may suppose that ||/iv||x > 0. 
Then, for any constant e > 0, the non-negative function gix) = 
(1 + e) /i\r(^)/||/iv||x belongs to LiiA^./x), but not to U, and hence 
can be separated from [7 by a closed hyperplane in L^ (zlivr,/<), 
determined by some element /*e (Li)*. Every such /* may be ex­
pressed by means of a function h {x) e L^ {A^, /^), so there exists 
a constant C > 0 such that \f^^ghdfj,\ > C and l/^i^f/^d/ul < C for 
all f e U. These inequalities remain true if we replace h ix) by k ix), 
where kix) = \hix)\ for gix) ^ 0, and kix) = 0 for g(%) = 0 
(observe that fell implies //sgn he U). 

Next we prove that \f^^ f k d[j,\ :^ C for all feS. For this purpose, 
let 0 ^fix) e S. Then, for n = 1, 2, ..., the function min {fix), 
ngix)} is contained in Lf^iAif, /u) and in S, so that f^^ fkdfi = sup^ 
/^^ min {fix), ngix)}. kix)d/i < C. Our result so far is therefore 
that f^^gkd/u > sup fes\ f f kdfj.]. Hence f^^ [(1 + e)/Ar(^)/II/jv||x] 
k{x)d/z > Pllx', from which we deduce by Holder's inequality 
that Il/jvllx < (1 + e) L„ UNix) kix)l\\k\\x.] d/x ^ il + e) ||/;vllx.-. 
In this inequality e > 0 is arbitrary, hence ||/iv||x ^ II/A'IIX"-

Remarks. (1) If feX, then /* (g) = ffgdju defines on X' a bounded 
linear functional, and [|/*|| = ||/||x. 

(2). Holder's inequality /\fg\d/ii < ||/||xl|g'l|x' is sharp in two 
respects: given e > 0 and feX, there exists a function geX' such 
that llgllx' = 1 and 0 ^ ||/I|x - \ffgd/Li\<e, and given e > 0 and 
gsA', there exists a function feX such that ||/||x = 1 and 0 < ||g||x' -
\ffgdiu\<e. 

(3) If B is an arbitrary Banach space, and the unit sphere 
of the conjugate space B* is denoted by S*, then ||/|[ = sup/*e,s, 
|/*(/) I for any feB. Now, if B' is a linear subspace of B*, and 5 ' = 
S* n B', the subspace B' is called a norm fundamental sub-
space of B* whenever ||/|| = sup/*e,s'|/*(/) I for all feB. What we 
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have proved therefore in Th. 4 is that X' is a norm fundamental 
subspace of X*. 

It is perhaps interesting to observe that (in the general Banach 
space situation) B' is norm fundamental if and only if S' is dense 
in 5* in the weak* topology of B* (i.e. the topology generated by 
the elements of B). In fact, if S' is dense in 5*, and f*eS*, feB, 
e > 0 are given, there exists an element g*eS' such that [/*(/)-g* (/) | 
<s. Hence |/*(/) l<|g*(/)l + « < sup,*es' |g*(/)l + <'•• so ||/|| < 
supf*es*\f*if)\ < supg*es' |g*(/)| + £, which imphes ||/|| < supi,*es' 
|g*(/)|. The inverse inequality is trivial, so B' is norm fundamental. 
Assume conversely that B' is norm fundamental, and that, never­
theless, S' is not dense in S*. Then the closure S' (in the weak* 
topology) is a proper convex subset of S* = 5*, so there exists an 
element /JeS* not contained in S'. An application of the separation 
theorem shows the existence of an element feB and a constant 
C 5ï 0 such that |/o(/)| > C and |g*(/)| < C for all g*eS'. Since 
fle.S*, the first inequality implies ||/|| > C; since B' is norm fun­
damental, the second inequality implies ||/|| < C. This is the desired 
contradiction. 

2. Absolute Continuity of the Norm and Reflexivity. 

Let A be a Banach function space of the type considered in 
section 1, and let, for any set EcA, 7six) be the fixed notation 
for the characteristic function of E. We introduce the following 
definition (similar to a definition given by G. G. Lorentz [2; 3]): 

Definition i. An element feX is said to have an absolutely continuous 
norm whenever the following conditions are satisfied: 

(a) / / E is bounded, and En is a sequence of /j,-measurable subsets 
of E such that /u (£„) -^0 as n ->oo, then \\fXE„\\ ~> 0 as n -^oo. 

(b) ||/^^-d„|| ->0 as n -̂ » oo. 

The space X is said to have an absolutely continuous norm 
whenever every feX has an absolutely continous norm. 

The definition suggests that the property of possessing an 
absolutely continuous norm depends to a great extent on the 
particular choice of the sets An- This dependence, however, is 
only apparent: 

Lemma i. An element feX has an absolutely continuous norm if 
and only if f satisfies the following conditions: 
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(a) Given £ > 0, there exists a number ó > 0 such that /«(£) < è 
implies ||/^£;||<e. 

(b) / / the sequence of sets En in = 1, 2, ...) converges to a set of 
measure zero, then \\f7,En\\ -^0 as n ^ oo. 

Proof. If feX satisfies the conditions of Lemma 1, then / is evidently 
of absolutely continuous norm. Let now, conversely, feX be of 
absolutely continuous norm, and let /J-iEn) -^0. Then, if e > 0 is 
given, there exists an index A(e) such that \\fXA-Af^\\< e/2. Write 
now En = En' + En", where En' = En <^ A^f and En" = En <^ 
iA~A^). Then WJXEJI < Wfls^J + \\fXE';}\ < WfXE'J + el2 < e for n 
sufficiently large, since EncA^ and /<(£«') -> 0. 

Next, let En converge to a set of measure zero. Given e > 0, 
we determine N such that \\fXA-Aii\\<ej2. Then \\fXE„\\ < ||/Iij„ n ^̂ 11 
+ ||/^£„ n ^-^jvll ^ ll/̂ fi» n ĵvll 4- fi/2. Hence, since the sequence 
En '̂  AN of subsets of Ajsi converges to a set of measure zero (so 
that their measures converge to zero on account of /<(zljv)<oo), 
we obtain ||/^£„|| < £ for n sufficiently large. 

The following definition is suggested now by Def. 1: 

Definition 2. By X'"- we denote the set of all feX which possess an 
absolutely continuous norm. 

Evidently the set A'̂  is linear. Furthermore A" is normal, i.e. 
the relations /e A'', geA and \gix) \ ^ \fix) \ a.e. on A imply g e A". 
Hence, if fe A^, then fXg e X^ for every /^-measurable set E. 

Theorem i. X^ is a normal linear subset of X, closed in the norm 
topology of A, i.e. A*̂  is a normal linear subspace of X. 

Proof. We have only to prove that A'̂  is closed. Let fneX^ in = 
1, 2, ...) and | |/-/B|| -> 0 as « ^ OO. Then, given e > 0, there exists 
an index A(e) such that | | /-/jv| |<e/2. In order to prove now that 
the norm of / satisfies condition (a) of absolute continuity, let E 
be bounded, and EncE in = 1, 2, ...) such that fj,{En) -»-0. Then 
||/^£„|| < II (/-/jv) XE„ II + II /jv^£„ II < e forw sufficiently large. The 
proof for condition (b) is similar. 

Remark. I t is possible that the subspace A^cA contains only the 
null element of X as is shown lor example by the case A = 
L^iA,fi) (provided the measure /t contains no atoms). For the other 
Lebesgue spaces I,j,(z],/<), l^p<oo, we have evidently (Lp)'' = Lp. 

Lemma 2. / / fneX'^ iii = 1, 2, ...), then fn converges strongly {i.e. 
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in the norm topology) to an element fe X if and only if fnix) converges 
in measure to fix) on each set S of finite measure, and the norms of 
fn are uniformly absolutely continuous. 

Proof. We first prove that the conditions are necessary. Since 
strong convergence in X implies convergence in measure on sets 
of finite measure (section 1, Th. 1, Remark), we have only to show 
that the norms of fn are uniformly absolutely continuous. Given 
e > 0, there exists an index Wo(fi) such that | | / - /n | | < e/2 for 
n ^ Mo(e). Let now E be bounded, and E„icE such that/<(£,«) -^0 
as m -> oo. Then, since the norms of / and all fn are absolutely 
continuous, there exists an index mo(e) such that, tor m ^m^ie), 

we have ||/^£„|1 < e/2 and \\ifn-f)^Ej < e/2 for n = 1, 2 HQ. 
Hence, if 7M > ^„(e) and n is arbitrary, then ||/re ^£„|| < | | ( /»- / ) 
''̂ ^mll + II/''̂ .E„|| < e. The proof for condition (b) is similar. 

We now turn to the proof that the conditions are sufficient. 
The hypothesis that the norms of /« are uniformly absolutely 
continuous implies that, given CT > 0, there exists an index Nia) 
such that ||/„Zj_^^|| < ff/2 (« = 1, 2, ...), so ||(/ro-/„) ^.i-^ivil < «• 
for aU m, n. It, furthermore, for any fixed e > 0, we write £„„ = 
{X : I fmix) -fnix)\^e} n zljv, then || ifm-fn)X^N\\ < II ifm - fn) '^Af^Em,n\\ 
+ ll(/m-/«)^Ê„,Jl sS e \\XA^\\ + |!(/m- /«) ^E^,!- By the con­
vergence in measure on A^ and the fact that the norms of 
fn are uniformly absolutely continuous, Wifm-fn) ^E„^„\\ can be 
made arbitrarily small for sufficiently large m, n, so that lim 
supTO_„ \\ifm~ fn)'^^N\\ ^ e W^-^NW- This holds for any e > 0, hence 
\\ifm'-fn)'J^df^\\ ^ 0 as m, n ^oo. Finally, \\fm-fn II < II (/m-/n)^^ivll + 
II (/m-/m)^^-/iivll implies lim sup„^„ \\ fm-fn II < a, and since a > 0 
is arbitrary we have Wfm-^fn II ->0 as m, n -> oo. But then fn con­
verges strongly to some g e X^, and, from the convergence in measure 
of fnix) to gix) on each set of finite measure (section 1, Th. 1, 
Remark), as well as to fix) (by hypothesis), we conclude that 
fix) = gix) a.e. on A. Hence ||/ - fn\\ ^0 as n ^ oo. 

Corollary. (1) Any sequence fn e X^ such that |/n(^)l |̂' 0 ^-^^ on A 
has the property that \\ fn \\ | 0. 

(2) A = A^ if and only if any sequence / ^ e A such that \fnix) \ | 0 
a.e. on A has the property that |j/„|| .j, 0. 

Proof. We have only to prove the second part. "Only if" is evident. 
If, conversely, any sequence /^eA such that \fn (%) | | 0 satisfies 
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||/M|| I o, and if feX is given, we consider the sequence fn = fXA—A„. 
Then \fnix)\ | 0, hence \\fXA-A„\\ | 0. Also, if E bounded, and En 
is any decreasing sequence of subsets of E such that / ^ (£B) -^ 0, 
then similarly ||/> ĵs„|| -> 0. It remains to prove that the same is true 
if En is not necessarily decreasing. Assuming that the statement 
is false, there exists a number e > 0 such that ||/^£„|| > e for some 
sequence EncE satisfying juiEn) ^ 0 . We may assume that /^(£m) 
< n~^. Then, if Fn = U°l„ Ei, the sequence Fn is decreasing, 
fiiFn) is decreasing, /^iFn) -> 0 and \\fXF„\\ > e, in contradiction 
to what has already been proved. 

Remark. If we apply this lemma to a Lebesgue space of type Z,̂ , 
we find necessary and sufficient conditions in order that a sequence 
of integrable functions converges in mean to an integrable function 
(compare P. R. Halmos [1], p. 108). 

We shall now consider another linear subspace of X. 

Definition 3. By X'' we denote the closure {in the norm topology of 
A) of the set of all hounded [x-measurable {complex) functions fix) 
on A, having the property that the set on which fix) ^ 0 is bounded. 
The subspace (A') ^ of X' is defined similarly. 

Obviously, if feX'', then the real and imaginary parts of / belong 
to X^, and also /^^ e X^ for any /^-measurable set E. Furthermore, 
it is easy to see that (A')** is a norm fundamental subspace of the 
Banach space A* (the conjugate space of A), i.e. if feX, then 
ll/llx = sup J\fg\dfi for all g e (A')" such that ||g||x' s^ 1. In fact, if 
fe X and e > 0 are given, there exists, since by the perfectness of 
A, Holder's inequality is sharp, an element geA' such that ||g||x' < 1 
andO < \\f\\x-I\fg\dii < e/2. Putgn(%) = g(%) toi x e An, \gix)\ < n. 
and gn{x) = 0 elsewhere. Then 0f^f\fg\dfA,-f\fgn\dfj.<el2 for 
n > «o(s)- Hence, for n > '«o(e), we have gne(A')^ Hgrellx- ^ 1 and 
0 ^ ll/llx -J\fgnW < e, which shows that ||/||x = sup JMdp for all 
ge(A')» satisfying | |g| |x'< 1. Similarly A» = (A")" is a norm 
fundamental subspace of (A') *, so certainly a norm fundamental 
subspace of A = A " . Moreover, this argument leads to a non-trivial 
extension of Lemma 4 in section 1, which we formulate in the 
following lemma: 

Lemma 3. fe X {or f e X') if and only if f{x)gix) is integrable 
over A for every g e (A')' ' (or for every g e A*). 
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The subspaces X^ and A* are closely related. A first result is 
embodied in: 

Lemma 4. X^ c A*. 

Proof. Let /e A^ and fnix) = fix) for xeAn,\fix)\^n, and 
fnix) = 0 elsewhere. Then fneX'> (« = 1, 2, ...), and if we write 
En = {x : fnix) ^ fix)}, the sequence En decreases to a set of 
measure zero. Hence, by Lemma 1 (b), we have | | / - /? j | | = ||/^£„|| 
->0 as n -> 00, which shows that fe A*. 

Examples. For the Lebesgue spaces Lp (1 < ^ < 00) and the 
spaces Aia, p) (1 ^ ^ < 00) of G. G. Lorentz [1; 2] we have 
A = A* = X^. If A = Z,^ iA, fx), where /<(Zl) < 00 and /t contains 
no atoms, then {0} = A'^cA* = A. The following example shows 
that {0} c A'̂  c A' 'c A may occur, where all inclusions are proper. 
Let fi be Lebesgue measure on the interval [0, 00) and ||/||x = 
fo\fix)\dfi + ||/̂ [i<.v<oo]iloo- Then A^ consists of all fix) such that 
/eZ.i(0,1) and fix) = 0 a.e. on [1, 00), and A** consists of all 
fix) such that / G L I ( 0 , 1 ) , /(%) is bounded on [1, 00) and such that 
fix) ^» 0 as % -> 00. In chapter 2 we shall discuss more examples. 

Now we shall discuss the problem on what conditions we have 
X"' = X^. An answer can be formulated as follows: 

Theorem 2. In order that A'̂  = A^ it is necessary and sufficient 
that the conjugate space (A*)* of A* may be isometrically identified 
with the associate space X' of X. 

Proof. In order to prove that the condition is necessary, we have 
to show that every bounded linear functional g* (/) on the Banach 
space X^- = A* can uniquely be written in the form g* (/) = ffgd/u, 
geA'. Assume therefore that g* (/) is such a bounded linear functional, 
and define the set function FiE) by P(£') = g*(^£) for all /t-
measurablesubsetsEcZlj. Since \FiE)\ ^ ||g*|| H^jsJIx^O as/^(£) ^ 0 , 
there exists an integrable function gix) on A^ such that g*(^£) = 
FiE) =fAj^XEgd/Li (Radon-Nikodym Theorem). We extend FiE) 
and the corresponding g(%) in an obvious way to all An- Hence 
g*(Z£) = FiE) =fXEgd/Li for any bounded set E, from which we 
immediately deduce that g*(/) = /fgd/j, for all step functions fix) 
vanishing outside a bounded set. For any fix), non-negative, 
bounded and vanishing outside a bounded set, there exists a sequ­
ence of these step functions fnix) > 0 such that fnix) f fix) uni-
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formly on A, hence | | / - /« | |x -> 0 as « ^-oo. This implies g*(/) = 
ffgd/x for every such /, and the same is then true if / {x) is no longer 
non-negative. We next show that ge A'. Let fe X, and write /«{x) = 
|/(%)|/sgn gix) for xeAn, \fix)\ < «, and fnix) = 0 elsewhere. 
Then WfnWx < ll/llx, so |g*(/„) | < ||g*|| ||/„||x < ||g*|| ||/||x. But g*(/») = 
ffngd/i =f\fng\d/u, SO that, since \fnix) gix)\ f \fix) gix)\ a.e. on 
A, we obtain ƒ |/g|i/< = hm f \fng\dfj. = lim g*(/») < ||g*|| ||/||x < oo­
i t follows that fix)gix) is integrable over A for every feX, hence 
geA' by Lemma 4 in section 1. Finally, we prove that g*(/) = 
ffgd/j. for any fe X"" = X» First we take /e X» = X^ such that fix) 
vanishes outside some zJjv. For « = 1, 2, ..., write/»(%) = /(;v) for 
| /(A;)| < n, and /»(:ï) = 0 elsewhere. Then /<(£"« [x : fnix) ^ /(:v)]) 
^ 0 as « ^ o o , hence | | /- /»| |x = ll/̂ £„Ilx -> 0, and g*(/) = lim 
g*ifn) = lim ffngdfj, = ffgd/i. by dominated convergence. Let next 
/e A*" = A'̂  be arbitrary, and write fn (x) = / {x) on An, and /«(%) = 0 
elsewhere. Then | | /- /n| |x = ||/^.d-j„|lx -̂ ^ 0 as « -> oo, hence once 
more g* (/) = ffgd/i. Since A** is a norm fundamental subspace of 
A (see Def. 3, Remark), we have ||g||x' = sup \f fgdfj,\ (for feX^, 
ll/llx ^ 1) = llg'*ll, and this shows too that g(x) is unique. Con­
versely, every ge X' obviously generates a bounded linear functional 
g* (/) = ffgdfi on A, and therefore on X*> = X^. The final result 
is therefore that there exists a 1-1 isometric correspondence between 
(A&)* and A'. 

In the proof that the condition (A*) * = A' is sufficient, we shall 
adopt a slightly more general point of view. Assuming that F is a 
linear subspace (i.e. a closed linear subset) of A with the property 
that if fe V, then the real and imaginary parts of / belong to V, 
and also fX^eV for any measurable set E, we shall prove that F* 
= A ' implies FcA ' ' . The particular case V = X^ will imply then 
that A* c X^, and since X^ c A* is always true by Lemma 4, we 
obtain the desired result A" = X^. Let therefore V* = X'. Then, 
by a well-known theorem (J. Dieudonné [1], p. 128) the unit sphere 
S' of A ' is compact in the corresponding weak* topology (i.e. the 
topology generated by the elements of V). If FcA'^ is false, there 
exists a function feV which does not possess an absolutely continuous 
norm, and, since it follows from the hypotheses on V that any fe V 
is a linear combination of non-negative functions belonging to V, 
we may assume that fix) > 0. Let first condition (a) for an ab­
solutely continuous norm not be satisfied by this particular /. 
Then, for some bounded set E and some e > 0, there exist subsets 
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EncE such that «(£«) < «"" and ||/^£„|| > e for « = 1, 2, ..., so, 
writing Fn = U~„ Ei, the sequence Fn is decreasing, /^(F,j)->0 
and 11/ XF„ || > e for all n. Consider now the sequence ^m = { ge A ' : 
\ff7F^ d/i\ < E} (« = 1, 2, ...) of weak* open subsets of A' = F*; 
these sets An constitute a weak* open covering of A' , hence, by 
the compactness of 5 ' , there exists a finite number of indices 
Wj, «2, •••, '^k with the property that for any geS' there exists an 
index «^ = M«(g), 1 < ?'^ k, such that \ffX-F„. gd/x\ < e. But then, 
since /(x) > 0 and ge S' implies |g|e 5' , we also have/|/5^F„. g\d/x < E 

for some Uj = »,(g), 1 < ƒ < ^. I t follows, since Fn is decreasing, 
that for n '^ N = max (w ,̂ n.^, ..., w )̂ we have ƒ |/^f„g|i/t < e for 
every ge S', hence ||/^f„|| $̂  e for n '^ N. This, however, contradicts 
||/^r„ll > e for all n. The proof that condition (b) for an absolutely 
continuous norm is satisfied by any / e F is similar. 

Corollary. Let V be a linear subspace of X such that: 

(a) If feV, then the real and imaginary parts of f also belong to V. 

(b) / / feV, then fXE e V for any fi-measurable set EcA. 

(c) A ^ c F . 

Then V* = A ' // and only if V = X^ = X». 
We do not know if this is also true if F does not satisfy (c). 
The following theorem is an immediate consequence: 

Theorem 3. A* = A ' iisometrically) if and only if X = X^ = A* 
ii.e. if and only if the space X has an absolutely continuous norm). 

By means of this theorem we can obtain necessary and sufficient 
conditions in order that A is reflexive. Similar conditions have 
recently been obtained by I. Halperin [3] and G. G. Lorentz [4]. 

Theorem 4. A /,s reflexive if and only if both X and its associate 
space X' have an absolutely continuous norm. 

Proof. The sufficiency of both X and A ' having absolutely con­
tinuous norms is evident by Th. 3. The necessity can be proved as 
follows: As we have seen before (Lemma 3 in section 1), A'cA*. 
Now, if A' ^ A* and A is reflexive (i.e. A = A**), there exists, 
by the Hahn-Banach Theorem, an element feX** = A such 
that ||/|[x > 0 and ffgd/i = 0 for all g e A ' , which is absurd. Hence 
X' = A*, which imphes (A') ' = A = (A*)* = (A')*. The 
desired result follows now by Th. 3. 
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Remark. It is an immediate consequence that the Lebesgue spaces 
Lp iA, /i) are reflexive tor 1 < p < oo and, provided /j, contains 
no atoms, fail to be so for /> = 1 and p = oo. 

3. Linear Topologies, Separability and Reflexivity. 

In the present section we shall assume that the reader is familiar 
with the elementary theory of locally convex linear topological 
vector spaces (see e.g. N. Bourbaki [1], J. Dieudonné [1, 3] and 
H. Nakano [2]). We briefly recall some of the most important 
notions. 

A mapping A: / -> A''(/) of a linear vector space R into the real 
numbers such that A(0) = 0, 0 < A(/) < 00 for each fe R; 
^ifi + f2) < ^ ( / i ) +A'(/2) for each pair A, f,e R; N {af) = |a| 
N if) for each /e R and each complex a, is caUed a semi-norm on 
R. Each set {N} of such semi-norms on R defines a locally convex 
linear topology on R in the following way: The particular sets 
{/ -Nif^fo) < e} for all Ae {A^}, all f^e R and all e > 0 are the 
generators of the topology, i.e. the open sets are all unions of all 
finite intersections of these generators. We shall always assume 
that the set {N} contains so many semi-norms that if A(/) = 0 
for all Ne{N}, then / = 0. The resulting topology is then a Haus-
dorff topology. 

A well-known example is the weak topology on a Banach space 
B, generated by a total subset Y of B* (the statement that Y is 
total means that /* (/) = 0 for all /*e Y implies / = 0). The semi-
norms iV(/) are defined by A(/) = | /*(/) | , /*e Y. We denote this 
topology by ff(fi, Y). If no confusion is possible, CT(Z?, B*) is usually 
called "the weak topology" on B. Similarly ff(B*, B**) is the weak 
topology on B*. I t is stronger than (T(S*, B), the weak* topology 
on B*. These two topologies on B* are identical if an only if B 
is reflexive. It is a well-known theorem (and we have used it already 
in Th. 2 of section 2) that the unit sphere ||/*|| ^ 1 of B* is compact 
in the weak* topology. 

The subset H oi B is called aiB, Y) bounded if for each f*e Y 
there exists a number Mf* (depending on /*) such that |/*(/)| < M^* 
tor all f e H. The sequence fne B (« = 1,2,...) is called a or(B, Y) 
Cauchy sequence if /*(/») converges for each /*e Y to a finite 
number, and it is called ö-(i?, Y) convergent if there exists an element 
/«e B such that lim /* (/„) = /* (/„) for each /*e Y. 
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Lemma i. If Y is a norm fundamental subspace of B*, then the 
subset H of B is aiB, Y) bounded if and only if it is bounded in norm. 

Proof. If H is bounded in norm, so ||/|| < M for all feH, then 
|/*(/) I < M ||/*|j = M,. for each /*e Y and all fe H. If conversely 
I/* (/) I < Mj* for each /*e Y and all fe H, then, considering the 
bounded linear functionals F if*) = /*(/) on the Banach space Y, 
we have \\F\\ < M for all F by the Banach-Steinhaus Theorem. 
Furthermore, if we denote by S* the unit sphere of B*, \\F\\ = 
supy*g5* n Y |^(/*) I = sup I/* (/) I = 11/11, since Y is norm fundamental. 
Hence ||/|| < M for all f e II. 

Let A be a Banach function space of the type considered in 
sections 1, 2, and let again, for any set EcA, XEix) he the fixed 
notation for the characteristic function of E. 

A semi-norm N on A will be called a normal semi-norm if it 
has the property that |/i(;v;)| ^ | / (^) | a.e. on A imphes A (/J ^ 
Nif). Hence, if N is normal, and j/^l = I/2! a.e. on A, then Nifj) = 
A (/a). The semi-norms A(/) = \ffgd/j,\, g e A ' , which define the 
topology ö-(A, A') , are not normal, for, replacing fix) by f^ix) = 
|/(A:)|/sgn gix), we have \fiix)\ = | /(^) | , and nevertheless A(/^) = 

f\fg\d/i > Nif) in general. The semi-norm A(/) = f\fg\d/j,, g e A ' , 
however, is normal. 

We shall need the following lemma: 

Lemma 2. / / fnix) e L^iA, /«) (« = 1, 2, ...), and the sequence 
of set functions Fn (£) = f E fn d/i converges to a finite set function F {E) 
for each /x-measurable EcA, then 

(a) the functions FniE) are uniformly absolutely continuous, i.e. 
given e > 0, there exist a number (5 > 0 and an index N such that 
fA-AN\M d/x < E for all fn, and fslfn] d/i < E for all fn if /xiE) < d, 

(b) there exists a function f^ix) eLi(Zl,/<) such that F{E) = fsfod/x. 

Proof. For the existence of ó > 0 and /g (x) we refer to P. R. Halmos 
([1], p. 170). In order to prove the existence of the index N we 
write D-^ = A^, Dn = An—An_i (« = 2, 3, ...), and £„ = E n Dn 
for any /t-measurable set E. The measure v on Zl is now defined by 
v{E) = Z^ /xiEn)l[2»{l + /xiDn)}] Then viA) < 00, and viE) = 0 
if and only if fi (£) = 0. Hence all Fn (£) are absolutely continuous 
with respect to the measure v. It follows that, given e > 0, there 
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exists a number ój > 0 such that viE) < ö^ implies |F„(J5) j < e/4 for 
all n. But viA - A^) < ó̂  f or A suf ficiently large, so \fEfn d/x\ < e/4 
for any EcA - AN and all n. Hence 7^-jjv I/«I ^i" < ^ for all n. 

Lemma 3. Let L^ = Lj(.S, /x) for some bounded set S, and L^ = 
L^iS,/x). Then every (T(I.], L^) Cauchy sequence is aiL^, L J)convergent. 

Proof. Let fneL-^ (« = 1, 2, ...) be a CT(Z-I, /-„) Cauchy sequence. 
Then it is obviously (T(LI, L^) bounded, hence bounded in norm 
by Lemma 1; so ||/„|| ^ M. Since XE e L^ for any /^-measurable 
EcS, the sequence Fn{E) =fE fn d/x converges to a finite set function 
Fiji) on 5. Hence, by Lemma 2(b), there exists a function /o(%) eZ-j 
such that lim f E fn d/x = f E f O d/x for all /«-measurable E c S. I t 
follows that lim fs fn gd/i = fs /o gd/x for each /^-measurable step 
function g{x) on 5. 

Let now 0 < g(^) eL^. Then there exists a sequence gnix) of 
non-negative step functions such that gn\ g uniformly, so lim 
llg'-&Jloc = 0. Hence 

\fifo-fn)gdfX I < \ffoig-gN)d/x I + \fifo-fn)gNd/l\ + \ffnigN~g)d/x\ 

< \fifo-fn)gt> d/x\ + [ll/oll + M] llg-g^lL, 
so that, given e > 0, we may first take N so large that the second 
term does not exceed e/2, and then n so large that the first term 
does not exceed e/2. I t follows that lim fs fn gd/x = fs /o gd/x for 
such a non-negative g (;t), and the same is then true for any g (x) eZ,^. 

Theorem i. Let Y be a linear subspace of X' such that (A')*cY, 
and such that feY implies fXs e Y for any /x-measurable EcA. Then 
every cr(A,Y) Cauchy sequence is cr(A,Y) convergent. 

Proof. Let fne X (« = 1,2, ...) be a CT(A, Y ) Cauchy sequence. 
Then it is obviously cr(A, Y) bounded, hence bounded in norm 
by Lemma 1 (since Y is norm fundamental on account of (A') ^cY); 
so ||/ji||x =£ï M. Furthermore, since /„ e L-^iA^,/x) for all n, and 
L^iA^, /x) c iX')^ c Y, the sequence fn is a CT(LI, LJ) Cauchy 
sequence on Zl̂ , so that by the preceding lemma there exists a 
function /Q e L^ (/l^, /x) such that lim ffngd/x = ffogd/x for each 
geL^( / l i , /x). Extending /„(x) in an obvious way to all A/c, we 
obtain lim ffngd/x = ff^gd/x for each geL^ {Ajc, /x). 

We next prove that /„ e A. Let ge A ' be arbitrary, and, for m = 
1, 2, ..., let gmix) = |g(a;)|/sgn/o(x) for xeAm, \gix)\ < m, and 
gm ix) = 0 elsewhere. Then g„ e Z,^ (/l^, /^), so ƒ |/o gmĵ /̂  = ffogmd/x = 
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hïUnffngmdfx < M \\g\\x', which implies on account of \gmix) | f Ig(x) | 
that f\fog\d/x = linim f\fogm\d/x < M \\g\\x'. Hence f^g is integrable 
over A for each ge A', which is equivalent to /oe A. 

It remains to prove that lim ffngd/x = ff^gd/x for each g e Y. 
Let first g vanish outside some A^. Since gXseY for any /^-mea.sur-
able EcA)c, the sequence FniE) = ffn g^sd/x =fEfngd/i converges 
to a finite set function on A/c. Hence, given e > 0, there exists 
by Lemma 2(a) a number ó > 0 such that /<(ZÏ) < ó implies 
|F„(Zi)| < £ for all n. Moreover, we may take d so small that also 
IfpfogdMl < e if /<(£) < d. Now split up Aic into two sets A' and A" 
such that /xiA') < è and g(x) is bounded on A". Then 
l7(/»-/o) gd/i^l < \fA"ifn-f,)gd/x I + \FniA')\ + \f,f,gd/x\ < 3e 
for sufficiently large n. Finally, if g e Y is arbitrary, the sequence 
FniE) = f fng'^-sd/x = fEfngd/i converges to a finite set function 
on A. Hence, given e > 0, there exists by Lemma 2(a) an index N 
such that \fA-Ajngd/x\ < s for all «, and also |/^_^^ fogd/i\ < e. 
Then \fifn - fn) gdfx\ < 3 e for sufficiently large «. 

Corollary. Every CT(A, A') Cauchy sequence is (T(A, A") convergent. 

The following definition is analogous to Def. 1 in section 2: 

Definition i. The semi-norm Nif) on X is called absolutely con-
tijiuous whenever it has the following properties: 

(a) If E is bounded, and En is a sequence of /i-measurable subsets 
of E such that /«{En) -^ 0 as n-^ oo, then N (/^E„) ^ 0 «S M ^ oo 
for each feX. 

(b) NifXA-A^ -^ 0 as n -> oo for each f e A. 
If the set {N} of semi-norms defines the topology T on X, and if 

each Ne {N} is absolutely continuous, then the topology T is said to 
be absolutely continuous. 

Exactly as in section 2, the dependence on the sets An is only 
apparent, as our next lemma shows. 

Lemma 4. The semi-norm Nif) is absolutely continuous if and 
only if it satisfies the following conditions: 

(a) Given e > 0 and fe X, there exists a number 6 > Q such that 
/xiE) < è implies NifXg) < e. 

(b) If the sequence of sets En in = 1, 2, ...) converges to a set of 
measure zero, then NifX-E^ -> 0 as n -> 00 for each feX. 

Proof. Analogous to the proof of Lemma 1 in section 2. 
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It is easy to give examples of absolutely continuous semi-norms. 
If gi (i = 1, ..., n) are elements of A' , then A^(/) = supi^,.^„ 
\ffgid/x\ is absolutely continuous; the topology cr(A, A') is therefore 
absolutely continuous. A less trivial example is the following one: 

Lemma 5. If fn e X (w = 1, 2, ...) is a a (A, A') Cauchy sequence, 
then Nig) = siipn f\fng\d/x is an absolutely continuous normal semi-
norm on A ' . 

Proof. We observe first that A(g) < 00 for each g e A ' on account 
of the boundedness of the sequence ||/B||X. The absolute continuity 
follows from Lemma 2(a), since the sequence of set functions 
FniE) = ffngXsd/x = fEJngd/x converges to a finite set function 
on A. 

In the Lemmas 6, 7 and in Theorem 2, which follow next, we 
assume that the topology T on A defined by the set {N} of semi-
norms, is absolutely continuous, and that all Ne{N} are normal. 

Lemma 6a. Let f e X, fn e X (« = 1, 2, .. .), let fnix) converge in 
measure to fix) on each set S of finite measure, and let finally, for 
each Ne{N}, the absolute continuity of Nifn) be uniform in n. Then 
^if~fn) -> 0 as n -^00 for each Ne{N}, i.e. fn converges to f in 
the topology T. 

Proof. Analogous to the sufficiency proof of Lemma 2 in section 2 
(even somewhat simpler, since fm - fn may be replaced by / - /„). 

Corollary. (1) Any sequence /^e A such that |/n(x) | \. 0 a.e. on A has 
the property that Nifn) \ 0 for each Ne {N}. 

(2) Z/ 0 < fnix) e A and fnix) \ fix) e A, then N if ~ fn) -> 0 for 
each Ne {N}, so certainly Nifn) t Nif) for each Ne {N}. 

Our next aim is to prove that the conditions of Lemma 6a are 
not only sufficient but also necessary for the convergence of fn 
to / in the topology T. The difficulty lies in the proof of the con­
vergence in measure. In the corresponding proof of Lemma 2 in 
section 2 the success is due to the fact that | | / - /n | |x -^ 0 implies 
the existence of a subsequence gn of fn such that gnix) converges 
to fix) pointwise a.e. on A. We shall show that the convergence of 
fn to / in T implies the same, but in order to do so it seems inevitable 
to extend each semi-norm N to a domain which may be larger than A 

Let P be the set of all non-negative /^-measurable functions on A, 
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and Q = P r\ X. Then Q is closed under addition, multiplication 
by non-negative constants, and the lattice operations of taking 
max (/j, /g) and min (/j, f^). This is evident for min (/j, /g), and for 
max (/i, f2) it follows by observing that max (/j, /g) ^ /i + /g. 
Let L be the class of limits of monotone increasing sequences of 
functions of Q. Evidently LDQ, and the class L is also closed under 
addition, multiplication by non-negative constants and the lattice 
operations. If /(x')e L, and A''e {A''}, we wish to define A^(/) = lim 
Nifn), where fneQ and /„ f /, and where -f 00 is admitted as a 
possible value of A(/) . In the particular case that le Q, the second 
part of the above Corollary shows that the new definition agrees 
with the old value of Nil). However, we have to show first that 
N il) is independent of the particular sequence /„ f /. Let therefore 
fn and gm be increasing sequences of functions of Q, and let lim 
gm < lim /„. Then /„ > min (/„, gm) and min (/„, gm) f gm as w^oo, 
hence lim Nifn) > Nigm), so that, letting w -> 00, we obtain lim 
Nifn) ^ lim N{gm)- Once the uniquencess of A(/) is established, 
the properties A(/) > 0, A(A + 4) < A (A) -f A (4) and A (a/) = 
a Nil) tor any constant a ^ 0 are evident. Furthermore, if /gS L 
and 0 < liix) < l^ix), then ^e L and A (A) < A ( y . In order to 
prove this, let fne Q and fn t l2- Then g^ = min (/„, A) e () and 
gn t A, so l,eL and A (A) = hm A(g„) < hm A(/„) = A ( y . 
Finally, if A (A;) is a /«-measurable complex function on A such that 
\hix)\eL and Ni\h\) < 00, we define A(/z) = A(|/j|). Observe 
that for heX this agrees with the old value (since A is a normal 
semi-norm). 

Lemma 6b. If feX, fn e X (w = 1, 2, .. .), and fn converges to f in 
the topology T, then fnix) contains a subsequence which converges 
pointwise to fix) a.e. on A. 

Proof. Without loss of generality we may assume that all fnix) 
are finite everywhere on A. We start by picking one semi-norm 
Ae {N}. Since lim N{/m- fn) = 0 as m, n -^ 00, there exists a 
subsequence gn of fn such that 2" Nign+i - gn) < 00. Then, if 
^W = \gAx)\ + irlgn+iix) - gnix)\, we have / e L, A(/) < 00, 
and, if gix) = g^ix) -f U^ {gn+iix) - gnix)} for /(%) < 00 and 
gix) = 0 for lix) = 00, we have \gix)\ ^lix), hence |g|e L and 
A(g) = A(|g|) < 00. Similarly Nig-gn) -^ 0 as n -> 00, so, since 
Nif-gn) ^ 0 as well, A ( / - g ) = 0 . 

Now pick a second norm A*e {N}. Then N* if - gn) -^ 0, and, 
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for a suitable subsequence gn*ix) of gnix), the function g*, defined 
by g*ix) = g^*ix) + Z^, {gl+iix) - glix)} for lix) < oo and 
g*{x) = 0 for lix) = oo, satisfies A * ( / - g * ) = 0. But g* = hm 
gn* = lim gn = g for each x at which /(A;) < oo, and g* = g = 0 
if lix) = oo. Hence g* =- g for all x, so A ( / - g) = A* (/ - g) = 0 . 
This implies A ( / - g) = A (|/ - g|) = 0 for each A e {A}. It remains 
to prove that if * e L, Nik) = 0 for all Ae{A}, then k =0 a.e. 
on A. Let gn e (?, g„ t k. Then 0 < A(g„) < Nik) = 0 for all 
A^e{A}, hence A(g„) = 0 for all A e {A}, so gnix) = 0 a.e. on A 
since the topology T is a Hausdorff topology. This holds for « = 
1, 2, ..., so kix) = 0 a.e. on A. 

Lemma 6c. If f e X, fn e X (« = 1, 2, ...), and fn converges to f in 
the topology T, then fnix) converges in measure to fix) on each set of 
finite measure, and, for each N e {A}, the absolute continuity of 
Nifn) is uniform in n. 

Proof. The convergence in measure follows from the existence of a 
subsequence converging pointwise to fix) a.e. on A (see section 1, 
Th. 1, Remark). The proof of the absolute continuity of Nifn), 
uniformly in n, is analogous to the corresponding part in the proof 
of Lemma 2 in section 2. 

In order to prove a further important property of the topology 
T, we need a lemma: 

Lemma 7. Let g* e A*. Then g*e A ' [i.e. there exists a function 
gix) e X' such that g*(/) = f f gd/x for all f e X) if and only if g* has 
the property that 0 < fnix)e A (« = 1, 2, .. .), fnix) | 0 a.e. on A, 
implies g*ifn) -^ 0 as n ->- 00. 

Proof. If g*e A' , then it obviously has the mentioned property 
(dominated convergence theorem). Assume, therefore, conversely 
that g*e A* has this property. By Z^(£) = g*(^£) we define a 
finitely additive set function for all /«-measurable sets EcA^. We 
shall prove that FiE) is countably additive. If EkcA^ {k = 1, 2, ...) 
is a sequence of disjoint /«-measurable sets, and E = U ^ i £*, 
Gn = E - \5"E]c, the sequence Gn is decreasing, and XG„ | 0 as 
« ^ 00. Hence FiE) - Z» F(£fc) = F(G„) = g*iXG„) ^ 0 by 
hypothesis, so FiE) is countably additive. Since /«(£) = 0 implies 
FiE) = 0, it is also absolutely continuous, so there exists (by the 
Radon-Nikodym Theorem) a function gix)e L^iA, /x) such that 
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g* (^E) = f^Egd/i for any /«-measurable E c zl .̂ The remaining 
part of the proof is very similar to the corresponding part in the 
proof of Th. 2 in section 2. 

Theorem 2. Let the topology T on X, defined by the set {N} of normal, 
absolutely continuous semi-norms, be stronger than the topology 
o-(A, A') and weaker than the norm topology of X. Then X' is the 
dual space of X, i.e. any linear functional Gif) on X ,continuous in 
the topology T, is of the form Gif) = ffgd/x, g e A' , and conversely. 

Proof. Let G(/) be a linear functional on A, which is continuous 
in the topology T. Then, since T is weaker than the norm topology, 
G(/) is also continuous in the norm topology, i.e. G(/) is a bounded 
linear functional on X. Let now 0 ^ fnix) e X, fnix) | 0 a.e. on 
A. Then (by Lemma 6a, Coroll. (1)) /„ converges to zero in the topo­
logy T, hence G (/») -> 0 by hypothesis. This shows that the bounded 
linear functional G on A satisfies the conditions of Lemma 7, so 
GeX'. Conversely, if gix) e X' is arbitrarily chosen, then G(/) = 
ffgd/x defines a mapping of A into the complex numbers which is 
continuous in the aiX, A') topology, and therefore also in the 
stronger topology T. 

Corollary. If H is a linear subset of X, then H is closed in the topo­
logy T if and only if it is closed in the CT(A, A') topology. 

Proof. Since T is stronger than cr(A, A ' ) , any set which is closed 
in cr(A, A') is also closed in the topology T. Assume, conversely, 
that ZZ is a linear set which is closed in the topology T. Then, by a 
well-known theorem, H is the intersection of all closed hyperplanes 
(in the topology T) which contain H. But, by Th. 2, each closed 
hyperplane in the topology T is determined by an equation G if) = 
ƒ fgd/x = c, g e X', c constant, and it is also known that each closed 
hyperplane in the topology o-(A, A') has an equation of the same 
form. Hence H is the intersection of a set of closed hyperplanes 
in CT(A, A ' ) , and this shows that H is closed in cr(A,A'). 

Remark. The proof of Th. 2 is independent of the perfectness of 
X, i.e. we can prove Th. 2 (and the Lemmas 6a and 7, upon which 
the proof of Th. 2 is founded) without using the property that A 
is perfect. 

We now show that the statement in Th. 2 is not an empty 
statement by giving an example of a topology T which actually 
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satisfies all conditions of Th. 2. A similar topology on a Banach 
lattice was considered by H. Nakano [1]. 

Definition 2. By \a\ (A, A') we denote the topology on X defined 
by means of the set of semi-norms Ngif) = f\fg\d/x, g e A' . The 
topology |ö-| (A', A) on X' is defined similarly. 

Each Ngif) is evidently a normal semi-norm, and if Ngif) = 0 
for all ge A' , then / = 0 a.e. on zl. Furthermore, each Ng is absolutely 
continuous, so |£T|(A, A') is absolutely continuous. In order to 
prove that |cr|(A, A') is stronger than (T(A, A ' ) , it is .sufficient to 
prove that any set 0„ = {/ : \ffgd/x\ < e, g e A' , e > 0} contains 
a |(T|(A, A') open set. The set 0|o, = {/ :f\fg\d/x < e} satisfies this 
condition. Similarly, since 0^^-, contains the norm open set {/ : 
ll/llxllg'llx'< e}, the norm topology is stronger than |c7|(A, A ' ) . 
Hence, as an immediate consequence of Th. 2: 

Theorem 3. The dual space of X in the topology |o-|(A, A') is A ' . 

Lemma 8. If feX, fn e A (« = 1, 2, ...), then fn is |o-|(A, A') 
convergent to f if and only if fn is CT(A, A') convergent to f, and fnix) 
converges in measure to fix) on each set of finite measure. 

Proof. In view of the Lemmas 6a, 6c we have only to show that 
the statement "/« is Ö-(A, A') convergent to / " implies the statement 
"for each g e A ' , the absolute continuity otf\fng\d/x is uniform in n". 
This, however, is a consequence of the convergence of FniE) = 
ffng'^sd/x (Lemma 2). 

Lemma 9. The unit sphere S = {f : ||/||x ^ 1} is closed in the 
\a\iX, A') topology. 

Proof. If 5 is not closed, there exists an element /„ e A' such that 
ll/oll > 1 and every |CT| (A, A") neighbourhood of /„ contains at 
least one f e S. Take e such that 0 < e < (||/Q|| - l)/2, and then 
determine the index A such that 1 -f e < Wfo^Ai^W < ||/o|[. Next, 
consider for n = 1, 2, ... the neighbourhoods Vn — {f : f\fo -/l^^jv 
d/x ^ n~^} of /„. Each F» contains an element fn e S. Furthermore, 
since the sequence /„ Z^^ converges in the L-^^iA^, /x) norm topology 
to /o XA^;, it contains a subsequence g„ Zj^ which converges pointwise 
to f^XAff a.e. on A. Hence 1 + e < ||/o^.d^l| < lim inf„ |Igre .̂d |̂| < l i m 
inf Ijgnll ^ 1 by "Fatou's Lemma", which is absurd. 

Corollary. If f^e X, fn e X (« = 1, 2, ...), and fn is |(T|(A, A') 
convergent to /Q, then ||/Q|| ^ lim inf ||/„||. 
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Proof. If a = lim inf ||/„|| < ||/o|| = b, there exists a subsequence 
gn ot fn such that a = lim \\gn\\, so, if c = (a -f è)/2, we have ||gm|| ^ c 
for sufficiently large n. The sphere ||/|| < c is closed in |ff|(A,A'), 
all gn (except a finite number) are contained in this sphere, but 
their limit /^ is not. This is absurd. 

Remarks. (1) The proof of this lemma is independent of the 
perfectness of A. 

(2) Our first version of the proof that A is perfect is essentially 
based on this lemma, and the proof may be carried out as follows: 
If e > 0 and 0 ^ f^eX are arbitrarily chosen, then go = (1 + e)/o/ 
ll/oll is not in S, so that, since S is closed and convex, go can be 
separated from S by a closed hyperplane which is determined by 
a \a\ (A, A') continuous linear functional. Hence, by Th. 3, there 
exists an element heX' such that f g^hd/x 7^ ffhd/i for all feS. 
Then /go hd/x ^O,soh ^ 0; we may therefore assume that ||^||x' = 1. 
If / runs through the whole of S, the numbers ffhd/x cover at least 
the open circle \z\ < 1 in the complex plane, hence \fgfjid/x\ > 1, 
i.e. Iff^hd/i] ^ ||/olIx(l + e)"^ But then, denoting by S' the unit 
sphere of A' , we obtain sup i,es'f\fo^\d/J' > l[/ollx(l-fe)~\ so ||/oIlx" ^ 
||/olix(l + e ) - ^ This holds for any e > 0, hence |I/o||x., > ||/o||x. 
Combined with the trivial inverse inequality, this gives the desired 
result ll/ollx" = ll/ollx-

Making use of the perfectness of X, Lemma 9 may be replaced 
by a stronger statement. 

Lemma lo. The unit sphere S of X is closed in the o-(A, (A')**) 
topology of X. 

Proof. In section 2 we have already found that, due to the per­
fectness of X, the subspace (A') * is norm fundamental, i.e. S is 
the set of all / e A such that \ffgd/i\ < 1 for all ge S' n (A')", where 
S' is the unit sphere of A ' . For each ge(A')' ' , the set of all feX 
satisfying \ffgd/x\ < 1 is CT(A, (A')'') closed; since 5 is an intersection 
of such sets, 5 is also closed in CT(A, (A')*). 

Corollary. If f^ e X, fne X (« = 1, 2, ...), and fn is (7(A, (A')») 
convergent to fg, then ||/o|| < lim inf \\fn\\. 

Theorem 4. The space X, provided with the topology \<y\ (A,A'), is 
complete. 
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Proof. Let ^ be a directed index set, and let {/J, a e .4, be a Cauchy 
directed set in A in the topology |<T|(A, A') (i.e. to any g e A ' 
corresponds an index a^eA such that ƒ| (/„. -/^„) g\d/x < 1 for all 
a', a" y «o). We have to prove the existence of a unique fe X 
with the property that to any ge A ' corresponds an index a^^eA such 
that f\ ifa'-f) g\d/x < 1 for all a' ^ a-^. This element / is then the limit 
of {/„}. In the argument which follows we shall make use of the 
following facts which are easily proved: If Z? is a metric space 
(metric d if, g)), complete in the ordinary sequence sense, and if 
{/„} is a Cauchy directed set in R (hence, there exist indices an 
in = 1, 2. ...) such that ^(/„-, /„,-) < n'^ for all a', a" )- a„), then 
{/„} contains a Cauchy subsequence /»« = /„(») such that a*"* )- an, 
a(»+i) y (j{")^ and the unique limit / of hn is also the unique limit 
of {/J. If R is not complete, but hn converges nevertheless to an 
element fe R, then / is the unique limit of {/„}. Observing now that 
the given set {/J in A is also a Cauchy directed set in each Lebesgue 
space Lj^iAn, /x) (w = 1,2,...), application of these facts easily 
leads to the existence of a unique /t-measurable / {x) on zl such that 
{/J converges to fXA„ in each L^{An, /x). We shall prove first that 
fe X. Let g be an arbitrary element of A ' , and consider the topology 
T̂o = Ẑo fe) on A defined by the countable set of normal semi-norms 
^o(/) = fWW, A»(/) = 7I/^^„I^.« in = 1, 2, ...). This topology 
is weaker than \a\ (A, A ' ) , so {/J is also a Cauchy directed set in 
TQ. Furthermore T^ is metrizable (but not necessarily complete). 
Hence, choosing the subsequence hn from {/„} in the indicated way, 
hn is a Cauchy sequence in the topology T(,. But, since TQ is 
stronger than the norm topology of L^ (zljv, /x) for each N, and 
{/„} converges to fXAj^ in this norm topology, it follows that hn 
converges to fXAj^ in this norm topology. We may assume therefore 
(passing, if necessary, to a suitable subsequence) that hnix) con­
verges pointwise to /(%) a.e. on A. Now, if £ = [xe Zl : |g(;t) j > 0}, 
the sequence hn XE is a Cauchy sequence in the space L^ (£, v), 
where dv =^ jg'Ki", and on account of the pointwise convergence its 
limit is fXE (observe that "almost everywhere on E" is the same for 
the measures /« and v), hence fXE e LiiE,v), so f\fg\d/x < oo. 
Since ge X' is arbitrary, this shows that fe X. Finally, since {/J 
converges to / in the topology T^ig) for each ge A' , / is also the 
limit of {/J in the topology |ff| (A, A ' ) . 

There are several notions of compactness in topology and we 
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briefly recall their definitions. The subset H oi a topological space 
is called semi-compact if every infinite subset of H has at least one 
point of accumulation which belongs to H. If the latter condition 
is omitted, H is called relatively semi-compact. The subset H is 
called sequentially compact if every sequence of points of II contains 
a converging subsequence whose limit belongs to H. If the latter 
condition is omitted, H is called relatively sequentially compact. 
The subset H is called compact if every open covering of H contains 
a finite subcovering, and ZZ is called relatively compact if its closure 
is compact. Obviously, in order that H be relatively semi-compact 
(or relatively sequentially compact), it is sufficient that its closure 
be semi-compact (or sequentially compact). This, however, is not 
a necessary condition. I t is well-known that compactness, as well 
as sequential compactness, implies semicompactness, and the same 
holds for the corresponding notions of relative compactness. In 
general, however, there does not exist any other implication between 
these three pairs of notions (for examples we refer to A. Grothen­
dieck [1]). In a metric space the three notions of compactness are 
equivalent, and the same is true of the three notions of relative 
compactness. A. Weil [1] showed that in a complete uniform space 
(relative) compactness and (relative) semi-compactness are equi­
valent. The weak topology of a Banach space is an example of a 
uniform topology which in general is not complete and not metri­
zable, but for which relative semi-compactness implies relative 
compactness according to a theorem of W. F. Eberlein [1], and 
relative semi-compactness also implies relative sequential com­
pactness according to a theorem of V. Smulian [1; 2]. These results 
together show therefore that for the weak topology of a Banach 
space the three notions of relative compactness are equivalent. 
A. Grothendieck, in the paper cited above, proved the following 
two theorems (which we shall announce as lemmas), direct gene­
ralizations of Eberlein's and Smulian's results: 

Lemma oc. (.4. Grothendieck [1], Proposition 2, p. 177). Let E be a 
vector space, and I\, Tg two locally convex linear Hausdorff topologies 
in E such that E is a complete space with the topology T-^. Then, if 
the dual space of E with T^ and the dual space of E with T2 are identical 
{i.e. if any linear functional is continuous in Ti if and only if it is 
continuous in T^), the notions of relative semi-compactness and relative 
compactness in the topology Tg are equivalent. 
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Remark. If £ is a Banach space, we obtain Eberlein s Theorem 
by taking for T^^ the norm topology and for T2 the weak topology. 

Lemma |3. (/I. Grothendieck [1], Proposition 6, p. 181). Let E be 
a locally convex linear Haiisdorff space, containing a countable 
collection of neighbourhoods of the origin having the origin as inter­
section. Then, if E* is its dual space, and fn {n — 1,2, ...) a sequence 
in E which is relatively semi-compact in the topology a iJL, E*), fn 
contains a subsequence which is convergent in the topology aiE,E*). 

Remark. If Z: is a Banach space, there always exists a countable 
collection of neighbourhoods ol the origin having the origin as 
intersection, and so we obtain Smulian's Theorem. 

Returning to the function space A, and basing ourselves on the 
Lemmas a, fi, we shall consider now compactness properties in 
the a (A, A') and |CT| (A, A') topologies. 

Lemma 11. (a) In the a (A', A') topology the three notions of relative 
compactness are equivalent. 

(b) If T is any other locally convex linear Hausdorff topology on X 
such that the dual space of E provided with the topology T is A ' , then 
the three notions of relative compactness in the topology T are equi­
valent. This holds in particular for T = |cr| (A, A ' ) . 

Proof, (a) Since A, provided with the topology \a\ (A, A ' ) , is a 
complete space (cf. Th. 4) having A ' as its dual (cf. Th. 2), it follows 
from Lemma a that relative semi-compactness and relative com­
pactness in the topology (T(A, A') are equivalent. Lemma/S shows, 
by taking for E the space A with the topology |CT| (A, A') and for 
the countable system of neighbourhoods of the origin the sets 
Vn,m, = {/ :7l/|^^m^/* < ^~'} i^^> >* = 1, 2, ...), that relative semi-
compactness implies relative sequential compactness in the topo­
logy ö(A, A ' ) . 

(b) Once more, it follows from Lemma a that relative semi-
compactness and relative compactness in the topology T are 
equivalent. Let ZZ be a subset of X which is relatively semi-compact 
in the topology T. Since T is stronger than a (A, A ' ) , the subset H 
is also relatively semi-compact in the topology CT(A, A ' ) , and 
therefore relatively sequentially compact in a (A', A ' ) . Hence any 
sequence /« taken from H contains a subsequence g^which is a (A, A') 
converging to some fe A. Now, any point of accumulation of the 
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point set {gn} in the topology T is also a point of accumulation of 
{gn} in the topology ff(A, A ' ) , and coincides therefore with /; it 
follows that / is the only point of accumulation, and therefore the 
limit of gn in the topology T. This shows that H is relatively sequen­
tially compact in the topology T. 

Corollary. The subset H of X is |CT|(A, A') relatively compact if 
and only if it is a (A, A') relatively compact, and if every sequence of 
elements from H contains a subsequence which converges in measure 
to an element of X on each set of finite measure. 

Proof. By Lemma 11(b) H is |a| (A, A') relatively compact if and 
only if any sequence of elements from H contains a |or| (A, A') 
converging subsequence, and by Lemma 8 the sequence fn is 
|cr| (A, A') convergent to fe X if and only if it is (T(A, A') convergent 
to /, and if fnix) converges in measure to fix) on each set of finite 
measure. 

Remark. A result similar to Lemma 11 was obtained for a large 
class of locally convex linear topological function spaces (Köthe 
spaces) by J. Dieudonné [2]. 

Theorem 5. The subset H of X is aiX, A') relatively compact if 
and only if A(g) = sup^^^ f\fg\d/x is an absolutely continuous normal 
semi-norm on A ' . 

Proof. If H is CT(A, A') relatively compact, then H is (7(A, A') 
bounded, since otherwise there exist elements g e A ' , fneH (« = 
1, 2, ...) such that \ffngd/x\ ^ n, but this is absurd by Lemma 5 
since fn contains a (T (A,A ' ) converging subsequence. Hence ZZ is 
bounded in norm by Lemma 1, so A(g) is finite for each g e A ' 
This shows already that N (g) is a normal semi-norm on A' . Assume 
now that there exists a sequence En of bounded sets such that 
/xiEn) -> 0 and NigXE„) > a for some a > 0 and some g e A ' . 
Then fE„ \fng\d/x > a for suitable fneH (n = 1, 2, ...), where (by 
Lemma 11) we may assume that /„ is a cr (A, A') converging sequence. 
But Lemma 5 shows that N^ig) = supn f\fng\d/x is absolutely con­
tinuous, so fsjfngld/x > a (« = 1, 2, ...) is absurd. It follows that 
A (g) satisfies the first condition for absolute continuity. The proof 
that A(g) also satisfies the second condition is similar. 

Let now, conversely, A(g) be an absolutely continuous semi-
norm on A' . Since A (g) < 00 for any geA' , the subset Zf is o-(A, A') 
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bounded, so (by Lemma 1) bounded in norm. But then, since 
A = A " is isometrically imbedded in the conjugate space (A')* of 
A' , the closure iZ of ZZ in the weak* topology (r((A')*, A') is 
compact in this topology. In order to prove that H is CT(A, A') 
relatively compact, it is sufficient, therefore, to show that ZZ is a 
subset of A = A " . If /*e H, there corresponds to any pair e > 0, 
g e A ' an element feH such that |/* (g) -ffgd/i\ < e, so |/* (g) | < 
f\fg\d/x-{-e, which implies |/* (g) | < A ( g ) . Now, since A(g) is 
normal and absolutely continuous, it has (by Corollary 1 of Lemma 
6a) the property that g» e A' , jg l̂ | 0 implies A(g») ~> 0. But then 
(by I/* (g) I ^ A (g)) the linear functional /* (g) has the same property 
so /*e A " = A by Lemma 7. 

Theorem 6. Let T be a locally convex linear Hausdorff topology on 
X which is defined by a set of normal semi-norms, and let the dual 
of X iwith the topology T) be X'. Then the topology T is absolutely 
continuous. 

Proof. Let A (/) be one of the semi-norms of T, ^ = {feX :Nif) ^ 
1} and yl" the polar set of A, i.e. .4» = {ge A ' : \ffgd/x\ < 1 for aU 
fe A}. Since A is normal we have sup^g^ \ffgdfx\ = sup/^^ f \fg\d/i; 
hence we may write as well ^^ = {ge A ' : / \fg\d/x < 1 for all 
f e A}, so A" is a normal subset of A' . We shall prove that A(/) = 
supgg^a f\fg\d/x. It is evident that A(/) > sup^^^„ f\fg\d/i. In order 
to prove the inverse inequality, let /o e A, N (/o) ^ 0. Then (by the 
Hahn-Banach extension theorem) there exists a linear functional 
/* on A such that /*(/o) = A(/o) and |/*(/) | < A(/) for all feX. 
This shows that /* is continuous in the topology T, hence (since 
the dual of A is A') there exists an element goe A ' such that /*(/) = 
//go d/x for all fe X. It follows that sup^^^ \ffgod/x\ = sup | /*(/) | < 
sup A(/) = 1, so go e ^' ' , and therefore A(/o) = /*(/o) < sup^^^o 
\ffogd/x\ = sup^g^o f\fog\d/ii. Furthermore, since A ' is the dual of 
A, A'^ is a (J(A', A) compact subset of A ' (the proof is similar to 
the proof of the theorem that the unit sphere in the conjugate 
space B* oi a Banach space B is a{B*, B) compact), hence, by 
Th. 5, A(/) = supg^^o f \fg\d/x is absolutely continuous. 

Remark. The hypothesis that A ' is the dual of A also implies that 
T is stronger than (T(A, A') and weaker than the norm topology. 
The present theorem is therefore an exact converse of Th. 2. If T 
is the norm topology in Theorems 2 and 6, we obtain Th. 3 in sec­
tion 2. 
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In the remainder of this section we are concerned with the 
question under what conditions the .space A is separable (in the 
ordinary norm topology). We obtain results which are closely 
related to similar results obtained recently by H. W. Ellis - I. 
Halperin [2] and G. G. Lorentz [4]. 

Theorem 7. Let Z be a linear subspace of X such that X^ c Z, and 
such that f e Z implies fXE e Z for any /x-measurable subset E of A. 
Then Z is separable if and only if Z = X^ = X'*-, and the measure 
/x is separable. 

Proof. The proof that the conditions are sufficient is standard. 
Since /«is separable, there exists a sequence of sets F,- (/ = 1 , 2 , ...) 
of finite measure which is dense in measure (i.e. if E is any set of 
finite measure, and e > 0, then f\XE-XFi\d/i < £ for some Fi). 
Then the double sequence Fi n An ii, n = 1, 2, ...) is also dense in 
measure. Given / e A" = A** and e > 0, we first approximate / 
by a function ĝ  (:*:) which is bounded and vanishes outside some A^: 
11/ ~ giW < fi/3- This function gj may be written as (/ĵ  - h^) + iihg-hif), 
where each hp ip = 1, 2, 3, 4) is non-negative, bounded and zero 
outside Zljv. Approximating these hp uniformly from below by 
rational step functions, we obtain a complex rational step function 
g'iix), zero outside A^, such that ||gi-g2ll < e/3. We have therefore 
g2 = Z'l c XE^, where all ĉ  are complex rational, all E^ are disjoint 
and contained in AN- Given one of these E^, we can make /i (Zt̂  -
Fi n Zl^) + /< (Fi n AN - E^) arbitrarily small by suitable choice of 
Fi n zljv, hence, since ^j,v e X^, we can choose P^ = Fin AN in 
such a way that 

\^^E^-y.P.,\\ = 11̂ .:!̂  ^(E,-/V n (P,-£,)l| < e/3 A*|c,|. 

Taking now gg = A* ĉ  Xp^, we find 

11^2- ?3ll = ll̂ l̂ C, i^E^ -- XF^) II SC: y\\c^\ \\XE^ - XF\\ < £/3, 

hence ||/ - gs || < e, where gg is chosen from the countable collection 
of finite linear combinations with complex rational coefficients of 
characteristic functions of a countable set system. 

Now we turn to the proof that the conditions are necessary. 
First we shall show that if Z is separable, then Z = A'̂  by an 
argument which is due to G. G. Lorentz - D. G. Wertheim [1]. 
Let the sequence /„. be dense in Z, and let gn e X' (« = 1, 2, ...) be 
an arbitrary sequence in the unit sphere of A' . Since \ffignd/x\ ^ 
WfiW by Holder's inequality, there exists a subsequence gm of gn 
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such that lim„_^^//i ĝ „ df.i exists as a finite number. Hence, by the 
diagonal process and the hypothesis that /» is dense in Z, there 
exists a subsequence gnn of g» such that lim ffgnn d/x exists as a 
finite number for each f e Z, so, by Th. 1 of this section, gnn is 
CT(A', Z) convergent to some g e A' . Assume now that there exists 
an element fo e Z for which the first condition for an absolutely 
continuous norm is not sati.sfied. Tlien, for some Ajc, there exists a 
sequence En c A/c such that /«(Zs») -> 0 and j|/o ^£„|| ^ a > 0; since 
A is perfect, this implies the existence of a sequence g„ e A ' such 
that ||g„|| < 1 and/|/og„l XE„ d/i > a/2. Writing g„ = !g«|^£„/sgn/o 
we have Jlgnll ^ l,7/o|ra d/i ^ a/2, and gn is zero outside En. According 
to the above argument we may assume (by passing, if necessary, 
to a suitable subsequence) that gn is Ö-(A', Z) convergent to some 
g e A ' ; moreover, we may also assume that A"" /«(£») < oo. 
Consequently, if Zi is a subset of A, disjoint with UfLp Ep then 
fgX-Ed/x = hm fgnXEd/x = 0, hence gix) vanishes outside each \J°lpEf, 
so gix) = 0 a.e. ouLside P = lim sup En. But /<(Z') < A^ /liEfj 
for each p, so /«(P) = 0, and this shows that gix) = 0 a.e. on zl. 
Then 0 = ffogd/x = lim ffognd/x > a/2, which is a contradiction. 
The proof that the second condition for absolute continuity is 
satisfied is similar. Hence Z c A'̂ , and since X'cX'^cZ, we obtain 
Z = X* = X». 

To complete the proof we have to show that separability of Z 
implies separability of /i. The subset of Z formed by the charac­
teristic functions of all /«-measurable subsets of Zl̂  is also separable; 
let IÜ* be dense in this subset. Since, by section 1, /«(ZT) = 
fAi^'E d/x ^ . 4 J J Infill, there corresponds to each number f > 0 a number 
Ó > 0 such that ||^£|| < b, E c A-^ implies /«(£) < e. Hence, iiEcAy 
and \\XE-7E^l\<b, then /xiE-E^^^) +/xiEi'^-E) < e, so the 
sets E'-^^ are dense in measure in zl^. Similarly we obtain sets £["' 
{k = 1, 2, ...) which are dense in measure in An-An—i (n = 1, 2, ...). 
I t is then easy to see that the countable collection of all finite 
unions of sets Zî ,"' ( ,̂ « = 1, 2, ...) is dense in measure. 

Corollary i. A is separable if and only if X has an absolutely con­
tinuous norm, and the measure /x is separable. 

Corollary 2. If X^= A*, then X^- is separable if and only if the 
measure /x is separable. 

Remark. If A is not separable, but A** is separable (such spaces 
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exist; see Ch. 2, section 3), and if V is a separable subspace of A 
such that A* is a proper subspace of V (such a subspace may be 
obtained for example by taking all elements g + a/g, ge A**, a 
complex, /o e A fixed and not belonging to A''), then V cannot have 
the property that f e V implies fXseV for each //-measurable £ czl. 

Theorem 8. If the conjugate space A* of X is separable, then X is 
reflexive. 

Proof. If A* is separable, then A ' (as a subset of A*) is separable, 
and, according to a theorem of S. Banach ([1], p. 189) A is also 
separable. Hence, by Corollary 1 of Theorem 7, both A and its 
associate space X' have an absolutely continuous norm. But then, 
by Th. 4 in section 2, A is reflexive. 

Remark. For Banach lattices this theorem was proved by T.T. 
Ogasawara [1, 2] and for function spaces by G. G. Lorentz [4]. 
The theorem, however, is not true for general Banach spaces as 
shown by R. C. James [1], who gave an example of a non-reflexive 
Banach space B for which even £** is separable. 

Addendum: Unfortunately, the proof of Lemma 6b in section 3 
is false. The proof can be saved if {A} contains a countable subset 
{NJ such that A„(/) = 0 (« = 1, 2, ...) implies / = 0 a.e. Lemma 
6c holds therefore with the same restriction. Lemma 8 remains true 
since the restrictive condition is satisfied with A„(/) = f\fX^J d/x. 
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CH.A.PTER II 

ORLICZ SPACES 

I. Young's Inequality and the Young Classes P^ 

Let V = q>iu), u ^ 0 , be a non-decreasing real function of u 
such that (p (0) = 0. We assume that q> (M) is left continuous (hence 
9?(j«) = 9?(M-) for u > 0), and does not vanish identically (Example: 
(p (0) = 0, 9? (M) = 1 for all u > 0). By u = ip {v) we denote the 
left continuous inverse (if 9? {u) is discontinuous at u = a, then rp (n) 
= a for 9?(fl-) < y < 99(a-|-), and if fiu) = c for a < u ^ b, 
but 95(M) < c for u < a, then y)(c) = a). Furthermore y){0) = 0, 
and, if lim „^^ 99 («) = / is finite, then y) (27) = 00 tor v > I (in the 
example above fiv) = 0 for 0 ^ i» ^ 1 and (p{v) = 0 0 for w < 1). 

Definition i. If the non-decreasing functions w = 99 (M) and u ^ ipiv), 
mutually inverse, satisfy the above conditions, then the functions 0 {u) 
and Wiv), defined for u '^ 0, v '^ 0 by the Lebesgue integrals 

'^(") =7o>(0 df Wiv) =fyit)dt, 

are called complementary Young functions. 
The functions 0 and W are obviously absolutely continuous and 

convex functions, 0[u) for 0 < » < 00, and Wiv) in the interval 
where it is finite. The reader should keep well in mind in all which 
follows the possibility that Wiv) may be + 00 for all v > /, where 
/ is finite. 

We recall the important inequality due to W. H. Young (1912 
[1]) (for the proof and further details cf. A. C. Zaanen [2], [3]): 

Theorem i {Young's inequality). If 0iu) and Wiv) are com­
plementary Young functions, then 

uv ^ 0 ( M ) + Wiv) 

for arbitrary u '^ 0, v '^ 0, and equality occurs if and only if one at 
least oi the relations v ^ (piu), u ^ tp {v) is satisfied. 
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Corollary. We have 

0iu) = max^^, iuv^Wiï)),Wii) = sup ^^, {iiv-^iu)), 

where sup may be replaced by max if xp {v) < oo. 

Remarks. (1) If 0(0) = 0, 0(;«) > 0 for // > 0 and 0(«) is convex, 
then 0(w) is a Young function. 

(2) The condition lim„_>^ 0 («)/;/ = oo is equi\'alent to lim,,^^ 
<p iii) = oo, and this is equivalent to y) {i) < oo for 0 3^ f < oo. 

Let 0iu) and 'Z'(r) be complementary. Furthermore, let /x be 
the same totally cr-finite measure on the set /l as in Chapter 1. 
Then, if fix) is a /«-measurable function, real or complex, on zl, 
the functions <p\fix) \, y>\fix) \, 0|/(^) | and 'Z'|/(^) | are evidently also 
//-measurable on A. 

Definition 2. By the Young class P^ = P^iA, /x) we shall mean the 
set of all complex functions f {x), /x-measurable on A, for which M^ (/) 
= f 'l>\fix)\d[x < oo. The Young class P,p = Py(Zl, /x) is defined 
similarly, i.e. P^ consists of all /x-measurable complex fix) such that 
MAf) = fW\f\d/x < oo. 

If 0 ( M ) = if IP (1 < /) < oo), then P^ consists of the same 
functions as the Lebesgue space Lp. For /> > 1 we have Wiv) = 
v''lq, where ] / / -|- IIq = 1, so that the complementary class P,p 
consists of the same functions as L^. In the case ^ — 1 it is readily 
seen that Wiy) = 0 for 0 < w < 1 and Wiv) = oo for ?:; > 1, so 
Py consists of all /«-measurable fix) satisfying \fix)\ < 1 almost 
everywhere on A. Hence, in this case, P,^ is a proper non-linear 
subset of L^. 

We shall try to find necessary and sufficient conditions for P^ 
and P^ to be linear. With this purpose in mind we first discuss the 
following problem: Given two Young functions W and W^, we wish 
to state a necessary and sufficient condition in order that P^cP^ 
(i.e. M^if)< oo implies M^ if) < oo). The discussion which 
follows extends two theorems by W. Orlicz and Z.W. Birnbaum 'T]. 

Lemma i. Assume that /«(Zl) < oo, and that /x is not purely atomic, 
i.e. A contains a subset EQ of positive measure which is free of atoms. 
Then, if Wiv) =Ofor0^v^l<oo and Wiv) = oo for v > I, we 
have P,j, c P^ if and only if W^ (/) < oo. In all other cases P^, c P^ 
if and only if there exist two constants a > 0, & > 0 such that 
Wia) < oo and W^ {v) ^ b Wiv) for v ^ a. 
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Proof. In the exceptional case the statement is evident, since P ^ 
consists of all //-measurable fix) such that |/(x)| :<; / a.e. on zl. 
In all other cases there exists a value v^^ such that 0 < Wiv^ < oo. 
In these cases the sufficiency of the condition is evident on account 
of Wia) < oo and /x{A) < oo. We prove the necessity. If the con­
dition is not satisfied, there exists an increasing sequence % (w = 
1, 2, ...) such that 0 < Wivn) < oo, W^ivn) > 2» Wiv„). Let £„ be 
a sequence of disjoint /«-measurable subsets of £o such that /i {En) = 
//(£o) !Z'(wi)/[2'* W ivn)]. This is possible, since Eg is free of atoms 
and A//(£„) :^ /<(£o) • Then, if /(.r) = Vn on En and vanishes else­
where, we have 

fW\f\d/x = ST "Pivn) IX (£«) = A r /x (£o) Wiv^ /2» < oo, 

fW^\f\d/x=Er W,ivf) /«(£„) >Ar 2» Wivf) /«(£„) ̂ A^i//(£„) Wivf)=^, 

in contradiction to P^ c Pxy . 

Lemma 2. Let /li-A) < oo, where A is the union of a countably 
infinite number of atoms pn of measure bn {arranged such that bn+i ^ 
bn) and a set of measure zero. Let moreover lim inf bn+ijbn > 0. Then 
P^ c P^ if and only if the same condition as in the preceding lemma 
is satisfied. 

Proof. As above, the exceptional case and the sufficiency of the 
condition in all other cases are evident. Assume therefore that we 
are not in the exceptional case, and that P,p c P^ Since lim inf 
bn+ilf>n > 0, there exist a constant k > 1 and an index A such that 
for any c <z ON the interval cjk ^ t ^ c contains at least one bn 
{n > N). Determining the numbers Vn as in the preceding lemma, 
we can take c=/«(Zl)/[2" Wivn)] for n sufficiently large, hence 

/iiA)l[2^k Wivn)] < bi^ < /«(/l)/[2» W {vn)] for « > n^-

It may happen that different « give the same &,• , but in any case 

we find an infinity of different bt for n = «Q, «O + 1, .... For a 

moment disregarding this small complication, the choice / {x) = Vn 

on the atom pt leads to 

fW\f\d/i = A - Wivn) bi^ < A - /x{A)l2n < oo, 

fW,\f\d/t = Z- W,{Vn) \ > E-^2n W{Vn)bi^ ^ ^ ~ „„/^(z1)/^ = oo, 

in contradiction to P ^ c P^ . If the mentioned complication occurs, 

summation over a suitable subsequence gives the same result. 
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Remarks. (1) It remains an open question whether Lemma 2 in 
the non-exceptional case remains true in the absence of an additional 
hypothesis such as lim inf bn+ijbn > 0. 

(2) If A is the union of a finite number of atoms of finite positive 
measure, then P ^ c P,^ if and only if W^ {v) < oo for any v for which 
Wiv) < oo. 

Lemma 3. If /«(zl) = 00, and A contains a subset E^ of infinite 

measure which is free of atoms, then P^ c P,p if and only if there 

exists a constant b > 0 such that W-^^iy) ^ b W{v) for all v ^ 0. 

Proof. The sufficiency of the condition is evident. We prove the 
necessity. Let therefore P,pCP^ . If W{v) = O f o r O < 5 7 < / < o o 
and W{v) = ootorv > I, then f{x) =leP^c P^,^, hence W-^ {I) = 0 
so the desired condition is trivially satisfied. Assuming therefore 
that we are not in this exceptional case. Lemma 1 shows already 
the existence of a > 0 and b-^ > 0 such that W{a) < 00 and W^i^o) 
< &i W{v) for f > fl. Furthermore it is evident that Wiy) = 0 
implies W^iy) = 0. Let c = max {v\W{v) = 0}. If the desired 
condition is not satisfied, there exists a sequence ?£'„ | c such that 
W-^iw,) ^ V Wiw,), and a subsequence Vn = w^ .such that Wivn) 

< n"^. We next determine integers /l^ > 1 such that n~^ ^ XnW{vn) 
< 2 «~^ and disjoint subsets £ j (/ = 1, 2, ...) of £„ such that //(£«) 
= 1. Then, if f{x) =vn on U,^»i £,^+...+,^j+„ and f{x) = 0 else-
where, we have 

fW\f\dix = SXn W{vn) < A 2n~^ < 00, 

fW,\f\d/x = A A„ W,{vn) -^ZnXn Wiyn) > A«-' = 00 

contradicting P,^ c P,^ . 

Lemma 4. If /x {A) = 00, and A is the union of a countably infinite 
number of atoms pn of measure bn such that 0 < lim inf bn ^ lim 
sup bn < 00, then P^cP^ if and only if W^ {v) < 00 where W{v) < 00, 
and there exist tivo constants c > 0, iZ > 0 such that 0 < W{c) < 00 
and W^{v) < d Wiv) /o?- 0 < t) < c. 

Proof. Let the condition be satisfied, and assume that fe P,p, hence 
Z bn W \f{pn) I < 00. Then / is bounded; so max \fipn) | = «i < 00. 
Hence W{a) < 00, so that also Wj{a) < 00 by hypothesis. But 
then, by our further hypothesis, there exists a constant 4̂ (depending 
on a) such that Wi{v) ^ A W{v) for 0 < Ï; < a, hence / e P^^ 
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The proof that the condition is necessary is very similar to the 
corresponding part of the proof of the preceding lemma. 

Corollary. Z W\xn\ < oo implies Z W^\xn\ < oo for any complex 
sequence Xn if and only if W-^iy) < oo where Wiy) < oo, and c > 0, 
d>Q exist such that 0 < W{c) < oo, ï^j {v) < d W{v) forO ^v ^c. 

Remarks. (1) By combining Lemma 4 and Lemma 1 or Lemma 2, 
several other cases may now immediately be discu.ssed. 

(2) If 1 ^ 5' < ^ < oo, and /i is Lebesgue measure on the interval 
0 < ;*; < 1, then Lemma 1 shows that Lp c Eg since v^^v^iorv > 1. 
If however A is the interval 0 ^ x < oo, then Lemma 3 shows that 
neither of the classes Lp and L , is included in the other one. Lemma 
4 shows that the sequence spaces lp and Ig satisfy Ig c lp, since 
D̂  ^ D ' f o r O ^ i ) < 1. 

We return to the question of the hnearity of P,j,. 

Theorem 2. The class P,p is linear if and only if Py(„) c Py/(2„), and 
in tnis case x:^\piy\ ^^^ 'piiv)' 

Proof. If P,̂ („) is linear, then fW\f\dfx < oo implies/'Z'|2/|(i/« < oo, 
hence P^^^j c Py(2„). Conversely, if P^(„) c Py(2„) and / e P^ , then 
2*/e P y for any integer A > 1, hence afe P ^ for any complex constant 
a. Furthermore, if / j , /g e Py(„) c P,p^2v)< then 
fW\f, + f2\d/x <7"Z'[i(2|A| + 2\f2\)]d/i < ifW\2f,\d/i + hfW\2f2\d,u«^ 
by the convexity of W. Hence fi -\- f2 e P,p. It follows that P ^ is 
linear. 

Since Pw2„) c Py/„) is always true on account of W{v) ^ Wi2v), 
the relations PÏ,(„)C Py(2„) and Py(„)= Py(2i,) are equivalent. 

Remark. The linearity condition Py(„) = Pw2t,) rnay be replaced 
of course by P^j^) = Prp^^^y where k is constant and /fe > 1. 

I t will be evident now that by choosing W^ {v) = W{2v) in the 
Lemmas 1 ^ , we get linearity conditions for P,j,. For reasons of 
convenience we introduce some abbreviations. 

Definition 3. The Young function W{v) is said to have the property 
62 if W{v) > 0 for all v > 0, and there exist two constants a > 0, 
m > 0 such that W{2v) ^ mW{v) for 0 ^v ^ a, and W{v) is said to 
have the property Zlj if there exist two constants b > Q, M > 0 such 
that W{b) < 00 and W{2v) < MW{v) for all v ^ b {hence, in this 
case, W{v) is finite for all v). If W{v) has both properties, so if there 
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exists a constant M > 0 such that W{2v) ^ M W{v) for all v > 0, 
then Wiy) is said to have the property {^2, zig). 

Property óg is equivtdent to the apparently weaker property that 
there exist constants a > 0, m > 0 .such that W{a) > 0 and 
W{2v) < m Wiv) for 0 < I) < a. Combining Theorem 2 and the 
Lemmas 1-4, we obtain 

Theorem 3. If /x{A) < 00, and A contains a subset of positive 
measure which is free of atoms, then P^ is linear if and only if W{v) 
satisfies A.^. If /x {A) = 00, and A contains a subset of infinite measure 
which is free of atoms, then P^ is linear if and only if W{v) satisfies 
{02, A2). If /I {A) = 00, and A is the union of atoms pn of measure 
bn such that 0 < lim inf hn ^ Uni sup hn < 00, then P^ is linear if 
and only if W{v) is finite for allv > 0 and W{v) satisfies 6^. 

Remarks. (1) If W{v) has the property Zlg, so W{v) finite for aU 
y > 0 and Wi^v) < MW{v) for v ^ v^, there exist constants p^l, 
A > 0 such that W{y) ^ Nv^ for v ^ v^. In order to prove this, we 
write M = 2^ (hence /> > 1), so W{2i)Ji2v)^' < W{y)lv^ torv > VQ. 
If A is the maximal value of W{v)jv'^ in w ^ IIQ ^ 2?'o, it follows easily 
that Wiy) ^ Nv^ for v ^v^. The converse statement is not true 
however as the following example shows: Let Vn = n !/2 (« = 2, 3, ...), 
and let W{v) be such that W{v) < v^, W{vn) = {n - 1) ! Vn and 
W{2vn) - W{vn) = n\vn. Then Wi2v„)IW{vn) = n + 1. 

(2) If lim„^^ 93 {u) = I < 00, then 0 («) ^ lu for all u ^ 0, hence 
the Lebesgue space L^ satisfies £j c P^,. Furthermore, if e > 0 is 
such that e < ^/2, there exists a number «„ such that 93 {u^) > Z-e, 
and a number u^ such that 1 -iiju > {1-2E)J{1- E) for u 5* «1. 
Hence, if u > «j, 

0 (M) ^ {1-E) {U - «o) = (/ - e) u (1 - «o/j«) > u {I - 2e). 
This shows that for /«(.Zl) < 00 the classes P ^ and £, consist of 
the same functions. 

(3) If 0(«<) and Wiy) are complementary, one may ask if it is 
always true that one at least of these functions has the property Zlg. 
The answer is negative, as shown by the following example: Take 
a sequence 1 < M^ < Mg < ... such that lim M„ = 00. The graph 
of (pill) consists of straight line segments connecting the points 
(0, 0), (%, vf), («2, '̂ 2), .••, where %, v-^ are arbitrarily positive; 
«2 = 2%, V2 = M^v-{, M3 = Mj «2, '̂ 3 = 2^2; «4 = 2M3, v^ = M3M3, and 
so on. Then ^{u}) > \ M^(t>iuf), W{v^ > \ Mg '^(I'a), and so on. 

42 



2. Definition and some Properties of Orlicz Spaces. 

We consider M^ (/) = / W\f {x) \d/x. By the properties of the Young 
function W we have: 

(a) ilZs,(0) = 0. 
M^{kf) = 0 for all ^ > 0 is equivalent to / = 0 a.e. on zl. 
M^{kf) < 1 for all ^ > 0 is equivalent to / = 0 a.e. on Zl. 
If W{v) > 0 for all v >Q, then My(/) = 0 is equivalent to 
/ = 0 a.e. on zl. 

(b) ilZy(e'7) = M^{f) for real tp. 
If a > 0, 5 > 0, a + ö = 1, then M,j,{af + hg) < aM^(/) 
•^hM^ig). 

(c) M^{kf) is a convex left continuous function of k for k > 0, 
and if M ^ (a/) < oo for some a > 0, then M,^ (^/) is a finite 
convex continuous function of k for 0 ^ k ^ a. 

By means of My, (/) we now define the following metric function 
(Minkowski functional), at first only for non-negative functions: 

Definition i. To every non-negative /x-measurable function f{x) on 
A we assign the non-negative number g (/) = inf k~^ for all k '^ 0 such 
that M^{kf) < 1. 

It follows at once that 0 ^ g{f) ^ oo, and gif) is finite if and 
only if there exists a constant ^ > 0 such that M ^ {kf) is finite. 

As an example we consider the case that W{v) = 0 for 0 < zi < 1, 
'Z'(D) = oo for t; > 1. Then M^{kf) < 1 if and only if kf{x) < 1 
a.e., so ^~ '> ess sup f{x). Hence g (/) = ess sup f{x), the L^ norm 
otf{x). 

We shall prove that the metric function gif) posesses the pro­
perties (P 1) - (P 4) of Ch. 1, section 1. 

(P 1) g{f) = 0 if and only if M,p{kf) < 1 for all k ^s^ 0. and this 
is equivalent to f{x) = 0 a.e. on A. If a > 0, then g{af) = inf k~^ 
for all ^ > 0 such that M^{kaf) < 1, and this is equivalent to 
g {af) = a inf {ak) "̂  for all A > 0 such that M ^ {akf) < 1. Hence 
g{af) = a gif). Finally we shall prove that g{fi-\- f2) ^ J?(/i) + 
g {f^. If g (/i) -f g {f^ = 00, there is nothing to prove. Assume there­
fore that g (/i) + e (/2) = y < 00. Let g (/j) = ay and g (/g) = by, 
a + h = 1 . Then M^[( / i - f /a) / / ] = M^[a{fjay) + b{f2lby)] < 
a M^{fJaY) + h M^{f2lby) = aM,, UilQ{fi)] + b M^ [/2/e(/2)] 
< « + è = 1, hence g (/̂  + f^) ^^ 7 = Q (/i) + Q (/a) • 
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(P 2) First we observe that /ĵ  ^ /g implies g {ff) < g {f^. If 
gif^ = oo this is evident; if gif2) < 00, then M,i,[fjg{f^] < M^ 
[/2/e (/a)] ^ 1, hence g {f-f) < g (/g). Let now /« f / a.e. on zl, and let 
Qifn) = an\ a.It a = O, then an = O (« = 1, 2, ...), hence fn{x) = O 
a.e. for all n, so /(%) = 0 a.e., and p(/) = 0. Since g{f) and all 
g {fn) are zero, g {fn) t P (/) is satisfied. If a = 00, so p {fn) f 00, the 
relation g{fn) t p(/) is trivial. Let therefore 0 < a < 00. Then, 
since a ^ an and ilZ^ {fnl^n) ^ 1, we find My,{fnla) < 1, hence 
Mxp{fla) < 1 by Fatou's Lemma, and this implies g(/) < a. It 
follows that g{f) < a = lim g {fn) < g (/), so g {fn) \ g{f). 

(P 3) Let XE {X) be the characteristic function of the bounded 
subset £ of zl. Then g {XE) = inf k'^ for all ^ > 0 such that f E W{k) 

d/x ^ 1; hence, if the range of W{v) covers the whole interval 
0 ^ t̂  < 00, we find g{XE) = [!p{/«(£)}~^]~^ If however there 
exists a number / > 0 such that 0 ^S^ W{1) < 00, and Wiv) = 0 0 
for all v>l, then g {XE) = T^ if /«(£) W{1) < 1, and T^ < g {XE) = 
['/̂ {/« (£) rt-Mf//(£) W{1) > 1. Observe that the proof not only 
shows that g{XE) < 00 for any bounded £, but even for any £ 
of finite measure. 

(P 4) Let g{f) < 00, and let £ be a bounded subset of zl. Then, 
if A = Ijg (/), we have fW{kf) d/x ^ 1, hence, by Jensen's inequality, 

(1) •^{^^j fE kf d/,} < ^ fW{kf) d/x < ^ ^ . 
If the range of ¥̂ (1;) covers the whole interval 0 Jg; î  < 00, this 

implies {/x (£) }~̂  / ^ kfd/x < ip{/«, (£) }"\ hence 

f E fd/^ < w {l/^(£)} /^{E) Ilk = v^{l//«(£)} MiE)e{f). 
In this case, therefore, we may choose AE = W {H- {E) }'^ /x (£). 
If however there exists a number / > 0 such that 0 ^ *Z'(/) < 00, 
and W{v) = 0 0 for all v > I, we distinguish between /«(£) f (/) > 1 
and /«(£) W{1) ^ 1. In the first case l///(£) < ï ' ( / ) , so once more 
f^ f d/x ^ 'p{/x (£) }~̂  /x (£) e (/). In the second case, since the left 
side of (1) is finite, we find {/x{E)}~^ fEMdfx < /, hence fEfd/i < 
l/xiE)Qif). 

Once the properties (P 1) - (P 4) for g (/) are verified, we give, 
in accordance with Ch. 1, section 1, the following definition: 

Definition 2. The Orlicz space Lj^^^ = Lj^,p {A,/j) is the set of all 
complex functions f{x), /x-measurable on A, and satisfying I|/||̂ jry = 
e (I/I) < o o . 
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Identifying elements f^, f.^ e L,^,^ if tmd only if /x (£|/i 7^ f^ = 0, 
the space Lj^^,/, is obviously a normed linear space with norm H/Hafy. 
By Ch. 1, section 1, Th. 1 we have 

Theorem i. The Orlicz space £,^^ is a Banach space. 

If W{v) = v^lp, 1 < /) < 00, then L^^^ = Lp and ||/|Uip = 
iVP)"*' \\f\\p- If '^(^) = 0 for 0 «5 w ï^ 1 and W{v) = 00 for i> > 1, 
t h e n P ^ ^ = L^ and | | / |U^ = | | / | |^. 

Lemma i. (a) fe L^,,^, if and only if M,^ {kf) < 00 for some constant 
k > 0. Hence P,^ c £j^,^. 

(b) II/IIMÏ' < 1 «'/ and only if M,J, {f) < 1. More precisely, ||/|ij^y < 1 
implies M^{f) s^ H/IUIP, and WfH^v > 1 implies M^{f) > WfWuv 

(c) M^(/) = 1 implies WfW^v = 1', if M^ikJ) < 00 /or some 
constant k^ > 1, then WfW^v — 1 implies M^{f) = 1. 

(d) ZwJ^o» II/» -/WMW = 0 ï/ and only if lim^^ M,j,{k{fn-f)} = 0 
for all constants k ^ 0, and in this case My, {kf) ^ lim inf My, {kfn) 
for every k ^ 0. If moreover My,{kf,fn) < 00 for some k^ and all n, 
then My,{kf) — lim My,{kfn) for all k such that 0 ^ k < kg. 
Proof, (a) Follows immediately from the definition of the norm 

WfllMV 
(b) Let first r ^ = | | /1 | < 1. Then kMy,{fj < My,{kf) = My, 

(//ll/ll) < 1, hence My, ij) sg k'"- = ||/||. Let next | |/ | | > 1. Then, for 
any constant k such that 1 < k < ||/||, we have ilZ^ {k~^f) > 1 
by the definition of | | / j | ; hence k'^ My,{f) > My,ik-^f) > 1, so 
My, if) > k. Since this holds for every k < ||/||, we obtain M"^(/) 

> ll/ll-
(c) It is evident by (b) that My,{f) = 1 implies ||/|| = 1. Let now 

My {k^f) < 00 for some kg > 1, and || /1| = 1. Then, HI < k < k^, we 
have \\kf\\ = k > 1, hence My,{kf) > 1 by (b), so My,{f) > 1 by 
continuity. But also My,{f) ^ 1 since ||/ | | = 1. Hence My,{fj = 1. 

(d) lim ||/TO-/|| = 0 implies lim \\k{fn-f) || = 0 for any constant 
k ^ 0, hence lim My, {k{fn- f)} = 0 by (b). Conversely, if lim My, 
{k{fn-f)} = 0 for every k ^ 0, and £ > 0 is given, then My,{E~^ 
ifn-f)} < 1 for « > n,{E), so II£-^(/„-/) II < 1 by (b). Hence 
11/» - /Il ^ e for « > «0- Assuming now that lim ||/„ - /|| = 0 is 
satisfied, we choose a subsequence gn of fn such that lim My, {kgn) = 
lim inf My,{kfn). Since lim ||gre-/|| = 0, the sequence gn contains 
a subsequence g» ,̂ converging pointwise to / a.e. on Zl. So, by 
Fatou's lemma, My,{kf) ^ lim My,ikgn^ = lim inf My,{kfn). Let 
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now, moreover, My,{kgfn) < oo for some k^ and all n, and let 

0 < A < ^0- Then 
My,ikf) =My,{kfn + kif-fn)} = 

My,{kk-\ k„fn + (1 - kk,-'). k{l- kk-y'(f^fn)} 
< kk,-' My, {k,fn) + (1 - ^^o"^) My,[k (1 - ^^o'') "' (/ - fn) ], 

so My,{kf) < oo. Choose £ such that 0 < £ < 1 and k^ such that 
k < k^ < kg (hence My, {k•^ f) < oo). Then 

My,{kfn) =My,{kf + k{fn~f)} = 
M,,{kil^e) f + kEf + kifn-f)} = 

My,{ (1 - £) kf + f.kk-K kj + e{l- kk\'). k£-' (1 - kk-,Y' ifn~f)} 
< (1 - £) My,{kf) + e kk\' My,{kf) + £(1 - kk\^) M,i, [ke-^l-kklY 
{fn-f)] < My,{kf) + £AZ^(V) +EM,Ak£-' il-kklY'ifn-f)]. 
By choosing n sufficiently large the last term can be made smaller 
than e; hence lim sup My, {kfn) < My, {kf), from which the desired 
result follows. That lim ll / « - / 1 | = 0 does not always imply My, {kf) = 
lim Myrikfn) is shown by the following example: Let W{v) = 0 for 
0^v^l,andW{v) = ooforz; > l , so | | / |U^ = | | / |L.Then,if/„(x) = 
1 + n^^ for all x {n = 1, 2, ...) and f{x) = 1 for all x, we have lim 
11/» - /II = 0, but My,{fn) = oo{n = 1,2, ...) and My,{f) = 0. 

Lemma 2. If fe Lj^y,, and En (« = 1, 2, ...) is a finite or countable 
collection of disjoint subsets of A of finite positive measure, then \\f\\ 
is not increased if on each En we replace f {x) by its average on En, i.e. 
by fE„ fd/^ll-i iEn) • 

Proof. Writing ƒ for the function obtained by replacing / by its 
average on all £„, we find by Jensen's inequality 
fW{\f\l\\f\)d/x = ZZ^fE„ '^^(l/l/ll/ll) d/x +fA-uE„ f'ilfHWflDdM 
< ^Z^fE. -^ [l/^(^En)7Ej/l/ll/ll d/i] d/x -f /,_u£„ Wi\fl\\f\\) d/x < 
^„°li7£„7(l/l/ll/ll) d/x+f,_^E. W{\f\l\\f\\)d,x = My(// | | / | | ) < 1, 
hence | |/ | | < | |/ | | by the definition of the norm. 

This lemma shows that the norm WfWmy, is "levelling" in the 
terminology of H. W. Ellis - I. Halperin [1]. 

In Ch. 1, section 1 we have assigned to each Banach function 
space A its associate Banach function space A' . Choosing A = L^jy,, 
we now introduce the associate space {L^y,)'. 

Definition 3. Let 0 and W be complementary Young functions. Then 
the Orlicz space L^ ^= L^ (zl, /x) is defined to be the associate space 
{LMV)'' ^••^- E^ consists of all complex functions fix), /x-measurable 
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on A, for which ||/||^ = sup f\fg\d/x < oo, where sup is for all g{x) 
satisfying WgW^y, < 1. 

The reader will ask why {Lj^jy,)' is denoted by L^„ since the above 
definition involves only the function W, and not the complementary 
function 0 . The notation L^ is justified by Theorem 2 below. 
The reader is also warned not to confuse the new notations L^, 
11/11̂  and the old notations L,^^, \\f\\Mi.- The Orlicz space L,^j^ consists, 
according to Def. 2, of all j{x) such that WfWuo < oo, where ||/||jv^^, 
according to Def. 1, is equal to inf k"^ for all A > 0 such that 
M^ikf) = f0\kf\d/x^ 1. What we shall prove in Theorem 2, and 
this is the justification for the notation L^, is that L^ and Lj^^ 
contain the same functions /, although \\f\\^ and || /1| ^̂ ^̂  are not 
necessarily equal. Before doing so, we shall make some additional 
observations. In the first place, one may replace the definition of 
ll/IU in DeL 3 by | | / L = sup f\fg\d/i for all g satisfying/'P|g|rf/« < 1, 
since My,ig) ^ 1 is equivalent to WgW^y, < 1 by Lemma 1 (b). 
Furthermore, we have Holder's inquality 

f\fg\d/x^\\f\U\\g\\M,r, 
which is sharp in the sense explained in Remark (2) at the end of 
Ch. 1, section 1. Finally, by Lemma 4 of Ch. 1, section l , / e £ ^ 
if and only if ffgd/x exists as a finite number for every g e Lj^^y,. 

Theorem 2. I'he spaces L^ and L^^ consist of the same functions, 
i.e. fe L^ if and only if M^ {kf) < oo for some constant k > 0. More 
precisely, M^f.fj\\f\\^) ^ 1 for every f e L^ which does not vanish 
identically. 

Proof. If / is such that M^{kf) < oo for some constant ^ > 0, 
and M,^(g) < 1 , then fk\fg\d/x < M^ {kf) + 1 by Young's inequahty, 
hence | |/ | |^ < k~^{M^{kf) + 1} < oo. In order to prove the con­
verse, we shall show that M^ifl\\f\\^) < 1 for every fe L^ which 
does not vanish identically. If / satisfies these conditions, then 
f\fg\dtx^\\fUiiMy,{g) <l ,and/ | /gK/«<| | / |UMy(g) iiMy,{g)>l 
by Holder's inequahty and Lemma 1(b). Hence/|/g|(^/« < \\f\\^M'y, (g), 
where M'y, (g) = max {My, (g), 1). If first / is bounded and vanishing 
outside the set Zl„, then M^ {flWfU < oo and My, [9'(|/|/||/|U)] < oo; 
hence, since Young's inequality becomes an equality for g = 
9'(I /I /II /L) , 

M'^ig) >f[\f\l\\fU gdM = M^iflWfU + M,,ig)-
If M'y,{g) = My,{g), then ilZ^(//||/IU) = 0 < 1; if M'y,{g) = 1, 
then M^(//||/|U) + My,{g) < 1, hence M^(//|t/||^) ^ 1. Let now 

47 



f e L^ be arbitrary. Defining fn{x) {n = 1, 2, ...) by fn{x) = O 
outside Zl„,/„ (%) = f{x) on An (|/| < n) and fn{x) = « onZlre(|/|>«), 
we have | /„ | t |/ | , M^(/WII/»1W < 1 and ||/„||<, < ||/|U. Hence 
^*(/»/ll/IU) «S 1, so M^(//| |/! |J < 1 by Fatou's lemma. 

Theorem 3. The norms \\f\\M0 and ||/||^ are equivalent, i.e. the norm 
topologies generated by these norms are identical. More precisely, 

II/IIM* < ll/L < 2 Ii/IL^ 
for any /x-measurable f {x). 

Proof. The preceding theorem shows that WfWuit- = 00 if and only 
if 11/11̂  = 00. Let therefore fe L^. If ||/||^ = 0, then / = 0 a.e., so 
11/11̂ ^ = 0, and conversely. Hence, we may assume that ||/||^ ^ 0 
and 11/11,,̂  ^ 0. The inequality M^(//1|/|U) < 1 implies ||/||^,^ < 
11/11̂ . For k = {ll/lljif^r^ we have M^{kf) < 1, hence, by Young's 
inequality, | |/ |U < k-\M^{kf) + 1} < 2 | | / | U . 

Now that we have obtained the three Orlicz spaces L^y,, L,^j^ 
and L^, it will not be difficult for the reader to guess how the dis­
cussion is brought to a close. The fourth Orlicz space Z.̂ ^ is introduced 
as the associate space {Lj^^)' of L,^^, and 11/11̂ / = sup / | fg \d/x for all 
g satisfying ||g||jif(p < 1. Analogous to what we did in Theorem 2, 
wc wish to prove that Ly, and L̂ f̂̂  consist of the same functions, 
and that My,{fl\\f\\y,) ^ 1 for any fe Ly, which does not vanish 
identically. The proof requires some care, since it may happen that 
W{v) = 00 lor finite v (if Wiv) < 00 for all finite v, Theorem 2 
gives the desired result). Assume therefore that hm„_,„ 93(M) = 
/ < 00, so W{y) = 00 tor V > I. We prove first that in this case 
/eZ.,^ implies \f |/||/|ly < / a.e. on A. In fact, assuming that \f{x) \ > 
/||/||,p on a set £ of finite positive measure, we might put g{x) = 
[l/x(£)]~^ on £ and g{x) = 0 elsewhere, and then, in virtue of 0(M) 
< lu for all u, we should have M,f{g) = /x{E)0[{l/i{E)}~^] < 1 
andf\fg\d/x = fE\f\d/xl[l/x{E)] > ||/||y, simultaneously, which is 
absurd. Hence, supposing first that f{x) vanishes outside some Zl„, 
and choosing the arbitrary but fixed number d such that 0 < ó < 1, 
we see that both W[d\f\l\\f\\y,] and 0 | g | , where g = y, [d\f\l\\f\\y,], 
are bounded a.e. on Zl̂ , and therefore integrable over Zl. Writing 
M',p (g) = max (M^ (g), 1), we have now 

<5M;(g) >f\èfl\\f\\y,g\d/l = My, idflWfWy,) + M^{g), 
from which we derive, since M'^ig) = 1 on account of M^ig) ^ 
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dM'^{g) < M;(g) , that My,{dfl\\f\\y,) < <5 < 1. Making ó f 1, we 
obtain the desired result. The extension to the case that f{x) p^ 0 
on a set which is not bounded is now evident. Analogous to what we 
proved in Theorem 3, it follows finally that 

!|/ILW 'S ll/llï- < 2 WfW^y,. 

Example: If 0(») = u^jp, 1 < p < oo, then W{v) = v^jq, where 
p~^ + q~^ = 1. We have already found that in this case ll/H^̂ ^ = 
{llp)^'^ ll/!lj>and|!/!|jv;^ ={llq)^''' \\f\\q, and an easy computation gives 
ll/IU = ?'"ll/llp and ||/||y = p'"' ll/ll,. up = q = 2, then ||/||^^ = 
II/IIA/^ = i | / 2 II/II2 and ll/l!^ = 11/11̂  = 1/2 II/II2. If 0{u) = *«, then 
W{v) = 0 for 0 :^ w ^ 1 and W{v) = 00 for w > 1, so in this case 
ll/IU* = ll/L = ll/lli and \\f\Uy, = jl/ljy = ll/L. This example shows 
therefore that the inequahties in Theorem 3 for ||/||,^ and 11/11̂ ,̂ , 
(and also the corresponding inequalities for ||/||y and 11/11̂ ,̂ ,) are sharp. 

Remarks. (1) In 1932 W. Orhcz [1] defined for the first time the 
spaces L^ and L,^ {L*^ and Ly, in Orlicz's notation), a.ssuming 
that 0 and W are complementary Young functions possessing some 
additional properties (9? {u) and y) {v) continuous, strictly increasing 
and tending to infinity). Some years earlier, however, W. H. Young 
[2], making an extensive use of his important inequality, had found 
a number of properties of the Young classes P ^ and Py, in his 
investigation of what he called supersummability (summability of 
0 | / | or W\f\). The spaces P ^ a n d P ^ , as defined by Orhcz, did not 
include spaces of the P^ or £ „ types, owing to the restrictions im­
posed upon (p {u) and %p {v), and this may be felt as a weakness, 
since in many respects the spaces L^ and L^ are, so to speak, the 
cornerstones on which the whole structure of Lp spaces rests. This 
defect was remedied by A. C. Zaanen [2] in 1949, who extended 
Young's inequality to the case where W{v) may jump to infinity, 
and defined L^, Ly, in such a way that all Lp {1 ^ p ^ 00) were 
included. However, there still remained another defect: the spaces 
L^ and Ly, are not associate in the sense of Ch. 1, section 1, and 
this makes the relation between ||/||^ and ||g||,p not sufficiently 
clear (Holder's inequahty in the form f\fg\d/x < ||/||^ ||gj|,^ is true 
but not sharp). This is the reason why we have introduced here 
the spaces £j^^ and Lj^y,, so that finally one has to deal with the 
intertwined associate pairs Lj^j^, Ly, and L^, Lj^y,. It is to the point 
here to observe that H. Nakano [1, 2] has recently published a 
comprehensive abstract theory of what he calls modulared spaces, 
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i.e. linear spaces on which a non-negative functional, a modular, 
is defined which has some but not all properties of a norm. In our 
case M^{f) and My,{f) are modulars in the sense of Nakano. 

(2) By Ch. 1, section 1, Th. 4 the Orlicz spaces P̂ ^̂ ^ and £^^^ are 
perfect, and by Ch. 1, section 1, Th. 3 the same is true of the asso­
ciate spaces Ly, and £^. Hence 

II/IIM* = sup/l/gji/// for all g satisfying ||g||y ^ 1, 
II/IIMÏ' = sup f \fg\d/x for all g satisfying ||g|U < 1. 

(3) If 0 and W are complementary, and £ is a subset of zl of 
finite measure (characteristic function Z^), then /x (£) = ||^£|| ^ II^£|IMÏ' 

(compare H. W. Ellis - I. Halperin [1], p. 580). If //(£) = 0, 
this is evidently true; if 0 < /«(£) < oo, then ||>^B||,J, = sup fE\ f \d/i 
for all / such that | | / | | j ^ | ^ < 1. Replacing | / | on £ by its average ƒ = 
[t^iE)]'^ fE\f\d/x, we have/ i j \f\d/x = fE\f\d/x and ||/||^,p < WflW^Y 
Lemma 2, hence H^fijl̂  = sup /g kd/x for all constants k ^ 0 such 
that \\kXE\\M>p < 1- It follows that \\XE\\0 = /«(£) W-EWMVY'^- This 
result throws a new light on the constant A E in part (P 4) of the 
proof (preceding Definition 2) that g{\f\) = ll/llüf./, satisfies the con­
ditions ( P I ) - (P 4) of Ch. 1, section 1. In the notations of that 
proof, we have found in (P 3) that H^EIIMÏ' = [w{lxiE)Y^T^ or 
JlZgll^,^ = /"^ for any set £ of finite positive measure, hence by our 
present result [|5̂ £;||<p = /<(£) </./{/«(£)}"^ or H^̂ ÎU = l/x{E). The 
value AE = /i{E) <f{/«(£)}"^ or AE "= l/x{E) in (P 4) is therefore 
sharp, since/£|/|rf/« < ll^^ll* II/IIMV is sharp. 

Lemma 3. Let 0 and W he complementary. If f e L^ {or f eLy,), and 
En (w = 1, 2, ...) is a finite or countable collection of disjoint subsets 
of A of finite positive measure, then H/H^ {or \\f\\yf) is not increased if 
on each En we replace fix) by its average on En, i.e. by f^^ fd/xjfx{E,^ . 

ProoL Writing ƒ for the function obtained by replacing / by its 
average on all En, and assuming that HgH ï̂̂  =£̂  1, we find 

f\fg\d/X = ZZ,fE„ VtxiE„)\fEjd/x\. \g\d/i +fA-UEn \fgW < 
^r=l7£„ l/l_[l//^(£„) f En \g\dlA dn -^fA-OEn \fgW = f\fgW' 

where g is obtained by replacing |g| by its average, so Hgjl̂ /y ^ 1 
by Lemma 2. Hence | |/ | |^ = sup f \fg\d/x < sup f \fg\d/x < \\f\\,f 

In section 1 of the present chapter we have obtained (Lemmas 
1-4) some necessary and sufficient conditions in order that Py, c Py,^. 
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In the next theorems we shall discuss a similar problem: we wish 
to find necessary and sufficient conditions in order that Ly,cLy, 
(i.e. in order that ||/1|,^, < oo implies \\f\\y, < oo). 

Theorem 4. If W and W^ are Young functions, then Ly,cLy, if and 
only if there exists a constant C > 0 such that \\f\\y, ^ C \\f\\y, for every 
f e Ly,. 

Proof. If such a C > 0 exists, then evidently £|^ cL,y . Let conversely 
L,j,cL,y^, and let the sequence fn e Ly, {n = 1, 2, ...) be such that lim 
11/» ' /lly = 0, lim ll/m - gllï/j = 0. Then /„ contains a subsequence gn 
which converges pointwise to /, and, since lim Hgra-gHip̂  = 0, gn 
contains a subsequence which converges pointwise to g. Hence 
f = g. This shows that the identity mapping of £,^ into Ly,^ is 
closed, and therefore bounded by the closed graph theorem. A 
second proof, which does not use the closed graph theorem, is as 
follows: If 0 and 0 j are complementary to W and W^ respectively, 
and Ly,cLy,^, then L,pDL^^, since geL^^ implies/|/g|«^/< < 00 for 
every fe Ly,, hence for every fe Ly,, so ge L^. Assuming now that 
WfWvi ^ ^ WfWf is violated for every C > 0 by some feLy,, there 
exists a sequence fn such that \\fn\\^ = 1, ll/rallî i ^ «• The linear 
functionals ffngd/x on L^^ (c L^) are uniformly bounded in n for 
every ge L^^ since \ffngd/x \ < ||/»||^,||g|U* = llgllx* for all «; hence, 
by the Banach-Steinhaus Theorem, \\fn\\<i>^ ^ Af for some constant 
M, contradicting ||/»||ï,^ > n. 

Next we ask if it is possible to find a condition for the functions 
'Z'and W^ themselves which is equivalent to Ly,cLy,. The reader 
is reminded that in the Lemmas 1 - 4 of section 1 we have derived 
that Py, c Py, for the Young classes Py, and Py, if and only if there 
e.xists a constant M > 0 such that Wj^{v) ^ MWiy) for large v, 
small V or all v, depending upon the further particulars of the situa­
tion. It is certainly not true that Ly, c Ly, is equivalent to the same 
condition W^iv) ^ MW{v), since, choosing W.^^{v) = W{2v), we 
have always Ly,cLy,, but not always Wi2v) < M W{v). Theorem 
5 below, however, will show that insertion of an additional positive 
constant saves the situation. Before stating and proving this theorem 
we collect some remarks about L^ in a lemma. For reasons of 
convenience we shall say that W jumps whenever there is a number 
Wo (0 < ^0 < 00) such that Wiy) = 00 for v > ^o-

Lemma 4. (a) If W jumps, then always Ly, c L^. 
(b) If /x{A) < 00, and W, W^ are Young functions such that W 
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jumps, then Ly, = L^ c Ly, {the sign of equality means that Ly, and 
L^ contain the same functions, and not necessarily that \\f\\y, = \\f\\^ . 

(c) If /«(zl) = oo, then L^cLy, if and only if there exists a number 
«0 > 0 such that W^ {v) = 0 for v ^VQ. 

(d) If /«(zl) = oo, and A is the union of a countable number of 
atoms pn of measure bn such that 0 < lim inf bn s^ Hm sup bn < oo, 
then Ly, c L^ for any W. 

(e) Under the same hypotheses on A and /x as in {d), L^ = L,y if 
and only if Wi{i) = 0 for v ^VQ, where v^ > 0. 

Proof, (a) Has been proved already in the proof of My,{fl\\f\\,i,) < 1. 
(b) It is sufficient to prove that L^cLy, (since, once this is 

proved, the choice W^ = W gives L^cLy,cL^ by (a)). If / e£^ , then 
\fix)\ < M a.e., and W^{kM) < oo for some ^ > 0. Hence 
My,^ikf) < oo, so feLy,^. 

(c) If L^cLy, , then f{x) = l e Ly,. Hence gix) = he Py, for some 
A > 0, so 'Pi(^) = 0. Conversely, if W-^^{v) = Q tor v ^ ?'„, where 
Vf^ > 0, then f{x) --= v^e P,j,^, so / e £ „ implies fe L,^^. 

(d) If feLy,, then kf e Py, for some ^ > 0, hence Zbn W{kfn) < oo. 
I t follows that kf {x) is bounded, so fe L^. 

(e) On account of (c) it is sufficient to prove that L^cL.y^ implies 
L^ = Ly,. This follows from (d). 

Theorem 5. (a) Let /x{A) < co, and lei A contain a subset of positive 
measure which is free of atoms. Then, if W jumps, Ly, = L^ c Ly, is 
true for any W^. If W does not jump, then Ly,cLy, if and only if there 
exist constants a > 0, b > 0, v^ > Q such that W-y{av) < bW{v) for 
V > i ) o . 

(b) Let /«(zl) = 00, and let A contain a subset of infinite measure 
which is free of atoms. Then Ly,cLy, if and only if there exist constants 
a > Q,b > 0 such that W^ {av) < b Wiv) for all v ^ 0. 

(c) Let /x {A) = 00, and let A be the union of atoms pn of measure 
bn such that 0 < lim inf bn ^ Um sup bn < 00. Then Ly,cL,y if and 
only if there exist constants a > 0, 6 > 0, v^ > 0 such that Wiy^ > 0 
and Wy{av) ^ bWii) for v ^v^. 

Proof, (a) The statement for a function W which jumps has already 
been proved in Lemma 4(b). Assume therefore that W does not 
jump. It is evident that Wi{av) < h W{v) iorv > î o implies Ly,cLy,^. 
In order to prove the converse, we restate (in slightly different 
words) what has been proved in section 1, Lemma 1: There exists a 
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constant A > O, not depending upon W or W^, but only on the set 
Zl (in fact, one may choose A = //(zl)), with the property that if 
any / sa t i s fy ing / f / l ^ / t < A also satisfies/!Z^i|/|rf// < oo, then there 
exist constants b > 0,VQ > 0 such that W-i{v) ^ b W{v) torv ^ v^. 
This follows from the fact that otherwise there is an increasing 
sequence % such that Wi{vn) > 2"•£(%,) and W{vn) > 1 for all n 
{W{v„) > 1 since W does not jump). Choosing now the disjoint 
sets En such that //(£«) = /x{E^)l[2^W{vn)], we find as in section 1, 
Lemma 1 a function / satisfying fW\f\d/x < /x{A), fW-^\f\d/i = oo. 
Furthermore, before starting on the principal part of the proof, 
we observe that f W\f\d/x < A implies \\f\\y, ^ A', where A' = max 
(2, 2.4). In fact, if zl < 1, then ||/||^,p < 1 by Lemma 1(b), hence 
WfWy, < 2, and if ^ > 1, then fW{\f\jA) d/x < A-^fW\f\d/x < 1, hence 
ll/IUy < ^ , so 11/11̂  < 2-4. 

Let now Ly^cLy,^, so ||/||,p^ < CH/H^ for e v e r y / e £ y by Theorem 4. 
We define W2 {v) by W2 {v) = W^ {vjCA'). For any / satisfying fW\f\d/i 
^ A we have evidently fe Ly,cLy,^, hence My,^{fl\\f\\y,) < 1, so that 
certainly My,^ {flC\\f\\y.) < 1. But then also V ^ ^ {llCA') < 1, so 
fW2\f\d/x ^ 1. Applying now to W and W2 what has been observed 
above, we may conclude that there exist constants 6 > 0, WQ > 0 
such that 'P2('') ^ b Wiy) iorv > v^. Hence, recalling the definition 
of W2{v), and writing a = (C.4')"\ we finally obtain W-^{av) ^ 
bW{z) for V ^ Vo. 

(b) It is evident that Wj^{av) < bWiv) for all t̂  5̂: 0 implies Ly,c 
Ly,^. Let conversely £,j,c£y^, and suppose first that W is .such that 
W{v) = 0 for 0 < ?; < /, V(w) = 00 for i; > /, hence Ly, = L^. 
Then, by Lemma 4 (c), there is a number Wo > 0 such that "Pj (?') 
= 0 for w ^ VQ. Hence W^^iav) < W{v) for some a > 0 and all 
V ^ 0. Assume now that W is not of this exceptional type. Then, 
using now section 1, Lemma 3, and arguing similarly as in (a) 
above, we obtain Wi{ajv) < è̂  W{v) iorv ^v^ and W-^{a2v) < b^ W{v) 
for V < V2, where !Z''(i'2) > 0. Hence it a = min (flj, flg) and b = max 
(èj, ^2, max W-^iav)IWiy) fori», ^ i; ^v-f), we have W-^iav) < ö!?'(;;) 
for all w > 0. 

(c) We first prove that W^iav) ^ b W {v) iorv < Vg, where W{VQ) 
> 0, implies Ly,cLy,. If fe Ly,, then kfe Py, for some k >0, hence 
ZbnW{kfn) < 00. Since Wikfn) -^ 0 as « -> 00, we have W{kfn) 
< Wivo) tor n ^ N, hence A^^_i 6„ "Pj (aft/m) < 00. It may happen 
that Af hn W-i^iakfn) = 00 if "Pj jumps; there exists, however, a 
positive number a' < a such that Af bn W^ {a'kfn) < 00. It follows 
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that a'kfe Py,, so fe Ly,. Let conversely Ly,cLy,, and suppose 
first that W is such that W{v) = 0 for 0 < v < fW{v) = oo for 
v > I, hence Ly, = L^. Then, by Lemma 4(c), there is a number 
Vo> 0 such that Wj^iv) = 0 f or v < v^. Hence W^iav) < "̂ (1)) for 
some a > 0 and all J; ^ 0. If IP is not of this exceptional type, 
an appeal to section 1, Lemma 4 leads to W^iav) < b W{v) for 
V ^ v^, where W{v^ > 0. 

Remarks. (1) A direct proof, similar to the proofs of the Lemmas 
1-4 in section 1, is possible. No use is made then of Theorem 4. 

(2) A theorem of similar nature, but of a more restricted type 
(zl is a compact subset of Rn, /x is Lebesgue measure), has been 
stated recently by M. A. Krasnoselskii and Y. B. Rutickii [1] 
without proof. 

3. Reflexivity and Separability. 

Let 0 be an arbitrary Young function, and L^ the corresponding 
Orlicz space. The main purpose of the present section is to investigate 
what conditions are necessary and sufficient in order that L^ he 
reflexive or separable. As we have seen in section 2, the Orlicz 
spaces L,p and £ ^ ^ consist of the same elements, and their norms 
are equivalent; hence £,p is reflexive or separable if and only if 
L^0 is so. We need not distinguish, therefore, between these spaces, 
and for reasons of convenience we shall formulate all theorems 
for L^. In Ch. 1, section 2 the subspaces X^ and A* of A' were 
introduced, and a first step towards solving the proposed problems 
will be the investigation of these subspaces in the case that X = L^ 
(obviously £ j and L^ contain the same elements as L,^f^ and Lg^^, 
respectively). For this purpose it is convenient to introduce the 
following definition (compare H. Nakano [1, 2]): 

Definition i. The element f e L^ is said to he a finite element if 
M0 {kf) < 00 for every constant k ^ 0. The class of all finite elements 
of L^ is denoted by Lfp. 

A similar definition may be given for the complementary Orlicz 
space Ly,. As observed before, it may happen that the Young 
function W jumps, and this happens if and only if Lfp contains only 
the null function. In order to prove this statement, let first Wiv) = 
00 f or I) > I, and assume that there exists an element f e Ely such 
that / 7^ 0 on a set of positive measure. Then there exists a number 
£ > 0 such that \f{x) \ > e on a set £ of finite positive measure, 
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hence g{x) = eXseVy,. But M,y{kg) = /x{E)W{kE), so My, {kg) = oo 
for all k > IJE, which leads to a contradiction. If, conversely, L'y, 
consists only of the null function and £ is a set of finite positive 
measure, then My, (A^^) = oo for some ^ > 0, hence // (£) W{k) = oo, 
and this shows that W{v) = 0 0 for sufficiently large v. On account 
of the property that £ ^ = {0}, the case that W jumps shows 
exceptional features, and for that reason we shall discuss it se­
parately. It hardly needs mentioning that the theory for a function 
W which does not jump (i.e. if v is finite, then Wiv) is finite) is 
not different from the theory for the function 0 . 

Lemma i. The class L'^ is a normal subspace of L^. 

Proof. It is evident that V^ is linear and normal. In order to prove 
that £{p is closed, let fneL-^ and ||/»-/|| ^ 0 as w -^ 00. Then, by 
Lemma 1(d) in section 2, M^{k{f-fn)} --> 0 as « H^ 00 for every 
k ^ 0. Hence, given ^ > 0, there exists an index «o(^) such that 
M^{2k{f-fn)} is finite, which implies by the convexity properties 
of M^ that"2 M^{kf) < M^ {2k{f-fn)} + M^{2kfn) < 00. 

Theorem i. L% = Ü^ = L^. 

Proof. We shall prove that L^cL^cL^. On account of the general 
inclusion property £^ c P^, (cf. Ch. 1, section 2, Lemma 4), the 
desired result will follow then. In order to show that L* c £ ' , it is 
sufficient to prove that any //-measurable bounded / {x), vanishing 
outside a bounded set £, belongs to Ü^. This, however, is evident, 
since M,^ {kf) < 0 {kM) // (£) < 00 for any k ^ 0, where M = 
sup \f{x) \. Next, assuming that /e IJ^,, we shall prove that the norm 
of / is absolutely continuous. If £ is bounded, and En is any de­
creasing sequence of subsets of £ such that // (£«) -^ 0, then g» = 
|/5^Ê„| j 0 a.e. Hence, since 0{kgn) < <?(^/), we have AZ<p (%) -> 0 
for any A > 0 by dominated convergence, so ||/^B„|| = ||gm|| -> 0 
by Lemma 1(d) in section 2. It remains to prove that the same is 
true if En is not necessarily decreasing. Assuming it to be false, 
there exists a number e > 0 such that \\fXE^\ > e for some sequence 
En c E satisfying /i{En) ~> 0. We may assume that /x{E„) < n"'^. 
Then, if Fn = U~ „ £,-, the sequence Fn is decreasing, // (£„) -^ 0 
and WfXpJl > e, in contradiction to what has already been proved. 
The proof of \\fXA-A„\\ -^ 0 is similar. 

Remark. This theorem shows that L^ does not depend on the 
sequence An c A, but that L% = L% is the closure (in the norm 
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topology of £^) of the set of all essentially bounded //-measurable 
functions which vanish outside some set of finite measure. Moreover, 
if /x{A) < oo, then the closure (in the norm topology of L^) of 
L^ {A, /i) (considered as a subset of L^) is equal to L% = £^. 

Theorem 2. Let 0 and W be complementary Young functions. Then 
(£*)* = Lj^jy, and (P^*)* = Ey, {isometrically), 

and if W does not jump, then 
{L'^y) * = LJ^f^ and (P^^) * = L^, {isometrically). 

Proof. Follows from the general result that A^ = A ' imphes 
(A'^)* = A ' (cf. Ch. 1, section 2, Th. 2). 

To complete our discussion of the subspaces L\, and L^,, we 
finally have to investigate the case that W jumps. We shall distin­
guish between the following cases: 

(A 1) 0 < //(zl) < oo; zl is free of atoms, and An = A for all «. 
(A 2) 0 < /«(zl) < oo; fi is purely atomic such that Zl is the 

union of a countably infinite number of atoms pn of measure bn 
(arranged such that 0 < bn+i ^ bn) and a set of mea.sure zero; 
moreover, lim inf bn+ijbn > 0; An = A for all n. 

(A3) 0 < //(Zl) < oo; zl contains atoms, but /x is not purely 
atomic (i.e. Zl contains a subset of finite positive measure which 
is free of atoms); An ^ A for all n. 

(B 1) /i{A) = oo, and zl is free of atoms. 
(B 2) /i {A) = oo, and Zl is the union of a set of measure zero 

and a countably infinite number of atoms pn of measure 6„ such 
that 0 < lim inf bn ^ lim sup bn < oo. 

(B 3) /«(zl) = oo; zl contains atoms, but also a set of infinite 
measure which is free of atoms. 

In the next two lemmas we shall formulate some properties of 
the subspaces P | , and P ^ ot Ly, in the case that W jumps. 

Lemma 2. Let W jump. Then, in the cases {A 1), (.4 2) {even in 
the absence of the hypothesis that lim inf bn+ijbn > 0) and {A 3) the 
space Py (Zl, //) consists of the same functions as L^{A, /x), and L'ly = 
Ly,. In the case {A 1) the subspace L*,y contains only the null function, 
and in the cases {A 2) and [A 3) we have {0} ^ Ü'y, ^ Ly,. 

Proof. We have already proved in Lemma 4(b) of section 2 that 
Ly,{A, //) = L^iA, /x) if /«(zl) < CO and W jumps; hence, since 
An = A tor all n, it follows that P ^ = Ly,. Since Ly,iA, //) = P ^ 
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{A, /x), there exist (by Th. 4 in section 2) positive constants Q and 
C2 such that QII/IL < \\f\W < Q ll/IL for all / e P ^ , hence P^^ = P ^ . 
In the case (A 1) it is evident therefore that L\, = P ^ = {0}. 
In the case (A 2) P ^ may be considered as a space of sequences of 
complex numbers / = {f•^^, /g, ...) and we have fe L\, if and only 
if lim fn = 0. In order to prove this, we need only observe that / 
has an absolutely continuous norm if and only if to each e > 0 
corresponds and index A(e) such that |I/iv||ip < e, where /jv = (0, 0, 
..., 0, fj^+v /iv+2, •••)> and, on account of P ^ = P^ , this is equivalent 
to lim fn = 0. The case (A3) is combination of (A 1) and (A 2), 
and in this case P ^ consists of functions / which differ from zero 
only on the atoms of Zl, so / = (/j, /g, .. .), and have the property 
indicated in the case (A 2) that lim /« = 0. 

Lemma 3. Let W jump. Then, in the cases {B 1), {B 2) and {B 3) 
we have Ly,{A, /x) c L^{A, / /) , and Ly,{A, /x) = L^{A, /x) if and only 
if there exists a number v^^ > 0 such that Wiy) = 0 for 0 ^ w ^v^; 
furthermore fe P ^ if and only if lim \\fXA-A„\\ = 0. In the case {B 1) 
the subspace L\, contains only the null function, in the case {B 2) we 
have L\, = P^ , and in the case {B 3) we have {0} ^ L\ 7^ P^ . 

Proof. The statements that P ^ c P ^ , and that Ly, = P ^ if and only 
if there exists a number WQ > 0 such that W{v) = 0 for 0 < Zi < ẑn 
are merely restatements of what has been proved in Lemma 4(a) (c) 
of section 2. Next, let feL,y and lim ||/^zi-j„|| = 0; we shall show that 
fe L'ly. Since P ^ c P ^ , / is essentially bounded. Hence, if /„ {x) = f{x) 
for xe An and fn{x) = 0 elsewhere, then /„e L\, {n = 1,2, ...), so 
ll/~/nll = ll/^-^-'^nll^ 0 as « -> 00. It follows that feL'lp. If, conversely, 
feL'ly, then to each e > 0 corresponds a bounded function g vanishing 
outside some bounded set such that ||/-g|| < £, hence \\fXA-A„\\ < 
||/-g|| < £ for sufficiently large n. 

Since Ly,cL^, it follows (by Th. 4 in section 2) that \\f\\^ < C||/||y 
for some constant C > 0 and all fe Ly,, hence P ^ c P ^ . In the case 
(B 1) we know already that P ^ = {0}, so P ^ = {0}. In the case 
(B 2), since hm inf bn > 0, we have P ^ c P ^ , and so P ^ = L^y on 
account of the general inclusion property A ^ c A ' (Observe inciden­
tally that in the case (B 2) we have A* = A'' for anj' space A of 
the kind discussed in Ch. 1). In the case (B 3) we have {0} ^ P ^ ^ 
Py, and Py consists of those fe Py which differ from zero only on 
the atoms of zl. 

57 

file:////f/W


Corollary. Let 0 and W be complementary Young functions such 
that Wiy) = oo for sufficiently large v; let furthermore A be the union 
of a countably infinite number of atoms pn of measure bn such that 
0 < lim inf bn < lim sup bn < oo. Then (Py) * = Lj^^ and (P^y) * 
= P(P {isometrically). 

Proof. Since in this case Py = Py, the result follows from the 
more general result that X" = A» implies (A'^)* = A ' (cf. Ch. 1, 
section 2, Th. 2). 

Example: Let 0 ( M ) = u for all u > 0, hence W{v) = 0 for 0 < ?̂  < 1 
and W{v) = oo for v > 1. het furthermore zl be the union of a 
countably infinite number of atoms of measure one. Then Ly, = 
EMV = loo is the space of all bounded sequences x = (%, X2, ...) 
with norm \\x\\ = sup \xn\, and Py is the subspace Cg of all null 
sequences. The corollary shows that the conjugate space of the 
Banach space CQ is isometric with the space /̂  of all absolutely 
convergent sequences (compare S. Banach [1], p. 65). 

It is interesting to observe that if W jumps (i.e. if there exists a 
number / > 0 such that W{v) < 00 ior v < I and W{v) = 0 0 for 
v>l), the inclusion P y c L y is always proper in the cases (B 1) and 
(B 3). In fact, if £ is a set of finite measure such that /x (£-zl„) > 0 
for all n = 1,2, ... (such sets do not exist in the case (B 2)), then 
X^eLy,, but lim | |^Ê "^^-'^nWrnw = ü'ri W^E-A^Wi^j^y = t^ > 0, as .shown 
by the computations in section 2 where we discussed the property 
(P 3). Lemma 3 shows therefore that XE does not belong to Py. 
This example illustrates that in general the subspace Py heavily 
depends on the choice of the sequence Zl̂  (« = 1, 2, ...). We shall 
prove below that in the case (B 2) it may happen that Py = Ly, 
even if W jumps. 

For any Young function 0 (and also for any Young function W 
which does not jump) we have proved in Th. 1 that L% = P ^ = 
P^ cP^ ; hence, the Orlicz space P^ has an absolutely continuous 
norm if and only if all elements of P^ are finite elements. This, 
however, is equivalent to the linearity of the Young class P^. 
On account of what we have proved about linearity of P ^ in Th. 3 
of section 1, we obtain therefore the following theorem: 

Theorem 3. Let 0 he a Young function. Then in the cases {A 1), 
{A 2) and {A 3), the space P ^ has an absolutely continuous norm if 
and only if 0 has the property zlj. In the cases {B 1) and {B 3) the 
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space L^ has an absolutely continuous norm if and only if 0 satisfies 
{62, A2), and in the case {B 2) the space P^ has an absolutely con­
tinuous norm if and only if 0 satisfies \ . 

If !P jumps, then it is evident that in the cases (A 1), (A 2), (A 3), 
(B 1) and (B 3) the space Py never has an absolutely continuous 
norm, since in all these cases Py ^ Ly,. In the case (B 2), however, 
Th. 3 remains true even though W jumps, as shown by the following 
theorem: 

Theorem 4. Let W jump. Then, in the case {B 2) the space Ly, has 
an absolutely continuous norm if and only if W has the property Sj. 

Proof. Let W{v) < 00 ior v < I and W{v) = 0 0 for v > I. We 
replace "P by a Young function W^ such that W^ does not jump and 
Wi = W for small values of v{Wiiv) may be defined e.g. as follows: 
if e is a constant such that 0 < e < /, we put W^iv) = W{v) for 
0 ^ i; ^ l-E, and for v > l-e we define Wj^{v) as a suitable Hnear 
function). Then, by Th. 5(c) in section 2, Py and Py^ consist of the 
same functions, and so (by Th. 4 in section 2) their norms are 
equivalent. Hence Py = Py , which implies that Py = Py if and 
only if Py^ = Py^. But then it follows from Th. 3 that Py has an 
absolutely continuous norm if and only if W has the property 62. 

Remark. We have already stated above that in the case (B 2) it 
may happen that Py = Py even though W jumps. Since Py = Py 
in this case, Th. 4 gives a complete answer: If W jumps, and we find 
ourselves in the case (B 2), then Py = Py if and only if W has the 
property Sg-

We add the following example: If 0(«<) = e"-l, then the com­
plementary function "P satisfies W{v) = 0 for 0 ^ w ^ 1 and W{v) = 
V (log V -1) -{- 1 ior V > 1. The function 0 has the property Sj, but 
not the property ZI2, and the function W has the property A^, but 
not the property 82- Hence, in the cases (A 1), (A 2) and (A 3), we 
have Py = Py, but L% # P^. In the cases (B 1) and (B 3) we have 
P * ¥^ Pfli, P ^ 7^ Py, and linally, in the case (B 2), L% = P^ but 
Py ^ Py. If, in the case (B 2), all atoms have measure one, then 
P* = P * consists of all absolutely convergent sequences, so Py 
consists of all bounded sequences. If 0(««) = e"- u - 1 , then W{v) = 
{v + 1) log {v -\- 1) - v, so 0 has the property \ , but not the 
property ZI2, and W has the property (§2, ^2) • 

In section 2 of Ch. 1 we have found in Th. 4 that the space A 
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is reflexive if and only if both A and A ' have an absolutely con­
tinuous norm. If we apply this result to Orlicz spaces, and we base 
ourselves on Th. 3 and Th. 4 of the present section, we obtain the 
following theorem: 

Theorem 5. Let 0 and W be complementary Young functions. Then 
in the cases {A 1), {A 2) and {A 3), the space L^ is reflexive if and 
only if both 0 and W have the property A2. In the cases {B 1) and {B 3) 
the space L^ is reflexive if and only if both 0 and W have the property 
(̂ 2, ZI2). In the case {B 2) the space L^ is reflexive if and only if 
both 0 and W have the property \ {where it may happen in this case 
that W jumps). Evidently, L^ is reflexive if and only if Ly is reflexive. 

Remarks. (1) In the cases (A 1), (A 2), (A 3), (B 1) and (B 3) it is 
obvious that if P^ is reflexive, then W does not jump, so that in 
these cases we can state that if W jumps, then P^ is not reflexive. 

(2) Let 0 and W be complementary Young functions. Then W 
has the property (Sg, A^ (i.e. W{2v) < M Wiv) for some fixed 
AZ ^ 2 and all v ^ 0) ii and only if there exists a constant ^ > 1 
such that 0{ku) > 2k0{u) for all u > 0. In order to prove this, 
let first Wi2v) < MW{v) for allv > 0. We may assume that M > 2. 
Then, for k = AZ/2, we have 0iku) = max {2kuv - Wi2v)} > 2k 
max {uv - W{v)} = 2k0{u) for all u ^ 0. Conversely, if 0{ku) ^ 
2k0{u) for all u > 0, then W{2v) = sup {2kuv 0{ku)} < 2k 
sup {uv - 0{u)} = 2kW{v) for all w > 0. Observe that it follows 
from this proof that if 0{ku) ^ 2^0 («) is satisfied for some k = k^ 
> 1, then it is also satisfied for all k > kg. Similarly we may prove 
that W has the property Zlg or §2 if and only if there exists a constant 
k > 1 such that 0 {ku) ^ 2k0 {u) ior large u or small u respectively. 
This argument shows that it is possible to replace the conditions 
for reflexivity of L^ in Th. 5, which are in terms of both 0 and W, 
by other conditions in terms of 0 alone. The theorem may then be 
restated as follows: 

In the cases (A 1), (A 2) and (A 3) the space P^ is reflexive if 
and only if there exist constants k > 1, M ^ 2k such that 2k ^ 
0 {ku) 10 {u) < M for sufficiently large u. In the cases (B 1) and (B 3) 
the space P^ is reflexive if and only if the condition is satisfied for 
all M ^ 0, and in the case (B 2) the space P ^ is reflexive if and only 
if the condition is satisfied for sufficiently .small u. In the last case 
it may happen that W jumps, but in all other cases the condition 
excludes this. 
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We finally derive some conditions for separability of P^ and P^ . 
In the first corollary of Th. 7 in Ch. 1, section 3 we have proved 
that A is separable if and only if A has an absolutely continuous 
norm and /x is separable. Combining this result with the Theorems 
3 and 4 of the present section, we obtain: 

Theorem 6. Let 0 be an arbitrary Young function. In the cases {A 1) 
and {A 3) the space L^ is separable if and only if 0 has the property 
A2 and /x is separable; in the case {A 2) the space L^ is separable if 
and only if 0 has the property ZI2. In the cases {B 1) and {B 3) the 
space L^ is separable if and only if 0 has the property {62, A^) and 
fi is separable. If W is a Young function which perhaps jumps, and 
we are in the case {B 2), then L,y is separable if and only if W has 
property Ö2. 

Remark. For the particular case that zl is the interval [0,1] and 
/x is Lebesgue measure (so the conditions of (A 1) are satisfied), 
Th. 6 was proved by W. Orlicz [2] by a completely different method. 
It was also recently obtained by G. G. Lorentz [4] by a method 
which is somewhat similar to ours. Furthermore M. A. Krasnoselskii 
([1], p. 69) has recently announced that he and I. Sobolev have 
obtained necessary and sufficient conditions in order that an 
Orlicz space be separable. 

In the Second corollary of Th. 7 in Ch. 1, section 3 we have found 
that if A'^ = A' ' , then X^ is separable if and only if // is separable. 
Hence: 

Theorem 7. In the cases {A 1), {A 3), {B 1) and {B 3) the subspace 
P^ of P(p is separable if and only if /x is separable, and in the case {A 2) 
the subspace P ^ is always separable. If W is a Young function which 
perhaps jumps, and we are in the case {B 2), then Py is always 
separable. 

We finally observe that if W jumps, and we find ourselves in one 
of the cases (A 1), (A 2), (A 3), (B 1) or (B 3), then the space Py is 
not separable even if /« is separable, since in these cases W cannot 
satisfy ZI2 or (82, ZI2). 

As an example we conclude this section with the following ex­
tension of a result by J. Schauder [1]: 

Theorem 8. If /x is Lebesgue measure on the interval [0, 1] and 0 is 
an arbitrary Young function, then Haar's orthogonal system {(pn {x)} 
{n = 1, 2, ...) is a basis in the subspace P^([0,1], / /) . 
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Proof. We have to pro\-e that if /e P^, then ||/-A,"_i Cj q)i |[̂ ^^ ~> 0 
as « ^ oo, where the numbers Cj {i = 1, 2, ...) are the Fourier 
coefficients C; = f^f{x)qjiix)dx of fix). We write Sn{f;x) = Af̂ ^ 

Ci (pi{x). Now, as A. Haar [1] has proved, Sn{f;x) is a step function; 

more precisely, the interval [0, 1] may be decomposed into m{n) 

subintervals [«y, «J, [«i, «J, •••> ['̂ ^m-i, (ï?»] such that if «p < % < a^+i 

(0 < /> < m~l), then s„,(/;x) = / > + i f{x)dxl{ap^-i - Up). Hence, 

if k is any positive constant, we have by Jensen's inequality 

M.,{ksn) =Z;zUy-'' 0{ksn)dx = Z'^zl{ap^x-ap) 0\ f'P*^ kf{x)dxi 
p p 

{ap+i-ap)] < A ; I ; , / ; / ' + I 0{kf)dx = M^(^/), so ||s„||,,^ < ||/1I,,^ for 
p 

all n. A. Haar has also proved that if f{x) is essentially bounded, 
then Sn{f;x) converges pointwise to fix) a.e. on [0, 1], and ||snlL ^ 
11/11̂  = M < oo. It follows that for such functions 0(A:|/-,s„|) s^ 
0{2kM) ior each constant ^ > 0, so Mf,{k{f-Sn)} ^ 0 by the 
dominated convergence theorem. Hence | | / -S» | |M0 -> 0 as « ^ oo, 
which proves our statement for bounded functions. 

Let now f e P^ be arbitrary, and write /„ {x) = f{x) for /(x) | < n 
(« = 1, 2, ...), and f„{x) = 0 elsewhere. Then lim MJA(/-/„)} = 0 
for each constant A > 0. This shows that, given k > 0 and e > 0, 
we may write f = f^ -^ f.^, where /j is bounded and M^{kf^ < e. 
Hence, by the convexity properties of M^, 

2M^{k {fsn) 14} < M^ [k{f,- sn (/i; x) }/2] + M^ [k {/.^-s» {f2;x) }/2] 

< M^ [k{f,-sn{f{,x)}l2] + i M^{kf2) + i M^{kSn{f2,x)} < 

M^[k{f,-Sn{f^;x)}l2] + E, 

so hm ilZ^ {^ (/-s„)/4} = 0 for any k > 0. It follows that lim 

II/-S«IIM* = 0. 

Remark. The above proof is similar to Schauder's proof for the 
Lebesgue spaces Lp, p ^ 1. Recently H. W. Ellis and I. Halperin 
[2] have obtained very general results on function spaces in con­
nection with Haar's orthogonal system. 

4. Uniformly Convex Orlicz Spaces. 

A Banach space (elements /, g, ...) is called uniformly convex 
if to each number e (0 < e < 2) corresponds a number ö{e) > 0 
such that the conditions ||/|j = ||g|| = 1, | | / -g | | > eimply || (/+g)/2|| 
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< 1 - (5(e). This definition is due to J. A. Clarkson [1], and he 
proved that the Lebesgue spaces Lp and lp {1 < p < oo) are uni­
formly convex. His proof was rather laborious, and has been sim­
plified by R. P. Boas, J r [1], but it was finally E. J. Mc Shane [1] 
who gave an extremely simple proof of this result. I am indebted 
to A. C. Zaanen for pointing out to me that Mc Shane's method 
can be used to obtain a sufficient condition in terms of the function 
0 (M) in order that the Orhcz space P^^^ be uniformly convex. It is 
also possible to find by the same method a sufficient condition, in 
terms of the metric function g{\f\), for the space A of Chapter 1 
to be uniformly convex (cf. I. Halperin [2]). 

Definition i . The Young function 0{u) is said to be strictly convex 
if to each number a {0 < a < 1) corresponds a number d {a) (0 < d {a) 
< 1) such that 

0{{u + bu)l2} < { 1 - d(a)} {0{u)+0{bu)}l2 

for all u ^ 0 and all b satisfying 0 ^ è ^ a. 
As one can see easily, 0{u) = u^jp, p > 1, is strictly convex 

in this sense. Furthermore, if 0[u) is strictly convex and Q < k <1, 
there exists a number m {k) such that 0 < w (^) < 1 and 0 {ku) ^ 
kmik)0{u) for all u > 0. Hence, if W{v) is the complementary 
function of 0{u), we have (by the Corollary of Th. 1 in section 1). 

W{m~'^{k) v} = sup {MW"^{k) V -0{u)} < 
sup {ku k-^ nr^ {k) V - k-^ m''^ {k) 0 {ku)} = k'^ w"^ {k) W {v) 

for all V ^ 0, and this shows that Wiy) has the property (Öj, ZI2). 

Definition 2. The functional M^(/) = f0\f\d/i is called uniformly 
convex if to each number e > 0 corresponds a number qie) > 0 such 
that the conditions M^{f) = M^{g) = 1, M^{f - g) ^ e imply 
M J ( / + g ) / 2 } < 1 - ?(e). 

We wish to prove that if 0 is strictly convex and satisfies the 
condition (óg, ZI2), then M^{f) is uniformly convex. For this purpose 
we first prove the following lemma: 

Lemma i. If 0 is strictly convex, and e > 0, there exists a number 
p{e) > 0 such that 

0\t±^'\ <{l-/>(e)}^W+*M 

for all complex x, y satisfying \x - y\'^ E max i\x\, \y\). 

Proof. Without loss of generality we may assume that e ^ 1, 
x > Q and |y| ^ x, hence |A;-y| ^ E x. Now let P^ be the closed 
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circle in the complex plane with centre 0 and radius x, and P2 the 
open circle with centre x and radius EX. Then y may vary in the 
closed set P1-P2. On the circumference of Pg we take the point a 
such that arg {a-x) = 3 7i\\, and P3 is the open circle with centre 0 
and radius |a|. Obviously there exists a number y(e) < 1 such that 
1̂  + y| < y(e) {x + |y|) for all y in {P^-P;) - Z\, hence 

for such y. If y belongs to Pi-P^ and Z'3 simultaneously, there 
exists a number /S(£) < 1 such that |y| ^fix (in fact, /3 = |a|/%). 
Hence since 0 is strictly convex, 

0\'+z\<^0i'±lyl) <{i-ó(,5)}*<-^i±^^ 

for such y. Choosing 1 -/)(e) = max {y(£), 1 - <5 (/?)}, we obtain 
the desired result. 

Theorem i . If 0 is strictly convex and satisfies the condition {02, A.^, 
then M^{f) is uniformly convex. 

ProoL Let M^(/) = M^ig) = 1, M^{f-g) ^ e > 0. Without loss 
of generality we may assume that e ^ 1. Let a = e/4 and £ = 
{xeA : \f-g\ ^ a max (|/|, |gl)}. If ^ e £ , then 0\2r'{f+g) I < 
{l~p(a)} 2-^ (0 | / | + 0|g|) by Lemma 1, hence 

M^{f)^M^ _^^jf + g\ 

M^{fXE)-+M^{gX,) _ j^lfj^J ^ \ ^ ^(^) M ^ ( / X ^ + M^gXEl 

If%eZl-£, t h e n | / - g | < a(|/j + |g|), hence 0 | / - g | < 0 {2a (|/| + 
|g|)/2} < 2a 0 { ( | / | + |gi)/2} < a (0 | / | + 0|gl), so M^{{f-g) 
^A-E } < 2a = £/2. But M^{f - g) ^s by hypothesis, so M^{{f- g) 
XE} > e/2. Since M^{if-g) XE} = M^ { (2 / -2g) XEI2 } ^ 2"^ 
{M^i2fXE) + M^(2gX£)}, this implies M^{2fXE) + ilZ^(2gZ£) 
^ £. But, on account of the property {62, A^, we have 0 (2M) < 
M0{u) for some fixed M > 0 and all u > 0, hence M^{fXE) + 
M^igXE) >EIM. It follows that 1 - M ^ {(/+g)/2} > ^(£/4)e/2M 
= qie), which is the desired result. 

In order to prove that under the same conditions the Banach 
space Lj^j0 is uniformly convex, we first prove two simple lemmas. 

Lemma 2. If 0 has the property (óg, ZI2) and if e > 0, there exists 
a number ei(e) such that H/Ĥ ^̂  > e implies M^{f) > ê . 

1-M, f + g 
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Proof. We have to show that M^ {fn) ^ 0 as « -> oo implies 
I1/»11M<P -^ 0. Since 0 has the property (̂ 2, zlg), M^ifn) -* 0 implies 
M^{kfn) -> 0 for each constant k > 0, and this is equivalent to 
II/»IIM* ^ 0 by Lemma 1(d) in section 2. 

Remark. In this lemma we may replace H/HM* by ||/||^. 

Lemma 3. If 0 has the property (ój, zlg) and if e > 0, there exists 
a number rj{e) > 0 such that M^{f) < 1-e implies WfWu^ ^ 1 - »?• 

Proof. If the statement is false there exists a sequence /» (« = 
1, 2, ...) such that M^ifn) < 1 - e and II/MUM* t L Then, for a» = 
ll/mllM*, we have «« 1 1 and ||a„ /„||j^^ = 1, hence, since M^{kfn) < 00 
for each constant ^ > 0 on account of the property (óg, ZI2), we have 
also M0{anfn) = 1 by Lemma 1(c) in section 2. But then 1 = 
M^{anfn) = M^{{an - 1)2 fn + (2 - an)fn} < («» - l)M^(2/„) 
+ {2-an)MAfn) ^ {an-l)MM^{fn) + (2 - fl„)M^(/„) ^ 
{1 + (««,-!) {M - 1)}(1 - E), which contradicts e > 0 for suf­
ficiently large n. 

Theorem 2. If 0 is strictly convex and satisfies the condition {d^, A^, 
then the Orlicz space L^^^ is uniformly convex. 

ProoL Let e > 0, and | | / | | j ^^ = ||g||^^ = 1, ||/ - gW^^ > e. Then, by 
Lemma 1(c) in section 2, M^{f) = M^{g) = 1, and by Lemma 2 
above M^f-g) > ei(e). Hence M 4 ( / + g)/2} < 1 - ^(«i) by 
Theorem 1, so ;|(/ + g)/2 llj,̂ ^ ^ 1- r]{q) by Lemma 3. Writing 
Ö{E) = '?(5'(ei(£))), we obtain the desired result. 

Remarks. (1) According to a result of D. Milman [1], every uni­
formly convex Banach space is reflexive (for a short proof we refer 
to H. Nakano [2]). Hence, if 0 is strictly convex and satisfies 
(Ó2, ZI2) then Lj^j^ is reflexive. This result, however, is already 
incorporated in Th. 5 of section 3 since, as we have shown, strict 
convexity of 0 implies the property (óg, A^ for the complementary 
Young function W. 

(2) It is possible to prove that under the same hypotheses on 0 
not only Pj/(p, but also P^ is uniformly convex (for the method 
of proof we refer to H. Nakano [2], §§ 87, 88). 

5. The Conjugate Space of an Orlicz Space. 

Since the associate space Pj^y of P^ and the conjugate space P^ 
of L^ are identical if and only if L% = P^, we may state that in 
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general Lf^^y is a proper subspace of P'^. Denoting by ||/*IUy the 
norm of an element /*e L*^, and by ||/*||y the norm of an element 
f*e P^4>, these norms in P^ and P ^ ^ are therefore significant 
extensions of ||g|Uy and ||gl|y in the spaces Pj^y and Py respectively. 
Evidently | | / | U < ll/IU =C 2 1|/||^^ implies ||/*||^y < ||/*||y ^ 2 ||/*||^y 
for any /*e L*^. The norms ||g*||jM(p and ||g*|U are introduced simi­
larly. However, we may go further. For any /*e P^ we define 
My,if*)^ = sup {|/*(/) I - M^(/)} for all /e P^, and for any g*e P*y 
we define M^{g*) = sup {|g*(g) | - My,ig)} for all ge Py. It may 
be proved now that if in particular /* = ge Py, then this new 
My, (/*) is the old My, (g), and similarly, if g* = f e L^, then the new 
M^{g*) is the old M^{f). Furthermore, if fe L^, then M^{f) = 
sup {!/* (/) I - My, (/*)} for all /*e P ; , and if ge Py, then My (g) = 
sup {|g*(g)| - M^ (g*)} for all g*e Py. If ge Ly, there exists a 
relation between \\g\\Mv and My,, viz. ||g||j^y = inf k~^ for all ^ > 0 
such that My, {kg) < 1. It turns out that this relation remains true 
for any /*e L%, i.e. ||/*|Uy = inf r ^ for all A > 0 such that My, {kf*) 
< 1. Similariy l|g*||M<̂  = inf k'^ for ah >% > 0 such that M^{kg*) 
^ 1. The idea to extend M^ and My, as indicated above is suggested 
by H. Nakano's work on modulared spaces ([2], Ch. XI), but 
Nakano had no imbedding problem to consider. 

Finally, suggested by a theorem of I. Amemiya in modulared 
spaces, we can prove that for any /*e L*^ we have ||/*||y = inf^-^o 
{My,ikf*) + lyik. 

The proofs of these results will appear in a joint publication 
with A. C. Zaanen. 
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S T E L L I N G E N 

behorende bij W. A. J. Luxemburg, Banach Function Spaces, 

Delft 12 October 1955. 

I 
Als men eigenschap (P2) van de metrische functie gif) vervangt 
door de eigenschappen: 

(P2a): als O < fix) < g{x), dan is g{f) ^ g{g), 
(P2b):als O < fn{x) f f{x) en sup» g{fn) < oo, dan is gif) < oo, 

die samen zwakker zijn dan (P2), dan is in het algemeen de Banach-
ruimte A niet meer perfect. In dit geval kan men echter wel laten 
zien dat X en zijn tweede geassocieerde ruimte A " uit- dezelfde 
elementen bestaan. 

De norm ||/||^ = inf;, ^ ^ -^ ̂ f^ {lim ||/m|[}, die in dit verband is ingevoerd 
door G. G. Lorentz, is dezelfde als de norm in de tweede geassoci­
eerde ruimte X" van X. 

Hoofdstuk 1, par. 1 van dit proefschrift en G. G. 
LoKENTZ, Spaces of Measurable Functions (nog 
niet gepubliceerd). 

II 

De Banachruimte A is dan en slechts dan reflexief indien A een 
absoluut continue norm heeft en de eenheidsbol van A compact 
is in de (T(A,A') topologie. 

Hoofdstuk 1, par. 2-3 van dit proefschrift. 

III 

De door H. Nakano ontwikkelde dualiteitstheorie voor lineaire 
topologische vectorruimten is van een te algemeen karakter; die van 
J. Dieudonné (N. Bourbaki) verdient de voorkeur. 

H. NAK.ANO, Topology and linear Topological 
Spaces, Tokyo 1951. J. DIEUDONNÉ, La dualité 
dans les espaces vectoriels topologiques, Ann. 
École Norm. (3), 59 (1942), 107-139. 



IV 

De n - dimensionale Euclidische ruimte Rn is de vereniging van een 
verzameling met Lebesgue maat nul en een verzameling van de 
eerste categorie. 

Wisk. Opg. X X no. 15. 

V 

In een separabele (complexe) Hilbertruimte H geldt de volgende 
aanvulling van de stelling van Riesz-Fischer: als f eH cna/cis een rij 
(complexe) getallen zodanig dat Z {a/^]^ = ||/||^, dan bestaat er een 
orthonormale basis cpn in ZZ zodanig dat (/, cpic) = ajc. 

VI 

De stelling, die T. Takahashi geeft over gegeneraliseerde convergentie 
van rijen van functies, is foutief. 

T. T.AKAH,\SHi, Note on the mean convergence of 
a sequence of functions, Proc. Phys. Math. Soc. of 
J a p a n (III) , 15 (1933), 339-343. 

V I I 

In de verzamelingstheoretische topologie verdient het begrip con­
vergentie volgens gerichte verzamelingen (Moore-Smith conver­
gentie) de voorkeur boven het daarmede equivalent zijnde begrip 
convergentie volgens filters. 

N. B O U R B A K I , Livre I I I Topologie Générale, Chap. I 
J . L. K E L L E Y , General Topology, Ch. 2. 

V I I I 

Laat /x{A) = cx>, laat de maat fi totaal a-eindig en atoomvrij op zl 
zijn, en laat 0 een willekeurige Young functie zijn. Indien voor iedere 
karakteristieke functie XE van de ^-meetbare deelverzamelingen 
E van A in L^{A,/x) geldt dat \\XE\\^ = H^EIU*. dan is de Orlicz 
ruimte P^ of wel de ruimte Pj of wel de ruimte P^ . Geldt daaren­
tegen \\XE\\^ = 2 \\XE\\M0. dan is 0{u) = u^l2 voor alle /( > 0. 

Hoofdstuk 2, par. 2, St. 3 van dit proefschrift. 



I X 

In Hoofdstuk 2 van dit proefschrift hebben we stellingen uit de 
theorie der Pp-ruimten uitgebreid voor Orliczruimten; op dezelfde 
manier kunnen we bekende stellingen uit de theorie der ZZp-ruimten 
uitbreiden. 

X 

Laat 0 een willekeurige Young functie zijn. Dan geldt de volgende 
uitbreiding van een bekende stelling van S. Bernstein: Als tn{x) een 
trigonometrisch polynoom van de n' graad is, dan geldt in 
P^ [O, 2n\ dat \\t'„\\^^ < n ||/„I|,,^ en ||̂ ;|U < n ||/JU. 

Vgl. X. Z Y G M U N D , Trigonometrical Series, par . 7 .31. 

X I 

De constante />'', O < j!) < 1, in de ongelijkheid 
/ I I \p 

V /'^m + an+i ~r • 

n 
>pf Zal ,a» > 0 , M = 1,2 

sf Miir kan vervangen worden door de constante Max p 

Vgl. G. H . H A R D Y - J . E. L ITTLEWOOD, - G. P O L Y A , 

Inequali t ies, Th. 345. 

X I I 

De door N. G. de Bruijn gegeven schatting \an\^ n\a-^\ voor de 
coëfficiënten van de Taylorontwikkeling w = f{z) = a-^z -\- «gẐ  + 
. . . + ««•2" + • • • van een in |2| < 1 regulier analytische functie, die 
de eenheidscirkel univalent afbeeldt op een gebied G, dat stervormig 
is t.o.v. een niet in G in het eindige gelegen punt, kan in zoverre 
aangevuld worden, dat bovendien sup „ [a«[ eindig is. 

X. G, DE B K U I J N , I-an Satz über schlichte Funk t i -
onen, Indag . Math, 3 (1941), 8-10. 

X H l 

Een in j^j < 1 regulier analytische oneven functie w = f{z) = 
a^z + a^z^ + • • • + «2n+i ~^"^^ + • • . , die de eenheidscirkel 
univalent afbeeldt op een gebied G, dat stervormig is t.o.v. een in 
G gelegen punt, voldoet aan de ongelijkheden |a2«+il ^ l̂ îl-



X I V 

In de leerboeken over functietheorie behoort zeker plaats ingeruimd 
te worden voor de middelwaardestelling voor analytische functies. 

Vgl. W. A. J. LUXEMBURG, De middelwaardestelling 

voor analytische functies. Handelingen van het 
XXXIIIe Nederlands Natuur en Geneeskundig 
Congres, Leiden 1953. 

XV 

De wijze, waarop S. Goldstein de theorie der kanonieke transfor­
maties behandelt, is niet bevredigend. 

S. Goldstein, Classical Mechanics, Ch. 8. 

XVI 

De afleiding, die J. M. Luttinger en C. Kittel geven van de formule 
voor de frequente van de ferromagnetische resonantieabsorptie, is 
niet gerechtvaardigd. 

J. M. LUTTINGER-C. KITTEL, Eine Bemerkung zur 

Quantentheorie der ferromagnetischen Resonanz, 
Helv. Phys, Acta, 21 (1948), 480-482. 


