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Syngas production via high-temperature co-electrolysis of CO2 (CO2E) shows great potential to reduce the
reliance on fossil fuels within the chemical industry. This paper presents an optimization model (MILP) to
investigate syngas production from CO in the European chemical sector. The model assesses the economic
performance of CO2E in prospective supply chains and explores alternative supply chain configurations under
different syngas market sizes. The results reveal that the optimal placement of the CO; electrolysis plant in the
supply chain is co-located or decentralized at the product location. This configuration reduces the need for

syngas transportation by delivering CO; to the demand site, which is typically more cost-effective. At a syngas
market fulfillment of 2 %, the lowest levelized cost of syngas is achieved at 673 EURpp15/tonne, with electrolysis
plants averaging a production capacity of 100 ktonne syngas/year. This levelized cost is between 1.5 and 4 times
higher than the fossil-based reference.

1. Introduction

The chemical industry is highly energy-intensive and primarily
dependent on fossil fuels as feedstock and energy source. It accounts for
circa 5 % of the total European CO2 emissions (European Environment
Agency, 2024). As a significant emitter, the chemical industry must
devote itself to the collective goal of achieving net-zero emissions by
2050 (European Commission, 2019).

Carbon capture and utilization (CCU) technologies, like the electro-
chemical conversion of CO, can be part of the portfolio for a net-zero
chemical industry (2024/62/COM (2024)). Via this route CO,, water,
and electricity can be converted into relevant value-added products such
as synthesis gas or syngas (Bushuyev et al., 2018; Smith et al., 2019). It
serves as a versatile platform for producing various chemical
end-products and transportation fuels (Choe et al., 2022). Syngas can be
used in a Fischer-Tropsch process, an essential route for defossilizing the
chemical industry by utilizing non-fossil-based CO (Jarvis and Samsatli,
2018; Rodin et al., 2020) and renewable electricity (Schiffer and Man-
thiram, 2017). These two elements form the backbone of a supply chain
(SC) designed to produce products with a reduced CO, footprint, out-
performing existing benchmark processes (Sorknes et al., 2022). This
highlights that, in addition to technology development, integrating CO2
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electrolysis into the SC is essential for reducing the environmental
impact while remaining cost-competitive.

Carbon dioxide electrochemical conversion into syngas can be
executed at near ambient temperatures (low-temperature electro-
chemical CO5 reduction or electrolysis, LT CO9E) (Raya-Imbernon et al.,
2024) or at high temperatures (high-temperature CO3 electrolysis or HT
CO3E), above 700 °C (Deka et al., 2020). This work focuses on syngas
production via HT co-electrolysis, which is currently in the demonstra-
tion and scale-up phase (technology readiness level (TRL) 5-6) (Detz
et al., 2023). In HT co-electrolysis, both steam and CO, are converted
into syngas.

Syngas is currently used as a short-lived intermediate, produced on-
site using natural gas or coal. As an intermediate, syngas plays a crucial
role in a broader SC, which typically consists of five stages: (i) feedstock
sourcing, (ii) feedstock logistics, (iii) conversion, (iv) product logistics,
and (v) end-use (Chandra and Grabis, 2016). In Europe, the main
end-use of syngas is currently methanol production, with capacities
ranging from 0.2 to 1.2 Mtonne methanol/year (ICIS, 2023a).
Large-scale syngas supply chains are non-existent, and syngas is not
directly sold as a traded commodity chemical (Schreiber et al., 2020).
There are several reasons why syngas is not traded as a commodity.
Hydrogen and carbon monoxide are highly flammable; hydrogen is
prone to leak, and carbon monoxide is toxic (Al Ghafri et al., 2022;
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Nomenclature
Indices
(¢» ¢+)  Placeholders for CO, capture and transport-related sets:

when these indices are encountered, the formulation
applies to the listed set combinations. %, z,v ™, Zsv
Ci EN EX, &

(co2% coz+) Placeholders for CO, transport-related sets: when these
indices are encountered, the formulation applies to the
listed set combinations. ™, Z4v €., &V &4, &

(¢ ¢4) Placeholders for all gas transport-related sets: when these
indices are encountered, the formulation applies to the
listed set combinations. €, €4V €., £V &4, EV &€,

Sets

Point sets

4 Supply set — all the CO, sources in the model; indexed by ¢
-1..1573

(a All the individual CO, sources which are not part of a 25-
km cluster; indexed by ci - 1, .., 256

= Subset — All the individual CO5 sources (cci) in the model
that are not part of a 25-km cluster; indexed by ¢

Z*'h Subset — All the exclusive hub CO5 sources (ceh) which are
part of a 25-km cluster; indexed by ¢

EX All the exclusive hub CO, sources which are part of a 25-
km cluster; indexed by eh - 1, .., 481

& All the possible electrolysis plant locations, consisting of
CO,, source locations, syngas demand points, and
intermediate hub locations; indexed by e - 1, .., 1071

S All the direct and indirect syngas demand locations in the
system; indexed by s - 1, .., 54

PN Cartesian product - Links the CO, sources % to @
indexed by cci, ci

FEh Cartesian product — Links the CO, sources Z™" to exclusive

hub #7#; indexed by ceh, eh

Financial set
Z Different expenditures of gas transport (CO, and syngas),
CO, compression and CO, conversion; indexed by pex —

FI—

“total”, “opex”, “capex”

Piecewise linearization sets

B The number of binary variables for mapping breakpoints
(@) to segments (k); indexed by b-1..3-(1, .., log2(@ —
1)

201 The number with the binary variables; indexed by b01 - 0,
1

M Type of piecewise linear data stored about the electrolysis

» o«

plant; indexed by m — “module”, “cost”

F Type of piecewise linear data stored about transport and
capture; indexed by f— “flow”, “cost”

F Segments of the piecewise linear cost function — Transport,
capture, and compression; indexed by k-1, .., 8 - (1, ..,
(€ - 1)

Ve Cartesian product — Contains the breakpoint and segment
mapping, which is True for the two breakpoints (q)
belonging to segment (k); indexed by k, q

@ Breakpoints of the piecewise linear cost function — for
transport, capture, and compression; indexed by g -1, .., 9
-1, ., @

Capture and compression sets

s Gray encoded Boolean incidence matrix that indicates if
breakpoint (q) is part of segment (k) that has binary digit
(b) equal to value (b01) — Specific for capture; indexed by c,

b, b01, q

not 7 Opposite of the Boolean incidence matrix .7 ¢; indexed by
¢, b, b01, q

g Responsible for tracking the number of pieces of a capture
and compression cost function; indexed by tc, q

Te All the capture and compression technologies in the model-

specific for each CO, source; indexed by tc —
“Compression”, “Waste”, “PP”

P Cartesian product — All the CO, sources with their
respective capture technology; indexed by c, tc

¢Cap Subset — Indicates whether a CO, source requires capture
and compression from waste or pulp and paper; indexed by
c

Transport sets

T Gray encoded Boolean incidence matrix that indicates if

breakpoint (q) is part of segment (k) that has binary digit
(b) equal to value (b01) — Specific for transport; indexed by
t t% b, bOL q

Opposite of the Boolean incidence matrix .7"; indexed by
o5 v b, bO1, q

7 Tracking the number of pieces of a piecewise linear

transport cost function; indexed by ;s + ¢
™% Tracking whether a P cost function exists; indexed by

t*

Electrolysis sets

e Gray encoded Boolean incidence matrix that indicates if
breakpoint (q) is part of segment (k) that has binary digit
(b) equal to the value (b01) — Specific for the electrolysis
plant; indexed by e, b, b01, q

not.7"¢  Opposite of the Boolean incidence matrix not.7*'°; indexed
by e, b, b01, q

Parameters

Scalars - Fixed

BMCst  10.9 - The base module cost, cost of the standard module,
[MEUR201 8/m0dule]

FS 0.20 - Fraction of the CAPEX, which is attributed to the
stack, [-]

CRFPant (0,10 - Capital recovery factor based on 20-year lifetime and
8 % interest, [-]

COS°™  0.73 - Conversion factor to transform CO flow into syngas
flow, [(Mtonne Syngas/year)/(Mtonne CO,/year)] or [-]

EConv 7.1 - Electricity consumption of the electrolyzer due to the

conversion, [MWh/tonne syngas]

EBop 2.1 - Electricity consumption of the electrolysis plant due
to the balance of plant, [MWh/tonne syngas]

LTSk 5 Lifetime of the electrolyzer stack, [year]

MRK™fll 139 - Flow of syngas produced yearly in the total supply
chain, [Mtonne syngas/year]

MODF°% (0.0078 - Syngas flow produced per module per year,
[Mtonne syngas/module/year]

OMYs¢ (.04 - Fraction operations and maintenance as a function of
the CAPEX, [-]
Wonv 0.86 - Conversion factor to transform CO, flow into water

flow, [(Mtonne water/year)/(Mtonne CO,/year)] or [-]

Scalars — changed with different scenarios

Cco} Material yield factor to deal with CO, losses in the CO,
conversion to syngas [-]

ECCst  Electricity cost, [EUR915/MWh]

CONVEYZ  Electrolysis plant electricity consumption for the
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conversion of CO, into syngas, [EUR5y;5/Mtonne syngas]
BOPEyz'  Electrolysis plant electricity consumption for the balance
of plant, [EUR0;g/Mtonne syngas]

FRAI Upper fraction of CO, captured at the source applicable to
all sources, [-]
FRB® Fraction of CO, from each capture technology tc that is

considered biogenic, [-]

FRLow Lower fraction of CO, captured at the source, [-]

FRYP Upper fraction of CO, captured at the source, [-]

LR The cost improvements due to learning in a 2040 scenario,
[-]

MRK'™  Varied Fraction of the total syngas demand that needs to be
fulfilled, [-]

Tables

CC{’C“’}LQ Piecewise linearization using breakpoints (q) of capture
and compression (tc) for cost and flows (fc), three-
dimensional

COZE‘E Available CO, at the point sources in set (c), that is
captured with capture and compression technology (tc),
two-dimensional

EPC;‘f‘;1 Piecewise linear data using breakpoints (q) about the

investment cost of the electrolysis plant (m), two-
dimensional

GRAY), , Gray encoding to link segments (k) to binary variables (b)

SGPemand  Syngas demand at given locations in [Mtonne/year] at
syngas demand location (s), one-dimensional

TfPi‘t"il‘[*_’q Piecewise linearization using breakpoints (q) of all the
transport segments (;+ («) for cost and flows (f), four-
dimensional

Variables
Binary variables
55_%’" Segment encoding using set (b) for the piecewise

linearization of the electrolysis plant (e), [-]

5tcc_cc‘b Segment encoding using set (b) for the piecewise
linearization of capture (tc) at source (c), [-]

zﬁuﬁ,b Segment encoding using set (b) for the piecewise
linearization of transport between transport links, [-]

cap®nd  Defined to create a semi-continuous variable for the

minimum capture fraction of CO, at waste and pulp and
paper sources (c), [-]

Integer variables
modeNr Number of modules installed per electrolysis plant (e), [#
of modules]

Positive continuous variables

/Itccfc_q Interpolation using breakpoints (q) for the piecewise
linearization of capture and compression at source EUR for
the different capture technologies (tc), [-]

/1::_‘3’“ Interpolation using breakpoints (q) for the piecewise
linearization of the electrolysis plant EUR, [-]

ﬂ[T*_ﬁq Interpolation using breakpoints (q) for the piecewise
linearization of transport between transport segments (i,
) [-]

capt* The fraction of CO,, that is captured from waste and pulp

and paper CO, EUR, [-]
capg‘jft CO,, capture and compression cost (x) at source, [EURyp18/
year]
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cap™t Total cost of CO, capture in the designed supply chain,

[EUR2018/year]

Total transport cost of transporting CO- from the source

(ceh) to the exclusive hub (eh), [EURyp18/year]

cie™t Total transport cost of transporting CO, from the
individual CO4 source (ci) to electrolysis plant location,
[EUR2018/year]

cooflows .« Amount of CO flow transported from source to
destination, [Mtonne CO»/year]

ceheh™*

cozﬂowccap Amount of CO, captured from each CO5 source (c — cci,
ceh), [Mtonne/year]

ehe™t Total transport cost of transporting CO, from the exclusive
hub (eh) to electrolysis plant location, [EURyg;8/year]
elyzret  Electrolysis plant cost (pex) at the electrolysis plant EUR,

[EURgolg/year]
elyzrflect  Electrolysis plant electricity cost at the electrolysis plant
EUR, [EURz()]g/year]
Electrolysis plant operations and maintenance cost at the
electrolysis plant EUR, [EURyg;g/year]
elyzr3*k  Electrolyzer stack replacement cost at the electrolysis plant
EUR, [EURy¢;8/year]
Total electrolysis plant cost, [EURy(;g/year]
esTot Total transport cost of transporting syngas from the
electrolysis plant location EUR to the syngas demand
location (s), [EURyg;g/year]

elyzroM

elyzrtot

modS®t  Total cost of the number of modules installed at the
electrolysis plant (e) EUR, [EURy¢;g/year]

sgflow.s Amount of syngas flow transported from electrolysis plant
(e) EUR to syngas demand location (s), [Mtonne syngas/
year]

t&ost pex  Gas transport cost from source to destination, [EUR2015/
year]

totsc®st  The total cost of the supply chain elements capture, CO5
transport, CO, conversion, and syngas transport,
[EURy018/year]

Free continuous variables

lcosg Objective variable — levelized cost of syngas production,
[EURZOlg/tOHHC]

Abbreviations

BDO Butanediol

BECCS  Bioenergy carbon capture and storage

CAPEX Capital expenditures

CCS Carbon capture and storage

CCU Carbon capture and utilization

CEPCI  Chemical Engineering Plant Cost Indices

CO,E Co-electrolysis of CO»

CRF Capital recovery factor

DBSCAN Density-based spatial clustering of applications with noise
EBA European Biogas Association

EEA European Economic Area

E-PRTR European Pollutant Release and Transfer Register
FLP Facility location problem

GAMS  General Algebraic Modeling System

HT High-temperature

IEA International Energy Agency

LCSOG Levelized cost of syngas

LR Learning rate

LT Low-temperature
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MDI Methyleendifenyldi-isocyanaat

MILP Mixed integer linear programming
MTBE  Methyl-tert-butylether

NETL National Energy Technology Laboratory
Oo&M Operation and maintenance

OPEX Operational expenditures
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PP Pulp and paper

SC Supply chain

SOEC Solid oxide electrolysis cells
TIC Total Investment Costs

TRL Technology readiness level

Stolecka and Rusin, 2020). For short distances, syngas is transported in
the gas phase, and the most restrictive safety practices for Hy and CO
must be combined (European Industrial Gases Association AISBL, 2014).
Hence, the effect of the transportation of syngas on supply chain con-
figurations has not been explored (Ridjan, 2015). Due to the technical
challenges and economic factors, plants in the syngas SC are typically
co-located with their demand and depend on imported natural gas (or
coal).

Carbon dioxide used for syngas production can be sourced from fossil
fuels, biomass (Bui et al., 2021), waste conversion processes (Bisinella
et al., 2021), or the atmosphere (Ostovari et al., 2023). Only the
non-fossil-based sources are considered renewable by current regula-
tions (2023/1184/EC and 2023/1185/EC (2023)). Under the right
conditions, these CO5 types can result in COz-neutral products (de
Kleijne et al., 2022). Biogenic CO, could originate from biomass com-
bustion, biomass digestion, biogas upgrading, industrial fermentation,
and the production of pulp and paper (PP) (Onarheim et al., 2016; Rodin
et al., 2020). Biogas upgrading and industrial fermentation result in
highly CO,-concentrated streams. These sources typically do not require
costly carbon capture installations but do require compression before
being transported (Bello et al., 2020). In Europe, there are over 1000
distributed biogas upgrading plants (European Biogas Association,
2023) that produce approximately 3.4 Mtonne COy/year (average size: 3
ktonne COy/plant per year) (Vieira, 2018). Bioethanol fermentation
generates around 5 Mtonne COy/year; there are only 58 bioethanol
fermentation plants in Europe, with an average size of 86 ktonne
COy/plant per year (Lorenzo and Diaz, 2022). Waste incineration and PP
contain around 10 volume % of COy (Kearns, 2019; Onarheim et al.,
2017), requiring both capture and compression before transport. In the
E-PRTR (European Pollutant Release and Transfer Register (European
Environment Agency, 2023)), the potential CO5 emitted in Europe by
waste incineration is 72 Mtonne COy/year (from 178 plants, with an
average size of 404 ktonne COy/plant per year) and from PP, 88 Mtonne
COy/year (from 267 plants, with an average size of 330 ktonne
COy/plant per year).

Various CO, sources differ in average size and location, requiring
careful alignment with the capacities and placements of CO2 electro-
chemical conversion plants (and, in general, of any CCU plant). How-
ever, it is unknown how the geographical aspects determine whether the
matching between CO, supply and CO»-based syngas demand is feasible.
Geographical aspects could significantly impact the costs and layout of
the SC (Abdelshafy and Walther, 2022). CO4 is commonly transported
via pipeline or ship, with the choice depending on volume and distance
(Bjerketvedt et al., 2022; d’Amore et al., 2021). Pipelines are most
efficient for large flows in the dense phase (8-17 MPa), while gas-phase
transport (1.5-3 MPa) is more suitable for smaller volumes and shorter
distances (Knoope et al., 2014a, 2014b). Shipping can become more
cost-effective under the right circumstances and over 500 kilometers
(Smith et al., 2021). For these transport options, the increase in annual
flow reduces the unit transportation costs in the SC due to economies of
scale (Bennzs et al., 2024).

Centralized SCs benefit from economies of scale and shared infra-
structure but depend on the cheap transportation of feedstocks and
products, which makes them independent of local resources (Almena
et al., 2019; Knauff, 1973). Decentralized SCs may use local resources,
reducing transport costs. Small-scale SC configurations could align with

CO; electrolysis due to its high level of modularity (Noordende et al.,
2023). However, these plants may lose economies of scale, requiring
alternative strategies for developing economically feasible SCs. Instead
of scaling up, costs can be reduced through economies of number
(Prosser et al., 2024), learning by doing, and economies of scale in
manufacturing (Detz et al., 2023). Given the trade-off between pro-
duction scale, location, and transport costs, models are essential for
optimizing CO2E supply chains.

This work addresses three knowledge gaps to identify the most cost-
effective configurations and sizes for electrolysis plants within a syngas
SC:

(i) It is not yet fully understood at which scale CO2-based syngas
plants could be implemented to ensure a match between CO»
supply and syngas demand.

(i) It is unknown to what extent CO electrolysis plants rely on the
centralization and transportation of CO, and/or syngas.

(iii) There is a lack of understanding of the supply chain configuration
schemes suitable for CO5 electrolysis.

The following sections present the case study, provide an overview of
the model’s underlying data, and the methods used in Sections 2 through
4, respectively. Section 5 covers the mathematical formulation, with
results and discussion in Section 6 and the conclusion in Section 7.

2. Case study description

A mixed integer linear (MILP) supply chain model was developed to
explore a case study on syngas production from biogenic CO for the
European chemical industry across various scenarios. The European
Economic Area (EEA), including Switzerland and the UK, was selected as
the geographical scope. The choice of this geographic area avoids po-
tential edge effects that could arise from excluding key CO, sources,
syngas demand locations and connections; in other words, by consid-
ering the full European landscape, the model could identify the most
promising regions for CO5E.

The system was optimized from the perspective of a central planner
who considers optimizing the whole supply chain, working as a unique
decision-maker. This meant that the perspectives of individual stake-
holders in the SC were not considered, and perfect collaboration be-
tween actors within a supporting context was assumed.

The focus was on biogenic sources of CO since these sources will
most likely remain applicable for CCU applications in the next 20 years.
In contrast, fossil-based point sources are targeted to be phased out
under current environmental policies (2023/1184/EC and 2023/1185/
EC (2023)). Therefore, the current case study included CO, from biogas
upgrading, bioethanol fermentation, PP, and non-hazardous waste
incineration. This paper did not explicitly consider other inputs, like
renewable electricity and water, which were assumed to be available at
the locations in the required amounts.

The case study was based on data from 2018 to 2023 regarding
prices, CO, availabilities, and syngas demands. The CO, supply and
syngas demand were assumed to be constant throughout the year and
across the years. All the investments were assumed to be made in 2020.
The investment costs for the electrolyzer were projected for 2030,
reflecting a TRL of 9 and matching the maturity level of the surrounding
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Supply chain stages
1 2 3 4 5
Feedstock Feedstock . Product
. . Conversion L End-use
sourcin logistics logistics
Capture./ O CO, Syngas Syngas
Compression .
anspo Electrolysis | Transport demand
(CC) »
CO,
source [ cC
Cq 7S
4
COz \ .2,
source [ cc
Cn

Fig. 1. Considered supply chain stages. The case study has pre-defined CO,
sources and syngas consumers. End-use considers the current demand for syn-
gas in the European chemical industry.

supply chain echelons. The resulting supply chain configurations were
designed to minimize the levelized cost of syngas (LCOSG) production
while meeting syngas market demand.

This case study examined all stages of a typical supply chain (see
Fig. 1). The first stage involved feedstock sourcing, including CO,
sources and their capture and compression. In the second stage, CO5 was
transported via pipeline to the conversion location. This was the only
transport mode considered. The transportation distance and the COy
flow affected the transportation cost to the electrolysis plant. At the
conversion stage, COy was converted into syngas. The conversion cost
depended on the flow of syngas produced. The electrolysis plant could
be placed in one of three possible locations: (i) at the feedstock sourcing
location, (ii) at a pre-defined location between the feedstock sourcing
and the end-use, or (iii) at the end-use location. Finally, the syngas could
be transported via pipeline to meet the demand at the end-use stage. The
syngas flow quantity was bound by demand fulfillment requirements.
Different percentages of the total market demand fulfillment were used
as input to investigate the impact of varying market penetrations on the
SC configuration. Achieving a larger syngas market is a gradual process;
the lower market percentages illustrated the role of CO2E as it transi-
tions from a niche technology to one with industrial relevance through
technology deployment and scaling.

Various supply chain configurations and electrolyzer sizes were
explored, and the case study was evaluated under four scenarios cate-
gories: (i) changes in electricity prices, (ii) variation in fulfilling the
syngas demand, (iii) reduction in investment costs, and (iv) changes in
process efficiencies. The first two scenarios addressed changes in system
input and output hypotheses. The latter two focused on potential en-
hancements, cost reductions, and modifications within the capture and
conversion units.
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3. Model data overview
3.1. Feedstock sources and product demand

3.1.1. CO; sources

Data regarding the specific location and amount of CO; emitted from
waste incinerators and pulp and paper plants was retrieved from the
European Pollutant Release and Transfer Register (E-PRTR). The
threshold value to report CO2 emissions is 0.1 Mtonne/year; therefore,
given the size of these plants, they are well-represented in the database.

Different databases were needed to investigate the size of biogas and
bioethanol plants, as they are usually smaller than the E-PRTR report
limit. The European Biogas Association (EBA) states that more than
19,000 biogas plants are operational in Europe (European Biogas As-
sociation, 2023). A small fraction (around 5 %) of them upgrade biogas
into biomethane, yielding highly concentrated CO3 (Rodin et al., 2020).
The biomethane plants data was retrieved from the International Energy
Agency (IEA) Task 37 biomethane plant list of 2020 and the biomethane
map of 2021 made by the EBA (European Biogas Association and Gas
Infrastructure Europe, 2021; IEA Bioenergy Task 37, 2020). The data
from these sources was merged and georeferenced. Overall, 1077 bio-
methane plants were identified. These biomethane plants collectively
produce 4.7 Mtonne CO; per year, as summarized in Table 1. Seven
bioethanol plants were found using the E-PRTR and the ICIS chemical
profile of ethanol (ICIS, 2020). The IEA Bioenergy Task 39 (2023) lists
bioethanol plants at varying TRL levels; only bioethanol plants with a
TRL higher or equal to eight were retrieved from this database. The list
was completed using the CO4 source identification report of Lorenzo and
Diaz (2022). Only the high-purity CO, stream from the fermentation was
considered in the SC model. Therefore, it was assumed that in a bio-
ethanol plant, only 43 % of the CO, originates from this section of the
plant (Laude et al., 2011). Table 1 summarizes the size characteristics of
the different CO; sources considered in the model. The CO; figures in
Table 1 correspond to pure CO5 flows.

Fig. 2 locates the individual CO5 sources in the European territory
and aggregates them per NUTS-2 region. In Scandinavian countries,
particularly Sweden and Finland, large volumes of biogenic CO3 (3-9
Mtonnes/year) are produced by PP plants. In Portugal’s central region, a
significant PP industry has a potential of 4.8 Mtonnes of CO5 annually. In
Western Europe, combinations of waste incinerators and PP plants
provide a CO; potential of 0.5-1.5 Mtonnes/year per NUTS-2 region.
Biomethane and bioethanol plants are widely distributed across the case
area.

3.1.2. Syngas demand

Europe’s current direct syngas demand is reported in Fig. 3 and
originates from the synthesis of ethanol, oxo-alcohols, butanediol
(BDO), and methanol (ICIS, 2023b, 2023a, 2022, 2017). The demand
from methanol derivatives was also included, increasing the syngas
demand within the case study. The products considered from this
derived demand were MTBE (Methyl-tert-butylether), formaldehyde,
acetic acid, and MDI (methyleendifenyldi-isocyanaat) (Andersen et al.,
2014; ICIS, 2023c, 2023d, 2018). Energy applications and chemical
products that utilize only the hydrogen or carbon monoxide fraction of

Table 1

Sizes of the selected CO, sources in the case area.
Industry Total CO, availability Avg. plant CO; size Max plant CO; size Nr. of plants Sources

[Mtonne/year] [ktonne/year] [Mtonne/year] [#]

Bioethanol 2.3 51.4 0.228 45 a
Biomethane 4.7 4.39 0.0782 1077 b
Pulp and paper 88.1 495 3.04 178 c
Waste incineration 72.7 266 1.73 273 c

2ICIS (2020), IEA Bioenergy Task 39 (2023), Lorenzo and Diaz (2022). b European Biogas Association and Gas Infrastructure Europe (2021), IEA Bioenergy Task 37

(2020). © European Environment Agency (2023).
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syngas were omitted in this analysis. The size of the syngas demand site
was defined based on the plant capacity of the end-product. Based on
these plant capacities, the amount of syngas consumed was calculated
using stoichiometric reactions and reaction efficiencies, as further
explained in SI 1. Each end-product requires a specific Ho/CO ratio in
the syngas stream, which is between 1-2 for alcohol synthesis and
around 2 for methanol (Cui et al., 2020). Methanol makes up the largest
fraction of the syngas demand in the case area; therefore, as a simplifi-
cation, an Hy/CO ratio of 2 was assumed for all end-products.

In total, 57 plants have a syngas demand of 13.9 Mtonne/year. The
BASF site in Ludwigshafen and the Lyondell site in the Port of Rotterdam
have multiple plants in the same location that utilize syngas for different
products. Therefore, 53 unique syngas demand locations were
considered.

Regarding the products’ individual size, oxo-alcohols, and MDI
typically have the smallest syngas demand per plant (in the 50-150
ktonne/year range). Methanol has the largest syngas demand, ranging
from 300 to 1050 ktonne syngas annually. In Fig. 2, the different syngas
demand locations are visualized and aggregated per NUTS-2 region.
Germany has the highest syngas demand in Europe, with 5.8 Mtonnes
per year, followed by the Netherlands with 2.3 Mtonnes per year. The
syngas demand is mainly located around the Port of Rotterdam, the Ruhr

Large (> 350 ktonne syngas) - 130 sources

1950

1750

M Waste Incineration

Fig. 4. The annual amount of syngas that could be produced from small, medium, and large-scale CO, sources compared to the syngas demand of various products.
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area, and the BASF site in Ludwigshafen. The largest syngas demand
point is identified in Norway, where methanol is produced with a syngas
demand of 1.05 Mtonne syngas per year. Smaller syngas demand points
are scattered around the UK, Central Europe, and the Iberian Peninsula.

3.1.3. Comparison between COz sources and syngas demand scale

Fig. 4 compares the syngas production potential from CO5 sources in
Europe with the syngas demand for various products without consid-
ering the geographical aspect. Fig. 2 shows that locations with a large
CO4, availability (over 3 Mtonne/year) differ from locations with a large
syngas demand (over 1 Mtonne/year). The grey area indicates the
minimum and maximum size of the syngas-derived end-products, and
the black bar indicates the average product size expressed as syngas
demand. The points for the CO; sources in Fig. 4 are sorted based on the
amount of syngas that could be produced with the emitted amount of
CO3. The small tier (< 50 ktonne syngas/year) was selected to include all
biomethane CO; sources. In comparison, the largest tier (> 350 ktonne
syngas/year) represented the end-products with the three highest
average syngas demands. The syngas flow on the y-axis continues
through the different tiers from left to right in Fig. 4.

The lowest syngas demand was identified from an acetic acid plant (6
ktonne syngas/year). Only 25 % of the biomethane sources could supply
the required amount of CO; for this demand (one-to-one), indicating
that 75 % of these sources were too small to meet the minimal syngas
demand. These mini sources were insufficient to meet industrial syngas
demand without clustering. Different bioethanol plants matched in scale
with a range of different syngas-derived end-products. Only formalde-
hyde and methanol plants were generally too large to be matched with
CO; from bioethanol plants. Waste incineration and PP plants varied
widely in the amount of CO, emitted. Therefore, one-on-one matches
with all the end-products were possible. These plants were large enough
to supply the amount of CO, needed for syngas required by a methanol
plant.

3.2. Capture and compression

The model included four types of CO, sources, each with their spe-
cific capture and compression needs. The modeling methodology of
Hasan et al. (2014, 2012) was followed for the cost equations regarding
the CO5 capture of PP and waste incineration (the low-concentration
CO; sources in the model). For the compression of CO, from bio-
ethanol and biomethane plants (the high-concentration CO, sources),
the CO, compression cost model by McCollum and Ogden (2006) was
used. That cost model is applied for large-scale CO, compression (above
320 ktonne/year). Since small-scale sources like bioethanol and bio-
methane did not reach the minimum flow from this large-scale window,
we verified the applicability of the cost function to smaller-scale
operations.

e Bioethanol plants have a broad range of CO5 flow sizes, ranging from
20 to 250 ktonne annually. The report from the National Energy
Technology Laboratory (NETL) by Hughes et al. (2022) included a
sensitivity analysis between the CO, emission size and the cost of
compression for ethanol plants. Similar outcomes were generated
with the methods used in both this work and theirs; see SI 2.
Biomethane plants range between 0 and 75 ktonne COy/year. The
cost of COy compression for biomethane was verified using Wilkes
et al. (2023) work, which modeled the CO5 compression from an
open-cycle gas turbine with a CO, flow of 11 ktonne/year. Also,
comparable costs were found for this single capacity (no other
literature source was found reporting CO5 compression costs below
100 ktonne CO», per year).

3.3. Gas transport and terrain factors

The CO; and syngas transport costs were based on the CO5 transport
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cost model of the National Energy Technology Laboratory (Morgan
et al., 2023). In this model, data about several pipeline characteristics
can be simulated regarding (i) the minimum inside pipe diameter, (ii)
the number of pumps, (iii) the annual pump energy usage, (iv) the total
operation and maintenance (O&M) costs, (v) the total capital costs, (vi)
the annualized capital expenditures (CAPEX), (vii) the annualized
operational expenditures (OPEX) and (viii) the total annualized cost.
The minimum allowed pipeline diameter for CO2 and syngas was 4 in.
(0.10 m), the same diameter threshold as in McCoy and Rubin (2008).
This CO, cost model was also used to calculate syngas transport costs
since, to our knowledge, no open-source syngas transport model is
publicly available. It was adapted to account for differences in gas
characteristics. The model used the cost parameters of CO», and physical
parameters of syngas (with an Hy/CO ratio of 2), such as molecular
weight, density, compressibility, and viscosity.

The pipeline investment cost highly depends on the terrain that
needs to be crossed (Serpa et al., 2011). Therefore, data regarding
terrain elements, such as slope (European Environment Agency, 2012),
land cover (European Environment Agency, 2019a), existing pipeline
corridors (Diettrich et al., 2021), nature reserves (European Environ-
ment Agency, 2021a, 2019b), and nationally designated nature areas
(European Environment Agency, 2021b) were collected. The terrain
data was transformed into a cost surface raster to correct the cost of the
pipeline crossing a particular terrain. The same factors as van den Broek
et al. (2013) were used to convert these terrain elements into a cost
surface raster, see Fig. 5. The lighter shades indicate a lower cost for
crossing the terrain with a pipeline, while darker shades correspond to
higher costs.

3.4. Electrolysis plant
The electrolysis plant cost was based on Noordende et al. (2023) and

Detz et al. (2023) (as summarized in Table 2). The standard module was
assumed to be 9 MW and included the electrolyzer and the balance of

T T T T T
500 1,000 2,000 Kilometers

Terrain factors Europe [-]
09-1 21-3 I 41-5 [ 10.1 -39
1.1-2 31-4 M 5.1-10

Fig. 5. Terrain cost surface raster used to determine transportation paths.
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Table 2

Cost data, CO, input, syngas output, electricity consumption, operation and
maintenance conversion factors in a 2030 scenario (Detz et al., 2023; Noordende
et al., 2023).

Value  Unit
Capital expenditures (CAPEX) 1214 EUR3018/kW from 90 MW onwards
Total cost per module 10.9 -10° EUR2015 per module
Investment cost of stack 20 % of total CAPEX
Size of module 9 MW
Syngas production per module 7.82 ktonne syngas (H2/CO ratio 2)/
module
CO, requirement per module 13.5 ktonne CO,/module
Operation and maintenance 4 % of non-stack CAPEX
Electricity electrolyzer 7.1 MWh/tonne syngas
conversion
Electricity balance of plant 2.1 MWh/tonne syngas
Total Electricity 9.2 MWh/tonne syngas

plant equipment (i.e., gas purification, electricity supply, and water
treatment), as in Noordende et al. (2023).

To achieve plants larger than 90 MW, Noordende et al. (2023) pro-
posed to repeat the same 10-module system. Based on this, we assumed
that 90 MW is the threshold after which there are reduced benefits of
economies of scale. We applied the 0.6-scaling rule to the initial ten
modules, and beyond that, we assumed that the electrolysis plant scales
linearly by number. For instance, we obtained that the first 9 MW
module has a CAPEX of 4833 EURyg18/kW. This value is within the
upper and lower cost boundaries of 5338 - 2966 EURy(;13/kW, presented
by Detz et al. (2023) using one ktonne syngas production/year as a
reference scale. For more information about the cost function for the
different numbers of modules used in this work, see Appendix I.

4. Methods
4.1. Pipeline distances, terrain factors, and clustered COz sources

ArcGIS® Pro was used to compute the terrain-aware optimal paths
for syngas or CO; pipelines between the different echelons. First, dis-
tance accumulation and back-direction rasters were generated from all
starting points using the cost surface raster (Fig. 5). These rasters were
then used to calculate the optimal paths between all points. Simulta-
neously, the distance of a pipeline path and the average terrain factor
were calculated. Path generation was a highly automated process;
therefore, some paths may have overlooked specific local conditions.
Since distance accumulation raster calculations were highly computa-
tionally intensive given the European scope, the raster was resampled
from 100 by 100 m to a resolution of 325 by 325 m.

To reduce the number of distance accumulation operations, clus-
tering of CO sources was applied. The point clustering geoprocessing
tool in ArcGIS® Pro was used. Carbon dioxide sources were clustered
using the DBSCAN method (Density-based spatial clustering of appli-
cations with noise (Ester et al., 1996)). If the points were within a
defined radius of 25 km, a new starting point was placed in the middle of
this cluster. When CO3 sources were not part of a cluster, their original
location was used as a starting point.

4.2. Piecewise linearization of non-linear input data

The investment in COy compression, capture, transport, and the
electrolyzer are described by non-linear cost functions. The cost func-
tions were approximated using piecewise linearization to account for the
non-linear economies of scale in a strictly linear model. The method
proposed by Muggeo (2003) was used and implemented via the Python
package by Pilgrim (2021). For CO4 capture, compression, and trans-
port, the non-linear cost functions were described using four pieces (five
breakpoints). Eight pieces (nine breakpoints) were chosen for the con-
version stage to balance model fit and performance for a cost function
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Table 3
Overview of the seven scenarios (six variants and a base scenario) and parameter
values.

Scenario Scenario Model Base Scenario Unit
name category param. value value
Elec20 1 - Changes in ECCost 45 20 [EUR%018/
electricity MWh]
prices
Elec70 1 - Changes in ECCost 45 70 [EUR2018/
electricity MWh]
prices
SGD1 2 - Variation in sc?emﬂ"d 0.007-1.8 <1 [Mtonne/
fulfilling year]
syngas demand
LRO2 3 - Investment LR 0 0.8 [-]
cost reduction
CO,Y1 4 — Changes in Cco¥ 0.8 1 [-]
process
efficiencies:
CO,, conversion
FrCap 4 — Changes in FRAL 1 0.95 [-1
process
efficiencies:
CO,, capture
rates
FRLoW 0.75 0.65 [
FRUP 1 0.85 [

that combines both non-linear and linear parts. The first selected
breakpoint was the cost function’s origin, implying no costs without any
flow.

4.3. Scenarios

The case was evaluated under four different scenario categories,
deriving into seven scenarios (including the base scenario; see Table 3).
All these scenarios were evaluated under the same range of syngas de-
mands that must be fulfilled. An overview of all the scenarios is pre-
sented in Table 3.

1 - Changes in electricity prices

In the base scenario, the electricity price was set at 45 EURgg18/
MWh, corresponding to the average non-household (IF band) EU elec-
tricity price in 2018 (Eurostat, 2024a). An optimistic and pessimistic
scenario of 20 and 70 EURyp13/MWh were evaluated to explore the ef-
fect of electricity pricing on the SC.

2 - Variation in fulfilling syngas demand

In the base scenario, the size of the syngas demand was derived from
the demand for different end-products, as described in Section 3.1. The
specific demand for each location ranges between 0.007 and 1.8
Mtonne/year. In this scenario, instead of capping the demand at the
identified levels for each location, all syngas demand locations were
allowed to produce up to 1 Mtonne syngas/year (which is approximately
the highest syngas demand observed in Europe).

3 - Investment cost reduction

In Detz et al. (2023), investment costs decreased by 80 % in the 2040
scenario due to learning (LR). The same CAPEX reduction was assumed
in this scenario, with the electrolysis plant CAPEX set at 20 % of the base
scenario.

4 - Changes in process efficiencies: COy conversion and CO,
capture rates
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Based on Noordende et al. (2023), an 80 % CO5 conversion was
assumed (CO‘{), meaning that 20 % of the CO; that is put into the
electrolysis plant will not end up in the end product (assumption in our
base scenario). However, Detz et al. (2023) used the theoretical
maximum CO; conversion of 100 % (assumption in scenario CO2Y1).

We assumed in the base scenario that all of the available CO, (FRAL)
from a source could be captured/compressed. There was a minimum
capture threshold of 75 % for waste and PP (FR°") to prevent the
installation of undersized capture systems at large-scale point sources.
There was no such lower capture threshold for the sources that only
required compression. In the FrCap scenario, a capture range with a
maximum of 85 % (FRYP) and a minimum of 65 % (FR-°") was set for PP
and waste incineration sources (Haaf et al., 2020; Sagues et al., 2020).
For the purer sources, an upper capture limit of 95 % (FR!) was set
(Cormos, 2014).

4.4. Supply chain configuration classification

For classification, we used three main configuration types: (i) co-
location, (ii) decentralization, and (iii) centralization. This enabled us
to compare different SC configurations and identify the preferred
placement of the electrolysis plant. These types were further split into
nine sub-types, as described in Fig. 6. A co-location boundary was
introduced for the characterization of configurations. It is a pre-defined
distance around the electrolysis plant (set at 10 km, which is large
enough to contain large-scale chemical complexes such as the Botlek
area in Rotterdam or the BASF site in Ludwigshafen). The position of the
first and last SC echelons in relation to the electrolyzer and its co-
location boundary ultimately determined the configuration type.
Fig. 6 shows the specific requirements for each SC configuration. A SC
configuration is co-located when both the feedstock supply and product
demand fall within the co-location boundary. It is decentralized if the
feedstock supply or product demand lies outside this boundary. Finally,
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chain outside the boundary.

To characterize the SC configurations, firstly, the SC configuration
types of all the electrolysis plants in the system were categorized. Then,
the percentage of each supply chain type was calculated.

Several software packages were necessary for processing and simu-
lating input data, solving the mathematical model, and post-processing
the optimization results, as shown in SI 7.

5. Model formulation

The SC model was defined as a fixed-charge facility location problem
(FLP) (Laporte and Nickel, 2015), meaning there is a finite set of sup-
pliers, plant locations, and demand points, see Fig. 1. All the possible
connections between the suppliers, plant locations, and demand points
were pre-defined. Using this approach, all configuration types defined in
Section 4.4 were among the model options. The model was defined as a
capacitated multiple allocation FLP. The capacitated aspect came from a
constraint affecting the maximum size of the electrolysis plant. The
echelons could connect to multiple other SC echelons through transport
links. The model made four key decisions by minimizing the levelized
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cost of syngas production (LCOSG) as the objective function: (i) the
electrolysis plant location, (ii) the size of the CO; electrolysis plant, (iii)
the connections between the source, demand, and plant, and (iv) the size
of these connections.

5.1. Supply chain formulation

Throughout the mathematical formulation, sets are written in a
calligraphy font, variables are represented in lowercase italics, and pa-
rameters are capitalized in italics. The domain of a variable is displayed
in italic subscript, while the roman superscript provides additional de-
tails about the symbols used in the model.

The direction of the flow of CO5 through the SC is fixed and always
follows a predefined order of SC elements, as defined in Fig. 7. The CO4
sources in set ¢ are either part of a cluster (see section 4.1) and included
in subset #™ or identified as individual sources in subset Z. Within
the clustered sources %/Eh, the CO; first needs to be transported to the
center location of that cluster (referred to as the ‘exclusive hub’). All the
exclusive hubs are part of the set ##. This additional transport step is
not required for individual sources in ', which are converted into the
analogous set ¢~ without any transport costs. From location #/ or £/,
CO; can be transported directly to other locations. All the syngas de-
mand locations are part of the set.”, while all the potential locations for
the electrolysis plant are collected in set &. This set is built up of the
locations of set ##, ¢/, .7 and a grid of center points of the NUTS-2
regions. The set #° (not included in Fig. 7) compiles the CAPEX,
OPEX, and total expenditures of all SC echelons.

5.2. Mass balance equations

5.2.1. Capture
The capture technology used for each CO5 source is indexed using the

set .7 ~. From the available CO; sources (CO2!",), a fraction (cap") en-

ters the supply chain (cooflowS™). Where in Eq. (1),
eqCo2, ) " CO2Y -cap’ = cooflow™, V¢ € 7. )
tc

Constraints Eq. (2) and Eq. (3) set a minimum threshold for waste
and PP’s capture and compression fraction. The equations are defined
only when a source (%) is part of subset Z. cap’™ regulates the
fraction of CO, that is captured and compressed, or only compressed,
from a CO3 source. This variable can also become zero if there is no CO4
capture from that source. Therefore, the binary variable cap?®™™ is
introduced to turn cap!" into a semi-continuous variable. The scalars that

define the capture fraction bounds are FR'™" and FR'P. We define the
lower capture fraction via

eqCaptureX™, cap™ > FR".cap®™ v ¢ ¢ . (2)
Analogous the upper limit of the capture fraction is defined via
eqCapturel™, capf® < FR¥.cap?™, v ¢ ¢ #%P. 3)

Eq. (4) applies to the CO5 sources that are captured and compressed
or only compressed. This ensures that the capture fraction (capt") is
below the specified maximum capture fraction (FR*!). We define

eqCapFr™ cap™ <FRM V¢ ¢ 7. 4

5.2.2. COgy transport

cooflow, o+ is a decision variable that determines the flow between
different echelons in the SC. The .+, .+ index here is a placeholder for the
(sub)sets related to capture and conversion (e.g., Y, z., Z’Eh, &%, or
). 7" and 2 are predefined sets which are the Cartesian product of
™ x #4 and 7 x ¢/ respectively. These sets enable the distinction

10
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between exclusive hubs and individual sources. The transport from the
captured CO; to the exclusive hub is defined in constraint (5), also called

Cap
eqEH., cooflow,y =

ZCOzﬂOchh.eh-g’fe]}l_eha Vceh € ™. ()
eh

Eq. (6) describes the flow from the exclusive hub to the CO; elec-
trolysis plant,

eqEHE,;, ZCOZﬂOchh,eh'e%fg,,eh = Zcozﬂoweh_e, Veh € &4.

ceh e

(6)

The same formulation used for sources that are part of exclusive hubs
(in Egs. (5) and (6)) is used to describe the flow from the individual CO4
source to the CO5 electrolysis plant in Egs. (7) and (8). We define Eq. (7)
as

€qCl, copflow™® = Z O floweg - 7S ., Voeci € 7°, %)
ci
and Eq. (8) as
eqCIE, Z cozﬂowcci_d-%fcii_ .= Z coxfloweie, ¥ ci € o (8)
cci e

5.2.3. Syngas transport

In Eq. (9), the CO, that enters into the CO; electrolysis plant is
converted into syngas using a stoichiometric conversion factor CO$*™ of
0.73, which is calculated in SI 8. CO’Z{ determines the efficiency of CO,
conversion into syngas. We introduce

eqES,, (Z cooflowen . + Z Cozﬂowci,e> .COSOnv.Co‘zf
eh ci
(C)]
= ngﬂow“, Ve € &.
s

sgflow, s is the resulting flow of syngas that is transported from the
CO4, electrolysis plant to the demand location. Note that only the con-
version into syngas is considered in the mass balance. Other inputs and
side streams, like water, are assumed to be readily available, while ox-
ygen and unreacted CO; are vented and not further considered.

5.2.4. Syngas demand fulfillment

Eq. (10) ensures that the maximum size of the CO; electrolysis plant
is capped via the maximum syngas flow at 1 Mtonne syngas/year based
on the current European upper-scale value of the syngas demand. So that

ngﬂowe,sgl, Ve € &.

s

Flow
e k]

eqMax, (10)

In the base scenario, the syngas flow to a demand site cannot exceed
its predefined demand. Since we set Eq. (11)

eqDemand!™", ngﬂowe_5 <SGPemand vy s €

e

an

SGPemand s gpecific for each location and set to 1 in the SGD1 sce-
nario. The effect of the system’s syngas demand on the SC configuration
is investigated via Eq. (12) by changing the input parameter MRK".
MRKT is a fraction of the total European syngas market and ranges from
0.001 (corresponding to 13.9 ktonne syngas/year) to 1 (13.9 Mtonne
syngas/year) in

eqMrk™ ™, " sgflow, = MRK™.MRK™.

es

12

5.3. Cost equations

5.3.1. Capture cost

Carbon dioxide from PP and waste was assumed to be captured using
an amine-based post-combustion technology. The CO; stream was
conditioned and compressed to a supercritical state to meet pipeline
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requirements (150 bar). The model developed by Hasan et al. (2012)
was used and adjusted to fit the case context:

(i) A conversion factor was used to convert the CO5 stream flow from
Mtonne/year into mol/s based on a pre-defined flue gas compo-
sition for each source (see SI 3 and 4).

(ii) Currency and year change from $3009 to EUR2015 (see SI 5).

(iii) The capital recovery factor (CRF) was adjusted from 0.154 to
0.10 (based on a lifetime of 20 years and 8 % interest).

(iv) In Hasan et al. (2012), the electricity cost of COy capture was
included in the OPEX cost function. A disaggregated cost function
was not presented; therefore, the electricity price could not be
changed without assuming a percentage of electricity contribu-
tion to the OPEX. It was assumed that 21 % of the capture OPEX
was attributed to the electricity consumption (Wang et al., 202.3).

For CO, compression, using the method described in McCollum and
Ogden (2006), the CO, was compressed to 150 bar, and the costs were
converted from $2005 to EURgq1g (see SI 5).

Egs. (13) and (14) describe the capture cost and flow of the CO,
stream entering the SC. The factor 4 is defined as a continuous positive
variable for the interpolation of the piecewise linear segments. 1 is
present in the cost (13) and flow Eq. (14) and links the captured COy

flow (cozﬂow?”p ) with the total capture cost (annualized CAPEX and

OPEX, cap®®™). In the cost equation, the interpolation factor is multi-

plied by CCEYV',,Cost,,_q that refers to the different sources, and the cost
break points € at different segments .7 CCfC""’l,,ﬂow,,’ q

represents the cost on

represents the flow

on the x-axis in a cost function, while CC{;‘?’ZUCOH”H
the y-axis. The specific formulation for the piecewise-linear approxi-
mation can be found in Appendix II. ¢ is the Cartesian product be-
tween set ¢ and .7 - that serves as the link between the CO5 source and
capture/compression cost function used. We calculate the cost of CO5

capture using

Cost __

eqCost, > g CC s g P V € .

Capc.x - ctc (13)
te.q
The flow that is linked to the costs comes from
eqFlow®, cooflowS™ = "% - CCp, - P V€ 7. 14)

te.q

The Cartesian product *“ is defined before the optimization when
the input parameter CO2Y", is larger than zero. In Eq. (15), the capture
costs of all sources are summed to find the total capture cost in the SC
(cap™),

Cost

eqcapT0t7 anpa "total”

c

c apTot . (1 5)

5.3.2. Transport cost

Using data from the CO transport simulations of the National Energy
Technology Laboratory (2023), the annualized CAPEX and OPEX were
calculated over the project’s lifetime of 30 years and annualized using a
CRF of 0.089 based on an interest rate of 8 %. The total transport cost
was calculated as a sum of the annualized CAPEX and OPEX based on
McCoy and Rubin (2008).

Several other minor changes were implemented to the NETL CO2
transport cost model (2023):

(i) Location-dependent factors adjusted the American (Gulf Coast)
model for the European context. These adjustments accounted for
higher general labor costs (+36 %), increased labor costs due to
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lower productivity (+25 %), and higher material/equipment
prices (+1 %) (IEAGHG, 2018; van der Spek et al., 2019).

(ii) Currency and equipment cost adjustments were made using the
Chemical Engineering Plant Cost Indices (CEPCI) and the ex-
change rate 2018 (Eurostat, 2024b) to express all costs in
EUR3018.

(iii) The option to install pumps was implemented only for paths
longer than 100 km to compensate for the pressure losses and
keep COs in the supercritical phase (Knoope et al., 2014b).

Carbon dioxide was assumed to be transported in the supercritical
phase. In contrast, syngas was assumed to be transported in the gaseous
phase with an average pressure of 55 bar and a H,/CO ratio of 2. This
pressure was similar to the pressure for transporting hydrogen (between
40 and 70 bar) (Weber and Perrin, 2008). Since syngas was transported
in the gas phase, the method for calculating the pipeline diameter was
adjusted to be based on gas phase flow (compressible fluid) instead of
supercritical flow (incompressible fluid).

The same methodology to implement the piecewise linearization of
capture (Egs. (13) and (14)) is applied for transport in Eqgs. (16) - (18).
The ¢+ + index here is a set placeholder for gas transport that connects
the different echelons through transport connections (e.g., Z%, £4v
Ciy EN E4, EN &, .S). When CO; is transported (designated with the
co2+ coz+ placeholder) Eq. (17) is valid for coaflowcea coo+. However,
when syngas is transported the equation points to sgflow.s. For the
transport costs we define

tCost
t*,t*, "total”

_ T Pwl
- § it*.t*.q'T " cost” t*,t* q
q

eqCost. .,

:/;Flow (1 6)

b g

v |

While for the flow, an equation with a similar shape is introduced via

eqFlow;rW, COofloWcoas coz+ V SZAlOW,
_ T Pwl (il Flow
= E Aepg Trowr gy ¥ (00) | L -
q

In Eq. (18), the total cost (annualized CAPEX and OPEX) of all the
transport segments are summed to find t™ in EURyg1g/year,

Tot Cost _
eqT ) E tt*‘.t*,"mm[’ -

e

a7

tTot .

18

5.3.3. Electrolysis plant equations

The upscaled electrolysis plant costs of Noordende et al. (2023) in
the 2030 scenario were used to determine the CAPEX of the electrolysis
plant. A CRF of 0.10 was used to annualize the CAPEX. The CO; elec-
trolysis plant was assumed to operate on a continuous electricity supply
at a constant price. The electricity was assumed to be always available at
the consumption points (i.e., connection to the electricity grid). Steam
was assumed to be generated in situ by an electric boiler, which is
included in the electricity consumption figures shown in Table 2.

Given the specific characteristics of scaling up a CO; electrolysis
plant, the scale-up was assumed to occur per module in intervals of 9
MW (Noordende et al., 2023), which corresponds to a syngas flow per
module (MOD™%) of 7.8 ktonne/year with the total electricity con-
sumption of Table 2. A CO5 input of 13.5 ktonne COy/year is needed to
supply this 9 MW plant. Via the MOD™™" the sgflow, s is linked to the

number of modules per electrolysis plant (modY), in Eq. (19) called
eqElyzr™ mod*-MOD?*" > > sgflow.s, Ve € &. 19)

For the electrolysis plant, the number of modules correlates with the
piecewise linear investment cost (the total not annualized CAPEX,
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modec‘”t) in (20) and (21). The learning rate (LR) factor in Eq. (20) can be
modified to account for cost reductions due to learning; see

eqCosty®, modS™ = " j'-EPC™], (1 -LR), Vec &. (20)
q
We define the equation for the number of modules via
eqNumber,®, mod)" = " A¢-EPCT% 1 oo ¥ €€ . 1)
q

The electricity consumption of the electrolysis plant is composed of
two elements, namely, the conversion and balance of the plant. Elec-
tricity consumption factor for the conversion (E®™) is converted to cost
factors per flow of syngas in the following equation,

eqElyzr®™, ECO.EC™.10° = CONVEY>, (22)

The cost factor per syngas flow for the balance of the plant (E5P) is
defined in Eq. (23), also named

eqElyzr®P, ECOt.EP.10° = BOP™, (23)

CONVEYZ and BOPEY” are then used in Eq. (24) to calculate the
operational electricity consumption,

eqElyzr;*, > sgflow,- (CONVEY™ + BOP™Y™) =elyzri™ Ve € .

e
s

(24)

The total CAPEX of the electrolysis plant is estimated by modS® in
Eq. (20). The stacks in the plant have a shorter lifetime compared to the
rest of the plant. The lifetime was assumed to be five years or 40,000
operating hours, assuming 8,000 operating hours per year for the whole
SC (Detz et al., 2023). Due to their shorter lifetime (LT52%), stack re-
placements were considered as an OPEX (elyzrj‘a“k). The costs of stack
replacements in Eq. (25) are based on (i) the standard module cost
(BMCost), (ii) the learning rate (LR), (iii) the number of modules that need
to be placed at a specific location (mod)*) and (iv) a fraction of the in-
vestment cost attributed to the stack. The stack investment cost fraction
was assumed to be 0.2 of the CAPEX (which includes the stack, the
balance of stack, and installation costs) based on Noordende et al.
(2023). We define the stack replacement costs as

stack BMC.(1 — LR)-mod\"-FS
e ’ [, TStack

Other OPEX includes operations and maintenance costs derived from
the CAPEX part that is not associated with the stack. The O&M are based
on the total investment cost and operations and maintenance factor
(OMU=*). Note that the O&M is part of the OPEX cost function in the other
echelons. The O&M refers to the balance of plant fraction since the stack
replacements are considered separately (Eq. (25)). Therefore, Eq. (26) is
defined as follows,

=elyzri™* Ve € Z. (25)

eqElyzr

eqElyzr™, modS®t.(1 — FS)-OM"* = elyzr™ Ve ¢ &. (26)

In Eq. (27), the yearly OPEX of the electrolyzer is calculated by
summing the stack replacement cost, O&M, and electricity costs,

Cost

, elyzrg®* + elyzrd™ + elyzrs™™* = elyzre™, . , Vee &.
(27)

eqElyzro™™X

e

The non-stack fraction of the total CAPEX is annualized in Eq. (28) by
using the capital recovery factor of the plant. We set

qulyZI’SAPEX, mOdeCOSt'CRFPlam'FS — elyerost , Vec &.

e, "capex”

(28)

The total electrolyzer costs are calculated by summing the annual-
ized CAPEX and OPEX in Eq. (29)

eqElyzr™, elyzr™ =" elyzrSs™.

ex

(29)

12

Computers and Chemical Engineering 201 (2025) 109187

5.3.4. Total annualized supply chain costs
The totsc®t of Eq. (30) comprises the annualized CO, capture

(cap™"), gas transport t™t (which comprises ceh™t cie™t,
ehe™" and es™"), and CO, conversion cost (elyzr™t),
eqTotal, ceh™ + cie™ + ehe™ 4 es™ + cap™ + elyzr™ = totsc®t.  (30)

5.3.5. Objective function
The cost variables are optimized to identify the SC configurations
with the lowest LCOSG via

tots CCost
MRKF MRKF |

This is achieved by minimizing the annualized cost variable
(totsc®), subject to a fixed syngas target parameter:

eqLCOSG, 0% = lIcosg. (€X0)]

Minimize { lcosg }
Variable : binary, integer, and continuous

Subject to Egs. (1)-(31).

The mathematical model is in a steady state, and the SC configura-
tion remains constant over the lifetime. The decision variables are not
indexed over time. The investment for the whole SC is made in year 1.

6. Results and discussion
6.1. Model performance

In total, seven different scenarios (Table 3) were optimized for
different market penetrations (26 different MRK'") ranging from 0.1 to
100 percent. The model contains 2,109,712 equations, 2,717,620 vari-
ables, and 787,761 discrete variables. The model was implemented in
GAMS (General Algebraic Modeling System) (version 44.4.0) and solved
with Gurobi (10.0.2) using the DelftBlue supercomputer (Delft High
Performance Computing Centre (DHPC), 2022). Here it ran on 48 cores
with 192 GB of memory available. The model continued to the next
MRK?" if the optimality tolerance of 0.02 % was reached or if a six-hour
time limit was reached. For more details about the optimality gap, see
Appendix III

6.2. The case under the base scenario

Fig. 8A displays the CO5 origin of the syngas SC in the base scenario.
Syngas market fulfillments lower than 2 % were generally fulfilled using
CO;, from bioethanol plants. At syngas demands greater than 2 %, waste
incineration was the dominant CO5 source in the mix. At 25 % market
fulfillment, pulp and paper started contributing to the COy mix. How-
ever, waste remained the dominant CO5 source throughout all subse-
quent market fulfillments. A relative decrease in the total bioethanol
contribution was observed in the share, but the same sources are utilized
in higher market fulfillment configurations. Despite lower capture costs
in PP plants compared to waste, the longer transport distances coun-
teracted this benefit. A syngas market size of at least 25 % was required
to meet the minimum capture threshold of larger PP plants.

The model rarely selected CO, from biomethane plants because these
sources cannot reach the scale needed for industrial syngas production.
From 1077 biomethane CO; plants, 47 (4.4 %) could supply enough CO,
for a 9 MW electrolyzer. Numerous separate installations would be
required to reach the scale for a single module electrolyzer, which is too
costly due to minimal benefits from economies of scale in compression
and conversion. Small-scale CO5 transport would require smaller pipe-
lines than the 4-inch pipeline diameter threshold or gas phase transport,
which were not included options in the model. A different SC configu-
ration would be required to utilize the CO5 stream from biogas, for
instance, with smaller electrolyzers (0.5-7.5 MW) that operate inde-
pendently of pipeline networks.
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Fig. 9. Visualization of the supply chain configurations at 2 %, 30 %, and 100 % market fulfillment for the base scenario. The boundaries drawn at 100 % market
fulfillment indicate potential geographic areas with clusters of CO, electrolysis plants.

Fig. 8B shows the selected supply chain configurations for different
syngas fulfilments and different numbers of electrolyzers installed.
When syngas demand fulfillment was below 25 %, the preferred SC
configurations were co-located and decentralized at the product de-
mand. Between 25 % and 65 %, feedstock transport with co-location
became the third most frequently used configuration. At a market
fulfillment above 70 %, fully centralized electrolyzer placements
emerged. Particularly, centralized by product configurations were
observed in about 30 % of electrolysis plants at full market fulfillment.
In this setup, a large-scale electrolyzer was paired with CO, transport
and on-site syngas utilization, with a small portion of syngas export. This
behavior was visualized in the SC configuration maps in Fig. 9. At full
market fulfillment, more than 85 % of syngas transport instances
involved a size of less than 80 ktonne syngas/year. Additionally, five of
the twenty-two transport connections involved flows with less than five
ktonnes syngas per year. This suggests that these small-scale syngas
flows were necessary to meet the demand precisely. Consequently, it can
be argued that, under the input conditions of the case study, syngas
transport had a niche role in the supply chain design and was used
mainly under two conditions: (i) at market fulfillment above 70 %, and
(ii) for syngas flows below the threshold where the CO; electrolysis plant
reaches full economies of scale (i.e., 90 MW or 78 ktonnes of syngas per
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year).

To further analyze the results, the syngas demand values of 2 %, 30
%, and 100 % were selected. From Fig. 9, the first electrolyzers were
placed in Benelux and Germany at a low market fulfillment. At 30 %
syngas demand, the infrastructure in the Benelux was expanded, and
more electrolysis plants were put in German chemical clusters. In these
areas, the SCs with the lowest LCOSG were found. At 100 %, these initial
infrastructures were developed further, clearly forming the most
concentrated area for CO electrolysis. In total, seven geographic areas
with clusters of CO4 electrolysis infrastructure were found:

1. Benelux with the chemical clusters of Ludwigshafen and the Ruhr
area in Germany

. Central Europe

. Spain

. Western Spain and Northern Portugal

UK

. Swiss, Northern Italy, and Southern France

. Norway and Sweden

No U s WwN

These regions could serve as a foundation for future work, where
more localized case studies can be developed based on the insights
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Fig. 10. The levelized cost of syngas for the different scenarios; note the difference in axis ranges between the two plots.

gained from a broad geographic analysis.

6.3. Objective function and supply chain costs for the different scenarios

6.3.1. Objective function

Fig. 10 provides an overview of the objective function (LCOSG)
across different market fulfillments and scenarios. Detz et al. (2023)
estimated the reference price of the fossil syngas based on the natural
gas and methanol price in a range of 172-435 EURy1g/tonne syngas. In
their 2023 assessment of syngas production via HT CO3E, they reported
an LCOSG of 1925 EURy(;g/tonne syngas. Their reference system had a
capacity of one ktonne of syngas per year, operating 4000 full load hours
in a 2020 scenario. However, in a 2040 scenario, they estimated an
LCOSG of 615 EURyp;g/tonne syngas due to learning and scaling effects
— that is in the same order of magnitude as found in this work, using
current data on prices, but considering projected 2030 electrolyzer
costs.

Fig. 10A presents the scenarios with the largest impact on the
LCOSG, namely the investment cost of the electrolyzer (LR02) and the
electricity price (Elec20 and Elec70). The first point in the graph is at 0.1
% market fulfillment. The LCOSG lines across different scenarios
behaved similarly to the change in market satisfaction. A minimum
LCOSG was found at 2 % market fulfillment in the base case of 673
EURg018/tonne syngas, which is between 1.5 and 4 times higher than the
fossil reference. At market fulfillment larger than 2 % an increase in cost
was noted. An investment cost reduction in the electrolyzer of 80 %
resulted in a 26 % LCOSG reduction. Fig. 10B presents the levelized cost
of the non-cost-based scenarios. The scenario in which the availability of

14

CO, was affected by a smaller capture fraction (FrCap) has a comparable
LCOSG to the base scenario. The difference in LCOSG was below 1 %,
indicating that capture efficiency variations barely affected the overall
production costs. This negligible impact suggests that improving capture
efficiency alone would not significantly reduce costs. Alternatively,
increasing the CO; conversion efficiency in the CO2Y1 scenario resulted
in significantly lower LCOSG. Below 10 % syngas market fulfillment, the
CO3, from bioethanol could be used and supply a greater demand since
more syngas could be produced with the same amount of CO,. This
resulted in fewer transport links and necessary CO2 sources, resulting in
a production cost reduction of 4.6 % at a market fulfillment of 2 %.

The SGD1 scenario showed a slower increase in the LCOSG when
fulfilling larger syngas markets. In this scenario, CO2 sources could be
better matched with demand locations due to relaxed demand con-
straints (i.e., syngas demand in favorable locations is not capped by its
identified demand). Therefore, less transport was required to use the
available CO sources near the demand points optimally. Furthermore,
the SC configuration benefitted more from the economies of scale in
capture and compression.

Finally, all the scenarios showed an increase in cost at 100 % market
fulfillment, which was explained by two main factors. (i) To supply the
smallest syngas demands (below 50 ktonne syngas/year), there was a
trade-off between using a large electrolyzer that maximizes economies
of scale and the cost of transporting expensive syngas. On the other
hand, installing multiple smaller electrolyzers meant less benefit from
economies of scale while it prevents syngas transport. (ii) An additional
module was required in specific locations, which was partly utilized to
meet demand. This effect could have been reduced when the individual
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module sizes were allowed to be smaller, resulting in better matching
and lower LCOSG.

6.3.2. Cost contribution of supply chain elements to the levelized cost of
syngas

The electrolyzer contributed significantly to the SC cost; see Fig. 11.
At 2 % demand fulfillment, the electrolyzer had an average relative
contribution of over 90 %. When the market fulfillment reached 100 %,
the average contribution of transport to the LCOSG was only 3 %.
However, in the SGD1 scenario, the average contribution of transport to
the cost across all syngas demand fulfilments was even lower, at only 0.9
%. In this scenario, the electrolysis plant size matched the local
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availability of COg, reducing the need for transport. The capture or
compression contribution was larger at a market fulfillment of 30 %. A
wider variety of CO5 sources was required to fulfill the demand, which
was more expensive than the compression of CO5 from the bioethanol
plant at the 2 % market fulfillment.

6.3.3. Cost contribution of electrolyzer elements

Fig. 12 presents the contribution to the LCOSG of the specific ele-
ments in the electrolyzer (i.e., electricity, O&M, stack replacement, and
annualized total installed cost of the electrolyzer). Electricity had the
largest contribution, as also observed by Detz et al. (2023) in their 2040
scenario. Before 2040, the CAPEX was the dominant factor in the LCOSG
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since major CAPEX reductions due to learning, manufacturing im- electrolyzer cost was attributed to electricity consumption. Investment
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Elec70, and LRO2. No significant change was observed in the contribu-
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categories.

tion of the cost elements for the electrolysis plant beyond the 2 % syngas

market fulfillment. At this point, the CO5 electrolysis plants were fully

upscaled. Increasing the syngas market fulfillment beyond 2 % did not

yield additional benefits from economies of scale in the conversion
process. Consequently, this led to the same distribution of cost

6.4.1. CO; sources used
When comparing the CO, sources used in the SGD1 scenario from

6.4. Supply chain configurations for all the scenarios

Figure 15. Visualization of the supply chain configurations at 2 %, 30 %, and 100 % market fulfillment for the LR02, Elec20, SGD1, and CO,Y1 scenarios.
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Fig. 13 to the base scenario, pulp and paper plants played a significantly
larger role. Their contribution to the CO3 syngas mix across different
levels of market fulfillment noticeably increased. With a relaxed syngas
demand constraint, optimal matches were possible with the larger PP
plants at a lower market fulfillment. This made PP the dominant CO,
source in the SC. The CO5 mix in the LRO2 and Elec20 scenarios was
comparable to the base scenario, with the preferred order of sources
being bioethanol, waste, and pulp and paper, respectively. In the CO2Y1
scenario, less CO2 was required, allowing CO from waste and bio-
ethanol to fulfill a higher share of demand. Carbon dioxide from pulp
and paper became less critical for meeting syngas demand. As high as 40
% of the syngas market could be supplied from waste and bioethanol
CO4 compared to the 20 % in the base scenario.

6.4.2. Supply chain types

In Fig. 14, the chosen SC configurations are presented. At 2 % market
fulfillment, a typologically similar SC was found for all the scenarios.
Here, the electrolyzer was fully co-located where possible and decen-
tralized at the syngas demand location.
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At 30 %, all scenarios except SGD1 were characterized by similar
types. Given the increased demand for syngas, some fully co-located
electrolysis plants were transformed into feedstock transport co-
located plants by adding a CO5 transport connection. The other domi-
nant SC types, similar to the 2 % market fulfillment, were co-locating the
electrolysis plant and placing the electrolyzer at the syngas demand
location. The change of co-located plants into transport co-located
plants observed in other scenarios did not occur in the SGD1 scenario.
Since the demand in SGD1 was not constrained, the same electrolysis
plant can utilize additional available CO, in the vicinity. There was a
higher variety of SC configuration types at 100 % of the market fulfill-
ment. Still, the decentralized by product type was the dominant SC, with
an average occurrence above 50 % across all cases. Centralized by
product was the most common centralized type, where syngas transport
was used to another demand location. Finally, the SGD1 scenario
heavily relied on the strategic placement of the electrolysis plant
adapting to the local conditions. In this scenario, syngas transport was
absent, cheaper CO, transport was preferred, and no small syngas de-
mand needed to be met exactly.
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Fig. 16. Minimum, maximum, and average scale of the CO electrolysis plant on the left axis and the count of electrolysis plants on the right for the Base, LR02,

SGD1, and CO,Y1 scenarios.
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6.4.3. Supply chain maps

Fig. 15 presents different optimized SC configurations of the LR02,
Elec20, SGD1, and CO5Y1 scenarios. The configurations of the Elec70
and FrCap scenarios were highly comparable to that of the base scenario
and are therefore presented in SI 6. At 2 % market fulfillment, the Base
and Elec20 configurations were identical, and three electrolyzers were
connected to bioethanol plants. Due to the increased material efficiency
in the CO2Y1 scenario, only two sources were required to provide
enough CO; to fulfill the demand. Moreover, it explained the lower
LCOSG compared to the base and SGD1 scenarios.

Fig. 15 also presents the SC configurations of the 30 % market
fulfillment. Similar designs were found with demand that centers around
the Netherlands, Belgium, and Germany. Finally, Fig. 15 displays the
configurations for 100 % market fulfillment. The same types of config-
urations were found across the different scenarios. However, in the
SGD1 scenario, little transport was seen, and only the most favorable
electrolysis plant locations were used. Now, there are only three regions
with multiple CO; electrolysis plants, which are (i) Benelux with the
chemical clusters of Ludwigshafen and the Ruhr area in Germany, (ii)
Central Europe, and (iii) Western Spain and Northern Portugal.

6.5. Electrolysis plant scale

Fig. 16 presents an overview of the syngas production capacities. The
maximum size of the plants implemented by the model was 0.94 Mtonne
syngas/year.

At 30 % market fulfillment, the average electrolyzer size for the
Elec70, Base, LR02, and Elec20 scenarios was approximately 350 ktonne
of syngas per year. The SGD1 scenario featured a 67 % larger capacity at
521 ktonne per year. In contrast, scenarios CO2Y1 and FrCap were about
25 % lower, with syngas capacities of 260 and 278 ktonne per year,
respectively. At 2 % market fulfillment, the average electrolyzer size
across all scenarios was 93 ktonne of syngas per year. Except in CO2Y1,
the average size was slightly higher at 139 ktonne per year, as only two
electrolysis plants were required. Even though the capacities of the
electrolysis plants may be similar, the locations where the syngas de-
mand was met might be different, see Fig. 15. Typically, the average
electrolyzer size increases with increasing market fulfillment. However,
after 75 % market fulfillment, the large and favorable sources were
exploited, and the average size decreased again. This trend is visible in
all scenarios; the size decreased when nearing complete market fulfill-
ment since the smaller demand points had to be met. At 100 % market
fulfillment, the number of electrolysis plants was slightly lower than the
syngas demand locations due to plants being connected to multiple
syngas demand locations. In the current analysis, the electrolyzer was
connected to a continuous electricity supply. Dealing with the inter-
mittency requires scaling the renewable electricity plant and storage
options, as in Morgenthaler et al. (2020). The scale indication proposed
here was limited, resulting from the CO» supply and syngas demand
matching at an industrial scale, although different limits might emerge
from the energy perspective.

7. Conclusion

The current work explored the cost-effectiveness of COg-based syn-
gas supply chains installed in Europe. The goal of the supply chains was
to provide syngas to the chemical industry, focusing on strategic de-
cisions such as configuration and sizing of the electrolysis plants. The
Benelux area, together with the chemical clusters of Ludwigshafen and
the Ruhr area in Germany, is identified as a promising geographic area
for implementing these supply chains. Using current data on biogenic
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CO4 sources and syngas demands, the CO5 electrolysis plants were
preferably placed co-located or decentralized by product. In this way,
only CO, was transported to the demand location, and the model did not
select syngas transport. There was a niche application for syngas
transport at flows smaller than the upscaled electrolysis plant size (i.e.,
90 MW). Furthermore, the size of the electrolysis plant is determined by
the syngas demand and not by the availability of COx.

The electrolysis plants were matched with large-scale bioethanol
plants, reaching economies of scale in the conversion at the lowest CO2
capture and compression costs. Since the availability of bioethanol in
Europe is only 2.3 Mtonne CO; annually, the relative contribution de-
creases at larger syngas market fulfillments. By increasing the syngas
demand fulfillment, CO, from waste incineration was the second option
as the locations were favorably co-located to syngas demands, and the
size was large enough to benefit from economies of scale in capture and
transport.

At 2 % syngas market demand fulfillment, the lowest LCSOG was
found at 673 EURyg;18/tonne, with electrolysis plants having an average
size of approximately 100 ktonne syngas/year. This cost was estimated
to be between 1.5 and 4 times higher than the fossil reference. At larger
syngas market fulfilments, the size increased to an average of 340
ktonne syngas/year (LCSOG 685 - 705 EURy(1g/tonne). When the con-
version scale was limited to a maximum of 1 Mtonne syngas/year, the
average electrolysis plant size went up to 565 ktonne syngas/year
(LCSOG 680 - 685 EURyp1g/tonne).

Future research should investigate the effect of renewable electricity
on the size of the electrolysis plant. The availability of renewable elec-
tricity is expected to impact the number of operating hours, which in
turn impacts the plant’s conversion size. Furthermore, the current model
allocates the total cost of new infrastructure to the CO2E supply chain
but overlooks possible synergies with CCS or other supply chains.
Potentially, the LCSOG could be improved by sharing infrastructure
when these supply chains are integrated. The current modeling frame-
work provides a solid foundation to be extended into applications where
CO2E has an integrated role in a more complex system.
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Appendix I - Electrolyzer scaling

The solid oxide electrolysis plant scales up by repeating several smaller components, as visualized in Figure 17. Over 100 solid oxide electrolysis
(SOE) cells are bundled together to form a stack with a typical size of up to 100 kW. This stack is then incorporated into a larger structure known as a
hot-box with a capacity of 1.5 MW. Six of these hot-boxes are bundled together to form a repeating module of 9 MW. This module includes all the
required supporting systems, such as power electronics, purification, and compression. Up to 10 of these modules are then arranged in a standardized
way to form a system of 90 MW. Depending on the required plant size, multiple systems may be needed for applications bigger than 100 MW.

Large scale

System system
Solid Oxide | 105|  Stack Hot Box Module y:
Electrolysis Cell
[ oskw | | 100 kW | EE | omMw |

Fig. 17. Scale-up of an electrolysis plant based on the configuration and sizes of Noordende et al. (2023).

Fig. 18 visualizes the electrolyzer cost function based on the number of installed modules. It is assumed that beyond ten modules, there is no effect
of scale increase, resulting in a horizontal cost per capacity line. The number of modules is an integer, starting with a single module. Between 1 and 10
modules, the CAPEX decreases with the assumed exponential scaling factor of 0.6.
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Fig. 18. Effect on the CAPEX due to the increased number of modules. The upper and lower cost boundaries are based on Detz et al. (2023).

Appendix II - Piece interpolation equations

Piece interpolation constraints

A piecewise-linear approximation is implemented via a Convex Combination formulation with a logarithmic number of binary variables; the
formulation is based on the mathematical GAMS implementation of Kalvelagen (2019). This formulation is used for capture, compression, gas
transport, and the electrolysis plant. The formulation is presented below as a general formulation. also, the specific formulation is provided below.

For this formulation, a Boolean incidence set I is required for linking the interpolation and binary variable, see Eq. (32). This incidence set is used to
depict the connection between A and 6. & is a binary variable used for encoding the segments and designates which ones are selected.

1 — if breakpoint q is part of a segment k that has binary b equal to b01
eql, S5 bo1q = 0 dherwi (32)
— otherwise

Egs. (33) and (34) ensure that the segment selection and interpolation variables are linked via the opposite of the incidence matrix.

eqlinkd Y A< Vbes

q | notsy ngr

(33)

q

eqlinkl Y 4, <1-§Vbex

q | notsy mn g

(34)

Finally, an additional constraint (35) is necessary to ensure that the interpolation factor between two segments always sums up to one. Set PWL,
keeps track of the amount of segments a cost function has and allows to deal with a varying segment count in the same formulation.

eqSumLambda Ziq Zg=1 (35)
q

Piecewise capture interpolation
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Appendix III - Optimality gap
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(36)

37)

(38)

(39

(40)

(41)

(42)

(43)

44

The remaining optimality gap for the market fulfillment from 50 % onwards is presented in Fig. 19. This range up to and including 65 % market
fulfillment was always solved until the optimality tolerance within the six-hour window for all scenarios. Between 70 % and 95 % syngas market
fulfillment, the model was solved below a 0.25 % optimality gap for all scenarios.
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Fig. 19. The optimality gap across the different parameter explorations, the number in between brackets indicates the number of optimizations that did not reach the

optimality tolerance of 0.02 %.

The optimality gap was the highest at 100 % market fulfillment, below 0.75 % for all runs. Proving optimality was the most challenging at this
market fulfilment percentage. At 100 %, the highest number of feasible SC configurations are possible. Furthermore, there was a wide range in the size
of syngas demands that the model needed to fulfill. Also at smaller flows, where the electrolyzer scaled in the non-linear regime via the piecewise
linear approximation. In this case, many branches must be explored to solve the electrolyzer scaling, contributing to a larger optimality gap within the

allotted solving time.

Typically, between 4 and 7 market fulfilments were not solved to the optimality tolerance within the chosen time window. Relaxing the syngas
demand constraint in the scenario SGD1 eased the optimization since all the market fulfilments were solved until the optimality tolerance.
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Data availability

GIS-based data, input CO, sources, output syngas demands,
European-wide terrain rasters, and runnable GAMS models with input
files are available at: doi.org/10.5281/zenodo.15178217
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